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Preface

Presenting contributions from world-renowned academics and researchers in the field of
heat exchangers, this book covers research and development in three major fundamental
areas, which include design, experiments, and simulations. This book consists of 11 chap‐
ters, which are organized following the order of the mentioned areas. Except the introducto‐
ry chapter, which overviews the content of the book, the first few chapters are mainly
related to the design of heat exchangers; the next couple of chapters deals with experimental
studies followed by a few numerical works in the field.

This book starts with an introductory chapter overviewing fundamental aspects of heat ex‐
changers and also highlighting all the contributions of this book.

The second chapter covers the design methods as well as theoretical developments of two-
fluid heat exchangers, namely, recuperator and regenerators.

The third chapter presents design of heat exchange surface in agitated vessels and summa‐
rizes related literature studies. A numerical analysis was done to project the heat transfer
surface area in an agitated vessel.

Topology optimization with special focus on the design of heat exchangers is reported in the
fourth chapter. It also provides a comprehensive chronological review of available literature.

The fifth chapter reports a new and simplified multiperiod synthesis approach for designing
flexible heat exchanger networks. It also presents comparisons of results of this new ap‐
proach with those in the literature.

The sixth chapter highlights various basic aspects related to the thermal design of gas tur‐
bine blades and also discusses examination of several heat transfer technologies.

An extensive study on direct contact heat exchangers is reported in the seventh chapter. It
also introduces two new techniques: one for quantifying the efficiency of multiphase mixing
and the other for accurate estimation of the mixing time in these exchangers.

The eighth chapter describes a method for measuring the transient temperature of the flow‐
ing fluids in heat exchangers. It also demonstrates the applicability of this method by vali‐
dating with real experimental data.

A comprehensive review and description of the transient effectiveness methodology for ana‐
lyzing heat exchangers are presented in the ninth chapter. Novel transient effectiveness
methodologies and two CFD compact modeling methodologies are also detailed in this
chapter.



The tenth chapter reports a numerical study on unsteady mixed convection heat transfer
from two isothermal semicircular cylinders in tandem arrangement inside a channel.

A computational modeling of vehicle radiators using porous medium approach is presented
in the final chapter. A CFD analysis and results of a radiator are also demonstrated in this
chapter.

This book is intended to be a useful source of information for researchers, postgraduate stu‐
dents, and academics, as well as designers and engineers working in the fields of heat ex‐
changers and related industries.

We would like to thank all the authors for their high-quality contributions and the publish‐
ing process manager for providing continuous support, which have made the completion of
this book possible.

Finally, we would like to express our appreciation to our family members for their contin‐
ued support and patience during the preparation of this book.

S M Sohel Murshed and Manuel Matos Lopes
University of Lisbon,

Lisbon, Portugal
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1. Introduction

This chapter aims to provide an overview of various aspects of heat exchangers as well as to 
briefly highlight research and findings from each contribution of this book.

Heat exchangers are devices that facilitate the exchange/transfer of heat between two media/
matters (fluids, solid surface/particulates and fluids) at different temperatures. Heat exchang‐
ers are commonly used in practice in a wide range of applications from heating and air‐
conditioning systems in a household to chemical processing and power production plants, 
bioprocess, and heavy industries. One of the well‐known heat exchangers is car radiator in 
which heat is transferred from the hot water flowing through the radiator tubes to the air 
flowing through the closely spaced thin plates outside attached to the tubes.

Heat transfer in a heat exchanger usually involves convection in each fluid and conduction 
through the wall separating the two fluids. Different thermal applications demand different 
types of hardware and different configurations of heat transfer equipment, and thus, wide 
range of heat exchangers are manufactured and available in the market. Heat exchangers are 
classified based on various features such as transfer processes, fluids flows direction (i.e., par‐
allel flow and counter flow), number of fluids (e.g., two, three fluids), surface compactness, 
heat transfer mechanisms, construction etc. In general, the classification of heat exchangers by 
transfer processes includes (i) indirect‐contact and (ii) direct‐contact exchangers [1, 2].

In indirect‐contact heat exchangers, the two flowing fluids are separated by a wall and heat 
exchange between these two fluids occurs through this wall. As a separating wall hinders 
the heat flow, these heat exchangers are less effective than the direct‐contact ones. However, 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



these heat exchangers are widely used because most of the practical cases fluids cannot be 
allowed to contact or mix. Common examples of indirect‐contact exchangers are shell and 
tube, bayonet, concentric tube, plate, spiral plate, radiator, storage or regenerators, and com‐
pact exchangers. On the other hand, two fluids streams come into direct contact with each 
other and exchange heat before separating. The direct‐contact heat exchangers include mov‐
ing bed contactor, fluidized bed, moving belt conveyor, immiscible fluids, boiling and immis‐
cible fluids, and cooling tower exchangers.

The analysis of heat exchangers is commonly performed through two well‐known methods, 
which are log mean temperature difference (LMTD) and effectiveness‐number of transfer 
units (ε‐NTU) [3]. LMTD is easy to use in heat exchanger analysis when the inlet and the out‐
let temperatures of the hot and cold fluids are known or can be determined from the energy 
balance, and it is very suitable for determining the size of a heat exchanger to realize certain/
required outlet temperature. On the other hand, NTU is directly a measure of the heat transfer 
surface area, and therefore, the smaller the NTU the smaller the heat exchanger. Heat transfer 
enhancement in heat exchangers is usually accompanied by increased pressure drop and thus 
by higher pumping power. Therefore, any gain from the enhancement in heat transfer should 
be weighed against the cost of the accompanying pressure drop.

2. Contributions highlight

This book covers every areas mentioned in its title. Except this overview, each chapter contri‐
bution has been briefly highlighted in this section.

Starting with the design of heat exchangers, author Ezgi discussed the basic design methods 
of two‐fluid heat exchangers. The design techniques of two main types of heat exchangers 
namely recuperator and regenerators were analyzed and theoretical developments are pre‐
sented in his study. The solutions to recuperator problems are discussed in terms of LMTD, 
ε‐NTU, dimensionless mean temperature difference (Ψ‐P), and (P1‐P2) methods. It is reported 
that the rating or sizing problem of recuperator exchangers can be solved by any of these 
methods and will yield identical solution within the computation error. For example, if inlet 
temperatures, outlet temperature of one of the fluids, and fluids mass flow rates are known, 
LMTD method can suitably be employed to solve sizing problem. Otherwise, ε‐NTU method 
needs to be used. As the P1‐P2 method includes all major dimensionless heat exchanger 
parameters, the solution to the rating and sizing problems is noniterative and straightfor‐
ward. On the other hand, regenerators are basically classified into rotary and fixed matrix 
models, and the thermal design of these models can be realized by two methods, which are 
effectiveness‐modified number of transfer units (ε‐NTU0) and reduced length and reduced 
period (Λ‐π) methods. Usually, Λ‐π method is used for fixed matrix regenerators.

Authors Silva Rosa and Moraes Junior focused on the heat transfer surfaces in agitated vessels 
and their study was based on the determination of the heat exchange area which is necessary 
to abide by the process conditions as mixing quality and efficiency of heat transfer. Based 
on the overall heat transfer coefficient obtained from Nusselt number, they determined the 
heat transfer area. The authors also summarized literature studies related to heat transfer 
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in agitated vessels. A numerical analysis was also made to project the heat transfer surface 
area in an agitated vessel using vertical tube baffles and a 45° pitched blade turbine. It was 
emphasized that the selection of a suitable type of heat transfer surface for the process to be 
projected in agitated vessels must be done through an analysis between the kind of impeller 
and its interaction with the adopted surface.

Topology optimization is a useful design tool for physical systems especially for structural 
ones, and its application in the field of thermal transport is slowly increasing. Topology opti‐
mization is as a physics‐based and automated lay‐out (best material) optimization method, 
which follows the governing equations taken into consideration under a user‐defined set 
of conditions and limitations. Authors Christian and Lin re‐introduced this topology opti‐
mization with special focus on the progress of heat exchanger design. In order to assess the 
current progress of topology optimization in the field of heat transfer and heat exchanger 
design, they provided a chronological review of available literature. Then, they have con‐
ceptually introduced different methods developed over the years in topology optimization. 
Heat exchanger designs arising from topology optimization have now been realized, and 
continuous efforts are still being made to further improve both methods and implementa‐
tion. Topology optimization is expected to play a bigger role in the near future for heat 
exchanger design.

Isafiade and Bahadori reported a new simplified synthesis method for designing small‐sized 
to medium‐sized flexible heat exchanger networks using a mixed integer nonlinear program‐
ming multi‐period synthesis approach. The methodology used involves a two‐step approach 
where in the first step, a multi‐period network is designed for a large number of critical oper‐
ating periods using a finite set of operating points while considering the impact of potential 
fluctuations in periodic durations of each of the chosen critical points on the network. In the 
second step, the flexibility of the resulting multi‐period network of the first step is tested 
using very large randomly generated set of finite potential operating points together with 
their periodic durations. The solutions obtained in their study using this new approach were 
compared favorably with those in the literature.

In a different study, author Naik highlighted issues related to the thermal design of gas tur‐
bine blades and examined several heat transfer technologies. Some of the basic heat transfer 
phenomenon associated with both the external hot gas side and the coolant’s internal flows 
in turbine aerofoils has been discussed. By establishing the hot gas side external heat loads, 
which generally varies with different turbine design, it is possible to design efficient aerofoil 
internal cooling systems. Typical methods for validating the thermal designs of gas turbine 
aerofoils were also outlined.

As mentioned before, direct contact heat exchangers (DCHE) involve the exchange of heat 
between two immiscible fluids by bringing them into contact at different temperatures. 
Among some advantages of direct‐contact heat exchangers over indirect contact ones include 
achievable very high heat transfer rates, relatively inexpensive exchanger construction and 
absence of the fouling problems due to not having any wall between the two fluids. The 
direct‐contact heat exchangers have been comprehensively studied by Wang and co‐ workers. 
Based on algebraic topology, they have developed a new technique for quantifying the effi‐
ciency of multiphase mixing. A novel method relying on image analysis and statistics was 
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also  developed to accurately estimate the mixing time in a DCHE. L2‐star discrepancy (UC‐
LD)–based uniformity coefficient (UC) method presented for assessing the uniformity and 
mixing time of bubbles behind the viewing windows in a DCHE was found to be effective. 
Furthermore, they have shown some advantages including rotation invariance (reflection 
invariance), permutation invariance, and the ability to measure projection uniformity. Their 
experimental results revealed that UC‐CD gives more sensitive performance than uniformity 
coefficient based on wrap‐around discrepancy (UC‐WD) and thus, the UC‐CD method is 
more appropriate for industry. Nonetheless, authors believe that the complexity of the bubble 
swarm patterns can be reduced, their mechanisms can be clarified, and the heat transfer per‐
formance in a DCHE can be elucidated.

Author Jaremkiewicz described a method for measuring the transient temperature of the 
flowing fluid in heat exchangers based on time‐temperature changes of the thermometer, 
which was considered as an inertial system of first and second order. To reduce the influence 
of random errors in the temperature measurement, the local polynomial approximation based 
on nine points was used. As a result, the first and second derivatives of a temperature that 
indicates how the temperature of the thermometer varies over time were determined very 
accurately. Then, the time constant was defined as a function of fluid velocity for sheathed 
thermocouples with different diameters. The applicability of their method was validated with 
real experimental data. They inferred that this method is mostly suitable for measuring the 
transient temperature of gases in the exchangers, and it can also be used for the online moni‐
toring of fluid temperature change with time.

A detailed description and comprehensive review of the transient effectiveness methodology 
for heat exchanger analysis are reported by authors Tianyi and co‐workers. Three important 
applications for transient effectiveness methodology are reported that include (i) character‐
ization of heat exchanger dynamic behaviors, (ii) characterization of the transient response of 
closed coupled cooling/heating systems with multiple heat exchanger units, and (iii) devel‐
opment of compact transient heat exchanger models. For studying heat exchangers’ tran‐
sient characteristics, authors introduced novel transient effectiveness methodologies, which 
were found very useful for thermal dynamic characterization of heat exchangers as well as 
development of compact CFD transient models. The transient effectiveness curves capture 
the transient response and the impact of thermal capacitance of each heat exchanger unit. The 
two CFD compact modeling methodologies (i.e., a full transient effectiveness methodology 
and a partial transient effectiveness methodology) were also developed and validated in their 
study. These models were found to be accurate and fast and can be integrated into large‐scale 
models as well.

Salcedo and co‐authors carried out numerical simulations to study the unsteady laminar flow 
and mixed convection heat transfer characteristics around two identical isothermal semicyl‐
inders arranged in tandem and confined in a channel. Simulations were performed using the 
control‐volume method on a nonuniform orthogonal Cartesian grid. The immersed‐bound‐
ary method was employed to identify the semicylinders inside the channel. The variation of 
the mean and instantaneous nondimensional velocity, vorticity and temperature distribu‐
tions with Richardson number were presented along with the nondimensional  oscillation 
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frequencies (Strouhal number) and phase‐space portraits of flow oscillation from each 
semicylinder. In addition, local and averaged Nusselt numbers (Nu) over the surface of the 
semicylinders were also obtained. Their results demonstrated how the buoyancy and wall 
confinement affect the wake structure, vortex dynamics, and heat transfer characteristics.

Authors Çetin and co‐workers reported a study on computational modeling of vehicle radia‐
tors using porous medium approach in the last contribution. They believe that a successful 
implementation of such porous modeling can lead to a dramatic reduction in computational 
cost and time. The implementation of the computational methodology through a commercial 
software can also benefit from the powerful meshing, solving, and postprocessing capabili‐
ties. As demonstrated, a CFD analysis of a radiator by using porous medium approach gave 
reasonable and reliable results. Using CFD analysis, design cost may be decreased dramati‐
cally by easing the experimental testing process. They reported that the porous parameters of 
a given fin geometry can be obtained within a couple of hours which may enable the hydro‐
dynamic and thermal optimization of a radiator. Although the proposed methodology was 
discussed in the context of a vehicle radiator, it can be implemented to any compact heat 
exchanger with repetitive fin structures, which is an important problem for many industrial 
applications. Authors suggested that more realistic computational models may be developed, 
and the coupling of the flow and temperature field with the structural analysis may lead to 
way more efficient and robust radiator designs.

3. Other complementary sources

Many areas and features of heat exchangers that are not covered or not detailed in the above‐
introduced contributions can be found in many other available reference sources. For exam‐
ple, among many books and sources, very popular and useful sources of knowledge on the 
design of heat exchangers and application of related theories and modeling of designs are the 
two popular and comprehensive books by Thulukkanam [4] and Shah and Sekulic [2]. The 
second edition of heat exchanger design handbook by Thulukkanam [4] also provides current 
advances in heat exchanger technology particularly design and modes of operation. The book 
by Rao and Savsani [5] describes research works that explore different advanced optimization 
techniques. It also includes algorithms and computer codes for various advanced optimiza‐
tion techniques that can be useful to the readers. In a study, Lee et al. [6] reported numerical 
methodologies of the fluids flow and heat transfer analysis in various types of heat exchang‐
ers. They also proposed an analysis method for the conjugate heat transfer between hot flow‐
separating plate and cold flow of a plate heat exchanger. More detail on recent development 
on the numerical simulations of the heat exchangers and advances in numerical heat transfer 
can also be found in a very recent book edited by Minkowycz and other co‐editors [7].

Over the past few decades, a large number of research efforts have been devoted to enhance 
the heat transfer performance of heat exchangers by various methods, which have been dis‐
cussed in a recent compressive review on double pipe heat exchangers by Omidi et al. [8]. 
Generally, the heat transfer enhancement methods are classified as active method, passive 
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method, and compound method. While active and compound methods are less popular and 
used, passive methods are widely employed to improve the heat transfer of heat exchangers. 
Among passive methods, extended surface (e.g., fins), twisted tape insert, and wired coils are 
commonly used particularly in double pipe heat exchangers [8]. The book edition on the heat 
transfer enhancement of heat exchangers by Kakac et al. [9] is a good source of knowledge 
and references.

For compact heat exchangers, the second edition of a popular book by Hesselgreaves et al. [10] 
is a complete reference, which compiles all aspects of theory, design rules, operational issues, 
and the most recent developments and technological advancements in these heat exchangers. 
A comprehensive review on performance of compact heat exchangers was also reported by Li 
et al. [11]. Among other books and works, the book published by Sundén and Faghri [12] is a 
good source for numerical simulations in compact heat exchangers.

In recent years, there are large numbers of research works reported on improving the design 
and performance of heat exchangers to meet the cooling demands of modern devices and 
industries. This book provides topic‐wise detailed and state‐of‐the‐art information on the 
development of design, experiments, and numerical simulations on heat exchangers. It is 
noted that various advanced features and applications of heat exchangers are provided in our 
other volume of this book [13].

4. Conclusions

This chapter briefly discusses various aspects of heat exchangers and highlights main research 
and findings from each contributed chapter of this book. It also provides key topics related 
to heat exchangers and corresponding reference sources. We believe that this book will be a 
useful source of information for researchers, postgraduate students as well as designers and 
engineers working in the fields of heat exchangers and related industries.
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Abstract

Heat exchangers are devices that transfer energy between fluids at different tempera-
tures by heat transfer. These devices can be used widely both in daily life and industrial
applications such as steam generators in thermal power plants, distillers in chemical
industry, evaporators and condensers in HVAC applications and refrigeration process,
heat sinks, automobile radiators and regenerators in gas turbine engines. This chapter
discusses the basic design methods for two fluid heat exchangers.

Keywords: log-mean temperature difference (LMTD), effectiveness-number of transfer
units (ε � NTU), dimensionless mean temperature difference (Ψ � P) and (P1 – P2)
effectiveness-modified number of transfer units (ε � NTUo), reduced length and
reduced period (Λ � π)

1. Introduction

Heat exchangers (HE) are devices that transfer energy between fluids at different temperatures
by heat transfer. Heat exchangers may be classified according to different criteria. The classifi-
cation separates heat exchangers (HE) in recuperators and regenerators, according to construc-
tion is being used. In recuperators, heat is transferred directly (immediately) between the two
fluids and by opposition, in the regenerators there is no immediate heat exchange between the
fluids. Rather this is done through an intermediate step involving thermal energy storage.
Recuperators can be classified according to transfer process in direct contact and indirect
contact types. In indirect contact HE, there is a wall (physical separation) between the fluids.
The recuperators are referred to as a direct transfer type. In contrast, the regenerators are
devices in which there is intermittent heat exchange between the hot and cold fluids through
thermal energy storage and release through the heat exchanger surface or matrix. Regenerators
are basically classified into rotary and fixed matrix models. The regenerators are referred to as
an indirect transfer type.
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This chapter discusses the basic design methods for two fluid heat exchangers. We discuss the
log-mean temperature difference (LMTD) method, the effectiveness ε�NTU method, dimen-
sionless mean temperature difference (Ψ � P) and (P1 – P2) to analyse recuperators. The LMTD
method can be used if inlet temperatures, one of the fluid outlet temperatures, and mass flow
rates are known. The ε – NTU method can be used when the outlet temperatures of the fluids
are not known. Also, it is discussed effectiveness-modified number of transfer units
(ε�NTUo) and reduced length and reduced period (Λ� π) methods for regenerators.

2. Governing equations

The energy rate balance is

dEcv

dt
¼ _Q � _W þ

X
i

_mi hi þ Vi2

2
þ gzi

� �
�
X
e

_me he þ Ve2

2
þ gze

� �
(1)

For a control volume at steady state, dEcv
dt ¼ 0. Changes in the kinetic and potential energies of

the flowing streams from inlet to exit can be ignored. The only work of a control volume

enclosing a heat exchanger is flow work, so _W ¼ 0 and single-stream (only one inlet and one
exit) and from the steady-state form the heat transfer rate becomes simply [1–3]

_Q ¼ _mðh2 � h1Þ (2)

For single stream, we denote the inlet state by subscript 1 and the exit state by subscript 2.

For hot fluids,

_Q ¼ _mðhh1 � hh2Þ (3)

For cold fluids,

_Q ¼ _mðhc2 � hc1Þ (4)

The total heat transfer rate between the fluids can be determined from

_Q ¼ UAΔTlm (5)

where U is the overall heat transfer coefficient, whose unit is W/m2 oC and ΔTlm is log-mean
temperature difference.

3. Overall heat transfer coefficient

A heat exchanger involves two flowing fluids separated by a solid wall. Heat is transferred
from the hot fluid to the wall by convection, through the wall by conduction and from the wall
to the cold fluid by convection.

2 Heat Exchangers – Design, Experiment and SimulationHeat Exchangers– Design, Experiment and Simulation10
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UA ¼ UoAo ¼ UiAi ¼ 1
Rt

(6)

where Ai ¼ πDiL and Ao ¼ πDoL and U is the overall heat transfer coefficient based on that
area. Rt is the total thermal resistance and can be expressed as [1]

Rt ¼ 1
UA

¼ 1
hiAi

þ Rw þ Rf i

Ai
þ Rf o

Ao
þ 1
ho Ao

(7)

where Rf is fouling resistance (factor) and Rw is wall resistance and is obtained from the
following equations.

For a bare plane wall

Rw ¼ t
kA

(8)

where t is the thickness of the wall

For a cylindrical wall

Rw ¼
lnðroriÞ
2πLk

(9)

The overall heat transfer coefficient based on the outside surface area of the wall for the
unfinned tubular heat exchangers,

Uo ¼ 1
ro
ri

1
hi
þ ro

ri
Rf i þ ro

k ln
ro
ri

� �
þ Rfo þ 1

ho

(10)

where Rfi and Rfo are fouling resistance of the inside and outside surfaces, respectively.

or

Uo ¼ 1
ro
ri

1
hi
þ Rf t þ ro

k ln
ro
ri

� �
þ 1

ho

(11)

where Rft is the total fouling resistance, given as

Rf t ¼ Ao

Ai
Rf i þ Rf o (12)

For finned surfaces,

_Q ¼ ηhAΔT (13)

where η is the overall surface efficiency and
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η ¼ 1� Af

A
ð1� ηf Þ (14)

where Af is fin surface area and ηf is fin efficiency and is defined as

ηf ¼
_Qf

_Qf ,max
(15)

Constant cross-section of very long fins and fins with insulated tips, the fin efficiency can be
expressed as

ηf , long ¼ 1
mL

(16)

ηf , insulated ¼ tanhðmLÞ
mL

(17)

where L is the fin length.

For straight triangular fins,

ηf , triangular ¼
1
mL

I1ð2mLÞ
I0ð2mLÞ (18)

For straight parabolic fins,

ηf ,parabolic ¼
2

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2mLÞ2 þ 1

q (19)

For circular fins of rectangular profile,

ηf , rectangular ¼ C
K1ðmr1ÞI1ðmr2cÞ � I1ðmr1ÞK1ðmr2cÞ
I0ðmr1ÞK1ðmr2cÞ � K0ðmr1ÞI1ðmr2cÞ (20)

where the mathematical functions I and K are the modified Bessel functions and

m ¼
ffiffiffiffiffiffiffiffiffiffiffi
2h=kt

p
(21)

where t is the fin thickness.

and

C ¼ 2r1=m
r22c � r21

(22)

where
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r2c ¼ r2 þ t=2 (23)

For pin fins of rectangular profile,

ηf ,pin, rectangular ¼
tanhmLc
mLc

(24)

where

m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
4h=kD

p
(25)

and corrected fin length, Lc, defined as

Lc ¼ LþD=4 (26)

where L is the fin length and D is the diameter of the cylindrical fins. The corrected fin length is
an approximate, yet practical and accurate way of accounting for the loss from the fin tip is to
replace the fin length L in the relation for the insulated tip case.

A is the total surface area on one side

A ¼ Au þ Af (27)

The overall heat transfer coefficient is based on the outside surface area of the wall for the
finned tubular heat exchangers,

Uo ¼ 1
Ao
Ai

1
ηihi

þ Ao
Ai

Rf i

ηi
þ AoRw þ Rfo

ηo
þ 1

ηoho

(28)

where Ao and Ai represent the total surface area of the outer and inner surfaces, respectively.

4. Thermal design for recuperators

Four methods are used for the recuperator thermal performance analysis: log-mean tempera-
ture difference (LMTD), effectiveness-number of transfer units (ε�NTU), dimensionless mean
temperature difference (Ψ � P) and (P1 – P2) methods.

4.1. The log-mean temperature difference (LMTD) method

The use of the method is clearly facilitated by knowledge of the hot and cold fluid inlet and
outlet temperatures. Such applications may be classified as heat exchanger design problems;
that is, problems in which the temperatures and capacity rates are known, and it is desired to
size the exchanger.
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4.1.1. Parallel and counter flow heat exchanger

Two types of flow arrangement are possible in a double-pipe heat exchanger: parallel flow and
counter flow. In parallel flow, both the hot and cold fluids enter the heat exchanger at the same
end and move in the same direction, as shown in Figure 1. In counter flow, the hot and cold
fluids enter the heat exchanger at opposite end and flow in opposite direction, as shown in
Figure 2.

Figure 1. Parallel flow in a double-pipe heat exchanger.
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The heat transfer rate is

_Q ¼ UAΔTlm (29)

where ΔTlm is log-mean temperature difference and is

ΔTlm ¼ ΔT1 � ΔT2

lnðΔT1
ΔT2

Þ (30)

Figure 2. Counter flow in a double-pipe heat exchanger.
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Then,

_Q ¼ UA
ΔT1 � ΔT2

lnðΔT1
ΔT2

Þ (31)

where the endpoint temperatures, ΔT1 and ΔT2, for the parallel flow exchanger are

ΔT1 ¼ Thi � Tci (32)

ΔT2 ¼ Tho � Tco (33)

where Thi is the hot fluid inlet temperature, Tci is the cold fluid inlet temperature, Tho is the hot
fluid outlet temperature and Tco is the cold fluid outlet temperature.

The endpoint temperatures, ΔT1 and ΔT2, for the counter flow exchanger are

ΔT1 ¼ Thi � Tco (34)

ΔT2 ¼ Tho � Tci (35)

4.1.2. Multipass and cross-flow heat exchanger

In compact heat exchangers, the two fluids usually move perpendicular to each other, and
such flow configuration is called cross-flow. The cross-flow is further classified as unmixed
and mixed flow, depending on the flow configuration, as shown in Figures 3 and 4.

Multipass flow arrangements are frequently used in shell-and-tube heat exchangers with
baffles (Figure 5).

Figure 3. Both fluids unmixed.
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Log-mean temperature difference ΔTlm is computed under assumption of counter flow condi-
tions. Heat transfer rate is

_Q ¼ UAFΔTlm,cf (36)

where F is a correction factor and non-dimensional and depends on temperature effectiveness
P, the heat capacity rate ratio R and the flow arrangement.

P ¼ Tc2 � Tc1

Th1 � Tc1
(37)

R ¼ Th1 � Th2

Tc2 � Tc1
(38)

The value of P ranges from 0 to 1. The value of R ranges from 0 to infinity. If the temperature
change of one fluid is negligible, either P or R is zero and F is 1. Hence, the exchanger

Figure 4. One fluid mixed and one fluid unmixed.

Figure 5. One shell pass and two tube passes.
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behaviour is independent of the specific configuration. Such would be the case if one of the
fluids underwent a phase change.

Correction factor F charts for common shell-and-tube and cross-flow heat exchangers are
shown in Figures 6–10.

Figure 7. Two shell passes and four-tube passes.

Figure 6. One shell pass and any multiple of two tube passes.

Figure 8. Single pass cross flow with one fluid mixed and the other unmixed.
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4.1.3. The procedure to be followed with the LMTD method

1. Select the type of heat exchanger.

2. Calculate any unknown inlet or outlet temperatures and the heat transfer rate.

3. Calculate the log-mean temperature difference and the correction factor, if necessary.

4. Calculate the overall heat transfer coefficient.

5. Calculate the heat transfer surface area.

6. Calculate the length of the tube or heat exchanger

4.2. The ε – NTU method

If the exchanger type and size are known and the fluid outlet temperatures need to be
determined, the application is referred to as a performance calculation problem. Such prob-
lems are best analysed by the NTU-effectiveness method [4, 5].

Capacity rate ratio is

Figure 9. Single pass cross flow with both fluids unmixed.

Figure 10. Two shell passes and any multiple of four tube passes.
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C� ¼ Cmin

Cmax
(39)

where Cmin and Cmax are the smaller and larger of the two magnitudes of Ch and Cc, respec-
tively, and Ch and Cc are the hot and cold fluid heat capacity rates, respectively.

Heat exchanger effectiveness εis defined as

ε ¼
_Q

_Qmax
¼ Actual heat transfer rate

Maximum possible heat transfer rate
(40)

where

_Qmax ¼ ð _mcpÞcðTh1 � Tc1Þ if Cc < Ch (41)

or

_Qmax ¼ ð _mcpÞhðTh1 � Tc1Þ if Ch < Cc (42)

where Cc ¼ _mccpc and Ch ¼ _mhcph are the heat capacity rates of the cold and the hot fluids,
respectively, and _m is the rate of mass flow and cp is specific heat at constant pressure.

Heat exchanger effectiveness is therefore written as

ε ¼ ChðTh1 � Th2Þ
CminðTh1 � Tc1Þ ¼

CcðTc2 � Tc1Þ
CminðTh1 � Tc1Þ (43)

The number of transfer unit (NTU) is defined as a ratio of the overall thermal conductance to
the smaller heat capacity rate. NTU designates the non-dimensional heat transfer size or
thermal size of the exchanger [4, 5].

NTU ¼ UA
Cmin

¼ 1
Cmin

ð
UdA (44)

In evaporator and condenser for parallel flow and counter flow,

C� ¼ Cmin

Cmax
¼ 0 (45)

and

ε ¼ 1� e�NTU (46)

The effectivenesses of some common types of heat exchangers are also plotted in Figures 11–16.
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where Cmin and Cmax are the smaller and larger of the two magnitudes of Ch and Cc, respec-
tively, and Ch and Cc are the hot and cold fluid heat capacity rates, respectively.

Heat exchanger effectiveness εis defined as

ε ¼
_Q

_Qmax
¼ Actual heat transfer rate

Maximum possible heat transfer rate
(40)

where

_Qmax ¼ ð _mcpÞcðTh1 � Tc1Þ if Cc < Ch (41)

or

_Qmax ¼ ð _mcpÞhðTh1 � Tc1Þ if Ch < Cc (42)
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thermal size of the exchanger [4, 5].

NTU ¼ UA
Cmin

¼ 1
Cmin

ð
UdA (44)

In evaporator and condenser for parallel flow and counter flow,

C� ¼ Cmin

Cmax
¼ 0 (45)

and

ε ¼ 1� e�NTU (46)

The effectivenesses of some common types of heat exchangers are also plotted in Figures 11–16.

12 Heat Exchangers – Design, Experiment and SimulationHeat Exchangers– Design, Experiment and Simulation20

Figure 11. Effectiveness of parallel flow.

Figure 12. Effectiveness of counter flow.
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Figure 13. Effectiveness of one shell pass and 2, 4, 6,… tube passes.

Figure 14. Effectiveness of two shell passes and 4, 8, 12,… tube passes.
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Figure 15. Effectiveness of cross flow with both fluids unmixed.

Figure 16. Effectiveness of cross flow with one fluid mixed and the other unmixed.
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4.2.1. The procedure to be followed with the ε – NTU method

a. For the rating analysis:

1. Calculate the capacity rate ratio

2. Calculate NTU.

3. Determine the effectiveness.

4. Calculate the total heat transfer rate.

5. Calculate the outlet temperatures.

b. For the sizing problem:

1. Calculate the effectiveness.

2. Calculate the capacity rate ratio.

3. Calculate the overall heat transfer coefficient.

4. Determine NTU.

5. Calculate the heat transfer surface area.

6. Calculate the length of the tube or heat exchanger

4.3. The Ψ – P method

The dimensionless mean temperature difference is [4]

ψ ¼ ΔTm

Thi � Tci
¼ ΔTm

ΔTmax
(47)

ψ ¼ ε
NTU

¼ P1

NTU1
¼ P2

NTU2
(48)

where P is the temperature effectiveness and the temperature effectivenesses of fluids 1 and 2
are defined as, respectively

P1 ¼ T1,o � T1, i

T2, i � T1, i
(49)

P2 ¼ T2, i � T2,o

T2, i � T1, i
(50)

ψ ¼

FP1ð1� R1Þ
ln

ð1� R1P1Þ
ð1� P1Þ

� � for R1 6¼ 1

Fð1� P1Þ for R1 ¼ 1

8>>><
>>>:

(51)
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where 1 and 2 are fluid stream 1 and fluid stream 2, respectively, and R is the heat capacity
ratio and defined as

R1 ¼ C1

C2
¼ T2, i � T2,o

T1,o � T1, i
(52)

R2 ¼ C2

C1
¼ T1,o � T1, i

T2, i � T2,o
(53)

R1 ¼ 1
R2

(54)

Non-dimensional mean temperature difference as a function for P1 and R1 with the lines for
constant values of NTU1 and the factor is shown in Figure 17.

The heat transfer rate is given by

q ¼ UAΨðThi � TciÞ (55)

4.3.1. The procedure to be followed with the Ψ – P method

1. Calculate NTU1.

2. Calculate F factor.

3. Calculate R1 with the lines for constant values of NTU1 and the F factor superimposed in
Figure 17.

Figure 17. Non-dimensional mean temperature difference as a function for P1 and R1.
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4. Plot the dimensionless mean temperature Ψ as a function of P1 and R1 in Figure 17.

5. Calculate the heat transfer rate.

4.4. The Pl – P2 method

The dimensionless mean temperature difference is [4]

ψ ¼ ε
NTU

¼ P1

NTU1
¼ P2

NTU2
(56)

P1 –P2 chart for 1–2 shell and tube heat exchanger [2] with shell fluid mixed is shown in
Figure 18.

where 1 and 2 are one shell pass and two tube passes, respectively.

4.4.1. The procedure to be followed with the P1 – P2 method

1. Calculate NTU1 or NTU2.

2. Calculate R1 or R2.

3. Plot P1 as a function of R1 with NTU1 or P2 as a function of R2 with NTU2 in Figure 18.

4. Calculate the dimensionless mean temperature Ψ.

5. Calculate the heat transfer rate.

Figure 18. P1 – P2 chart for 1–2 shell and tube heat exchanger with shell fluid mixed.
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5. Thermal design for regenerators

Two methods are used for the regenerator thermal performance analysis: ε�NTUo and Λ� π
methods, respectively, for rotary and fixed matrix regenerators.

5.1. The ε – NTUo method

The ε – NTUo method was developed by Coppage and London in 1953. The modified number
of transfer units is [4]

NTUo ¼ 1
Cmin

1
1

ðhAÞh þ
1

ðhAÞc

" #
(57)

C� ¼ Cmin

Cmax
(58)

C�
r ¼

Cr

Cmin
(59)

Cr ¼ MwcwN (60)

where cw is the specific heat of wall material, N is the rotational speed for a rotary regenerator
and Mw is matrix mass and determined as

Mw ¼ ArcHrρmSm (61)

where Arc is the rotor cross-sectional area, Hr is the rotor height, ρm is the matrix material
density and Sm is the matrix solidity.

The convection conductance ratio is

ðhAÞ� ¼ ðhAÞ Cmin

ðhAÞCmax

(62)

Most regenerators operate in the range of 0:25 ≤ ðhAÞ� < 4. The effect of ðhAÞ�on the regenera-
tor effectiveness can usually be ignored.

A is the total matrix surface area and given as

A ¼ ArcHrβFrf a (63)

where Arc is the rotor cross-sectional area,Hr is the rotor height, β is the matrix packing density
and Frfa is the fraction of rotor face area not covered by radial seals.

The hot and cold gas side surface areas are proportional to the respective sector angles.

Ah ¼ αh

360
�

� �
A (64)
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Ac ¼ αc

360
�

� �
A (65)

where αh and αc are disk sector angles of hot flow and cold flow in degree, respectively.

The regenerator effectiveness is

ε ¼ q
qmax

(66)

qmax ¼ CminðThi � TciÞ (67)

5.1.1. The counter flow regenerator

The regenerator effectiveness for ε ≤ 0:9 is

ε ¼ εcf 1� 1
9C�1:93

r

 !
(68)

where εcf is the counter flow recuperator effectiveness and is determined as

εcf ¼ 1� exp½�NTUoð1� C�Þ�
1� C�exp½�NTUoð1� C�Þ� (69)

Figure 19. The counter flow regenerator effectiveness as a function of NTUo and for C* = 1.
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The counter flow regenerator effectiveness as a function of NTUo and for C* = 1 is presented
in Figure 19. The regenerator effectiveness increases with C�

r for given values of NTUo and C�. The
range of the optimumvalue ofC�

r is between 2 and 4 for optimum regenerator effectiveness.

5.1.2. The parallel flow regenerator

The parallel flow regenerator effectiveness as a function of NTUo and for C* = 1 and (hA)* = 1 is
presented in Figure 20.

5.1.3. The procedure to be followed with the ε – NTUo method

1. Calculate the capacity rate ratio.

2. Calculate (hA)*.

3. Calculate (Cr)*.

4. Calculate NTUo.

5. Determine the effectiveness.

6. Calculate the total heat transfer rate.

7. Calculate the outlet temperatures.

5.2. The Λ – π method

This method is generally used for fixed matrix regenerators. The reduced length designates the
dimensionless heat transfer or thermal size of the regenerator. The reduced length is [4]

Figure 20. The parallel flow regenerator effectiveness as a function of NTUo and for C* = 1 and (hA)* = 1.
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Λ ¼ bL (70)

The reduced lengths for hot and cold sides, respectively, are

Λh ¼ hA
C

� �

h
¼ ntuh (71)

Λc ¼ hA
C

� �

c
¼ ntuc (72)

The reduced period is

π ¼ cPh or cPc (73)

where b and c are constants.

The reduced periods for hot and cold sides, respectively, are

πh ¼ hA
Cr

� �

h
(74)

πc ¼ hA
Cr

� �

c
(75)

Designations of various types of regenerators are given in Table 1. For a symmetric and balanced
regenerator, the reduced length and the reduced period are equal on the hot and cold sides:

Λh ¼ Λc ¼ Λ ¼ Λm ¼ hA
_mcp

¼ ntu (76)

πh ¼ πc ¼ π ¼ πm ¼ hAP
Mwcw

(77)

The actual heat transfer during one hot or cold gas flow period is

Q ¼ ChPhðThi � ThoÞ ¼ CcPcðTco � TciÞ (78)

The maximum possible heat transfer is

Qmax ¼ ðCPÞminðThi � TciÞ (79)

The effectiveness for a fixed-matrix regenerator is

ε ¼ Q
Qmax

¼ ðCPÞhðThi � ThoÞ
ðCPÞminðThi � TciÞ ¼

ðCPÞcðTco � TciÞ
ðCPÞminðThi � TciÞ (80)
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The effectiveness chart for a balanced and symmetric counter flow regenerator is given in
Figure 21.

The effectiveness chart for a balanced and symmetric parallel flow regenerator is given in
Figure 22.

Regenerator

Balanced Λh
Πh

¼ Λc
Πc

or γ ¼ 1

Unbalanced Λh
Πh

6¼ Λc
Πc

Symmetric πh ¼ πc

Unsymmetric πh 6¼ πc

Symmetric and balanced Λh ¼ Λc, πh ¼ πc

Unsymmetric and balanced Λh
Πh

¼ Λc
Πc

Long Λ=Π > 5

Table 1. Designation of various types of regenerators for Λ – Π method.

Figure 21. The effectiveness chart for a balanced and symmetric counter flow regenerator.
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5.2.1. The procedure to be followed with the Λ – π method

1. Calculate the reduced length.

2. Calculate the reduced period.

3. Calculate C*.

4. Calculate (Cr)*.

5. Calculate NTUo.

6. Determine the effectiveness.

7. Calculate the total heat transfer rate.

8. Calculate the outlet temperatures.

6. Conclusion

This chapter has discussed the basic design methods for two fluid heat exchangers. The design
techniques of recuperators and regenerators, which are two main classes, were investigated.

The solution to recuperator problem is presented in terms of log-mean temperature difference
(LMTD), effectiveness-number of transfer units (ε�NTU), dimensionless mean temperature

Figure 22. The effectiveness chart for a balanced and symmetric parallel flow regenerator.
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difference (Ψ � P) and (P1 – P2) methods. The exchanger rating or sizing problem can be
solved by any of these methods and will yield the identical solution within the numerical error
of computation. If inlet temperatures, one of the fluid outlet temperatures, and mass flow rates
are known, the LMTD method can be used to solve sizing problem. If they are not known, the
(ε�NTU) method can be used. (Ψ � P) and (P1 – P2) methods are graphical methods. The (P1

– P2) method includes all major dimensionless heat exchanger parameters. Hence, the solution
to the rating and sizing problem is non-iterative straightforward.

Regenerators are basically classified into rotary and fixed matrix models and in the thermal
design of these models two methods: effectiveness-modified number of transfer units
(ε�NTUo) and reduced length and reduced period (Λ� π) methods for the regenerators.
(Λ� π) method is generally used for fixed matrix regenerators.

Nomenclature

A Total heat transfer surface area of heat exchanger, total heat transfer surface area of all
matrices of a regenerator, m2

Af Fin surface area, m2

Arc Rotor cross-sectional area, m2

C Flow stream heat capacity rate, W/K
CW Matrix heat capacity rate, W/K
cp Specific heat at constant pressure, J/kgK
cw Specific heat of wall material, J/kgK
d, D Diameter, m
E Total energy, kJ
Frfa Fraction of rotor face area not covered by radial seals.
Hr Rotor height
h Specific enthalpy, kJ/kg
k Thermal conductivity, W/mK
L Length of heat exchanger, m
_m Mass flow rate, kg/s
Mw The total mass of all matrices of a regenerator, kg
N Rotational speed for a rotary regenerator, rev/s, rpm
NTU Number of transfer units
ntuc Number of transfer units based on the cold fluid side
ntuh Number of transfer units based on the hot fluid side
P Temperature effectiveness for one fluid stream
_Q Heat transfer rate, kW

r Tube radius, m
R Thermal resistance, m2K/W
Rf Fouling resistance, fouling factor, m2K/W
Sm Matrix solidity
T Temperature, �C, K
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Tc Cold fluid temperature, �C, K
Th Hot fluid temperature, �C, K
t Wall thickness, m
ΔTlm Log-mean temperature difference, �C, K
U Overall heat transfer coefficient, W/m2K
V Velocity, m/s
_W Power, kW
z Elevation, m

Greek symbols

β packing density for a regenerator, m2/m3

Δ Difference
ε Effectiveness
ρm Matrix material density, kg/m3

η Efficiency
Λ Reduced length for a regenerator
π Reduced period for a regenerator

Subscripts

c Cold fluid
cf Counter flow
cv Control volume
e Exit conditions
f Fin, finned, friction
h Hot
i Inlet conditions, inner, inside
lm logarithmic mean
max Maximum
min Minimum
o Outer, outside, overall
u Unfinned
1 Initial or inlet state, fluid 1
2 Final or exit state, fluid 2
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Abstract

The project on heat transfer surfaces in agitated vessels is based on the determination of
the heat exchange area, which is necessary to abide by the process conditions as mixing
quality and efficiency of heat transfer. The heat transfer area is determined from the
overall heat transfer coefficient (U). The coefficient (U) represents the operation quality
in heat transfers being a function of conduction and convection mechanisms. The deter-
mination of U is held from the Nusselt’s number, which is related to the dimensionless
Reynolds and Prandtl’s, and from the fluid’s viscosity relation that is being agitated in
the bulk temperature and the viscosity in the wall’s temperature of heat exchange. The
aim of this chapter is to present a summary for the literature concerning heat transfer in
agitated vessels (equipped with jackets, helical coils, spiral coils, and vertical tube
baffles) and also the many parameters of Nusselt’s equation for these surfaces. It will
present a numerical example for a project in an agitated vessel using vertical tube baffles
and a 45° pitched blade turbine. Subsequently, the same procedure is held with a turbine
radial impeller, in order to compare the heat transfer efficiencies.

Keywords: vessels, overall heat transfer coefficient, Nusselt, jackets, coils, vertical tube
baffles, mechanical impeller, convection

1. Introduction

Vessels with mechanical impellers are largely used by chemical, petrochemical, food, textile,
and other industries, operating as extractors, concentrators, flotators, storage vessels, and
chemical reactors (producing polymers, paints, fertilizers, and resins, for instance).

The aforementioned processes need heating or cooling, these being provided by jackets, coils,
and vertical tube baffles, where the heat transfer area is the target parameter for the project as a
function of the overall heat transfer coefficient.

© The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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The jackets are surfaces of heat transfer characterized by encompassing the tank, given that the
thermal fluid roams the space between the jacket and the tank. On these equipments, the heat
transfer efficiency is low due to the heat source being in the wall, which provokes uneven
heating of the fluid within the tank, besides the structural problems in big units. Nevertheless,
this system presents advantages as easy cleaning and available project data provided in the
current literature [1].

The helical coils are made out of tubes between the impeller center line and the tank’s wall. The
contact area with the fluid to be heated or cooled is much bigger around the jackets, which end
up increasing the heat transfer efficiency; however, the difficulty is in the cleaning of the
equipment. Most agitated vessels involving heat transfer operations are projected with helical
coils due to the availability of project data [2].

The spiral coils consist of wounded tubes generally placed on the bottom of the tank. They are
mostly applied to heating viscous fluids in pumping transport. Spiral coils have as disadvan-
tage the located heat transfer, fostering uneven heating. Another downside is the lack of data
in the current literature [3].

The three heating transfer surfaces mentioned above demand baffles alongside the tank’s
wall to avoid vortex, which is characterized by the development of a bottleneck formed
by the agitated fluid around the mechanical impeller. The vortex is an indicator of
inefficiency at mixing and low heat transfer, due to the circular and organized stream
lines.

The vertical tube baffles are surfaces that provide significant heating transfer rate and also
eradicate the development of a bottleneck, due to its spatial structure, which makes necessary
to allocate extra baffles alongside the tank’s wall. The drawback of this technique is the lack of
data project, especially on continuous operation [4].

However, each type of heat transfer surface will present parameters for Nusselt’s equation
particular to each system in which they were determined, in such a way that it is possible to
obtain a general model that covers all surfaces for heat transfer in agitated vessels.

For batch processes the heat transfer area is determined by transient energy balances, while for
continuous processes, on the large majority, the area is obtained by energy balances for steady-
state operation.

2. Fundamentals

2.1. Steady-state operation

Heat transfer in agitated vessels is carried through heat exchange surfaces, like jackets, helical
coils, spiral coils, and vertical tubular baffles [5]. The surfaces of heat exchange are designed as
a function of the area necessary to carry the heating or cooling, based on the overall heat
transfer coefficient, which is a function of the dimensionless groups Reynolds, Prandtl, and
Nusselt. The classic project equation of the heat exchange area for steady-state operation is
shown in Eq. (1).
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A ¼ Q=ULMTD (1)

in which the overall heat transfer coefficient (U) is a function of local coefficients of internal
convection, related to the external surface area or internal and external convection coefficient
(hi and ho) for the hot and cold fluid, respectively.

Eq. (2) shows the dependence of the overall coefficientU to the convection coefficients (internal
and external), the resistance to heat transfer presented by the heat exchange surface (conduc-
tion), and the resistances by internal and external fouling in relation to the pipelines.

1=UA ¼ 1=hiAi þ Rdi=Ai þ Rc þ Rd0=A0 þ 1=hoAo (2)

The thermal resistance presented by conduction can be disregarded when the thickness of the
surface wall is negligible in relation to the internal and external diameter and when it is made
out of a material with high thermal conductivity. Therefore, the term Rc (referring to the
thermal resistance presented by heat conduction) in Eq. (2) can be disregarded [6]. The terms
regarding the resistance by fouling can also be neglected if the pipelines used are new or with
operational time inferior to 5 years. Eq. (2) can be written as shown in Eq. (3), being the overall
heat transfer coefficient only dependent of the internal and external convection.

1=UA ¼ 1=hiAi þ 1=hoA0 (3)

The internal film coefficient by definition is associated to the fluid’s flow in the interior of the
heat exchange surface, while the external coefficient, in the case of a vessel’s surface, is related
to the mixture of the fluids that will be agitated. If the mixture, which will be agitated, is the
one that will be heated, the heat transfer happens on the external surface of contact of the hot
source with the cold fluid; therefore, the internal convection coefficient must be corrected and
placed as a function of this external area, called then as corrected internal coefficient (hio),
calculated from the relation between the internal and external diameter of the pipeline, as
shown in Eq. (4).

hio ¼ hi
Di

De
(4)

AddingEq. (4) toEq. (3) and indicating the areas as a functionof thediameters, Eq. (5) is obtained.

1=UπDeL ¼ 1= De=Dið ÞhioπDiLþ 1=hoπDeL (5)

It can be seen in Eq. (5) that the area of heat transfer A (πDeL) corresponds to the external area
of the tube’s surface Ae. Grouping the common terms in Eq. (5), the overall coefficient of heat
transfer U can be calculated as a function of the corrected internal convection coefficient and
the external convection coefficient, as shown in Eq. (6).

1=U ¼ 1=hio þ 1=ho (6)

The determination of the rectified internal convection coefficient (hio) implies the determination
of the coefficient hi, which is a function of the fluid’s physical properties (viscosity, density,
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specific heat, and thermal conductivity), the heat transfer surface geometry (tube diameter),
the kind of flow (laminar or turbulent), the speed flow, and the temperature gradient [7].

The analytic determination of the equation, which relates the internal film coefficient to the
aforementioned variables, can be done through the application of the hydrodynamic and
thermal boundary layer theory on the heat transfer surface exposed to the hot fluid and the
cold fluid. After using dimension analysis and some similar equations to those of continu-
ity, momentum, and energy, it can be noticed that the Nusselt’s number is a function of the
Reynolds and Prandtl’s number. However, this analytical method can be difficult to be
solved due to the nonhomogeneous partial differential equations, which will depend of the
specific boundary conditions as a function of the heat transfer surface geometry. To avoid
this situation, the Buckingham’s Pi theorem can be used, which relates the variables that
may affect the answer variables, in this case the film coefficient, through dimensionless
groups [8]. With dimension analysis the internal film coefficient can be related with the
many variables aforementioned with a function in which hi is the dependent variable, as
seen in Eq. (7).

hi ¼ f μ;ρ; cp;Di; k; u
� �

(7)

The function expressed in Eq. (7) can be written powering the dependent variables to an
exponent, adding a proportionality constant K and a dimensional constant Kh, which will be
reduced to 1,0 if all the other variable dimensions, when combined, lead to thermal quantities,
as illustrated in Eq. (8).

hi ¼ KuaρbcpcDi
dkeμf K′′g (8)

Expressing all the terms in Eq. (8) as fundamental quantities and then rearranging it, the
semiempiric model known as Nusselt’s equation can be obtained (Eq. (9)).

hi:Di

k
¼ K

Diuρ
μ

� �a cpμ
k

� �b
(9)

The term on the left side of Eq. (9) is the dimensionless Nusselt, and the terms on the right,
going from left to right, are the dimensionless Reynolds and Prandtl, respectively; hence,
Eq. (9) can be written in the following manner.

Nu ¼ K:Rea:Prb (10)

Many researches established the exponents and constant values in Eq. (24) for forced flow on
the interior of the cylindrical heat transfer surface, that is, on the interior of the pipelines.

Sieder-Tate [9] added a correction factor in Eq. (9), taking into account the viscosity effects on
wider variations of temperature, a relation between the fluid’s viscosity on the bulk temper-
ature, and the fluid’s viscosity on the wall’s temperature, as shown in Eq. (11), which is valid
for turbulent flows on the interior of cylindrical surfaces with Reynolds above 10,000 and
smooth pipes.
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Nu ¼ 0:027Re0:8Pr1=3 μ=μw

� �0:14
(11)

Eq. (11) is a simplified form to determine the internal coefficient film; however, it carries an
overall error of 40%, being necessary to implement correction factors on the design of the heat
transfer area. Geankoplis [10] presents an equation to determine the internal coefficient film for
water with temperatures ranging from 4 to 105°C on smooth pipes’ interior in fully developed
turbulent flow, as shown in Eq. (12), which carries an overall error of 25%.

hi ¼ 1429 1þ 0:0146T
� �

:u0:8=Di
0:2 (12)

Eq. (11) and Eq. (12) are simple to be used and present satisfactory results for the majority of
heat exchanger projects, despite the high error associated with them. Gnielinski [11] presents
a correlation to determine the internal convection coefficient, with an error lower than 10%, for
fully developed turbulent flows, with Reynolds ranging from 3000 to 5 · 106, Prandtl between
0.5 and 2000, and for a relation (L/Di) greater than 10. The correlation is presented in Eq. (13).

Nu ¼ f ′=8ð Þ Re� 1000ð ÞPr
1þ 12:7 f ′=8ð Þ1=2 Pr2=3 � 1

� � (13)

The friction factor (f′) can be obtained from Moody’s diagram or by specialized correlations. In
the case of Eq. (13), which is for fully developed turbulent flow, the friction factor can be
calculated through Eq. (14).

f ′ ¼ 0:790lnRe� 1:64ð Þ�2 (14)

The external convection coefficient (ho) is a function of the same variables of the internal
convection coefficient (hi); however, the heat transfer surface’s geometry and the mechanical
impeller have large influence in heat transmission. The expression to determine the ho can be
obtained through the Buckingham’s Pi theorem [5], similar to the determination of hi; hence,
Eq. (9) can be rewritten by modifying the Nusselt and Reynolds’ numbers for agitation (Rea),
presented in Eq. (15), and adding the viscosity correction factor proposed by Sieder-Tate, as
shown in Eq. (16).

Rea ¼ NDa
2ρ

μ
(15)

hoDt

k
¼ K

NDa
2ρ

μ

� �a cpμ
k

� �b μ
μw

� �c

(16)

Differently from Eq. (9), which is generic for any type of fluid, as long as the heat transfer
surface is cylindrical and has a fully developed turbulent flow, Eq. (16) has the following
limitations: (i) the position and geometry of the mechanical impeller, (ii) the flow’s regime,
(iii) the geometry of the heat transfer surface, and (iv) the tank’s geometry. These limitations do
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not allow to obtain the values for the K constant and the exponents generically, for all surfaces
of heat transfer in agitated vessels [12].

2.2. Unsteady-state operation

The project of the heat transfer surface for agitated vessels will depend on whether the tank is
operating in discontinuous mode (batch) or continuous mode.

The batch processes in agitated vessels are common in many industrial processes, spe-
cially, in chemical reactors. In batch operations, there is the occurrence of two typical
situations: (1) the design parameter is the operation time for heating or cooling; hence,
the surface area is unknown; (2) the area for heat exchange is known and the operation
time is unknown.

These processes can be carried out on isothermal operations and with phase change (heating
with steam or cooling with thermal fluid vaporization) or non-isothermal operations and
fluids without phase change.

An important consideration must be highlighted regarding the U coefficient: for heat
exchangers in systems operating on countercurrent or cocurrent flow, if the fluid’s physical
properties do not change significantly during the process, the U coefficient is almost constant
over time. However, when the system has at least one of its fluids with considerable variation
of physical properties, like viscosity in the case of oils heating, the U coefficient undergoes
variation as function of time, making its determination complex, since it is necessary to know
the pattern in which it changes over time. Similarly, this consideration can be applied to tanks’
heating or cooling.

Considering a vessel with a generic heat transfer surface for heating a fluid using a isothermal
source, the heat exchange area is determined from the macroscopic energy balance (Eq. (17))
with the following hypothesis:

∑ _Q þ _we he þ ve2

2
þ gze

� �
¼ dEvc

dθ
þ _ws hs þ vs2

2
þ gzs

� �
þ ∑ _W (17)

a. Few physical properties vary in the fluid to be heated; hence, the U coefficient is assumed
to be constant over all the heat exchange surface.

b. Hot fluid constant flow (on this isothermal heating, water steam will be considered).

c. Perfect mixing tank (in such a way that the temperature will be the same at any point of
the tank).

d. Perfect tank insulation.

e. Workflow in control volume is neglected, being only considered to be significant when the
fluid has a large viscosity.

Heat Exchangers– Design, Experiment and Simulation42



not allow to obtain the values for the K constant and the exponents generically, for all surfaces
of heat transfer in agitated vessels [12].

2.2. Unsteady-state operation

The project of the heat transfer surface for agitated vessels will depend on whether the tank is
operating in discontinuous mode (batch) or continuous mode.

The batch processes in agitated vessels are common in many industrial processes, spe-
cially, in chemical reactors. In batch operations, there is the occurrence of two typical
situations: (1) the design parameter is the operation time for heating or cooling; hence,
the surface area is unknown; (2) the area for heat exchange is known and the operation
time is unknown.

These processes can be carried out on isothermal operations and with phase change (heating
with steam or cooling with thermal fluid vaporization) or non-isothermal operations and
fluids without phase change.

An important consideration must be highlighted regarding the U coefficient: for heat
exchangers in systems operating on countercurrent or cocurrent flow, if the fluid’s physical
properties do not change significantly during the process, the U coefficient is almost constant
over time. However, when the system has at least one of its fluids with considerable variation
of physical properties, like viscosity in the case of oils heating, the U coefficient undergoes
variation as function of time, making its determination complex, since it is necessary to know
the pattern in which it changes over time. Similarly, this consideration can be applied to tanks’
heating or cooling.

Considering a vessel with a generic heat transfer surface for heating a fluid using a isothermal
source, the heat exchange area is determined from the macroscopic energy balance (Eq. (17))
with the following hypothesis:

∑ _Q þ _we he þ ve2

2
þ gze

� �
¼ dEvc

dθ
þ _ws hs þ vs2

2
þ gzs

� �
þ ∑ _W (17)

a. Few physical properties vary in the fluid to be heated; hence, the U coefficient is assumed
to be constant over all the heat exchange surface.

b. Hot fluid constant flow (on this isothermal heating, water steam will be considered).

c. Perfect mixing tank (in such a way that the temperature will be the same at any point of
the tank).

d. Perfect tank insulation.

e. Workflow in control volume is neglected, being only considered to be significant when the
fluid has a large viscosity.

Heat Exchangers– Design, Experiment and Simulation42

Eq. (18) presents a simplification of Eq. (17) following the aforementioned hypothesis.

_w he � hsð Þ ¼ UA T � tbð Þ ¼ Mcpc
dtb
dθ

(18)

Integrating Eq. (18) with the specific boundary condition in θ = 0 with tb = tb1 (fluid initial
temperature in the beginning of the heating process), Eq. (19) is obtained, which allows to
calculate the heat exchange area with a constant U coefficient over the entire surface.

A ¼ Mcpc
Uθ

ln
T � tb1
T � tb2

(19)

In a similar way, Eq. (20) presents the expression to calculate heat transfer area in the case of
isothermal cooling.

A ¼ Mcpc
Uθ

:ln
tb1 � T′
tb2 � T′

(20)

The energy balance described in Eq. (18) can be applied to nonisothermal processes, where
Eq. (21) presents the heat exchange area calculation for heating and Eq. (22) presents the heat
exchange area calculation for cooling, highlighting that both equations are valid for hot and
cold fluid constant flows and constant inlet temperature.

A ¼ Mcpc
U

ln
1

1� ln T�tb1
T�tb2

� �
Mcpc
_whcph θ

h i
8<
:

9=
; (21)

A ¼ Mcph
U

ln
1

1� ln tb1�T′
tb2�T′

� �
Mcph
_wccpc θ

h i
8<
:

9=
; (22)

On continuous operations, the same hypotheses assumed for the processes in batch mode can
be considered, adding only that the flow of both fluids will be constant during the whole
operation with constant inlet temperatures.

Eqs. (23)–(25) show the obtainment of the heat transfer area for an isothermal process operat-
ing at continuous mode.

ln
K1 � K2tb2
K1 � K2tb1

¼ � K2

Mcpc
θ (23)

K1 ¼ _wccpctb1 þUAT (24)

K2 ¼ _wccpc þUA (25)

Similarly, Eqs. (26)−(28) present the heat exchange area for a nonisothermal process operated in
continuous mode.
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ln
K3 � K4tb2
K3 � K4tb1

¼ � K4

Mcpc
θ (26)

K3 ¼ _wccpctb1 þ _whcph 1þ 1

e
U:A
_whcph

 !
þ T1

" #
(27)

K4 ¼ _wccpc þ whcph (28)

The equations for continuous operation described in Eqs. (26)–(28) can only be used for
processes operated in an unsteady state; however, for projects on tanks operating continu-
ously, they are carried as steady state, in such a way that the design equation described by
Eq. (26) is reduced to Eq. (1), as shown in item 1.

3. Expressions for Nusselt’s number in several heat transfer surfaces

3.1. Jackets

Jackets are surfaces for heat exchange often used by the majority of processes of heating and
cooling. Structurally, they consist of an external coating for the tank like a shirt, where the
thermal fluid flows through the space between the jacket and the tank. The jackets are mainly
classified as standards, spiral, and half-jackets, in which the difference is only the structure;
however, these three types have the same placement inside the tank.

The heat transference through these thermal surfaces is not efficient due to its location, since
the heat transfer occurs on the tank’s walls; therefore, baffles are placed in order to increase the
turbulence aiming to implement the heat transfer efficiency [13]. A big disadvantage of using
jackets, more than just the low heat transference, is its dimension, since on tanks with large
volumes, like fermentation vats with an average volume of 5000 m3, the construction becomes
structurally unfeasible due to the high cost. Industrially, jackets are used in large scale, even
with the aforementioned disadvantages, because the exponents and the constant in Eq. (16) are
already known for many tank’s dimensions and several kinds of fluids operating in continuous
or discontinuous mode.

Chilton et al. [14] carried out a pioneer work concerning the determination of the external
convection coefficient, in a tank with 0.3 m of diameter for water and glycerin solution heating
with axial mechanical impeller. Eq. (29) presents Nusselt’s equation with constant and expo-
nents determined by Chilton.

Nu ¼ 0:36Rea0:67Pr0:33
μ
μw

� �0:14

(29)

The exponents and the constant in Eq. (29) were determined in a tank without baffles and
discontinuous operation, although, as the dimension of the studied tank was quite inferior to
industrial dimensions, Eq. (29) has deviations of 40% magnitude from the real values of
external convection coefficients obtained experimentally in tanks of other sizes.
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Nu ¼ 0:36Rea0:67Pr0:33
μ
μw

� �0:14

(29)

The exponents and the constant in Eq. (29) were determined in a tank without baffles and
discontinuous operation, although, as the dimension of the studied tank was quite inferior to
industrial dimensions, Eq. (29) has deviations of 40% magnitude from the real values of
external convection coefficients obtained experimentally in tanks of other sizes.
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Uhl and Gray [15] carried experiments in a tank with 0.6 m of diameter and axial impeller,
turbine type, and anchor type, with ultra-viscous fluids and four vertical baffles, being oper-
ated on discontinuous mode. However, because of the elevated viscosity, the equations are
only valid if Reynolds ranges between 20 and 300. Eq. (30) presents the expression for the
Nusselt determination using the axial impeller.

Nu ¼ 0:415Rea0:67Pr0:33
μ
μw

� �0:24

(30)

Bourne et al. [16] determined the exponents and the constant for Eq. (16) in a tank with
diameter of 0.51 m on the standard conditions for dimensions, described on Rushton et al.
[17] pioneer work, conditions that are being used up until the present day. Electrolytic solu-
tions and a turbine radial impeller with six flat blades were used; however, Bourne et al. [16]
disregarded the term related to viscosity due to electrolytic solutions having a viscosity close
to the one of the water. In Eq. (31), the model obtained on the aforementioned conditions is
shown.

Nu ¼ 0:42Rea0:694Pr0:33 (31)

Having mathematical software’s backing, the exponents and the constant of Eq. (16) have
been expressed in terms of more complex functions, decreasing the error generated by the
model. For instance, Karcz and Streck [18] carried out experiments for continuous opera-
tions on water heating using steam, varying the type of impeller and its height in relation
to the tanks bottom. With the data obtained and arbitrating the exponents values on
Prandtl’s number as 0.33 and on viscosity relation as 0.14, like Mohan et al. [19], Karcz
and Streck [18] developed a polynomial for the K constant determination in Eq. (16) for
each mechanical impeller used. Eq. (32) presents the model determined on the experi-
ments.

Nu ¼ KRea0:67Pr0:33
μ
μw

� �0:14

(32)

In Eq. (33), the polynomial obtained from Eq. (32) with axial mechanical impeller to determine
ho is illustrated.

K ¼ 0:3119þ 0:3333 · 10�3:
F� 6
2

� �
þ 1:75 · 10�3 G� 0:06

0:015

� �
� 6:8333· 10�3 Y � 0:184

0:0694

� �

þ 2:3333 · 10�3 X′ � 0:0128
0:0638

� �

(33)

where F, G, Y, and X are dimensional parameters, expressed in International System of Units
relating to the tank and mechanical impeller.
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Nassar and Mehrotra [20] present the coefficients in Eq. (16) for an isothermal heating
equipped with a six-flat-blade turbine impeller, using condensed steam as heating fluid. This
is shown in Eq. (34).

Nu ¼ 0:44Rea0:67Pr0:33
μ
μw

� �0:24

(34)

3.2. Helical coils

The helical coils present several advantages over jackets, because they have a large heat
transfer area, are compacts, and, due to their geometry, promote an efficient turbulence on the
fluids to be agitated in the tank. Moreover, it is an equipment that has low cost and it is easy to
build [21]. The increase on the heat transfer through this kind of surface has two disadvan-
tages: the need for baffles to avoid the formation of vortexes and the difficulty of maintenance
and cleaning when submitted to fouling fluids. The helical coils can be single ribbon and
double ribbon. The single ribbon coils are more efficient than the double ribbon ones, because
as they have only one tube filament, there is a small formation of stationary zones, while for
double ribbon coils, there is formation of stationary zones between the two tube filaments,
decreasing the turbulence on this region and, as a consequence, the heat transference.

The characteristics of an efficient mixture with helical coils are consequence of developments
of secondary flows throughout the pipeline, which is known as Dean’s effect [22]. The second-
ary flows appear due to the action of centrifugal force on the fluid unit, being the difference of
axial speed on the fluid unit for the tubes cross section as a function of a force gradient. The
fluid elements in the tube center are projected perpendicularly to the tubes, that is, against the
tank’s wall, where they undergo a speed decrease, and when returning to the tube center, they
find the main flows, resulting in vortexes throughout the helical coil. These vortexes are called
Dean’s cells, which are responsible for the increase of heat transfer efficiency by providing
intensification on local turbulence close to the coil [23].

However, this effect is significant when in laminar and transient flows, because the vortexes’
stability is kept, although, in turbulent flows, the vortexes end up being negligible in relation
to the turbulence generated on the system.

Similarly with jackets, several researchers provided the exponents and the constant for
Eq. (16) for single ribbon helical coils, which can also be used on double ribbon coils just
adding safety factors.

Cummings and West [24] determined the exponents of Eq. (16) for organic liquids heating in a
0.76 m diameter tank equipped with a six-flat-blade radial impeller without baffles, on discon-
tinuous operation. The obtained model is expressed in Eq. (35).

Nu ¼ 1:01Rea0:62Pr0:33
μ
μw

� �0:14

(35)
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Nassar and Mehrotra [20] present the coefficients in Eq. (16) for an isothermal heating
equipped with a six-flat-blade turbine impeller, using condensed steam as heating fluid. This
is shown in Eq. (34).

Nu ¼ 0:44Rea0:67Pr0:33
μ
μw

� �0:24

(34)

3.2. Helical coils

The helical coils present several advantages over jackets, because they have a large heat
transfer area, are compacts, and, due to their geometry, promote an efficient turbulence on the
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ary flows appear due to the action of centrifugal force on the fluid unit, being the difference of
axial speed on the fluid unit for the tubes cross section as a function of a force gradient. The
fluid elements in the tube center are projected perpendicularly to the tubes, that is, against the
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find the main flows, resulting in vortexes throughout the helical coil. These vortexes are called
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intensification on local turbulence close to the coil [23].

However, this effect is significant when in laminar and transient flows, because the vortexes’
stability is kept, although, in turbulent flows, the vortexes end up being negligible in relation
to the turbulence generated on the system.

Similarly with jackets, several researchers provided the exponents and the constant for
Eq. (16) for single ribbon helical coils, which can also be used on double ribbon coils just
adding safety factors.

Cummings and West [24] determined the exponents of Eq. (16) for organic liquids heating in a
0.76 m diameter tank equipped with a six-flat-blade radial impeller without baffles, on discon-
tinuous operation. The obtained model is expressed in Eq. (35).

Nu ¼ 1:01Rea0:62Pr0:33
μ
μw

� �0:14

(35)
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DeMaerteleire [25] carried out a similar study to the one done by Cummings and West [24];
however, he added four baffles to the tank and varied the turbine impeller diameter. A term
was added to the obtained model, which relates the tank’s diameter to the mechanical impeller
diameter, thus obtaining a more realistic model that is valid for a Reynolds ranging from
26,000 to 110,000. The obtained expression is illustrated in Eq. (36).

Nu ¼ 1:778Rea0:628Pr0:33
μ
μw

� �0:20 Dt

Da

� �0:382

(36)

The dimensionless group (Dt/Da) relates the tanks’ diameter to the impeller’s diameter; how-
ever, as demonstrated by Karcz and Streck [18], the best mixing conditions occur when the
relation(Dt/Da) = 3. For instance, if the tank’s diameter is 1 m, according to the standard
condition, the impeller’s diameter should be 0.33 m; replacing these values with the dimen-
sionless group and powering it to 0.382, the value 1.527 is found. This value will be fixed
regardless of the chosen tank’s diameter, being the only request to follow the aforementioned
standard condition. The influence of an increase or decrease on the tank’s diameter and
consequently the mechanical impeller diameter is evident on the flow regime (Reynolds) and
on the heat transference (Nusselt).

Havas et al. [26] determined the exponents and the constant in Eq. (16) for water heating in a
tank with 0.4 m of diameter and radial impeller with different diameters. The same experi-
ments were carried out in a tank with 0.8 m of diameter. The model obtained by Havas et al.
shows a greater coverage compared with the ones presented in Eqs. (35) and (36), because it
takes into account a wider range of tank’s diameter. Eq. (37) shows the determined model
based on the obtained results.

Nu ¼ 0:187Rea0:688Pr0:36
μ
μw

� �0:11 Dt

Da

� �0:62

(37)

Yet, regarding Eq. (16), Couper et al. [27] recommended the Prandtl’s number powered to a
0.37 exponent and the c exponent, which relates the fluid viscosities, determined by an empir-
ical expression as function of the viscosity in the average inlet and outlet temperature of the
fluid to be heated, as pointed by Eq. (38).

c ¼ 0:714
μ0:21 (38)

Dias et al. [28] determined the exponents and the constant in Eq. (16) for water heating
equipped with an axial impeller with four flat blades inclined by 45° and a turbine radial
impeller with six flat blades, based on Couper’s assumption. The obtained models for axial and
radial impellers are expressed by Eqs. (39) and (40), respectively.
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Nu ¼ 0:317:Rea0:589Pr0:37
μ
μw

� �0:79

(39)

Nu ¼ 0:195Rea0:664Pr0:37
μ
μw

� �0:79

(40)

3.3. Spiral coils

Spiral coils are used, primarily, in tanks for storing heavy oil, where flow is not recommended
when at ambient temperatures, due to the oil’s high viscosity. As a solution, these coils are
placed on the tank’s base, where heating steam transfers energy to the oil, which increases oil’s
temperatures, making the viscosity on that spot decrease, allowing pumping transportation.

As these heat transfer surfaces meet in the vessel’s bottom, even with intense turbulence
generated by the mechanical impeller, it is evident that the heat transfer will occur predomi-
nantly on the tank’s bottom and will spread on the axial axis over time. In view of this problem,
Ho andWijeysundera [29] simulated the heat transfer on the air dehumidification process with
spiral coil and numerical simulations; they determined the internal heat transfer coefficient (hi)
and, as a consequence, the heat transference performance throughout the process.

Naphon [30] determined a correlation for the hi coefficient in a vessel without mechanical
impeller for cooling of hot water by using cold water. The model was based on Prandtl’s
number and Dean’s number; however, the expression presented is of a totally particular nature
to the experiment conditions used, not being possible, and then to extrapolate it for industrial
units. The unit is operated in discontinuous state and natural convection, given that the
obtained model is expressed in Eq. (41).

Nu ¼ 27:358De0:287Pr�0:949 (41)

Rosa et al. [31] conducted a study as to predict the Nusselt’s number when heating organic
solutions in tanks equipped with spiral coils for two kinds of mechanical impellers, Rushton
turbine (RT) with six flat blades and pitched blade turbine (PBT) with four blades at 45°. The
obtained models are based in Eq. (16) and can be applied for Reynolds between 2000 and
500,000 and Prandtl around 3.8 and 140 and tanks containing baffles. The models for RT and
PBT impellers are presented in Eqs. (42) and (43).

Nu ¼ 0:10Rea0:83Pr0:33
μ
μw

� �0:14

(42)

Nu ¼ 0:81Rea0:64Pr0:33
μ
μw

� �0:14

(43)

3.4. Vertical tube baffles

The vertical tubular baffles consist of tube bank connected between themselves, which are
located in the interior side of the tank, in the same way of vertical baffles used in tanks with
jackets and coils. The dimensions to construct tube banks follow the standard agitation
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Nu ¼ 0:10Rea0:83Pr0:33
μ
μw

� �0:14
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Nu ¼ 0:81Rea0:64Pr0:33
μ
μw

� �0:14

(43)

3.4. Vertical tube baffles

The vertical tubular baffles consist of tube bank connected between themselves, which are
located in the interior side of the tank, in the same way of vertical baffles used in tanks with
jackets and coils. The dimensions to construct tube banks follow the standard agitation
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configurations determined by Rushton et al. [32], which states that the tube bank’s diameter
should have 1/10 of the tank’s diameter in order to reach the best thermal and mixing effi-
ciency.

According to Tatterson [33], the vertical tubular baffles increases 37% the heat transfer effi-
ciency on the turbulent region; this happens due to the large heat transfer area of tubular
baffles and the intense turbulence caused by the mechanical impeller, in such a way that tanks
with this kind of surface do not need additional baffles for vortex breaking, since the very
thermal surface also works as a baffle.

Studies carried out by Rosa et al. [34] with water and sucrose solutions heating in tanks
equipped with axial and radial impellers determined that the rotation in which the heat
transfer is maximized with the lowest energy usage by mechanical impeller ranges from 200
to 300 rpm.

The external convection coefficient of heat transfer (ho) is a function of several variables, which
have already been mentioned on item 1; however, when using vertical tubular baffles, this
coefficient is also reliant on the amount of bench tubes used, on their spatial placement in the
tank’s interior, and on the kind of operation (continuous or discontinuous) [35].

The exponents and the constant in Eq. (16) were not generically determined for any tank
dimension, vertical tubular baffles, and amount of tube banks, due to the complexity presented
in the previous paragraph, that is, most part of the models presented on today’s literature are
for discontinuous operations.

The first model determined in order to estimate the ho coefficient using vertical tubular baffles
was presented on the pioneer work carried out by Rushton et al. [17] in tanks abiding by
standard dimensions. The experiments were ran in a 0.366 m diameter tank where hot water
was used to heat oil through four vertical tube bank using a turbine impeller with six flat
blades and a radial impeller with four flat blades. The operation was performed as a discon-
tinuous operation.

The models obtained by Rushton et al. were found by plotting directly the experimental values
of the ho coefficient in function of the variables within the Reynolds number modified for
agitated tanks, which are the impeller’s diameter, the mechanical impeller’s rotation, the
density and the viscosity of the fluid in study.

The models for turbine radial impellers with six flat blades and with four flat blades are
represented in Eqs. (44) and (45), respectively.

ho ¼ 0:00285D2Nρμ�1 (44)

ho ¼ 0:00235D1:1N0:7ρ0:7μ�0:7 (45)

Dunlap and Rushton [36] continued the study carried by Rushton et al. [17] with vertical tube
baffles, incorporating to the obtained model the effect of the impeller’s diameter in relation to
the tank’s diameter and the effect of the amount of tube bank (nb) on the heat transfer from hot
water to oils. Eq. (46) presents the determined model.
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Nu ¼ 0:09Rea0:65Pr0:33
μ
μw

� �0:4 Da

Dt

� �0:33 2
nb

� �0:2

(46)

Havas et al. [37] carried out experiments in a tank with 0.4 and 0.8 m of diameter for water and
fuel oils heating with five-tube bank and radial impeller equipped with six flat blades. The
operation was conducted on discontinuous mode. Based on the experimental data, the
researchers concluded that the effect caused by the impellers’ diameter and by the amount of
tube bank is negligible in relation to the turbulence generated by the mechanical impeller. The
obtained model incorporates the effects, which are directly disregarded on the Reynolds
number, as presented in Eq. (47).

Nu ¼ 0:208Rea0:65Pr0:33
μ
μw

� �0:4

(47)

Karcz and Strek [38] defined a model to determine the external convection coefficients using an
axial mechanical impeller with three inclined blades in nonstandard conditions for the vertical
tubular baffle dimensions. The model is presented in Eq. (48).

Nu ¼ 0:494Rea0:67Pr0:33
μ
μw

� �0:14

(48)

Lukes [39] expanded the studies carried by Karcz and Strek [38], using an axial impeller with
three inclined blades and a standard axial impeller with four blades inclined 45°, obtaining an
expression similar to Eq. (48). The obtained function is presented in Eq. (49).

Nu ¼ 0:542Rea0:65Pr0:33
μ
μw

� �0:40

(49)

Rosa et al. [40] carried experiments in a tank with 0.4 m diameter for heating sucrose solutions
at 20% and 32% (concentration?) using hot water, through four-tube bank using an axial
impeller with four blades inclined 45°; however, this is the first model presented operating in
continuous operation, as illustrated in Eq. (50).

Nu ¼ 17:88Rea0:27Pr0:29
μ
μw

� �0:37

(50)

Rosa et al. [41] carried out experiments under the same conditions that Rosa et al. [35],
however, this time using a turbine radial impeller. The model is shown in Eq. (51).

Nu ¼ 25:03Rea0:38Pr0:11
μ
μw

� �0:20

(51)
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μ
μw

� �0:4 Da

Dt
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nb

� �0:2

(46)
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tube bank is negligible in relation to the turbulence generated by the mechanical impeller. The
obtained model incorporates the effects, which are directly disregarded on the Reynolds
number, as presented in Eq. (47).
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μ
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Rosa et al. [40] carried experiments in a tank with 0.4 m diameter for heating sucrose solutions
at 20% and 32% (concentration?) using hot water, through four-tube bank using an axial
impeller with four blades inclined 45°; however, this is the first model presented operating in
continuous operation, as illustrated in Eq. (50).

Nu ¼ 17:88Rea0:27Pr0:29
μ
μw

� �0:37

(50)

Rosa et al. [41] carried out experiments under the same conditions that Rosa et al. [35],
however, this time using a turbine radial impeller. The model is shown in Eq. (51).

Nu ¼ 25:03Rea0:38Pr0:11
μ
μw

� �0:20

(51)
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4. Project of a tank with heat exchange by vertical tubular baffles

Specify the heat exchange system model with vertical tube baffles for a tank with useful
volume of 3 m3 on continuous operation, as shown in Figure 1. The vertical tube baffles are
made of brass composed by vertical pipelines (one baffle/three pipelines). The unit must heat
an aqueous solution with 20% in mass of sucrose and a 2.0 m3/h flow ( _V sol) from 20 to 42°C, in
steady-state operation. The liquid available for heating is water at 90°C with a 10 m3/h flow.
The impeller, which has four blades, inclined 45°, works at 150 rpm. Data: (a) solutions’specific
mass (ρsol) of 1074.2 kg/m3, (b) solutions’ specific heat (Cpsol) of 3650 J/kg K, (c) water specific
mass (ρwater) of 1000 kg/m3, (d) water specific heat (Cpwater) of 4180 J/kg K, (e) water viscosity
(μwater) of 0.001 kg/(m s), (f) solutions’ viscosity (μsol)of 0.0017 kg/(m s), (g) solutions’ thermal
conductivity (ksol) of 0.43 W/(m °C), and (h) combined fouling factor (Rd) of 0.001 (h ft2 °F)/Btu.

The described system has as project equation for heat transfer area, Eq. (52) (nonisothermal
continuous operation) (see Eq. (1)).

Figure 1. Tank with axial impeller and four blades inclined by 45° and system of heat exchange by vertical tubular baffles.
Continuous operation [42].
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A ¼ Q=U:LMTD (52)

The solution of Eq. (52) includes the determination of the overall coefficient of heat
transfer. Due to the high thermal conductivity of brass, the conduction will be disregarded
in this process; hence, the Ud coefficient will only depend on the convection coefficients
(Eq. (53)).

1=Ud ¼ 1=hio þ 1=ho (53)

The hi coefficient will be calculated from the expression proposed by Bondy and Lippa [6]
(Eq. (12) of item 2)—Eq. (54)—and corrected regarding the pipeline’s external surface
(Eq. (55)).

hi ¼ 1429 1þ 0:0146:T
� �

:u0:8=Di
0:2 (54)

hio ¼ hi
Di

De
(55)

The average speed u in the interior of the vertical tubular baffles’ pipeline is calculated from

the continuity equation ( _V ¼ u:A); however, the pipeline’s diameter is not known yet. This
procedure involves the determination of the vessel’s internal geometry, which will be calcu-
lated from the standards recommended by Rushton et al. [32]. With 3 m3 volume and applying
the geometric relations, the following is obtained:

V ¼ πD2
t =4

� �
H ¼ 1:56m (56)

Dt ¼ H ¼ 1:56m (57)

Dt=Da ¼ 3 ! Da ¼ 0:52m (58)

E=Da ¼ 1 ! E ¼ 0:52m (59)

W=Da ¼ 1=5 ! W ¼ 0:104m (60)

X ¼ W=0:707 ! X ¼ 0:147m (61)

J=Dt ¼ 0:1 ! J ¼ 0:156m ¼ 6:14 in:≅6 in (62)

Since the baffle is composed by three pipelines, their external (De) and internal (Di) diameters
can be specified:

De≅6 in:=3≅2 in: (63)

Considering a commercial pipeline with DN of 11/2 in., Sch 40S and Di of 1.61 in., and thickness
(ep) of 0.145 in. therefore
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De ¼ Di þ 2ep ¼ 0:04826m (64)

Di ¼ 0:040894m (65)

The average temperature T is calculated from the arithmetic average between the hot fluid’s
inlet and outlet (T1 and T2), respectively. However, on non-isothermal conditions, the temper-
ature T2 also varies over time. Considering that the vessel is perfectly insulated (isolated?), in
such a way that all the heat given by the hot fluid (water) will be transferred to the cold fluid
(solution), the temperature T2 and the heat flow Q can be obtained by an energy balance, as
shown in Eq. (66).

_whcph
dT
dθ

¼ _wccpc
dtb
dθ

(66)

Integrating in θ = 0 with T = T1 and tb = tb1, the following is obtained:

T2 ¼ _wccpc
_whcph

tb2 � tb1ð Þ þ T1 ¼ 85:9°C (67)

Q ¼ _whcph
dT
dθ

¼ 48180W (68)

Hence, the average temperature Tis given by Eq. (69) and the average speed u by Eq. (70).

T ¼ 87:95°C (69)

u ¼ 4: _V
πDi

2 ¼ 2:11m=s (70)

Replacing Eqs. (65), (69), and (70) in Eq. (54), the hi coefficient (Eq. (71)) is obtained, and
replacing the value of hi and of the Eqs. (64) and (65) in Eq. (55), the hio coefficient is given
(Eq. (72)).

hi ¼ 11238:20W=m2 °C (71)

hio ¼ 9522:90W=m2 °C (72)

The ho coefficient for the current project example will be calculated with the expression given
by Rosa et al. [40] (Eq. (73)).

Nu ¼ 17:88Rea0:27Pr0:29:
μ
μw

� �0:37

(73)

Eqs. (74) and (75) show the calculation for the Reynolds (Rea) and Prandtl numbers. The
relation μ/μwwill be assumed as 1, considering that fluid temperature in the tank tb will be
equal to the wall temperature tw.
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Rea ¼
D2

a Nρsol

μsol
¼ 424654:5 (74)

Pr ¼ Cpμsol

Ksol
¼ 14:52 (75)

Replacing Eqs. (74) and (75) in Eq. (73), the following is given:

Nu ¼ 1247:14 (76)

h0 ¼ NuKsol

Dt
¼ 343:76W=m2 °C (77)

UC ¼ hi0 h0
hi0 þ h0

¼ 331:78W=m2 °C (78)

UD ¼ 313:47W=m2 °C (79)

The LMTD will be calculated considering the agitation system operating on countercurrent.
Eqs. (80) and (81) present the LMTD calculation.

LMTD ¼ Δtq � Δtf
ln Δtq=Δtf
� � ¼ Δtf � Δtq

ln Δtf =Δtq
� � (80)

LMTD ¼ 56:4°C (81)

Finally, replacing Eqs. (68), (79), and (81) in Eq. (52), the necessary heat exchange area for this
project is found (Eq. (82)).

A ¼ 2:72m2 (82)

The total pipeline length (L), the number of pipelines (Nt), and the number of tubes per baffle
(Nc) are given by Eqs. (83)–(85), respectively.

L ¼ A
πDe

¼ 17:9m (83)

Nt ¼ L
H

¼ 11:5tubes≅12tubes (84)

Nb ¼ Nt

4baffles
3

tubes
baffles

(85)

Hence, the vessel described by the given example must have four vertical tubular baffles, and
each one must have three tubes. If the tank’s heating were to be carried out with agitation
promoted by a radial impeller, the ho coefficient should be calculated by the equation

Heat Exchangers– Design, Experiment and Simulation54



Rea ¼
D2

a Nρsol

μsol
¼ 424654:5 (74)

Pr ¼ Cpμsol

Ksol
¼ 14:52 (75)

Replacing Eqs. (74) and (75) in Eq. (73), the following is given:

Nu ¼ 1247:14 (76)

h0 ¼ NuKsol

Dt
¼ 343:76W=m2 °C (77)

UC ¼ hi0 h0
hi0 þ h0

¼ 331:78W=m2 °C (78)

UD ¼ 313:47W=m2 °C (79)

The LMTD will be calculated considering the agitation system operating on countercurrent.
Eqs. (80) and (81) present the LMTD calculation.

LMTD ¼ Δtq � Δtf
ln Δtq=Δtf
� � ¼ Δtf � Δtq

ln Δtf =Δtq
� � (80)

LMTD ¼ 56:4°C (81)

Finally, replacing Eqs. (68), (79), and (81) in Eq. (52), the necessary heat exchange area for this
project is found (Eq. (82)).

A ¼ 2:72m2 (82)

The total pipeline length (L), the number of pipelines (Nt), and the number of tubes per baffle
(Nc) are given by Eqs. (83)–(85), respectively.

L ¼ A
πDe

¼ 17:9m (83)

Nt ¼ L
H

¼ 11:5tubes≅12tubes (84)

Nb ¼ Nt

4baffles
3

tubes
baffles

(85)

Hence, the vessel described by the given example must have four vertical tubular baffles, and
each one must have three tubes. If the tank’s heating were to be carried out with agitation
promoted by a radial impeller, the ho coefficient should be calculated by the equation
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proposed by Dunlap and Rushton [36], shown in item 3.4 (Eq. (51)), obtaining a heat transfer
area of just 0.91 m2.

5. Conclusions

Comparing the value obtained to the areas for both impellers, the agitation with radial impel-
ler is much more efficient in terms of heat transfer when compared to the axial impeller, due to
the large turbulence promoted by the radial impeller and to the fact that the radial impeller
sends the fluid directly to the tank’s wall, where the vertical tubular baffles are located.
However, the power consumed by the mechanical impeller must also be analyzed in order to
find the most economical rotation with the maximum heat exchange.

Therefore the choice of the kind of heat transfer surface suitable for the process to be projected
in agitated vessels (jackets, helical coils, spiral coils, and vertical tube baffles) must be done
very strictly, specially doing an analysis between the kind of impeller and its interaction with
the adopted surface, because, as present on this paper, the difference between the areas
obtained by each kind of surface can vary significantly.

Nomenclature

a Exponent of Eq. (16)

A Heat transfer area (m2)

Ai Heat transfer area (inside a pipe) (m2)

A0 Heat transfer area (outside a pipe) (m2)

b Exponent of Eq. (16)

c Exponent of Eq. (16)

cp Specific heat (kJ/kg °C)

cpc Specific heat of cold fluid (kJ/kg °C)

cph Specific heat of hot fluid (kJ/kg °C)

Di Internal diameter of tube (m)

De External diameter of tube (m)

Dt Vessel diameter (m)

Da Impeller diameter (m)

DE Dean’s number

ep Wall thickness of tube (m)

E Distance of impeller from the bottom of the tank (m)

Evc Global energy in control volume (kJ)

f′ Friction factor of Moody
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F Constant of Eq. (33)

G Constant of Eq. (33)

g Acceleration of gravity (m/s2)

hi Heat transfer coefficient at internal surface of tube (W/m2 °C)

hio Heat transfer coefficient at the internal surface in relation of external surface (W/m2 °C)

ho Heat transfer coefficient at the external surface

he Specific enthalpy of flow inlet in control volume (kJ/kg)

hs Specific enthalpy of flow outlet in control volume (kJ/kg)

J Diameter of bank of tubes (m)

k Thermal conductivity of fluid (W/m °C)

K Constant of Eq. (16)

K″ Constant of Eq. (8)

LMTD Logarithmic mean temperature difference (°C)

L Length of tube (m)

M Mass of fluid in the vessel (kg)

Nb Number of bank tube of tubular vertical baffles tubes

Nt Total number of tubular vertical baffles tubes

N Rotation of impeller (rpm)

Nu Nusselt’s number

Pr Prandtl’s number

Q Heat transfer rate in control volume (W)

Rc Thermal conduction resistance (m2 °C/W)

Rdi Internal resistance by fouling (m2 °C/W)

Rd0 External resistance by fouling (m2 °C/W)

Re Reynolds number for inside tube

Rea Reynolds number for agitation in vessels

Tb Bulk temperature in vessel (°C)

Tb1 Inlet bulk temperature in vessel (°C)

Tb2 Outlet bulk temperature in vessel (°C)

T Constant temperature of hot fluid in isothermal process (°C)

T′ Constant temperature of cold fluid in isothermal process (°C)

T1 Inlet temperature of hot fluid in nonisothermal process (°C)

T2 Outlet temperature of hot fluid in nonisothermal process (°C)

T Mean temperature of hot fluid (°C)

u Velocity of fluid (m/s)

U, Uc, Ud Overall heat transfer coefficient, clean coefficient, and design coefficient (W/m2 °C)
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Abstract

Topology optimization is proving to be a valuable design tool for physical systems, espe-
cially for structural systems. However, its application in the field of heat transfer is less 
evident but is constantly progressing. In this chapter, we would like to introduce topol-
ogy optimization in the context of heat exchanger design to the general reader. We also 
provide a chronological review of available literature to see the current progress of topol-
ogy optimization in the field of heat transfer and heat exchanger design. We expect that 
topology optimization will prove to be a valuable tool in heat exchanger design for the 
coming years.

Keywords: topology optimization, heat transfer, heat exchanger

1. Introduction

The need for high-performance heat-dissipating devices is highly needed in today’s rapidly 
changing power device and electronics markets [1, 2]. With worldwide movements on the 
implementation of Industry 4.0, we will see more radical changes in the way tangible prod-
ucts are manufactured [3]. At the same time, rapid product design cycles are becoming more 
of a standard rather than a demand. Thus, the need for automated design processes carried 
out with the use of computer as tools has never been so imperative. Computational design 
procedures have been more widely accepted during the past decades due to the improve-
ments in computing technologies [4]. Together with this, rapid advancements in the algo-
rithms and automated design procedures have flourished. Topology optimization can be 
viewed as one of the most promising automated design procedures, which has been an active 
topic of research for almost three decades.

Topology optimization is an automated, ‘best material layout’ process, which follows the gov-
erning equations of one or more physics taken into consideration under a user-defined set of 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



conditions and limitations. Several methods and techniques are already well developed espe-
cially for the field of structural engineering. Topology optimization is slowly being used in 
mainstream design processes of tangible products due to the advancements in computational 
power of computers, the optimization methods, and techniques used in topology optimiza-
tion itself.

Computational tools have been developed to aid and answer some of the engineering queries, 
but the main design of the structure is usually left to experienced and specialized profession-
als. Commonly applied modern-day topology optimization methods utilize finite element 
analyses (FEA) where each discretization is treated as a design variable. By choosing and 
varying the adequate material property related to the investigated case, we would iteratively 
investigate which element is helpful, thus material is ‘allocated’, and which ones are not, thus 
can be left as ‘void’, from the design space. We can also set areas that must be filled with mate-
rial or areas where materials should not be placed. There are a number of learning materials 
for topology optimization, most are from one research group from Denmark. Among their 
developments are a free mobile app, TopOpt [5] and TopOpt3D [6], which can execute struc-
tural topology optimization and output. STL files ready for three-dimensional (3D) printing. 
The interface, some common definitions for structural topology optimization and an example 
are presented in Figure 1.

The earliest work related to topology optimization can be traced back to the ingenious 
Australian inventor who formulated Michell’s truss theory [7] (named after inventor George 
Michell). The said theory dealt with the least-volume topology of trusses with a single load 
condition and a stress constraint. Not only was this imaginatively ingenious, it was also ahead 
of his time where almost nothing was known about the techniques of structural optimization. 

Figure 1. TopOpt app [5] developed by DTU reflecting the essential elements of topology optimization.
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His works were ignored for almost half a decade where it was rediscovered by Cox [8, 9] and 
Owen [10] in the 1960s, the same time when computers were acknowledged as automation 
tools. It was Hemp [11] and his co-workers who had spent most of their professional lives and 
comprehensively studied Michell structures. Modern-day computer-aided topology optimi-
zation can probably be traced back to the works of Bendsoe and Kikuchi [12] on homogeniza-
tion who had also coined and popularized the term topology optimization. For the following 
decades, their works had sparked the interest of many researchers and might not have neces-
sarily had any product-related applications. In the next section, we first briefly discuss the 
main methods commonly used in topology optimization.

2. Topology optimization methods and learning codes

Different methods have been developed in finding solutions to the optimal layout problem. 
Since Bendsoe and Kikuchi’s work in 1988 [12], focus has been more on finite element (FE)-
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sequently, the design variable is parameterized and controlled. Some methods directly define 
the design variables on the finite element domain, while others define a separate function 
from which the generated structure is interpreted. In both cases, ‘0-1’ designs or ‘void/solid’ 
designs are desired because they can be easily interpreted and physically realized. Here, 1 or 
solid means that material is allocated on the design element and 0 or void means that mate-
rial is not present in the design element. In some methods, ‘grey’ or intermediate densities, 
which are values between 0 and 1, are encountered and observed. The following subsections 
outline some of the popular methods for topology optimization. We also list references at the 
end of each method where codes (usually written in MATLAB) are readily available for inter-
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anisotropic macro-scale representation of the material can be achieved such as pure solid, 
pure void, composite and porous material.

A single set of variables corresponding to each microstructure can be used for each design 
element or can be extended to a sub-mesh to generate finer structures. Topology optimiza-
tion, in this sense, becomes a problem to determine the optimal combination of these design 
variables, which corresponds to the optimal macro-scale distribution of properties which 
minimize a given objective function. This approach was investigated in the 1990s but has 
received less attention in the recent years due to the emergence of more efficient methods. 
Nevertheless, it gave the fundamental concepts and ideas in the other methods. Additionally, 
some methods that will be later mentioned apply alternative formulations to alleviate the 
common numerical issues found in explicit topology parameterization. Nowadays, it has 
found its application in finding ways of how to realize high-performing microstructures and 
is called ‘inverse homogenization’.

2.2. ‘Hard-kill’ methods

‘Hard-kill’ methods are a generalization of methods that explicitly treat each element as mate-
rial or void. Unlike other methods, they do not relax the ‘0-1’ problem on topology optimiza-
tion. These methods gradually remove (in some cases add) elements that represent absence 
(or presence) of a material into the design domain explicitly for each iteration step. A few 
of these methods utilize combinatorial techniques such as genetic algorithms and simulated 
annealing, to name a few. Another ‘hard-kill’ method that is based on sensitivity informa-
tion is known as the concept of using topological derivatives (or topological sensitivity) [15]. 
The concept of topological derivatives is that undesired computational nodes are explicitly 
removed. The most well-known ‘hard-kill’ method in topology optimization is the evolu-
tionary structural optimization (ESO) [16] and, more recently, the bi-directional evolutionary 
structural optimization (BESO) [17]. BESO is differentiated from ESO in a way that ESO only 
allows for the removal of elements while BESO allows for both the addition and removal 
of elements that represent the presence or absence of a material based on an ‘optimization 

Figure 2. (a) Schematic of the treatment of design variables contained in elements showing two possible microstructures. 
(b) Result for a truss problem reflecting generated microstructures [14].
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criterion’, which is evaluated in each small domain or element. This is analogous to slowly 
evolving the shape of a structure towards the desired optimum result by removing (or add-
ing) the elements that do not contribute to the improvement of the desired objective function. 
The choice of material to be removed (or added) is based on heuristic criteria, which is based 
on sensitivity information of the iteration steps. As a result of these heuristic features, the 
technicality of this method is often questioned for a robust theoretical basis does not exist 
[18, 19]. One of the most attractive features of these hard-kill methods is its simplicity with 
which they can be utilized with commercial finite element packages. It is claimed that the 
integration of algorithms based on hard-kill methods with finite element analysis (FEA) solv-
ers requires only minor modification in the pre- or post-processing steps [19]. Also, structures 
generated are free from intermediate or ‘grey’ material representations due to the nature of 
its solution method of explicitly removing (or adding) material in the finite element system. 
More recently in [20], BESO has been relaxed to prevent the concerns given in [18, 19] and was 
termed ‘soft-kill’ method. An attempt to visually present the conceptual differences between 
the different ‘hard-kill’ methods is presented in Figure 3. In Figure 3 (a), elements are essen-
tially removed from the FEA routine as executed in the original ESO. In Figure 3 (b), a void 
element is essentially allowed to ‘roam’ on neighbouring elements until such time it finds an 
optimal location and this is common for combinatorial techniques. In Figure 3 (c), a node is 
essentially removed and creates an area of void elements, and this is the concept behind the 
topological derivatives. A MATLAB code of the relaxed BESO implementation is also given 
in Ref. [20].

2.3. Boundary variation methods

Boundary variation methods are among the most recent and noteworthy contributions that 
lead to advancements in structural topology optimization. Boundary variation methods have 
originated in shape optimization techniques and had been recently introduced to structural 
topology optimization. They are differentiated from the other methods from the fact that 
structure domain and boundaries are represented based on implicit functions rather than an 
explicit parameterization of the design domain. In most methods, the design variable in the 
domain is given explicitly as values from 0 to 1 where 0 would represent the absence of mate-
rial and 1 represents the presence of material. For boundary variation methods, the structural 

Figure 3. Conceptual differences of different ‘hard-kill’ methods (a) ESO, (b) combinatorial techniques and (c) topological 
derivative.
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boundaries are implicitly defined as the contour line of a field which is a function of the design 
variable. Boundary variation methods are currently dominated by two methods: the level-set 
method and the phase-field methods. Both of these methods produce results in the design 
domain with crisp and smooth edges that require little post-processing effort to realize the rel-
evant structural features. Additionally, these methods are fundamentally different from shape 
optimization techniques because they allow both the movement of the structural boundary 
and topological changes (e.g. formation, disappearance and merging of void regions).

2.3.1. Level-set method

Level sets for moving interface problems in physics were first developed by Osher and Sethian 
[21], with the fundamental goal of tracking the motion of curves and surfaces. This method 
has been applied in a wide variety of research areas [22, 23] including topology optimization. 
The level-set method was first applied to topology optimization in the early 2000s by Sethian 
and Wiegmann [24], where it was used to represent the free boundary of a structure for lin-
early elastic problems in structural design. In another direction, Osher and Santosa [25], in 
about the same time, combined level sets with a shape sensitivity analysis framework for the 
optimization of structural frequencies.

In the level-set method, the boundaries of the structure are represented on the zero-level 
curve (or contour) of the scalar function Φ which is consequently called the level-set function. 
Topological functions such as the changes in the boundary, merging of boundaries and for-
mation of new voids are performed on the level-set function. The geometric boundary shape 
is modified by controlling the motion of the level set according to the physical problem and 
optimization conditions [26]. It is worth noting that most level-set formulations still rely on 
finite elements despite the smooth boundary representation. Thus, boundaries are still rep-
resented by discretized mesh which leads to some unsmooth results. Alternative techniques 
such as the extended finite elements (XFEMs) [27] have been utilized to represent the geome-
try in the analysis of the model which produces superior, smooth and continuous boundaries.

The level-set method does not exhibit intermediate material densities since the presence or 
absence of material on the domain is determined at the zero-level-set function. However, cur-
rent level-set methods are known for their dependency on the initial design and locations of 
the level-set functions. This drawback poses a severe problem in the acceptability of solutions 
of level-set functions but new developments have been made to address and improve this 
deficiency [28]. Also, at some cases the level-set method might require re-initialization during 
the process when the level-set function becomes too flat or too steep. This adds computational 
complexity and additional tuning parameters to the algorithms which is undesirable especially 
for implementation with commercially available software. A visualization of this concept is 
presented in Figure 4 (a). A MATLAB code for the level-set method is available in Ref. [29].

2.3.2. Phase-field method

The phase-field method originates from theories developed to track and represent phase tran-
sition and phase interface phenomena in surface dynamics [30]. This method has been utilized 
for solid-liquid transitions, diffusion, solidification, crack propagation, multiphase flow and 
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eventually in topology optimization [31]. In the application of these theories, a phase-field 
function is specified over the design domain that is composed of two phases (e.g. A and B), 
which are represented by two variables as a function of the phase-field function. The bound-
ary region between phases is a continuously varying region of thin finite thickness.

In topology optimization utilizing the phase-field method [31–33], this interface region defines 
the structural boundary, thus separating material from void, and is modified via a dynamic 
evolution of the phase-field function. The primary difference between the level-set and phase-
field methods is mainly due to the fact that in the phase-field method, the interface between 
the boundaries of the two distinct phases is not tracked throughout optimization. Whereas in 
the level-set method, the boundary is tracked as it moves during the optimization process. In 
other words, the governing equations of phase transition are solved over the complete design 
domain without the initial information of the phase interface location. Consequently, phase-
field methods do not require the re-initialization step as do level-set functions. Its conceptual 
difference with the level-set method is presented in Figure 4 (b). A MATLAB code for the 
phase-field method is available for download by visiting the website of Ref. [31].

2.4. Density-based methods

Currently, the most widely used methods for structural topology optimization are explicit 
parameterizations that are broadly classified as density-based methods. Variations of this 

Figure 4. Conceptual difference between (a) level-set method and (b) phase-field method.
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method are termed ‘material interpolation’, ‘artificial material’, ‘power law’ and ‘solid isotro-
pic material with penalization (SIMP)’ methods. Although SIMP is only one of the methods, 
its popularity has led for the term to be colloquially used in place of density-based methods. 
Density-based methods are an extension of the works on the homogenization method. This 
type of method has experienced much popularity in recent years in this community due to its 
conceptual simplicity and ease in implementation. Nearly all commercial topology optimiza-
tion tools utilize a density-based method [34].

Similarly with the homogenization method, these density-based methods operate on fixed 
domain of finite elements. The main difference is that, rather than a set of microstructure 
properties, each finite element contains only a single design variable. This variable is often 
understood as the element material density, ρe. The relevant material property of each ele-
ment concerned with the physics involved, for example, the elastic modulus for structural 
problems or thermal conductivity for heat-transfer problems, is made as a function of the 
density design variable. This is usually accomplished by utilizing an interpolation function. 
The topology generated in Figure 1 was based on this method. Tremendous amount of litera-
ture is available for this method and the book [13] contains much discussion on this method 
as well as an ’99-line code’ for MATLAB which pioneered the publication of codes for educa-
tional purposes in topology optimization. It has been reworked by Andreassen et al. in [35] 
which shortened the code as well as greatly improving its efficiency. Another rework was 
made by Liu et al. in [36] which provides the code’s extension to 3D problems in the MATLAB 
environment. More recently, Aage et al. [37] has released their code which utilized Portable, 
Extensible Toolkit for Scientific Computation (PETSc) and can handle problem scales which 
are not practical in MATLAB.

3. The heat-transfer problem in the context of topology optimization

The heat-transfer problem (as shown in Figure 5), in its weak form in the design domain, can 
be generalized as

   

ρc  T  t   = kΔT +  q  v  

  

in Ω × [0, t]

    

T =  T  b  

  

on   Γ  1  

    − k   ∂ T ___ ∂ n   = q  on   Γ  2      

− k   ∂ T ___ ∂ n   = h(T −  T  ∞   )

  

on   Γ  3  

    

 T |    t=0   =  T  0  

  

 

    (1)

where ρ is the material density, c is the specific heat of material, Tt is the temperature for a 
particular given time in transient cases, k is the thermal conductivity and qv is an internal heat 
generation rate per unit volume. In general, three types of boundary conditions may exist and 
can be considered: a temperature condition on Γ1, a heat flux conduction on Γ2, and a convec-
tive condition on Γ3. T0 is the initial temperature at time t = 0, Tb is a temperature imposed on Γ1, 
q is a heat flux boundary condition imposed on Γ2, h is the convective heat-transfer coefficient 
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on Γ3 and T∞ is a fixed reference temperature, n is the boundary normal vector. Special treat-
ment is needed for methods which produce intermediate densities for problems considering 
convective boundary conditions since boundaries are not well defined.

Simplifying to a steady-state heat pure heat conduction case with only temperature boundary 
conditions and heat flux boundary conditions considered, Eq. (1) is reduced to

   

 q  v   = kΔT

  

in Ω

   T =  T  b    on   Γ  1     
− k   ∂ T ___ ∂ n   = q

  
on   Γ  2  

   (2)

This form is often considered for the ‘volume-to-point’ problem commonly investigated in 
heat conduction problems. Using the virtual temperature field, v, the weak formulation of the 
heat conduction problem is given by

    ∫ 
Ω
     (kΔT −  q  v   )νdx = 0  (3)

Figure 5. Generalized heat-transfer problem.

Heat Exchanger Design with Topology Optimization
http://dx.doi.org/10.5772/66961

69



After integration by parts has been carried out and applying the heat flux boundary condi-
tion, Eq. (3) becomes

    ∫ 
Ω
     k ∇ T ⋅ ∇ ν −  q  v   νdx =   ∫ 

 Γ  1  
     k ∇ T ⋅ nνdΓ= −   ∫ 

 Γ  2  
    qvdΓ  (4)

And the weak form can be written as

   a(T, ν ) = 𝓁𝓁𝓁𝓁(ν ) ∀ ν ∈  T ˜    T ˜   =  {  T ∈ [  H   1 (Ω ) ]  |  T =  T  b    on x ∈  Γ  1    }     (5)

where v is in   T ˜    and   T ˜    is a subset of a Sobolev space. The left-hand side a(T, v) represents the 
energy bilinear form. It is obtained from Eq. (4) and is given as

  a(T, ν ) =   ∫ 
Ω
     k ∇ T ⋅ ∇ ν  (6)

The  𝓁𝓁𝓁𝓁(ν )  term is called the thermal load linear form and can similarly be obtained from Eq. (4) 
and is given as

  l(ν ) =   ∫ 
Ω
      q  v   νdx −   ∫ 

 Γ  2  
    qvdΓ  (7)

This is often used for deriving the propagating velocity of the material boundaries by the 
material derivative theory in boundary variation methods and the homogenization method. 
One design objective or thermal compliance measure, c, that is considered as the mean tem-
perature could be expressed as

  c(Ω ) =   ∫ 
Ω
     k ∇ T ⋅ ∇ Tdx  (8)

And finally the topology optimization problem of the heat conduction problem is expressed 
as

   

 min  
Ω⊆D

   

  

c(Ω )

  

 

   s.t.  a(T, ν ) = 𝓁𝓁𝓁𝓁(ν ) ,  for all ν ∈  T ˜      
 
  

 ∫  D   dx ≤  V  max  
  

 
    (9)

where D contains the material distributed in the design domain Ω and Vmax is a volumetric 
constraint. In the context of density-based topology optimization, we introduce the element 
density, ρe, and applying a discretized optimization model, for example, FEA, the heat con-
duction problem is defined as

   

 min   ρ  e  
   

  

c( ρ  e   ) =  T   T  KT =  Q   T  T

    
s.t.

  
KT = Q

       V  f   = V( ρ  e   ) /  V  o  
   

 

  

0 <  ρ  e   ≤ 1

    (10)
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where K is the global thermal conductivity matrix, T is the node temperature vector and Q 
is the applied thermal load. It is to be noted that the global thermal conductivity matrix if 
formed from the assembly of individual element thermal conductivity matrix, ke, and the 
material interpolation schemes is applied here as is formally given as

  K( ρ  e   ) =  ∑ 
e=1

  
N
    k  eff  ( ρ  e   )  k  e    (11)

where keff is the material interpolation scheme. The objective function could then be expressed 
as

  c( ρ  e   ) =  Q   T  T,  where T solves:  ∑ 
e=1

  
N
    k  eff  ( ρ  e   )  k  e  T = Q  (12)

One simple form of the interpolation scheme was presented when SIMP was introduced and 
is given as

   k  eff  ( ρ  e   ) =   (   k  max   −  k  min   )    ρ  e        p   (13)

Gradients are usually required by the optimization algorithms needed for the update pro-
cess in topology optimization. These are easily derived for the objective and constraints 
involving only ρe. For functions that depend also on temperatures, derivative can be 
obtained using the chain rule. These expressions will then contain derivatives of tempera-
ture, which in turn can be obtained by taking the derivative of the equilibrium equation, 
KT = Q. The most effective method for calculating the derivatives is to use the adjoint 
method, where derivatives of the temperature are not calculated explicitly. For the ther-
mal compliance problem given above, we rewrite the objective function by adding a zero 
function:

  c( ρ  e   ) =  Q   T  T −  λ   T (KT − Q )  (14)

where λ is called the Lagrangian multiplier which is an arbitrary, but fixed real vector. We 
then obtain the derivative as

    ∂ c ___ ∂  ρ  e  
   = ( Q   T  −  λ   T  K )   ∂ T ___ ∂  ρ  e  

   −  λ   T    ∂ K ___ ∂  ρ  e  
   T  (15)

which can be re-written as

    ∂ c ___ ∂  ρ  e  
   = −  λ   T    ∂ K ___ ∂  ρ  e  

   T  (16)

When λ satisfies the adjoint equation:

   Q   T  −  λ   T  K = 0  (17)
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This equation is in the form of an equilibrium equation and for thermal compliance we see 
that we obtain directly that λ = T. Moreover, the form of the stiffness matrix means that the 
derivatives of the thermal compliance c(ρe) for the main problem in Eq. (10), considering the 
SIMP interpolation as presented in Eq. (13), are

    ∂ c ___ ∂  ρ  e  
   = − p( k  max   −  k  min   )  ρ  e        p−1   T   T  KT  (18)

Thus, the derivative for the thermal compliance problem becomes easier to compute. It is also 
worth noting that the derivative is ‘localized’ to the element level; however, there is an effect 
from other design variables hidden in the temperature, T. The sensitivity is negative for all 
elements, so intuitively, additional material in any element decreases compliance, and makes 
the overall objective go lower. Using this sensitivity information, the material is redistributed 
and the process is repeated until a convergence criterion for the topology optimization process 
is attained. Each of the paper in the following chapter discusses the complete topology opti-
mization process with more depth and varies depending on the method they have utilized.

4. Chronology

Interests in topology optimization can be represented by the recent amount of publications 
and citations over the years as presented in Figure 6(a) and (b)respectively. Although this 
figure might not accurately represent the exact number of papers, we can still see that the 
contribution of the papers related to ‘heat’ is roughly around 1/20th of the total contribu-
tions for topology optimization. It has also been increasing especially within the past decade. 
The amount of papers that are directly related to heat exchangers is arguably much less in 
number. The following subsections present a number of papers related to the interest of this 
chapter in its chronological order. For the completeness of the review, some papers at the end 
of each year are cited but no further elaborations are made due to access restrictions.

Figure 6. Some scholarly metrics [38] for topology optimization: (a) publication count and (b) citation count. Highlighted 
in red are search results for ‘topology optimization’ + ’heat’. Note that results for this search are reflected on the red axis 
at the right-hand side and is scaled 1:10.
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4.1. Prior to 2005

Rodrigues and Fernandez [39, 40] and Jog [41] utilized topology optimization for designing 
thermoelastic structures. Heat transfer was treated as one of the involved physics and as an 
extension to structural mechanics problems. It is worth noting that this was the beginning of 
the consideration for heat-transfer applications for topology optimization. However, in this 
chapter, we restrict ourselves to papers that focus more on heat conduction topology optimi-
zation (and a few convection cases) that is more directly related to cooling applications, such 
as the case for heat exchanger design.

Bejan [42, 43] introduced constructal theory in the context of heat transfer. Although it is not 
directly categorized as topology optimization due to restrictions on size and orientation of 
each building block, it has provided interesting discussions and has formulated a fundamen-
tal problem for the heat-transfer community. The problem is now known as ‘volume-to-point 
(VP) problem’ or ‘access problem’ and discusses the need to layout a fixed amount of material 
in a heat-generating domain (such as a CPU).

Xie et al. [44] used ESO explicitly for conduction problems. Several generalized claims were 
given regarding topology optimization, which might not necessarily be true on other meth-
ods. The paper is recognized as the first topology optimization paper presented directly solv-
ing pure conduction problems. In this paper, an element’s rejection is based on the integral of 
different thermal parameters, more specifically, integral of the temperature surrounding the 
element. They have highlighted the simplicity of the ESO method to generate novel structures 
and had considered anisotropic cases in one of the examples. He had also multiple loading 
cases and had presented two ways to introduce the loading cases, which generated distinct 
designs.

Turteltaub [45] used SIMP for finding optimal material properties for transient heat conduc-
tion problems. Although the generated final designs were rich in intermediate densities due 
to the lack of penalization, this paper had first offered the possibility to extend topology opti-
mization for transient problems. It was also mentioned that in the heat-transfer problems, 
special care should be given especially for convective boundary conditions. Though he did 
not use any explicit boundary-tracking scheme, it was already recognized that difficulty in 
convective boundaries are present.

Haslinger et al. [46] applied the original homogenization method for conducting structures. 
Although the paper had focused more on convergence analysis and approximation strate-
gies, it has utilized rank-two laminated structures to demonstrate the optimal heat conduc-
tor configurations for its test problems. The effective conductivity of the rank-one laminates 
was assumed to consist of harmonic and arithmetic means. Numerical minimization was per-
formed by a subroutine from the Numerical Algorithms Group (NAG) Numerical Library 
which implemented a sequential quadratic programming (SQP) approach.

Cheng et al. [47] introduced bionic optimization strategy for constructing better performing 
conductive paths. This was directly addressing and comparing results with Bejan’s original 
work. There is not much detail regarding their implementation but it can be viewed as a 
heuristic ‘hard-kill’ method. In the same year, Novotny et al. [15] introduced the concept of 
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 topological derivative. Although it is viewed as a ‘hard-kill’ method since it explicitly creates 
holes in the design domain, the concept is very far from ESO since it utilizes concepts from 
shape sensitivity analysis to evaluate the topological derivatives. Several theorems were pre-
sented in how it can be utilized for the design of conducting structures and has considered 
Robin boundary conditions in the formation of new holes. In a seemingly unrelated devel-
opment, Borvall and Petersson [48] introduced the use of topology optimization for fluidic 
systems governed by Stokes flow. This field of topology optimization has its own unique 
developments and only a few papers which are relevant to the context of this chapter are 
mentioned. In this year, Bendsoe and Sigmund [49] also published their book on topology 
optimization which had some mention of heat-transfer topology as well as instructions for 
converting the learning code to conduction heat-transfer topology optimization. Guo et al. 
[50] presented the least dissipation principle.

Xie [51] presented some changes in the ESO method for heat conduction applications which 
includes some revision for the criterion for rejection through some sensitivity measure. It is 
also mentionable that this paper had contained a good compilation of literature for shape 
sensitivity analysis in the field of heat transfer. It was not explicitly stated but the methods 
implemented were not as aggressive to the original ESO paper where degeneration was con-
sidered. This is more properly termed nowadays as ‘soft-kill’ ESO. Also, the design variable 
was constructed in terms of the element’s thermal conductivity. New interesting problems 
are given in the context of proper insulation design. Alberto and Sigmund [52] also published 
on multiphysics problems governed by Poisson’s equation, which includes conduction heat 
transfer. Ha et al. [53] presented non-linear heat conduction problems. Moon et al. [54] pre-
sented reliability-based topology optimization considering convection heat transfer.

In this transitory stage, we can see that most of the existing methods are directly being 
migrated from structural topology optimization into the context of heat transfer. Here, we see 
ESO, homogenization method and SIMP which is more complex and harder to understand 
compared to papers in the next years. It is also worth noting that SIMP has already considered 
transient problems. The topological derivative is also introduced first in the context of heat-
transfer problems which will later be a very powerful addition to level-set methods. It can also 
be said that in this year, fluid flow topology optimization has just started.

4.2. 2005–2010

Yoon and Kim [55] introduced an element connectivity parameterization (ECP) to allevi-
ate problems in applying SIMP to multiphysics problems. A more specific problem of tem-
perature undershooting was emphasized as a numerical instability when applying SIMP to 
include heat convection formulations on the generated structure boundaries (termed as ‘side 
convection’ in the paper). These undershootings in temperatures were deemed to be impos-
sible and infeasible solutions which needed to be strongly addressed. Thus, their paper had 
given special attention to heat transfer utilizing the zero-length heat conductors as element 
connectivity measures in ECP. Good results were obtained using the method which was 
again extended to heat-dissipating structures and electro-thermal actuators. In the same year, 
Ha and Cho [56] introduced the level-set approach explicitly for heat conduction problems. 
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Their paper contains a detailed yet understandable introduction for level-set methods in the 
context of heat-conducting structures. It is also worth noting that due to the nature of the 
level-set method of clear and well-defined boundaries, convection heat transfer was already 
considered. However, it was not directly applied to the evolving boundaries. Also, it was well 
reported in this pioneering paper for level-set method for heat-transfer topology optimiza-
tion that the generated structures were highly dependent on the initial distribution of holes 
in the design domain since this implementation cannot create new holes during the optimiza-
tion process. It was also mentioned that density-based method (SIMP) yielded better results 
for most cases, in terms of the number of iterations needed to achieve the converged results. 
Thermal compliance values for both methods were in very close agreements.

Gersborg-Hansen et al. [57] introduced the use of the finite volume method (FVM) for heat 
conduction problems. It is worth noting that all previous papers were utilizing finite element 
methods and formulations. Their justification for utilizing FVM was made in the context of 
guaranteeing element-wise conservation of the physical quantities and to give access to FVM 
users to topology optimization. Element interface heat fluxes were calculated using the value 
of thermal conductivities based on the arithmetic and harmonic means of the surrounding 
nodes. The SIMP method was utilized for their implementations. Two unique compliance 
measures were investigated. It was mentioned that the results from FEM and FVM were qual-
itatively similar and the designs suffered high-mesh dependence when the compliance mea-
sure for arithmetic average was used even though the penalty value, p, in SIMP was increased 
up to 5 using the continuation approach. Using the harmonic average in the FVM formulation 
also reduces checkerboard formation up in their test cases. Donoso [58] revisited the VP prob-
lem in 3D space and used the optimality criteria (OC) method to find the solution.

Zhuang et al. [59] utilized the concept of topological derivative in conjunction with the level-
set method. The topological derivative was used to create new holes during the topology opti-
mization process and thus eliminating the dependence on the initial hole distribution. A fixed 
cutting ratio was set for the topological derivative for generating new holes. Multiple load cases 
were also one of the highlights of their paper and highly consistent results and convergence 
curves were presented. Xu et al. [60], on the other hand, presented a combinatorial approach 
for optimizing the heat conduction paths. In their paper, they tried to solve the volume-to-
point problem using simulated annealing and genetic algorithm (hard-kill approaches). Their 
paper had clearly presented their implementation scheme and had made comparisons with 
the results of bionic optimization. The optimal results were generalized as all high conductiv-
ity materials are continuous, no holes are present. For cases in which the thermal conductiv-
ity ratio is relatively small, shapes are thick and short surrounding the heat sink. When the 
thermal conductivity ratio is increased, the shape becomes more slender. Mathieu-Potvin and 
Gosselin [61] developed an evolutionary algorithm which tries to solve the VP problem. Their 
evolutionary algorithm aimed to minimize the hotspot temperature by displacing elements. 
Displacements were either by swapping of a heat-generating cell with a void cell and swap-
ping a heat-generating cell with a conductive cell based on heat flux or by element-averaged 
heat flux and temperature. It is worth noting that in their implementation, an extended domain 
was utilized and during the evolution process, the cell elements can rearrange themselves in 
the extended domain. Due to the nature of the algorithm, exact repeatability of results is most 
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unlikely but measures were adopted to find approximate performances and determine the 
algorithm’s robustness. Results were also compared to constructal theory in terms of the tem-
perature objective function, kϕ, dimensionless distance measure, uniformity distribution mea-
sure and fractal dimension. Good discussions were made regarding each of these performance 
measures. Also in the same year, Bruns [62] clarified and resolved the problems presented by 
Yoon and Kim in their 2005 paper for convection-dominated heat-transfer problems in the 
context of density-based topology optimization. He has discussed the necessary techniques 
to prevent the ‘undershoot’ in temperatures mentioned by ensuring that the convection term 
contributions are treated as lumped matrix. Side convection terms are weighed by a density 
difference interpolation scheme and half of the total contribution is associated with two ele-
ments connected along the same edge. He has also used the SINH (pronounced as ‘cinch’) [63] 
method. He has concluded that poor convection modelling can greatly influence the design 
process. Kim et al. [64] reconsidered the printed circuit board (PCB) cooling problem but had 
included mechanical constraints. Zhuang et al. [65] minimized the quadratic mean tempera-
ture using the level-set method. Yoo and Kim [66] considered three-dimensional cooling fins 
using the ECP method.

He and Liu [67] used the bi-directional evolutionary structural optimization (BESO). BESO 
is differentiated from ESO since BESO allows element addition which is not allowed in ESO. 
Using a uniform heat distribution problem, he compared the results with SIMP-based solu-
tions. Special attention was given to the lack of intermediate elements in the ESO results, thus, 
easier manufacturability. Gao et al. [68] published another BESO paper and have considered 
both design-independent and -dependent loading. Design-dependent loading in this paper 
was defined as heat loads that vary whether or not material is present. In other words, with-
out the presence of material heat cannot be generated. One case was presented to elaborate 
the difference and the effect of this assumption. Zhang and Liu [69] mentioned a new method 
for designing heat-conducting paths based on SIMP. This is related to a later publication men-
tioned in 2011. Yamasaki et al. [70] presented level-set method for both vibration and heat 
conduction problems.

Iga et al. [71] introduced convection and heat generation design-dependent effects. He has 
used a different homogenization approach (termed as the homogenization design method in 
their paper) and defined a hat function in which the convection boundary conditions are eas-
ily applied. The hat function serves as the boundaries between the solid and the void regions. 
Interest in this paper is given for the utilization of a surrogate model for several fin mod-
els for including a better representation of the convection condition. They have also utilized 
sequential linear programming (SLP) for the update process during topology optimization. 
They have presented several examples which exhibit the adverse effects if an inappropriate 
convection modelling is used. Marczak and Anflor [72] introduced the boundary element 
method (BEM) as an alternative to FEA and FVM. In their paper, topological derivative was 
used as the means to generate the optimal topologies. BEM is differentiated from FEA and 
FVM since it does not directly compute based on cells or elements. BEM is considered as 
‘mesh-free’ methods. Although nodes are still present inside the modelled domain, they are 
treated more as ‘recovery points’. Their examples and results were compared to the first ESO 
paper by Xie et al. in 1999. Dede [73] presented the use of COMSOL Multiphysics coupled 
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with MATLAB for multiphysics topology optimization of heat and flow systems. Kim et al. 
[74] considered non-linear heat conduction and had designed structures based on the level 
set with topological derivatives. Pingen and Meyer [75] presented topology optimization for 
thermal transport.

Yoon [76] considered a sequential computational procedure to design heat-dissipating struc-
tures that considers forced convective heat transfer. A staggered approach was used where 
the flow field was solved first. Artificial damping force was introduced to the Navier-Stokes 
equation, which was similar to techniques used in immersed boundary methods (IBMs). A 
total of four material properties were interpolated in his implementation. He had utilized 
density-based approach and SIMP interpolations for the material properties. Kim et al. [77] 
compared results for different sensitivity analyses formulations. They have reported the com-
putational time for the finite difference method and two different design sensitivity analyses 
(DSA). It was reported that a large difference in terms of performance was present between 
the direct differentiation method and the adjoint variable method (a factor of about 142). The 
SIMP method was utilized but was not mentioned explicitly. A 3D example was also provided 
in one of their examples which considered a single convection boundary condition. Dede [78] 
performed investigations on topology-optimized designs for impinging jets. Single-jet geom-
etry was investigated from coupled thermal-fluidic simulations in a commercial software 
package. SIMP-based topology optimization was then performed in MATLAB with MMA. 
The result from the single impinging jet was made as basis for a textured surface geometry 
for a 3D slot jet. It is worth noting that the two-dimensional (2D) model was made under 
the assumptions of laminar flow and the 3D multi-jet structure is expected to fall within the 
turbulent regime. Zhuang et al. [79] utilized level-set method for the design of multi-material 
heat-conducting structures.

It can be said that the interest in heat-transfer topology optimization started in this time 
period. The papers presented in this time period were mostly dedicated and developed for 
heat transfer and design of heat exchangers. Investigations to include convection heat transfer 
as well as other design-dependent effects are also evident. Level-set method that is combined 
with the concept of topological derivative can be treated as state of the art during this time 
period. Also, ‘mesh-less’ topology optimization was introduced. SIMP has remained as a key 
method and its integration for FVM users has been mostly utilized.

4.3. 2011–2015

Yamada et al. [80] utilized the level-set method to include design-dependent effects such 
as convection boundary loading. A fictitious interface energy term was introduced for the 
design-dependent boundary conditions. Three-dimensional examples were given which 
clearly demonstrates clear and smooth optimal configurations. A regularization parameter 
was also utilized to tune the complexity of the optimal results. Convection loading was based 
on a fixed value. Zhang et al. [81] emphasized on the objective functional in topology optimi-
zation. It was highlighted that the cooling problem, as given by Bejan, needs to minimize the 
maximum temperature but most problems minimize the heat dissipation efficiency (termed 
as dissipation of heat potential capacity, DHTPC). A one-dimensional problem was revisited 
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and a new objective of minimizing the geometric average temperature is presented in the 
context of a topology optimization problem. It was not explicitly mentioned what method 
was used and it is hypothesized that ESO was used due to the chosen problem and the well-
defined boundaries of the optimal results (they have mentioned feasible direction method). 
Li et al. [82] had used the rational approximation of material property (RAMP) material inter-
polation scheme, OC based on density approach and a density filter was explored. Papoutsis-
Kiachagias et al. [83] presented a constrained topology optimization for laminar and turbulent 
flows, including heat transfer.

Marck et al. [84] performed multi-objective optimization (MOO) using the SIMP method. The 
MOO was carried out with the two separate goals of minimizing the average temperature 
and minimizing the variance in the temperature. A very detailed and elaborate description 
of the FVM-based topology optimization was given. Tests regarding the mesh dependence, 
sensitivity and density filters as well as the heat transfer in the domain of the VP problem 
were carried out. Interestingly, this paper had obtained results which had discontinuity in 
the structure. Dede [85] optimized and designed multi-pass-branching microchannels with 
topology optimization as a tool. Gregersen et al. [86] considered finite volume-based topology 
optimization of coupled fluid dynamic and thermal conduction systems. Lee [87] completed 
his dissertation for topology optimization of convective cooling systems.

Koga et al. [88] demonstrated the complete product development cycle of a topology-opti-
mized water-cooled heat exchanger. A fully coupled problem was solved using finite element 
method with some modifications to avoid numerical instabilities. A weighted logarithmic 
multi-objective function was used which contained a function to represent the power dis-
sipation for the fluid flow and the heat dissipation for the heat-transfer problem. SINH was 
used in their implementation together with a weighed density filter. The heat exchanger was 
manufactured through electrical discharge machining and precision CNC milling. The experi-
ments have matched well with the numerical simulations. It is worth noting that although 
the heat exchanger is a three-dimensional device, 2D modelling was employed for the topol-
ogy optimization process. Burger et al. [89] explored the 3D solution for the volume to point 
(called volume to surface in this case) utilizing SIMP with method of moving asymptotes 
(MMAs) implementation. Full and partial Dirichlet boundary conditions were considered. In 
the partial Dirichlet boundary condition, only a square surface was given a fixed temperature. 
In the full Dirichlet boundary condition consideration, a volume of non-designable domain 
was set and the temperature conditions were set at the surfaces of a small volume before the 
allowable design domain. Different conductivity ratios varying volumetric constraints were 
explored as well as multiple boundary condition locations. Tree-like structures with four main 
branches extending to the corners of the design domain were the dominant optimal design 
features. Zhuang et al. [90] utilized triangular meshes on a transient heat conduction problem. 
Level-set method with topological derivative was used for the topology optimization process. 
Radial basis functions were used for defining the boundaries. A narrow band algorithm on 
the triangular mesh further improves the numerical efficiency. Dirker and Meyer [91] have 
performed performance tests for SIMP with MMA in an FVM setting. The VP problem was 
considered. It is worth noting that this work did not utilize any filtering techniques. A total of 
seven implementation cases were investigated. Six of the cases used predefined penalization 
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parameters ranging from 1 to 5 in 0.5 intervals. Two volumetric constraints as well as three 
conductivity ratios were considered. Marck et al. [92] discussed topology optimization for 
heat and mass transfer problems in great detail for laminar flows. Jing et al. [93] has used BEM 
and level-set method for 2D heat conduction problems. Matsumori et al. [94] published fluid-
thermal interaction problems under constant input power. Kontoleontos et al. [95] published 
an adjoint-based constrained topology optimization for viscous flows, including heat transfer.

Zhuang and Xiong [96] proposed a new compliance measure for transient heat conduction 
problems. They have suggested that the peak values of the given compliance during the time 
iterations are to be minimized. SIMP with MMA utilized for this study. The equivalent static 
load-based topology optimization for transient problems was deemed to be more practical 
and computationally efficient. Cheng and Chen [97] introduced a non-constrained formula-
tion with a volume-of-solid (VOS) function to represent the bounds of the domain. This work 
is interesting since the objective function was defined as the heat-transfer index (  Q ˙   / m ). Oevelen 
and Baelsmans [98] demonstrated solutions to a conjugate heat-transfer problem using a two-
layer-reduced model to represent a full-3D solution. A test case considered Stokes flow and 
a highly branching flow network was obtained. SIMP interpolation scheme was used. They 
have acknowledged the artificial flow through a solid network if the penalization for the flow 
equations is not sufficient. They have further explored the effects of target temperature and 
bottom-layer thickness. Dede et al. [99] utilized topology optimization in the design and jus-
tification of novel structures that can shield, focus or reverse heat flux over a target domain. 
Anisotropic material constituents utilizing two-phase material microstructure descriptions 
for non-symmetric inclusions embedded in a matrix medium were manipulated to obtain the 
desired performance of the structures. Results were compared with a test case and extensions 
to arbitrary geometries were explored. Alexandersen et al. [100] made tremendous efforts 
for investigating heat topology optimization considering buoyancy forces. In this situation, 
the strongly coupled physics phenomena are very hard to model and thus making topol-
ogy optimization for this kind of systems even more cumbersome. They have utilized SIMP 
interpolations for some of the material properties and density-based methods were sought 
for their implementations. They have demonstrated that effects of buoyancy affect the gener-
ated design significantly and have presented a natural convection heat exchanger as well as a 
buoyancy-driven micro-pump. In their paper, elements of large-scale simulations are already 
evident and they mentioned the difficulties they have encountered as well as their proposed 
solutions to overcome them. Lee [101] presented a multi-material heat conduction problem 
using a multiphase level set. Jing et al. [102] presented the topological sensitivity of the objec-
tive function on morphing boundaries.

Yaji et al. [103] utilized the level-set method to obtain the optimal design for a fully coupled 
thermo-fluidics problem. Tikhonov-based regularization scheme enabled the qualitative 
control for the geometric complexity of the generated structures. An optimization algorithm 
together with a smoothed Heaviside function was needed for the stabilization of the numeri-
cal computations. In this paper, both 2D and 3D examples were demonstrated with smooth 
and well-defined boundaries. Zhuang and Xiong [104] introduced additional temperature 
constraints on a defined region in the design domain. Their work had considered transient 
problems and had utilized the equivalent temperature field as a more effective means to solve 

Heat Exchanger Design with Topology Optimization
http://dx.doi.org/10.5772/66961

79



the time-dependent finite element problem. In addition, they have utilized three materials in 
some of their examples using SIMP method. Jing et al. [105] utilized the BEM for the imple-
mentation of level-set method and considers design-dependent boundary conditions. The 
level-set method is used to represent the structural boundary and the boundary mesh for the 
BEM analysis is constructed on the iso-surface of the level-set function. Topological deriva-
tive is also utilized to make new holes. Cheng and Chen [106] utilized their volume-of-solid 
method for the topological design of the laminated metallic composite materials arranged in 
two predefined configurations. Similar to the previous paper, they have presented two new 
very interesting objective functions (  Q ˙   / V  and   Q ˙   / USD ). Dede et al. [107] recently demonstrated a 
complete product cycle development for developing a forced air-cooled heat-sink-made addi-
tive manufacturing (AM). They have applied SIMP-based topology optimization and had uti-
lized a modified hat function to define the heat convection loading surface for their problem. 
A parabolic distribution of the heat-transfer coefficient was assumed in relation to the forced 
air cooling. Two-dimensional models are first tested and compared to some common heat-
sink geometries found in the market. A quarter of a 3D model was then implemented and 
volume reconstruction was also mentioned to obtain a water-tight design suitable for additive 
manufacturing. Experiments were then conducted and the topology-optimized structures are 
compared with the commercially available design. Results showed that the designed heat 
sink performed better compared to other heat sinks but due to the inferior material properties 
and porous structure of the AM-produced design, it was not performing as to its numerical 
design specifications. Alexandersen et al. [108] recently published the culmination of their 
buoyancy flow works by implementing a large-scale three-dimensional model of designed 
heat sinks. A total of 16.38 million design elements with 83.08 million degrees of freedom 
were solved in one of their examples for a passive heat-sink cooler for light-emitting diodes 
(LEDs). Lohan et al. [109] presented generative design algorithms for heat conduction. A dis-
sertation study utilizing boundary element method was recently finished by Jing [109]. Dede 
[110] designed and fabricated a multi-device single-phase-branching microchannel cold plate.

In this time period, highlight is given to product design cycles and actual realization of topol-
ogy-optimized designs. It is also evident that trends are going for incorporation of fluid flow 
either directly (through coupled analysis of both the fluid and heat-transfer domains) or indi-
rectly (through convection boundary conditions). Interests for transient problems have also 
re-emerged with techniques such as the equivalent temperature field being utilized to reduce 
the burden of the finite analysis for the governing equations of the system. Level-set method is 
also evolving rapidly by utilizing other techniques such as topological derivative and BEM to 
make up for their weak points. Density-based methods, especially SIMP, are still staple with 
most of the works for 3D modelling and thermo-fluidic systems. Massive implementations 
with millions of DOFs are also slowly being realized, mostly utilizing density-based methods. 
As an additional foresight, it can be mentioned that none of the above works have considered 
radiation effects, though some problem formulations can accommodate radiation by utilizing 
the convection form of radiation. In the future, this work could be sought but would pose the 
problem for the discretized method of properly identifying cavities and formations inside 
the evolving domain. View factor computation is also one complication which would be very 
expensive to perform since radiating boundaries would change in each iteration.
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5. Conclusion

In this chapter, we have re-introduced topology optimization with special focus on the prog-
ress of heat exchanger design over the past two decades. We have first given an overview of 
its historical background in terms of structural topology optimization. We have then concep-
tually introduced the different methods developed over the years in topology optimization. 
Learning references for each of the methods mentioned, together with MATLAB codes, were 
cited and is expected to help those who are interested in further learning and investigating 
topology optimization. A chronological review highlighting the different progress over the 
years related to heat exchanger design was also given.

Novel heat-transfer structures are still being realized to further drive design performance 
to its limits. Topology optimization, as a physics-based and automated layout optimization 
method, will indeed serve as a valuable design tool for heat-transfer systems. Heat exchanger 
designs arising from topology optimization has now been realized and continuous efforts are 
still being made to further improve both methods and implementation. Topology optimiza-
tion is expected to play a bigger role in the coming years for heat exchanger design.

Nomenclature

Abbreviat ions
2D/3D Two-dimensional/three-dimensional

BEM Boundary element method

BESO Bi-directional evolutionary structural 
optimization

DHTPC Dissipation of heat-transfer potential capacity

DOF Degrees of freedom

DSA Design sensitivity analysis

ECP Element connectivity parameterization

ESO Evolutionary structural optimization

FEA Finite element analysis

FEM Finite element method

FVM Finite volume method

IBM Immersed boundary method

MMA Method of moving asymptotes

Heat Exchanger Design with Topology Optimization
http://dx.doi.org/10.5772/66961

81



MOO Multi-objective optimization

OC Optimality criteria

RAMP Rational approximation of material properties

SIMP Solid isotropic material with penalization

SLP Sequential linear programming

SQP Sequential quadratic programming

TO Topology optimization

VP Volume-to-point problem

Symbols and variables (in the order of appearance)
μ Dimension control parameter in homogenization 

method

θ Orientation control parameter in 
homogenization method

ρ Density variable for density-based topology 
optimization, material density

c Standard variable for the design objective or 
compliance, material-specific heat

T Temperature

k Thermal conductivity

q Heat flux

n Boundary normal vector

h Convection heat-transfer rate

Ω Domain

t Time

Γ Boundaries

v Virtual temperature field

a Energy bi-linear form

l Thermal load linear form

x Design variable

V Volume
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   T ˜   Test temperature vector

H Sobolev space

T Temperature vector in heat-transfer TO

K Global stiffness matrix for FEA

Q Applied thermal load in heat-transfer TO

k Global stiffness matrix for FEA

λ Langrangian multiplier

Subscripts
  0, 1, 2, .., i Standard discrete numerical counter

e Element in discretization

mat Material

min Minimize/minimummax

t Time, to imply transient case in derivation

v Per unit volume, in derivation

b Imposed boundary condition, w/temperature in 
derivation

eff Effective, used with thermal conductivity, k

p Penalty parameter for SIMP
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Abstract

This chapter presents a new synthesis method for designing flexible heat-exchanger
networks. The methodology used involves a two-step approach: In the first step, a
multi-period network is designed for a large number of critical operating periods using
a finite set of operating points which lie within the uncertain parameter range, while
considering the impact of potential fluctuations in periodic durations of each of the
chosen critical points on the network. In the second step, the flexibility of the resulting
multi-period network of the first step is tested using very large, randomly generated set
of finite potential operating points together with their periodic durations. The key
criteria used in determining the finite set of operating points that would participate in
the initial multi-period network synthesis of the first step are the nominal operating
points, the extreme operating points in terms of heat-load requirements as well as their
length of periods. This implies that the resulting flexible network can feasibly transfer
heat irrespective of possible fluctuations in periodic durations for any of the potential
process-operating points. The solutions obtained using the new approach compare
favourably with those in the literature.

Keywords: heat-exchanger networks, multi-period, synthesis, flexible networks, math-
ematical programming

1. Introduction

An efficiently designed heat-exchanger network (HEN) can be used to achieve significant
reductions in energy consumption and pollutant emission into the environment by chemical
plants. However, most design methods that have been presented for the synthesis of HENs
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have assumed fixed process-operating parameters. However, in reality, process parameters
may fluctuate around some nominal operating points due to various factors such as changes
in environmental conditions, plant start-ups/shutdowns, changes in product quality demand,
and so on. In some other cases, the process parameters may deliberately be moved away from
their set point/nominal conditions due to reasons such as planned transition from one product
quality to another. For these cases, even though the set point tracking of the process parame-
ters is required in ensuring a smooth transition to the new set of operating points, the network
of heat exchangers still have to be flexible to handle these new set of operating conditions.
Despite the fact that these new set of operating points lie within the possible range of variabil-
ity of the process parameters, their length of duration needs to be taken into consideration
while designing a flexible heat-exchanger network.

The methods that have been used for the synthesis of flexible heat-exchanger networks have
been both sequential [1–3] and simultaneous in nature [4–16]. Some of the sequential methods
are an automated multi-period version of the mixed integer linear programme (MILP) trans-
shipment model [17] and the non-linear programme (NLP) minimum investment network cost
model [18]. The simultaneous methods have mostly been based on a multi-period version of
the simplified stage-wise superstructure (SWS) model [19]. Some of the existing design
methods for flexible HENs may only be feasible to transfer heat for a finite set of process-
operating parameters for which the network is designed in what is known as multi-period
networks [4–8]. In the multi-period networks [4–8], each period of operation is distinct in that
the process parameters, as well as the length of periods for each of the periods of operations,
are known upfront. Since multi-period networks are capable of transferring heat within the
specified finite set of operating periods, they can be termed flexible networks. However, their
degree of flexibility may only be limited to the set of finite operating points for which the
network is designed. The degree of flexibility of the SWS-based multi-period networks has
been improved through the use of the timesharing mechanism [9], where heat exchangers may
be shared by different stream pairs in more than one period of operation. This is unlike other
SWS-based multi-period models where either the average area [4] or the maximum area [5–7]
of the same pair of streams exchanging heat in the same stage of the superstructure, and in
different periods of operations, is used as the representative heat-exchanger area in the objec-
tive function.

According to Jiang and Chang [9], a major shortcoming of the average area or maximum area
approach, as presented in the literature, is that an exchanger may be overdesigned for some
periods of operations such that when unforeseen changes in period durations occur, the multi-
period network may not be feasible to transfer heat any longer, or it may require a significantly
higher utility flows. Even though the timesharing approach overcomes some of the aforemen-
tioned shortcomings of the other SWS-based methods [4–7], the complexities involved in
having to thoroughly clean exchangers during the process of exchanger swapping can be
enormous. Furthermore, additional costs and complex controllability issues will be incurred
due to excessive piping and associated instrumentations. Hence, some other synthesis
methods that result in networks that have a greater degree of flexibility have been presented
in the literature [10–15]. One of the methods entails [10] a three-step approach where a
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tioned shortcomings of the other SWS-based methods [4–7], the complexities involved in
having to thoroughly clean exchangers during the process of exchanger swapping can be
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methods that result in networks that have a greater degree of flexibility have been presented
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network is designed based on a finite set of operating points in the first step. In the second step,
the resulting network from the first step is tested for flexibility using the active set strategy
[20]. The third step entails using integer cuts to exclude non-qualifying networks in the
flexibility tests. Chen et al. [11] extended the aforementioned method by modifying the flexi-
bility analysis step such that area restrictions are not considered during a first step of flexibility
analysis but are considered in a later step.

Chen and Hung [12] extended the method of Chen and Hung [10] with some modifications to
the synthesis of flexible heat and mass exchange networks. The flexibility test of this method is
carried out on a large number of randomly generated parameters within the range of uncer-
tainty. Another method [13] in the area of flexible HEN designs used a two-stage strategy
which is based on the SWS model for the synthesis of flexible and controllable networks. Li
et al. [14] developed a two-step approach for flexible HENS. The first step entails the synthesis
of the network structure using the nominal set of operating conditions. The flexibility of the
resulting network is further improved through a structural union with the topology of the
critical operating points. In the second step, the areas of the heat exchangers obtained in the
first step are further optimised considering flexibility and total annual cost (TAC). It should be
known that in the method of Li et al. [14], the area optimisation is only done after obtaining
structures that qualify from the flexibility step. This implies that a true simultaneous optimi-
sation may somewhat be omitted. The method has the advantage that it can synthesise flexible
networks with non-convex feasible regions. Li et al. [15] used a simulated annealing and
decoupling strategy to determine the flexibility index of large-scale non-convex HEN optimi-
sation problem.

It is worth stating at this point that, apart from the use of the multi-period version of the
SWS model, a common feature of most of the flexible HENS methods is that they involve a
first step where a candidate single period or a multi-period network is synthesised for a
minimum total annual cost (TAC) scenario, followed by a flexibility analysis step. For the
first step, the candidate multi-period network has mostly been made comprising few periods
of operations which may include the nominal operating conditions and the critical operating
points. The critical operating points are the periods of operations that require the maximum
heat load. The authors of this chapter are of the view that if these sets of operating points
that are used to generate the candidate multi-period network are carefully chosen, there may
not be a need for complex and mathematically intensive flexibility analysis step, especially in
small- to medium-scale HENS problems. This implies that as many as possible critical
operating points that lie within the overall range of potential disturbance/fluctuation should
be selected for participation in the candidate multi-period network synthesis of the first step.
A further criterion that needs to be considered while designing the representative candidate
multi-period network, which has erstwhile been ignored by existing flexible HENS methods,
is the length of periods for each of the critical operating points used to generate the repre-
sentative candidate multi-period network in the first step. The existing methods [5, 9–14]
used the average costs of utility usage by each period of operation present in the first-step
candidate multi-period network to determine its minimum TAC and associated network
structure as shown in Eqs. (1) and (2)
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where AF is the annualisation factor, CF is the fixed charge for heat exchangers, AC is the area
costs for heat exchangers, AE is the area cost exponent for heat exchangers, CUH and CUC are
the costs of hot and cold utilities, respectively, DOP is the duration of period p, NOP is the
number of periods/operating conditions, Ai,j,k is the area of heat exchanger for hot and cold-
process stream pairs i,j in interval k. Aj,hu and Ai,cu are the area of heat exchangers exchanging
heat between hot utility and cold-process streams and cold utility and hot-process streams,
respectively. H,C,HU,CU are the set of hot streams, cold streams, hot utilities and cold utilities,
respectively. It should be known that the area Ai,j,k is the representative heat exchange area
which, as explained previously, are used by the same pair of streams exchanging heat in the
same interval of the superstructure at different periods of operations.

Eqs. (1) and (2) are the objective functions used in determining the TAC for the first-step initial
candidate multi-period network that is later tested for flexibility using various kinds of
approaches in some of the existing methods [5, 9–14]. It can be seen that the utility cost
calculation component of these equations will result in allotting equal contributions, in terms
of utility usage durations, for each of the periods of operations present in the first-step candi-
date multi-period network. This implies that the candidate multi-period network that is
designed at the initial step, and later tested for flexibility, may be limited based on the fact that
it is designed with the assumption that these initial candidate critical points have equal-period
durations. Since TAC is being solved for at the first step, the objective functions in Eqs. (1) and
(2) will aim to simultaneously minimise both utility consumption and investment costs. The
investment cost is influenced by the size of heat-exchanger areas and the number of units.
Allowing this limitation at the first step of the flexible network synthesis process means that
the flexibility analysis step needs to be sophisticated so as to compensate for this limitation.
This is because some candidate networks that lie in the uncertain process parameter range that
are tested in the flexibility step may be disqualified from being included in the flexible network
feasible space due to the fact that Eqs. (1) and (2) were used as the objective functions for
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respectively. It should be known that the area Ai,j,k is the representative heat exchange area
which, as explained previously, are used by the same pair of streams exchanging heat in the
same interval of the superstructure at different periods of operations.

Eqs. (1) and (2) are the objective functions used in determining the TAC for the first-step initial
candidate multi-period network that is later tested for flexibility using various kinds of
approaches in some of the existing methods [5, 9–14]. It can be seen that the utility cost
calculation component of these equations will result in allotting equal contributions, in terms
of utility usage durations, for each of the periods of operations present in the first-step candi-
date multi-period network. This implies that the candidate multi-period network that is
designed at the initial step, and later tested for flexibility, may be limited based on the fact that
it is designed with the assumption that these initial candidate critical points have equal-period
durations. Since TAC is being solved for at the first step, the objective functions in Eqs. (1) and
(2) will aim to simultaneously minimise both utility consumption and investment costs. The
investment cost is influenced by the size of heat-exchanger areas and the number of units.
Allowing this limitation at the first step of the flexible network synthesis process means that
the flexibility analysis step needs to be sophisticated so as to compensate for this limitation.
This is because some candidate networks that lie in the uncertain process parameter range that
are tested in the flexibility step may be disqualified from being included in the flexible network
feasible space due to the fact that Eqs. (1) and (2) were used as the objective functions for
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generating the initial candidate multi-period network. Furthermore, even at the flexibility
testing stage, the feasible solution space may further be limited or constrained based on the
fact that equal-period duration scenario was assumed. The authors of this chapter are of the
view that adequately incorporating period durations at the stage of generating the candidate
multi-period network is vital so as to reduce the degree of complexity of the flexibility tests
that would be carried out subsequently. Moreover, it can be said that a HEN is flexible not only
when it is able to feasibly transfer heat for scenarios where each of the potential possible
operating points that lie within the range of disturbance/fluctuation has equal lengths of
periods, but also when their lengths of periods are significantly different from each other, as
well as being uncertain. This implies that the total annual cost of a flexible HEN is not fixed but
depends on which operating points (including period durations) within the uncertain range of
variability are active.

2. Problem statement

Given a set of hot-process streams and a set of cold-process streams, which have to be cooled and
heated, respectively. Given also are the supply and target temperatures and the flow rates of
these streams. Hot and cold utilities are also available. The task is to synthesise a flexible heat-
exchanger network which is optimally operable (i.e. featuring a minimum TAC network) for any
unforeseen process-operating parameter point lying within an uncertain operating range.

3. Methodology

The methodology adopted entails the use of a multi-period version of the simplified stage-wise
superstructure (SWS) of Yee and Grossmann [19], as presented in Refs. [5, 8]. The SWS is
shown in Figure 1. In this superstructure, each hot-process stream and each cold-process
stream has the option of splitting within each interval and each period of operation where it
exists so as to exchange heat with streams of the opposite kind in intervals 2 and 3. The hot-
and cold-process streams are then taken to their final temperatures in intervals 1 and 4 through
heat exchange with utilities of the opposite kind in each period of operation where the process
streams exist. The details of the superstructure can be found in Refs. [5, 7].

3.1. Model equations

The detailed multi-period HENS models used in this chapter are shown in the appendix. For
detailed explanations of each of these equations, the reader is referred to the multi-period SWS
HENS model of Verheyen and Zhang [5] and Isafiade et al. [7]. The maximum area approach
as introduced by Verheyen and Zhang [5] for HENS is also used in this chapter for flexible
HENS as shown in Eq. (3)
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The maximum area, Ai,j,k, is then included in the objective function shown in Eq. (4). However,
it should be known that Eq. (4), which is the objective function used in this study, was
introduced by Isafiade and Fraser [6] for multi-period networks having specified process
parameter points
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It is worth mentioning that the terms in the first square bracket of Eq. (4) are the annual
operating cost terms. The presentation of these terms by Isafiade and Fraser [6] adequately
allocates the contribution of each hot/cold utility to the annual operating cost of the flexible
network based on each operating periods of duration. This is unlike the objective functions
shown in Eqs. (1) and (2), which are used in most existing methods, and which make an
implicit assumption that each operating parameter point within the uncertain range would
operate at an equal/average period duration. Whereas this may not always be true because any
of the parameter points may dominate at any point in time, hence the network needs to be
flexible enough to handle unforeseen period durations.

Figure 1. Multi-period version of SWS model.
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For the example solved in this chapter, the solver DICOPT, which uses CPLEX for the MILP
and CONOPT for the NLP sub-problems, has been used. The solver environment used is
GAMS [21]. The machine used operates on Microsoft® Windows 7 Enterprise™ 64 bit, Intel®

Core™ i5-3210M processor running at 2.50 GHz with 4 GB of installed memory.

3.2. Solution approach

Based on the foregoing explanations, in this chapter, the following procedure is adopted in
generating the candidate initial multi-period network and the subsequent flexibility tests:

1. Identify a large set of critical/extreme candidate-operating parameter points which lie
within the full disturbance range. The candidate points are then translated into a multi-
period problem having a large number of periods with specified period durations. The
resulting set of periods of operations should represent critical points that include the
nominal conditions, maximum heat-load-required conditions, minimum heat-load-
required conditions and a combination of each of these scenarios.

2. Solve the identified critical set of periods in Step 1 as a multi-period mixed integer non-
linear programming (MINLP) problem with equal-period durations for each of the
periods of operations.

3. Use the selected matches for the equal-period duration scenario in Step 2, as well as the
areas of these matches to initialise the multi-period problem created in Step 1. This implies
that the areas of the matches in the multi-period model of this third step should be fixed to
the areas obtained for the equal-period scenario in Step 2. Solve the resulting model as an
MINLP a number of times. For each time that the model is solved, each period of opera-
tion is made to dominate the total period durations, for example, 99.1% of the time, while
the remaining time length is shared equally among the other periods of operations. This is
necessary so as to examine the flexibility of the network obtained in Step 2 to feasibly
transfer heat in a cost-efficient manner irrespective of the period durations of the partici-
pating critical operating points. However, if the network obtained in Step 2, which now
has fixed areas, is infeasible for any of the critical periods being tested, the fixed areas
would be adjusted until all heat loads in all periods are satisfied in terms of heat exchange.
The adjustment should be done using the exchanger sizes obtained in Step 2 for the period
concerned. The adjustment should continue until a compromise minimum TAC is
obtained. The purpose of this step is to identify the critical exchanger areas (i.e. the
maximum) that would be able to transfer heat in the final flexible network not only based
on operating parameters but also based on unforeseen fluctuations in period durations of
any of the potential operating points. It should be known that in order to identify the
contribution of each dominant period of operation to the total utility usage, as well as the
structure of the final flexible network, the objective function for multi-period HENS as
used by Isafiade and Fraser [6] needs to be employed.

4. This step, which is the flexibility analysis step, entails generating a large number of
operating points, as large as 100 periods of operations for small- to medium-scale prob-
lems, which are then appended to the multi-period network having fixed areas obtained
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in Step 3. The model at this stage is solved with further minor adjustments to exchanger
areas, if needed, so as to accommodate as many operating points as possible.

4. Example

One example, which was adapted from Chen and Hung [10–12], has been used to illustrate
how the newly presented methodology works. The example was first presented by Floudas
and Grossmann [3] and has also been solved by other authors [14, 15]. It has two hot streams,
two cold streams, one hot utility (steam) and one cold utility (cooling water). Table 1 shows
the stream parameters and other costing details.

In the example, for hot stream 1, the heat capacity flow rate fluctuates around a nominal value
of 1.4 kW/K by a magnitude of ±0.4, while its supply temperature fluctuates around a nominal
value of 583 K by a magnitude of ±10. For cold stream 2, the heat capacity flow rate fluctuates
around a nominal value of 2.0 kW/K by a magnitude of ±0.4, while its supply temperature
fluctuates around a nominal value of 388 K by a magnitude of ±5. The objective in this example
is to develop a flexible HEN that can feasibly transfer heat for the specified disturbance range
in a minimum TAC network. In solving this problem, Chen and Hung [10] identified four
extreme operating points within the uncertain process parameter range which include those
for nominal conditions, maximum area, maximum cooling load and maximum heating load.
The second, third and fourth sets of operating points, that is, the maximum area, maximum
cooling load and maximum heating load, respectively, were appended one after the other, to
the candidate network generated using the nominal operating conditions.

In solving this problem using the new method developed in this chapter, the first step entails
identifying 10 sets of operating points (termed periods) that would be used to generate the
base candidate multi-period network. The parameters for the 10 periods are shown in Table 2.
The parameters listed in Table 2 are then solved in Step 2 as a multi-period problem having 10
periods of operations with equal-period durations and unequal-period durations using Eqs. (3)

Stream Heat capacity flow
rate FCp (kW/K)

Supply temperature
TS(K)

Target temperature
Tt(K)

Cost ($/kWh)

Hot-process stream 1, H1 1.4 ± 0.4 583±10 323 -

Hot-process stream 2, H2 2.0 723 553 -

Cold-process stream 1, C1 3.0 313 393 -

Cold-process stream 2, C2 2.0 ± 0.4 388 ± 5 553 -

Hot utility, HU1 - 573 573 171.428· 10−4

Cold utility, CU1 - 303 323 60.576 · 10−4

Operating hours = 8600 (hours/year), heat exchanger capital cost function = 4333A0.6 ($/year), capital annualisation factor
(AF) = 0.2, A in m2, overall heat transfer coefficient (U) for all matches = 0.08 kW/(m2�K−1), ΔTmin = 10 K.

Table 1. Stream, cost and capital equipment data for the example.
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and (4) as well as Eq. (A1) in the appendix. For the unequal-period duration scenario, each of
the selected periods of operations is made to dominate the total length of periods for all the 10
periods by a significant amount. The purpose of this is to ensure that the final flexible network
is able to cater for all possible scenarios including the worst-case scenarios in terms of heat-
exchanger area and utility requirement, irrespective of the duration of period for each of the
parameter points lying within the full disturbance range. The resulting solution for each
scenario is shown in Table 3. The average solution generation time for each of the solutions in
Table 3 is 5 S of CPU time. The TAC shown in the first column of Table 3 is for a case where all
periods have equal duration, that is, each period contributes 10% of the total period duration.
The second column is for a case where the parameter points of period 1 dominates the total
period durations by 99.1%. The same scenario applies for the rest of the columns, that is, each
period concerned dominates the total period duration by 99.1%.

Step 3 requires that the selected matches, as well as their areas, for the equal-period duration
solution network (TAC = 38,133 $ in Table 3) and the network obtained for the most dominant
period (i.e. period 4, TAC = 46,573 $ in Table 3) be identified from Table 3. Table 4 shows the
selected matches, as well as their areas, for the two cases. It should be known that the solution
network for the equal-period scenario has more units compared with that of a case where the
dominant period (i.e. period 4) is considered. This implies that the solution for the dominant
period will result in a simpler network with fewer units, but with higher operating cost. In this
chapter, the solution of the equal-period scenario is used in subsequent steps so as to get a TAC

Period Stream TS(K) Tt(K) FCp
(kW/K)

Enthalpy (kW) Period Stream TS(K) Tt(K) FCp
(kW/K)

Enthalpy
(kW)

1 H1 583 323 1.4 364 6 H1 593 323 1.8 486

C2 388 553 2 330 C2 388 553 2.0 330

2 H1 593 323 1.8 486 7 H1 573 323 1.0 250

C2 383 553 2.4 408 C2 388 553 2.0 330

3 H1 573 323 1.0 250 8 H1 583 323 1.4 364

C2 393 553 1.6 256 C2 383 553 2.4 408

4 H1 593 323 1.8 486 9 H1 583 323 1.4 364

C2 393 553 1.6 256 C2 393 553 1.6 256

5 H1 573 323 1.0 250 10 H1 593 323 1.0 270

C2 383 553 2.4 408 C2 383 553 2.0 340

Table 2. Periods of operations used to generate candidate network.

Dominant period Equal 1 2 3 4 5 6 7 8 9 10

Period duration 10% 99.1 99.1 99.1 99.1 99.1 99.1 99.1 99.1 99.1 99.1

TAC ($) 38,133 38,340 34,458 38,715 46,573 41,852 41,219 31,025 32,425 38,964 30,689

Table 3. Total annual cost for each dominant period.
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that competes with those presented in the literature. However, the resulting network of the
equal-period scenario is still tested for flexibility to feasibly transfer heat in scenarios of
unequal-period durations.

Step 3 further requires that the matches selected (including their areas) in the equal-period case
be used to initialise the multi-period MINLP model of the 10-period problem data shown in
Table 2, by fixing the areas of the matches to those of the equal-period scenario shown in
Table 4. Note that the model is still solved as an MINLP at this stage, despite the fact that the
matches and areas are fixed, because in getting compromise solutions for a flexible network,
not all matches in Table 4 (for the equal-period case) may be selected, in fact matches which do
not exist on the table may even be added to the network. Solving the 10-period candidate
multi-period network of Table 2, using the fixed areas of the matches shown in Table 4 for the
equal-period case, gives a range of TACs for each period dominating one at a time as shown in
Table 5.

In Step 4, the flexibility of the network obtained in Step 3 was then further tested for more
randomly generated parameter points lying within the full disturbance range by solving a
large multi-period model with equal-period durations. The model at this stage is initialised
using the matches, as well as their areas, shown for the equal-period case in Table 4. The
network was not feasible for a case having 100 periods of equal durations, so the areas of the
network were adjusted to obtain new set of areas as shown in Table 6.

After the adjustments, the total network area increased from 132.96 m2 in Table 4 to 135.4 m2

in Table 6. The resulting network was then feasible to transfer heat in a cost-efficient manner

Equal-period scenario Period 4 dominating

Match Area (m2) Match Area (m2)

HU1,C1,1 4.71 HU1,C2,1 43.04

H1,C1,5 32.74 H1,C1,5 14.08

H1,C2,4 6.04 H1,CU1,6 57.34

H1,CU1,6 57.34 H2,C1,5 4.77

H2,C1,5 4.77 H2,C2,3 17.26

H2,C2,2 27.36

Total area 132.96 136.49

Table 4. Selected matches for equal-period duration and most dominant period.

Dominant period Equal 1 2 3 4 5 6 7 8 9 10

Period duration 10% 99.1 99.1 99.1 99.1 99.1 99.1 99.1 99.1 99.1 99.1

TAC ($/yr) 38,134 39,396 35,064 37,127 47,235 41,479 43,419 31,247 33,669 40.943 31,763

Table 5. TAC for equal period and one dominating period at a time in the flexible network tested for 10 periods.
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for all of the 100 possible periods of operations. The TAC of the 100-period scenario,
which was obtained in 20.94 S of CPU time, is 38,992 $. The flexible network, which is
shown in Figure 2, is deemed flexible at this stage; hence, it is selected as the final
flexible network. In this figure, the areas of each of the heat exchangers are indicated on
the units. It should be known that only the final flexible network obtained in Step 4 is
shown because the network structure remains unchanged in each of the steps. Table 7
shows a comparison of the final solution obtained in this example with those of other
papers. It is worth mentioning that the solutions of other works, which are shown in
Table 7, are presented for a case where the periods have equal duration. However, in

Match Area (m2)

HU1,C1,1 4.8

H1,C1,5 32.8

H1,C2,4 6.1

H1,CU1,6 59.7

H2,C1,5 4.8

H2,C2,2 27.4

Total area 135.4

Table 6. Heat-exchanger areas for final flexible network for the example.

Figure 2. Final flexible structure of this study.
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reality, the period durations may not be equal; hence, there is a need to also test or
demonstrate the flexibility of the final network for unequal-period durations as done in
this chapter. The final network obtained in this study has been tested for a 10-period
scenario where period durations may be unequal and the TAC that should be antici-
pated for cases where each of the periods in the set of 10 periods dominates by 99.1%
of the time is shown in Table 8. It is expected that the TAC that would be obtained
when any of the 100 possible periods of operations dominates significantly by 99.1% of
the time, or less, will not be too different from what is shown in Table 8.

Figures 3 and 4 show the final flexible networks obtained by other authors as found in Refs.
[12, 14]. What is common to these two structures is that they both have six units, out of

Costs Floudas and Grossmann [3] Chen and Hung [10] Li et al. [14] This work

Annual operating cost ($) 10,499 11,772 11,866 8554

Annual capital cost ($) 39,380 30,104 28,626 30,438

Total annual cost ($) 49,879 41,876 40,492 38,992

Table 7. Comparison of solutions for the example.

Dominant period Equal 1 2 3 4 5 6 7 8 9 10

Period duration 10% 99.1 99.1 99.1 99.1 99.1 99.1 99.1 99.1 99.1 99.1

TAC ($/yr) 38,429 39,698 35,365 37,428 47,537 41,759 43,720 31,549 33,926 41,245 32,065

Table 8. Total annual cost for each dominant period in final flexible network for the example.

Figure 3. Final flexible HEN structure of Li et al. [14].
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which two are coolers. This is unlike the structure obtained in this chapter which has only
one cooler.

5. Conclusions

This chapter has presented a new simplified synthesis method for designing small- to
medium-sized flexible heat-exchanger networks using a mixed integer non-linear program-
ming multi-period synthesis approach. The new method improves on currently available
methods in the literature based on the fact that the final flexible network is selected considering
the possibility of one or more sets of process parameter points dominating the total period
durations more than others. This is essential so as to effectively plan for utility management.
Key limitations of the new method are its tediousness of application, especially in large-scale
problems, due to the fact that the impact on the overall network TAC of the possibility of each
set of selected critical points dominating the total period duration needs to be investigated in a
sequential manner. Also, during the flexibility tests, heat-exchange areas need to be manually
adjusted, and there is no specific criterion to consider for the adjustments.

Appendix

The set of equations shown in Eq. (A1) was used in the multi-period model of this study. The
details of each of these equations can be found in Verheyen and Zhang [5] and Isafiade et al. [7].

Figure 4. Final flexible HEN structure of Chen and Hung [12].
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Nomenclature

CU Cold utility
HENS Heat-exchanger network synthesis
HU Hot utility
MILP Mixed integer linear programme
NLP Non-linear programme
MINLP Mixed integer non-linear programme
SWS Stage-wise superstructure

Indices

i Hot-process streams and hot utilities
j Cold-process streams and cold utilities
p Index representing period of operation (p = 1,…NOP)
k Stage boundaries
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Sets

H Hot-process streams and hot utilities
C Cold-process streams and cold utilities
P Period of operation
K Stage boundaries or temperature locations (where K – 1 is the set defining the stages)

Parameters

Ts
i,p Supply temperature of hot streams (process and utility streams) for period p, K

Tt
i,p Target temperature of hot streams (process and utility streams) for period p, K

Ts
j,p Supply temperature of cold streams (process and utility streams) for period p, K

Tt
j,p Target temperature of cold streams (process and utility streams) for period p, K

Fi,p Heat capacity flow rate of hot stream i in period p, W/K
Fi,p Heat capacity flow rate of cold stream j in period p, W/K
Ui,j Overall heat transfer coefficient, W/(m2�K)
AF Annualisation factor
CFi,j Fixed cost for heat exchangers, $/yr
ACi,j Area cost coefficient
AE Area cost index
DOPp Duration of each period p
NOP Number of periods
CUHi Cost per unit of hot utility i, $/(W∙yr)
CUCj Cost per unit of cold utility j, $/(W∙yr)
Ωp Upper bound for heat exchanged between match i and j in period p, W
φ Upper bound for driving force in match i,j in period p, K

Variables

Ai,j,k Area of match between hot stream i and cold stream j in interval k, m2

yi,j,k Binary variable representing a match between hot stream i and cold stream j in stage k
qi, j,k,p Heat load of a match between hot stream i and cold stream j in stage k and in period p,

W/K
ti,k,p Temperature of hot stream i at stage boundary k in period p, K
tj,k,p Temperature of cold stream j at stage boundary k in period p, K
thi, j,k,p Exit temperature of hot stream i from match i,j,k in period p, K
tci, j,k,p Exit temperature of cold stream j from match i,j,k in period p, K
f hi, j,p,k Heat capacity flow rate split hot stream i in match i,j,k in period p, W/K
f ci, j,p,k Heat capacity flow rate split cold stream j in match i,j,k in period p, W/K
dti, j,k,p Driving force in match i,j at stage boundary k and period p, K
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TAC Total annual cost of the network, including annualised capital cost and the cost of hot
and cold utilities, $/y
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Abstract

The use of gas turbines for power generation and electricity production in both single cycle 
and combined cycle plant operation is extensive and will continue to globally grow into 
the future. Due to its high power density and ability to convert gaseous and liquid fuel into 
mechanical work with very high thermodynamic efficiencies, significant efforts continue 
today to further increase both the power output and thermodynamic efficiencies of the gas 
turbine. In particular, the aerothermal design of gas turbine components has progressed 
at a rapid pace in the last decade with all gas turbine manufacturers, in order to achieve 
higher thermodynamic efficiencies. This has been achieved by using higher turbine inlet 
temperatures and pressures, advanced turbine aerodynamics and efficient cooling systems 
of turbine airofoils, and advanced high temperature alloys, metallic coatings, and ceramic 
thermal barrier coatings. In this chapter, issues related to the thermal design of gas turbine 
blades are highlighted and several heat transfer technologies are examined, such as convec-
tive cooling, impingement cooling, film cooling, and application of thermal barrier coatings. 
Typical methods for validating the thermal designs of gas turbine airofoils are also outlined.

Keywords: gas turbines, airofoils, efficiency, heat transfer, aerodynamics, film 
cooling, convective cooling, impingement, turbulator, pins, thermal barrier coating, 
compressible flows

1. Introduction

The aerothermal design of advanced gas turbines has progressed significantly in the last decade, 
primarily due to the requirement of increased turbine efficiencies and power. Performance  
increases are driven not only for reducing the consumption of fuel and the subsequent cost 
benefits, but also to reduce the emissions of CO2, which is a primary component for the 
increased global warming. Over the last decade, major gas turbine performance enhance-
ments have been achieved by the use of higher turbine inlet temperatures and  pressures, 
design of advanced turbine aerodynamics, through reductions in turbine cooling and leakage 
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air, and via the introduction of new high temperature alloys, metallic antioxidation coatings, 
and thermal barrier coatings. In today’s energy market, there is wide range of gas turbines 
ranging from 1 to 500 MW and can operate with low and high calorific fuels. Figure 1 shows 
the GT26 heavy duty gas turbine [1, 2].

The operation of a gas turbine, which essentially consists of four major components; compres-
sor, combustor, turbine, and the exhaust diffuser, is governed by the Brayton thermodynamic 
cycle. For simple power generation applications, a generator is normally coupled to the gas 
turbine, whereby the mechanical work generated by the turbine is converted to useful electri-
cal energy. In today’s energy market, most gas turbine-based power plants are operated in 
combined cycle operation mode. Figure 2 shows a typical component layout of a combined 
cycle plant, whereby the gas turbine plant is coupled to a steam turbine plant via the heat 
recovery steam generator. Thermodynamically, the gas turbine operates in a Brayton cycle, 
whereas the steam turbine operates in a Rankine cycle. Due to this combination, Figure 2 
highlights that combined cycle efficiencies are significantly higher than that of a gas turbine in 
simple operation. There are many variations of the gas turbine combined cycle plant and the 
interdependency of the component efficiencies and plant operating conditions. An extensive 
overview of industrial gas turbine combined cycle plant is given in Ref. [1].

Figure 1. Heavy duty gas turbine, GT26.

Figure 2. Basic combined cycle plant arrangement, adapted from Ref. [1].
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The historical progress in increased combined cycle plant efficiencies was recently reviewed 
in Ref. [3] and is highlighted in Figure 3, which predicts a continuous growth in cycle effi-
ciencies approaching 65% over the next decades. Figure 3 also shows that a major part of the 
current growth in combined cycle efficiencies is attributed to improvements in gas turbine 
thermodynamic efficiencies, particularly with the H and J class gas turbines. A key driver for 
the latter has been the increased turbine inlet temperatures, and as shown in Figure 4, this 
has also resulted in the development of high-grade alloy, coatings, and very efficient airofoil 
cooling designs which can maintain the blade metal temperatures and structural integrity for 
long continuous operating periods. In this chapter, issues related to the thermal design of gas 
turbine blades are examined and the various cooling technologies are outlined. In addition, 
typical methods for validating the thermal designs of gas turbine airofoils are also outlined.

Figure 3. Performance evolution of combined cycle and single cycle gas turbine [3].

Figure 4. Evolution of gas turbine hot gas temperatures, materials, and cooling technology, adapted from Ref. [7].
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2. Design consideration of cooled turbine blades

In the design of air cooled gas turbine blades, there are several different factors related to the 
integration of a turbine blade thermal design into the overall gas turbine. Some of the key fac-
tors which influence the overall design of the turbine blade include [4–6, 51],

• Overall gas turbine performance (power output and efficiency) and airofoil component 
lifetime requirements.

• Variation of ambient conditions, start-up load gradients, and shut-down conditions.

• Turbine aerodynamics, external heat loads to airofoils and turbine inlet temperatures.

• Hot gas temperature, pressure, and velocity profiles from the combustor chamber, and the 
expansion characteristics of the hot gas within the turbine.

• Choice of coolant from the compressor bleeds and the supply conditions over the entire 
operating envelope of the gas turbine.

• Geometrical clearances and gaps.

• Blade material and its properties at elevated temperatures.

• Manufacturing capability of the blade internal cooling core, machining of film cooling 
holes, application of thermal barrier coatings, and overall manufacturing costs.

• Maintenance methods and reconditioning of the turbine blades.

In Figure 5, some of the above parameters are highlighted, such as the impact of the coolant 
extracted from the different stages of the compressors. The front stage of the turbine will 
normally use the coolant extracted with the highest pressures, while the middle and rear 
turbine stages progressively use coolant extracted with lower pressures and temperatures. 
For the rear stage airofoils, the cooling systems are normally low pressure drops systems and 
do not have features such as film cooling and impingement cooling. The front stage airofoils 
however do have cooling systems with film cooling and impingement, as they are gener-
ally fed with the high pressure compressor end air. In addition to the impact of the air flow 
system, another major interface parameter for designing the airofoil cooling system is the 
combustor hot gas temperature and its distribution [8]. Figure 5 shows a schematic of the hot 
gas distribution at the turbine inlet, which is generally nonuniform, and dependant on the 
upstream combustor and burner design. As Figure 5 shows, typically there is a radial distri-
bution of the hot gas temperature, which is commonly referred to as the profile factor or the 
radial temperature distortion factor (RTDF). In addition to this, there is also a circumferential 
temperature distribution which is referred to as the pattern factor or the outer temperature 
distortion factor (OTDF). In the thermal design of gas turbine airofoils, blade tips, and end-
walls, these radial and circumferential temperature distributions are always considered in 
the design process, and are normally based on in-situ engine measurements and high fidelity 
CFD predictions.
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Figure 5. Major design factors influencing the gas turbine overall aerothermal design, (a) coolant supply system, (b) 
combustor hot gas temperature profiles.

Figure 6. Major design interfaces for overall airofoil designs.
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At the airofoil component level design, Figure 6 shows an overview of several other interface 
considerations which needs to be accounted for in the overall optimization of the airofoil ther-
mal design. The major design drivers for an optimized airofoil design include engine perfor-
mance targets, aerothermal targets, component lifetime and mechanical integrity targets, and 
the manufacturing and cost constraints. Within these global requirements, Figure 6 also high-
lights that are also many subtargets, such as manufacturing capability and field experience.

3. Turbine blade thermal analysis

3.1. Global thermal assessments

Due to the large number of operating and geometrical parameters that influence the heat trans-
fer mechanism in gas turbine blades, simplified zero-dimensional relationships and design 
charts are often utilized. This allows for assessing the impact of various operational and geo-
metrical parameters on a given blade cooling system. For such zero-dimensional analysis, it 
is important to have the detailed 2D and 3D thermal analysis results of the specific turbine 
blade or vane, and which has effectively been proven for meeting the design performance and 
lifetime in field gas turbines. This is commonly referred to as the reference blade from which 
new designs and concepts can be developed with a sufficient degree of confidence.

The thermal analysis is based on a simplified conjugate heat transfer analysis of flow in a cooling 
passage of a turbine blade as shown in Figure 7 and assumes that the airofoil; (a) metal tempera-
ture is the average surface temperature at the airofoil midspan, (b) is exposed to the maximum 
hot gas temperature profile at the blade inlet, and (c) the coolant enters at the blade root and exits 
at the blade trailing edge. Then by performing a simple energy balance, it can be observed that,

Heat transferred from the hot gas to the airofoil = heat gained by the airofoil = heat gained by 
the coolant in the airofoil.

  Q =  h  g    S  g   L  ( T  f   −  T  m  )  =  h  c    S  c   L  ( T  m   −  T  c  )  =  m  c    C  pc    ( T  co   −  T  ci  )   (1)

where Q is the total heat transferred to the airofoil, hg and hc are respectively the hot gas and 
coolant heat transfer coefficients, L is the airofoil height, Sg and Sc are respectively the total 
airofoil perimeter on the gas and coolant sides, Tf is the average film cooling temperature, Tm 
is the average airofoil metal temperature, and Tci and Tco are the coolant inlet and out tempera-
tures. Tc is the average of the coolant inlet and outlet temperatures. For film-cooled airofoils, 
a film cooling effectiveness is additionally defined, which essentially modifies the driving hot 
gas temperature, Tg, with a film temperature, which is defined by;

Film Cooling Effectiveness,   η  f   =   
 T  g   −  T  f   _____  T  g   −  T  co  

    (2)

After rearranging the above equations, the following relationships can be derived;

Cooling Effectiveness,   ε =   
 T  g   −  T  m  

 _____  T  g   −  T  ci  
    (3)

Mass flow function,   m * =   
 m  c      C  pc   _____  h  g       S  g        L

    (4)
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Cooling Efficiency,   η =   
 T  co   −  T  ci   ______  T  m   −  T  ci  

      (5)

By further combining for the effectiveness, massflow function and efficiency, the following 
practical engineering formulations can be derived.

Overall effectiveness,   ε =   
m *   η

 ______ 1 + m * η    (6)

Overall efficiency,   η = 1 − exp    [  −   A ___ m *   ]          Where       A =   
 h  c     .     S  c   _____  h  g     .    S  g  

    (7)

To represent thermal barrier coatings (TBC) and the airofoil wall thickness, the hot gas and 
coolant heat transfer coefficients in the above equations are replaced by effective heat transfer 
coefficients, i.e.,

  h  g,eff   =      
 h  g   _____ 1 + B  i  tbc  

    (8), where the TBC Biot number,  B  i  tbc   =   
 h  g    t  tbc   __________  k  tbc  

   

   h  c,eff   =      
 h  c   _____ 1 + B  i  w      (9), where wall Biot number,  B  i  w   =   

 h  c    t  w  
 ____  k  w     .

Where, ttbc and ktbc are the thermal barrier coating thickness and thermal conductivity, respec-
tively. Similarly, tw and kw are the metal wall thickness and thermal conductivity. From the 
above relationship, it can be observed that for the extreme cases, when ε = 0, Tm = Thg, the 

Figure 7. Thermal design parameters of a gas turbine airofoil.
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airofoil metal temperature equal the gas temperature, and when ε = 1, Tm = Tc and the airofoil 
metal temperature equals the coolant temperature. For most gas turbine blades ranging from 
the rear to the front turbine stages, the effectiveness values are respectively in the range of 
0.1–0.7.

Figure 8 shows the relationship between the cooling effectiveness, mass flow function and 
the cooling efficiency, which is shown in an alternative form to that normally highlighted 
in Refs. [4–6]. Here, the cooling efficiency and the massflow function parameters are plotted 
on the horizontal and vertical axis respectively, which makes it easier to compare the cool-
ing efficiencies of different turbines. From Figure 8, it is clear the front stages of the gas tur-
bine, which are exposed to the highest hot gas temperatures, will generally have the highest 
cooling effectiveness and efficiency levels as their cooling designs will include film cooling, 
thermal barrier coatings, impingement cooling, turbulator convective cooling, and advanced 
alloys. The rear stages which are generally exposed to the lowest hot gas temperatures are 
generally convectively cooled, consume the least amount of cooling air, and are represented 
by the lowest effectiveness and efficiency values.

3.2. Detailed aerothermal designs

During the detailed design phases, the design of cooled turbine airofoils is normally done 
using design systems which incorporate the effect of all three-dimensional geometrical and 
aerothermal effects. There is extensive use of computational fluid dynamics, as part of the over-
all turbine design process and the thermal analyses are based on conjugate heat transfer-based 
model. Figure 9(a) shows a typical example of a gas turbine blade conjugate heat transfer model 
[9], where both the internal coolant flows in the internal cooling passages and the external heat 

Figure 8. Heat transfer performance chart for gas turbine blades.
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loads on the airofoil hot gas surfaces are directly simulated. Figure 9(b) shows a typical exam-
ple of the predicted metal temperature on a turbine vane based on a conjugate heat transfer 
model and compared to measured metal temperatures from a test engine [2, 10].

4. External heat transfer of cooled turbine airofoils

The aerodynamics of the gas path flows through the static turbine vanes and rotating blades 
consist of a range of flow phenomena and flow structures such as accelerating sonic and 
transonic flows, unsteady flows, separated flows, secondary flows, overtip leakage flows, 
and interacting flows between the main gas path flows and coolant and leakage flows. To 
enhance the turbine aerodynamic efficiency and manage the external heat loads, significant 
research efforts have been made over the past decade to minimize the energy losses which are 
associated with the latter flow phenomenon. Similarly, there has been a significant research 
effort [4–6, 11, 12], in understanding and minimizing the external heat transfer on the turbine 
airofoils and endwalls, which is essentially defined by the gas path aerodynamics, thermo-
dynamics, turbine geometrical annulus, and the geometrical profiles of the airofoils.

4.1. Airofoil external heat loads

The aerodynamic development of the boundary layer on the turbine static and rotating airo-
foils is highly nonuniform, and it largely determines the absolute levels of the external heat 
transfer coefficient to which it will be exposed. Other factors that significantly influence the 
airofoil heat transfer include the mainstream turbulence, profile curvature, streamwise pres-
sure gradients, surface roughness, upstream wakes, and film cooling. Figure 10 shows the 
Mach number measured on a turbine vane and blade [13], and highlights; (a) the strong Mach 

Figure 9. Detailed airofoil aerothermal design using (a) conjugate thermal modelling [9], and (b) 3D thermal modelling 
and comparisons with measured engine data [2, 10].
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number variations near the leading edge stagnation point, (b) accelerating flow on the pres-
sure and suction sides immediately downstream of the leading edge, (c) region of transi-
tional boundary layer, (d) regions of accelerating turbulent flows on the pressure side, and (e) 
regions of peak Mach numbers on the suction side followed by decelerating flows towards 
the trailing edge. It is this variation in the profile Mach number which largely determines the 
vane and blade external heat transfer coefficients.

The detailed distribution of the heat transfer coefficients on the turbine vane and blade of a 
high pressure turbine was measured by Tallman et al. [12] for a range of operating conditions. 
Figure 11 shows the distribution of the measured and predicted Stanton numbers, (St = Nu/
Re.Pr) at 50% airofoil span and at Re/L = 3.1 e6, and clearly highlights the differences in the 
heat transfer distribution between the vane and the blade. This is largely due to the different 
profile shapes, leading edge diameters, Mach number distributions, and the overall pressure 
ratio across the vane and blade. Figure 11 highlights the heat transfer distribution associated 
with the various aerodynamic flow regimes on the airofoil. For the vane, the heat transfer 
coefficient increases from the leading edge to the suction side, reaches a peak value, and then 
decelerates towards the trailing edge. On the pressure side, it reduces from the leading edge 
and after transition, continuously accelerates up to the trailing edge. For the blade, the peak 
heat transfer coefficient value is at the leading edge, which then decreases gradually on the 

Figure 10. Aerodynamic measurements and predictions on a 1st stage (a) vane and (b) blade [12].

Figure 11. External heat transfer measurements at 50% span, (a) 1st stage vane, and (b) 1st stage blade. [12].
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suction side until the trailing edge. However, on the pressure side, the heat transfer coefficient 
reduces rapidly from the leading edge, and then there is a transition to higher values until 
the trailing edge. These typical trends in the nonuniformity of the heat transfer coefficient are 
generally observed on most turbine vanes and blades. However, in addition to these general-
ized airofoil heat transfer distributions, actual industrial gas turbines blades are also affected 
by several other parameters, such as; inlet pressure and temperature profiles, airofoil shape 
and curvature, position of film cooling holes, thermal barrier coating roughness, transient 
wakes from upstream vanes, and blade passage turbulence intensity levels.

4.2. Endwall external heat loads

At the vane and blade endwall or platform, the aerodynamic flows are highly three-dimen-
sional, transonic, and consist of areas where the hot gas flow strongly interacts with cooler 
rim purge and leakage flows. Figure 12(a) highlights the salient features of the hot gas path 
flow interactions on the platforms, which are largely pressure driven flows generated by the 
crosspassage pressure differences on the pressure and suction side of neighbouring airofoils. 
Over the last decade, there has been a significant experimental and numerical research effort 
to understand the behavior and impact of these high speed endwall flows on the platform 
heat transfer [4–6, 11, 16, 17]. Some of the key factors which define the platform heat transfer 
include the inlet profile of hot gas temperature, pressure and turbulence intensities, film cool-
ing, platform contouring, and impact of leakage and rim purge flows.

Figure 12(b) shows the heat transfer and film cooling distributions on a first stage vane [15]. 
The heat transfer coefficient distribution shows that the suction side shoulder and the pres-
sure side trailing edge regions experience the highest heat transfer coefficients, which also 
correspond to the areas with the highest Mach numbers. For the vane platform film cooling 
effectiveness without the upstream purge flows, Figure 12(c) shows that the measured and 
predicted film cooling effectiveness compares quite well, and the films remain attached to 
the passage wall and are very effective in cooling the platform. Due to the three-dimensional 
nature of the endwall flows, Figure 12 highlights that the magnitude and directions of the 
local velocity, temperature, and pressure distributions play a dominant role in the heat trans-
fer distributions on airofoil platforms.

Figure 12. Endwall flow and heat transfer, (a) flow structures [14], (b) heat transfer coefficients [15], and (c) film cooling 
effectiveness [15].
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4.3. Blade tip and endwall external heat loads

The blade tip and its neighbouring endwall regions are one of the most complex aerodynamic 
and heat transfer areas of the gas turbine. Figure 13 shows some typical blade tips designs 
ranging from flat tips, squealers and shrouded tips, and its impact on the turbine efficiency. 
For flat tip and squealer tip designs, this region is dominated by the pressure driven overtip 
leakage flow from the airofoil pressure side to the suction side. This flow then travels through 
the narrow gap between the rotating blade and the static casing endwall, and subsequently 
interacts with the main cross passage flows to form a high speed vortex on the tip suction 
side. For the shrouded blade, the gas flow is from the leading to the trailing edge. The hot gas 
flows then interact within the rotating shroud fins with the shroud cooling air. Due to the com-
plex flow structure and high heat loads at the blade tips, an accurate knowledge of the local 
aerodynamics and heat transfer is important for ensuring that the mechanical integrity of the 
blade tips are ensured for long operating periods, especially at higher gas turbine operating 
temperatures.

Figure 14 shows the sensitivity of the key parameters which influence the metal temperature of 
a typical squealer blade tip design. The main parameters influencing the tip metal temperatures 
are the hot gas temperatures and the cavity mixed temperatures. Other parameters such as the 
wall thickness and the heat transfer coefficients also play a major role in determining the tip 
metal temperatures. The heat transfer distribution on the blade tip and the endwall is highly 
nonuniform and driven largely by the local Mach number distributions and the tip geometry 
[4–6, 11, 53].

Figure 15 shows the flow distributions for two squealer tip designs and highlights the com-
plex flow structure within the tip crown and the flow interactions between the tip leakage, 
main hot gas flows, and the coolant within the blade passage [18]. For these two blade tip 
designs, Figure 16 also shows the measured and predicted heat transfer coefficients on the 

Figure 13. Typical blade tip designs and performance characteristics.
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blade with film cooling [18]. Both measurements and predictions show that on the blade tip, 
very high values exist in the leading edge regions and on the suction side rims. However, on 
the neighbouring endwall, the high heat transfer regions are largely location on the blade 
pressure side and towards the trailing edge.

4.4. Thermal barrier coatings

The use of high temperature thermal barrier coatings (TBC) for reducing the incident heat 
flux on both static and rotating gas turbines blades is extensive in gas turbines, particularly 

Figure 15. Flow structure and Mach number distributions for full and partial squealer blade tips [18].

Figure 14. Sensitivity of operating conditions on blade tip heat transfer.
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in the first and second turbine stages. There are essentially two main types of TBC, which are 
in widespread use in the gas turbine industry, namely air plasma sprayed (APS) and electron 
beam physical vapour deposition (EBPVD) [7]. For heavy duty gas turbines, the APS TBC is 
widely used with thickness which can range from 100 to up to 600 μm. The thermal impact of 
thermal barrier coatings on the turbine blade thermomechanical integrity is significant, and 
they therefore play an important role as a thermal protection system for gas turbine compo-
nents. As highlighted previously, in the thermal analysis of turbine blades, the thermal barrier 
coating is generally represented as a thermal resistance to the incident heat flux, by modify-
ing the hot gas transfer coefficient via the thermal barrier coating Biot number. Figure 17 
shows that by increasing the thickness of the thermal barrier coating and reducing its thermal 
conductivity, the effective hot gas heat transfer coefficient can be significantly reduced. This 
results in a direct reduction of the incident heat flux on the turbine blade.

For typical heavy duty gas turbines, Figure 17 shows that the thermal barrier coating reduces 
the effective heat transfer coefficient by almost 50% compared to no application of the TBC. 
Additionally, Figure 17 shows that, for the new generation of advanced TBC’s [6, 7], with 

Figure 17. Effect of thermal barrier coatings (TBC) on heat transfer.

Figure 16. Heat transfer coefficient distributions on blade tip and endwall for full and partial squealer blade tips [18].
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lower thermal conductivity, the effective heat transfer coefficient can be further reduced. It is 
clear from Figure 17, that thermal barrier coatings are an integral and significant part of the 
overall blade thermal design system.

4.5. Film Cooling

Film cooling is generally applied at different locations along the perimeter of an airofoil 
by rows of discrete holes, through which coolant air is discharged into the airofoil external 
boundary layer. The coolant, which is several hundred degrees colder than the hot gas, then 
creates a film of air on the airofoil surface, whose temperature is significantly lower than 
the surrounding hot gas. Consequently, the incident hot gas temperature for heat transfer 
is reduced. Figure 18 shows an example of the application of a film row at the blade trail-
ing edge and the key parameters which define the performances of film cooling. Figure 19 
shows that as the average film cooling effectiveness on a turbine blade is increased, the 
film to hot gas temperature ratio reduces and the film temperature close to the wall can 
be reduced by several hundred degrees relative to the surrounding hot gas temperature. 

Increasing the average film cooling effectiveness can be achieved by using many film rows, 
but this would be at the expense of high coolant consumption and reduced turbine effi-
ciencies. Alternatively, increased film cooling effectiveness can also be achieved by using 
advanced film cooling hole designs without increasing the coolant consumption [4, 6, 11, 
13, 20, 21].

The film cooling effectiveness depends on the complex aerothermal interaction between the 
high speed hot gas flow and the ejected film cooling jets in the external gas boundary layer. It 
is also dependent on several geometrical and operational parameters such as film cooling hole 
shape, hole angle, velocity and temperature of the ejected coolant, temperature and velocity 
of the surrounding hot gas, blade curvature, and local turbulence levels. As highlighted in 
Figure 19, increasing the film cooling effectiveness results in significant reduction in the film 
to hot gas temperature ratio, and hence there continues to be a significant research effort on 
developing film cooling technology due to its significant benefits in reducing local near wall 

Figure 18. Film cooling of gas turbine blades.
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hot gas temperatures [4–6, 11, 16, 17, 20, 21]. Over the last decade, there has been a significant 
focus on airofoil, platform, and blade tip film cooling with more recent focus on advanced 
shapes of film cooling holes, such as three-dimensional shaped holes and trench holes. In a 
recent study [13], the multirow film cooling characteristic on a high lift vane and blade were 
demonstrated. Figure 20 shows that the use of three-dimensional advanced fan shaped holes 
can provide high airofoil average film cooling effectiveness and the use of only one or two 
row of shaped holes located upstream of the suction side shoulder can provide high film cool-
ing effectiveness until the trailing edge.

Figure 20. Multi row film cooling characteristics on a gas turbine (a) vane and (b) blade [13].

Figure 19. Effect of film cooling effectiveness on hot gas temperatures.
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5. Internal heat transfer of cooled turbine airofoils

The need for the internal cooling of gas turbine blades is primarily defined by the magni-
tude of the incident heat load on the airofoils, which range from 0.5 to 5 MW/m2, and the 
requirements of the component durability for long operating hours against thermomechani-
cal fatigue (TMF), low cyclic fatigue (LCF), creep, oxidation, and high cyclic fatigue (HCF). 
While the external airofoil profile defines the airofoil aerodynamic performance, the internal 
cooling geometry is defined by the amount of coolant required to maintain the airofoil at a 
certain material temperature and the temperature gradients across critical wall sections of the 
airofoil. Figure 21 shows some typical examples of turbine vane and blade cooling designs. 
The internal heat transfer technologies used in these vanes and blades include impingement 
cooling, turbulators or ribs, pin or pedestal banks, dimples, shaped internal passages, and 
combinations of the above cooling features.

5.1. Convective cooling with jet impingement

Impingement cooling is widely used for the internal cooling of gas turbine components, par-
ticularly static airofoils (vanes), heatshields (casing segments), combustor liners, and fuel noz-
zles. The impinging jets are generally formed through cylindrical holes in a thin wall insert, 
which is positioned adjacent to the airofoil inner wall that is required to be cooled. They are 
normally directed as a single row of jets or as multiple rows of jets, and are generally injected 
normal to the target surface.

For the midchord areas of airofoils, impingement cooling is designed with multiple rows 
of jets and is directed on the pressure and suction sides of the airofoil. The efficiency of 
the impingement cooling is defined by several parameters such as the standoff dis-
tance of the impingement jet relative to the target surface, the axial and radial pitch of 
the neighbouring impingement hole, the arrangement pattern (e.g., in-line, staggered, or 
other combinations), and the amount of cross-flow from the upstream impingement jets. An 

Figure 21. Typical blade cooling designs, (a) nozzle guide vane [22], (b) turbine vane [23], and (c) turbine blade [19].

Basic Aspects of Gas Turbine Heat Transfer
http://dx.doi.org/10.5772/67323

127



overview of recent research into impingement cooling is given in Ref. [24] with impingement 
cooling applications detailed in Refs. [4–6, 27]. For relatively flat surfaces, Figure 22 shows the 
impingement hat transfer for a flat surface with multiple impingement holes, which is based 
on the correlations in Ref. [25]. This figure highlights, that although jet impingement cooling 
is highly effective, the design of the impingement system requires careful consideration of 
several influencing parameters, such as the standoff distance from the target surface, the axial 
and lateral pitch of the impingement holes and the amount of crossflow from upstream jets.

Airofoil curved leading edges are normally subjected to very high heat loads, and at these 
locations, internal impingement cooling in combination with turbulators and film cooling is 
quite common. Figure 23 shows the dependency of the standoff distance and the leading edge 
curvature on the coolant Nusselt numbers at varying Reynolds numbers, based on the cor-
relation in Ref. [26]. Highest stagnation heat transfer can be achieved if the jets are arranged 
very close to the target surface and the highest average heat transfer are achieved for airofoils 
with small internal leading edge diameters. At the internal leading edges, there are also several 
other additional factors that influence the airofoil heat transfer, such as showerhead film cool-
ing, turbulators, surface roughness, and the amount of impingement crossflows [4–6].

More recently, there have been several studies on the use of narrow channel impingement pas-
sages and inclined impingement jets in variable shaped passages. Such design configurations 
can provide higher internal heat transfers and have been mainly driven by the introduction of 
near wall cooling features in gas turbine blades. Such configurations can be manufactured with 
3D printing technologies such as selective laser melting (SLM) and direct laser melting (DLM), 
which allows greater manufacturing flexibility with geometrically complex cooling passages.

Figure 22. Impingement heat transfer with multiple rows on flat target surfaces.
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For narrow channel impingement, it was recently highlighted in Ref. [28] that in addition to the 
high heat transfer from the target surface, the heat transfer from the impingement cavity side 
walls can also be significant. Figure 24 shows that for a narrow channel with in-line impinge-
ment holes, the heat transfer from the side walls can be up to 50% of that from the target plate.

Figure 24. Impingement heat transfer in narrow channel passages [28].

Figure 23. Impingement heat transfer on curved leading edge surface.
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The use of inclined impingement jets on shaped turbulators in irregular shaped passages can 
also result in very high heat transfer. In a recent study [29, 30], and as shown in Figure 25, it 
was highlighted that directed inclined impingement can result in relatively high heat trans-
fers from the target walls and additionally produces intense convective fluid mixing within 
the passage. In a turbine blade, such a combination can result in greater total heat removal 
by the coolant from the hot airofoil walls. The use of directed impinging cooling jets in the 
leading edge passages was demonstrated in Ref. [31]. Figure 26 shows that directing a double 
impingement jets on a curve leading edge with showerhead cooling results in high heat trans-
fer coefficients at the pressure and suction surfaces, and additionally generates significant 
turbulent mixing within the leading edge passage.

Based on the many different design variations of impingement cooling, it is expected that 
impingement cooling systems will continue to play a significant role in gas turbine heat trans-
fer technology.

Figure 25. Impingement heat transfer in irregular passages [29, 30].
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5.2. Convective cooling with turbulators

The use of ribs or turbulators for cooling gas turbine blades is a major heat transfer technology 
and has been employed largely in rotating blades with radial passages as shown in Figure 27. 
The passages are typically arranged as multiple radial passages and commonly referred to as 
serpentine passages or multipass systems, and the turbulators are generally designed on the 
pressure and suction surfaces of the passages. The key function of the turbulators is to create 
regions of flow separation downstream of the turbulators, which promotes intense regions of 
turbulence, secondary flows, and rapid mixing between the air warmed by the heated walls 
and the core coolant flow. The nature of the flow structure and the amount of heat trans-
ferred in the passages with turbulators is dependent significantly on the turbulator shape, 
configuration pitch, height, angle of orientation, flow Reynolds number, rotation, passage 
shape, and its aspect ratio. There has been a significant amount of research conducted on the 
application of turbulators in gas turbine blades, including the effects of rotation, shapes, sizes, 
orientation, entrance length effects, position of film cooling holes, presence of bends and other 
enhancement devices, and operating parameters [4–6, 19, 33, 52].

To assess the relative impact of different turbulators on the heat transfer and frictional character-
istics, Figure 27 shows the ribbed wall heat transfer and passage frictional enhancement of turbu-
lators in various aspect ratio passages, based on the correlation in Ref. [32]. Figure 27 highlights 
that the turbulator angle and the shape of the passage have a major effect on both the passage 
heat transfer and pressure loss. Although smaller aspect ratio ducts (W/H = 0.25) generally give 
higher heat transfer enhancement on the ribbed walls and lower pressure losses, the passage 
average heat transfer values can be lower due to the larger perimeter of the nonribbed walls, 
which have much lower heat transfer enhancement. Although the results shown in Figure 27 

Figure 26. Impingement heat transfer in leading edge channels [31].
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are for low Reynolds number, and with idealized geometry, care needs to be taken when imple-
menting such results in real turbine blades with cast geometries, where the dimensions, shape, 
and position of the turbulators can be different from the predicted idealized geometries.

The impact of rotation on the heat transfer from gas turbine blades can be significant and is 
dependent on several additional parameters such as the rotational and buoyancy numbers [34, 
35]. Figure 28 shows a schematic overview of the impact of rotation on the flow field in a two-
pass rotating passage of a gas turbine blade. Under rotating conditions, Coriolis and buoyancy 
effects can significantly alter the temperature and velocity profiles within the passages.

In a study from Ref. [35], Figure 28 shows that with the coolant flowing radially upwards, the 
heat transfer with increasing rotation numbers, increases on the pressure side and reduces 
on the suction surfaces. Similarly, when the coolant flows radially inwards, the heat transfer 
increases on the suction side and reduces on the pressure side, especially for smooth passages. 
However, for passages with turbulators, the turbulators tend to dampen the effect of rotation 
and the heat transfer enhancement on the pressure and suction sides. This overall trend of 
rotation with different type of passages and turbulators has been observed by several studies 
[33–35], and these effects play an important role in the design of gas turbine blades.

Figure 27. Passage heat transfer and frictional losses due to turbulator design and passage shape.
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The trailing edge regions of rotating blades are in general the most difficult to thermally 
design, largely due to the thin airofoil geometry, complex internal flow geometry, and the 
coolant flow conditions. The trailing edge region generally consists of coolant passages with 
very high aspect ratios, typically between 4 and 7, and which have cooling features such as 
turbulator and pedestals. Previous studies in such triangular and wedge-shaped passages 
with various turbulator shapes have been investigated by Refs. [36, 37, 38, 39]. They reported 
significant variation in the heat transfer distribution in both stationary and rotating cases. In a 
recent study [40], it has been shown that the impact of high Reynolds number typically found 
in heavy duty gas turbines can have a significant effect on the overall thermal performances 
of angled, broken, and chevron turbulators in a very large aspect ratio passage. Figure 29 

Figure 28. Impact of blade rotation on passage heat transfer [6, 19, 35].

Figure 29. Impact of turbulator design in trailing edge passage [40].
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shows the complex flow structures and the high three-dimensional heat transfer distribution 
which exist within the high aspect ratio triangular passages with different turbulator shapes. 
Figure 30 shows the comparison of the average thermal performances and shows that at high 
Reynolds numbers, the differences between the various designs are very similar. When con-
sidering the investigated turbulator design for gas turbine cooling applications, all three con-
figurations show comparable levels of heat transfer performances.

For leading edge passages of gas turbine blades, the application of turbulators is also wide-
spread. However, due to the leading edge geometry, the heat transfer is significantly different 
to that in midchord or trailing edge passages. Several studies show the impact of the turbula-
tor geometry on the overall heat transfer in gas turbine blade leading edges [33, 41–43]. In a 
recent study by Saxer-Felici et al. [44], several turbulator geometries were tested at engine 
representative Reynolds numbers. Figure 31 shows that the flow structure is significantly 
modified due to the presence of the turbulators, and this dominates the strength and distribu-
tion of the local and average heat transfer coefficients.

The final selection and implementation of turbulator designs in a turbine blade are dependent 
on several additional complex requirements. These include blade metal temperature, metal 
temperature gradients, cooling flow pressure margins, and the amount of required cooling 
flow. A further key criterion is for the fulfilment of the blade mechanical integrity, which is 
determined by the blade low cycle fatigue and creep behaviour, both of which are driven by the 
local metal temperature gradients and the absolute metal temperatures. An optimal balance of 
these factors is therefore needed to select the best turbulator concept for a blade design system.

Figure 30. Average heat transfer and frictional loss in trailing edge passages [40].

Figure 31. Heat transfer in leading edge passages [44].
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5.3. Convective cooling with pins and pedestals

The use of pins and pedestals for enhancing the internal heat transfer in gas turbine blades and 
vanes is quite common particularly at the airofoil trailing edges, which generally demands 
aerodynamically small wedge angles and thin trailing edge diameters. Pin banks and pedes-
tals are sometimes the only method of cooling in the space constrained narrow, converging 
trailing edges. They are also preferred from a manufacturing point as they tend to offer struc-
tural stability for casting. An additional advantage is that the pin banks also provide good 
mechanical integrity of the blades due to the robust structural support between the pressure 
and suction surfaces of the airofoil. In general, the pins are cylindrical in shape, tend to be 
thick relative to their height, has fillets imposed at the interface with blade walls, and are 
typically arranged in a staggered pattern. Although they provide high heat transfer due to a 
combination of high heat transfer coefficients from the base wall and the pins, they also entail 
high pressure losses. The latter disadvantage is generally not a major issue for convectively 
cooled blades, where there is availability of higher coolant pressure ratios relative to the sur-
rounding hot gas pressure at the blade trailing edge.

There have been a large number of heat transfer studies on pin banks which have addressed 
the influences of pin geometry, channel shape, arrangements, pin shapes and combination of 
pins with dimples and turbulators [45–49]. For straight passages with pin banks, the local heat 
transfer generally increases from the first row of pins until the second to third row and then 
starts to decrease. For converging ducts, Figure 32 shows that with a converging duct, the 
heat transfer increases in the downstream section. Additionally, by using a thicker pin in the 
rear portion of the passage, further increase in heat transfer can be achieved, which is driven 
by the increased Reynolds number.

In a recent study [50], several pin fin configurations were investigated in a trailing edge 
converging channel which consisted of cylindrical pins, conical pins, and a hybrid cyl-

Figure 32. Heat transfer in pin banks and pedestals [45, 46].
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inder pin/turbulator configuration. Figure 33 highlights the investigated geometries. 
Figure 34 shows from both predictions and measurements that the flow is highly tur-
bulent downstream of the pins and that the complex heat transfer distribution exists on 
both the endwall and the pins. High levels of local heat transfer occur at the leading edge 
stagnation point of the pins and at the leading edge endwall. Lower heat transfer coeffi-
cients were predicted and measured in the wake region of the pin trailing edge. Laterally, 
averaged local distributions of the heat transfer enhancement are shown in Figure 34 for 
the tested geometries, and the nonuniform nature of the heat transfer in the pin banks are 
further highlighted.

Figure 34. Heat transfer in trailing edge passages with different pin bank configurations [50].

Figure 33. Trailing edge passages with different pin bank configurations [45, 46].
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6. Gas turbine heat transfer validation

One key aspect in the aerothermal design of gas turbine airofoils is the validation of the airo-
foil thermal performances under engine operating conditions. The design aspect outlined in 
the previous sections focused on individual design features such as film cooling, turbulators, 
pins, and impingement. For the overall validation of the cooling system of turbine blades 
and vanes, static perspex model testing is very common and is generally scaled to match 
engine operating Reynolds and Mach numbers. Typically, methods for the heat transfer test-
ing include thermochromic liquid crystals (TLC) with embedded pressure and temperature 
sensors, which together provide a full map of the internal heat transfer and pressure drop 
characteristic of the blade cooling system for a range of flow conditions. Figure 35 shows 
some examples of perspex models used for heat transfer testing.

For the testing and validation of the external film cooling, cascade test rigs are generally 
employed to validate the external aerodynamics and the film cooling performances. The blade 
or vane models are generally scaled to engine geometry and the cascade is operated at engine 
Mach and Reynolds number conditions. Figure 36 shows an example of a first stage vane and 

Figure 35. Perspex model testing of gas turbine blades and vanes [2].

Figure 36. High speed cascade model testing of gas turbine components, (a) Turbine Vanes, (b) Turbine Blades, [13].
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blade cascade with test models. These rigs enable measurements of heat transfer coefficients, 
film cooling effectiveness, airofoil pressure distributions, and oil flow visualization at engine 
representative operating conditions.

In addition to the above tests, the final validation test is conducted in a test gas turbine, which 
effectively represents the full operating boundary conditions that are prevalent for the entire 
operating range. For full engine testing, the measurement techniques employed include ther-
mal paint, thermocouples, thermos-crystals, pyrometers, pressure taps, Kiel-Temperature and 
pressure probes and several other operating instrumentations. Figure 37 shows a gas turbine 
with the airofoils painted with thermal paint and the additional instrumentation required to 
validate and monitor the airofoil and engine performances.

7. Conclusion

The aerothermal design of gas turbine components has progressed at a rapid pace in the last 
decade with all gas turbine manufacturers, in order to obtain higher thermodynamic effi-
ciencies. This has been achieved by using higher turbine inlet temperatures and pressures, 
advanced turbine aerodynamics, efficient cooling systems for turbine airofoils and advanced 
high temperature alloys, metallic coatings, and ceramic thermal barrier coatings.

In this chapter, some of the basic heat transfer phenomenon associated with both the exter-
nal hot gas side and the coolant internal flows in turbine airofoils has been outlined. The 
external hot gas side heat transfer is largely driven by the unsteady and transonic high pres-
sure and high temperature aerodynamic flows. By establishing the hot gas side external heat 
loads, which generally varies with different turbine design, it is possible to design for efficient 
airofoil internal cooling systems. The gas turbine airofoil internal cooling systems are how-
ever complex and varied in design, particularly with static and rotating airofoils. The internal 
cooling design of airofoils generally involves integration of several technology features such 

Figure 37. Gas turbine test engine and instrumentation [2].
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as film cooling, three-dimensional turbulators, pedestals, impingement cooling, and thermal 
barrier coatings.

Due to the complexity of the heat transfer phenomenon associated with gas turbine airo-
foils, it is also relatively common that final airofoil designs are thermally validated in several 
validation carriers which are representative of engine conditions. These validation carriers 
include high speed cascade rigs, scaled perspex models, airflow and qualitative heat transfer 
flow benches, and gas turbine test engines.
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Abstract

Direct-contact heat transfer involves the exchange of heat between two immiscible fluids 
by bringing them into contact at different temperatures. There are two basic bubbling 
regimes in direct-contact heat exchanger: homogeneous and heterogeneous. Industrially, 
however, the homogeneous bubbling regime is less likely to prevail, owing to the high gas 
flow rates employed. The mixture homogeneity and the non-homogeneity of the mixture 
can be characterized by the Betti numbers and the mixing time can be estimated relying 
on image analysis and statistics in a direct-contact heat exchanger. To accurately investi-
gate the space-time features of the mixing process in a direct contact heat exchanger, the 
uniformity coefficient method based on discrepancy theory for assessing the mixing time 
of bubbles behind the viewing windows is effective. Hence, the complexity of the bubble 
swarm patterns can be reduced and their mechanisms clarified, and the heat transfer 
performance in a direct-contact heat exchanger can be elucidated.

Keywords: direct-contact heat transfer, flow pattern, Betti numbers, discrepancy, 
mixing uniformity

1. Introduction

1.1. Direct-contact heat exchanger

Direct transfer involves two immiscible fluids under different temperatures in contact for 
heat exchange [1]. Compared with the traditional direct-contact heat exchanger, heat transfer 
means has more advantages due to a more simple design, low temperature driving force and 
higher heat transfer efficiency [2, 3]. Direct-contact heat exchangers (DCHEs) make use of 
gas-liquid phase change heat exchanger within the working fluid. That is to say, DCHEs put 
to use heat transfer between two kinds of fluid in the absence of a partition. A direct contact 
heat exchanger can be used for seawater desalination, heat recovery, ocean thermal energy 
conversion, thermal energy storage systems, etc.[4, 5]. In addition, DCHEs have been applied 
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to give a good solution in harnessing the solar energy [6] and provide a better understanding 
of ice formation, growth and detachment from the droplets producing ice slurry [7].

1.2. Mixing efficiency assessment

Mixing plays a fundamental role in many industrial applications, such as chemical engineering, 
metallurgical process, printing process, medical and bio-medical industries, and has a decisive 
impact on the overall performance of reaction processes. The purpose of mixing is to obtain a 
homogeneous mixture; however, many researchers have pointed out that the local mixing and 
the flow pattern has significant effects on the properties of the final products [8]. There is an 
increased want for measuring and comparing mixing performance. An efficient evaluation of 
mixing effects is required in those various fields, but as a result of its intricacy, theoretical meth-
ods are very limited. Monitoring or measuring the mixing appropriately is of much concern 
from the practical point of view and for the confirmation of theoretical models as much [9]. The 
existence of a second phase that makes the continuous phase flow and mixing process more 
complicated, especially for a direct contact with the boiling heat transfer process. The boiling 
heat transfer process, in which mixing efficiency assessment is common, is one of the most effi-
cient kinds of heat transfer processes widely used in numerous engineering systems. Hence, the 
work of characterizing the homogeneous bubbling regimes in a DCHE is one of the most useful 
and instructive topics in DCHE.

1.3. Bubbling regimes

There are two basic types of bubbling regimes in DCHE: homogeneous and heterogeneous. 
In the homogeneous bubbling regime, there are few diversifications in the size of the bubbles, 
and breakage and coalescence phenomena are inappreciable [10–12]. Industrially, neverthe-
less, the homogeneous bubbling regime is not likely to prevail, thanks to the high gas flow rates 
used. This is good for the heterogeneous bubbling regime, characterized by a widespread of 
bubble sizes and crucial frequencies of breakage and coalescence [13]. For an air-water system, 
Ribeiro and Lage [13] employed transient experimental measuring of the temperature of the 
liquid, bubbling height, evaporation rate, gas volume fraction and bubble size distributions in 
a direct-contact evaporator for four surface gas velocities including operation in both homoge-
neous and heterogeneous bubbling regimes. Ribeiro et al. [14] also analysed the photographs 
of homogeneous and heterogeneous bubbling regimes using different liquids in a DCHE han-
dling with a perforated-plate sparger. Le Coënt et al. [15] studied the compounding of two 
staves and a viscous liquid in a classical reactor. He found that there was an alleged “pseudo-
homogeneous” state before it was mixed completely homogeneously. In reality, a pseudo-
homogeneity was achieved much more quickly (<40 s), but subsequent images revealed that 
polymers still remained in the reactor. The time of the pseudo-homogeneous state begins is 
called the pseudo-homogeneous time. In our DCHE, we found that there was a comparatively 
stable state in the completely heterogeneous bubbling regimes also. Consequently, we defined 
this completely stable state as pseudo-homogeneous. Peyghambarzadeh et al. [16] found that 
bubble growth was a considerably complicated process, and detecting distinguishable bubbles 
was scarcely possible at high heat fluxes, while in this experiment, we have captured the rough 
sketch of bubbles.
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1.4. Image analysis

A literature survey showed that image analysis has been used in transparent laboratory ves-
sels to circumvent the drawback of subjectivity of measurement interpretation. Fortunately, 
the image processing technology has been widely used for feature extraction in medical and 
chemical industries. Thus, just that technology of image intensification, these bubble images 
can be computed with the following methods. Bubble growth is severely a function of flow of 
heat and liquid flow rate [16]. If the flow rate is lower, larger bubbles are observed at constant 
heat fluxes. This may be due to the fact that the growth of bubbles weakens with the time 
which is necessary at the velocity of flow is higher. Hence, the bubbles are smaller than those 
observed at higher high velocity. Similarly, according to the results of Ref. [16], the effect of 
heat flux is more meaningful than that of flow velocity. Many small bubbles are created on the 
heat transfer surface, inventing high turbulence flow at high heat fluxes. Consequently, het-
erogeneous and pseudo-homogeneous bubbling regimes are necessary and worth learning in 
a DCHE. At the meantime, it is one of the most challenging tasks of direct-contact heat transfer. 
The current commonly used method is to do with image processing techniques to acquire the 
features of bubbling regimes.

1.5. Betti numbers

In 1995, Hyde et al. [17] recommended the topological invariant features the topology pen-
etration structure complexity, in the number of micro-structure processing is one of the two 
material phases. From the perspective of theory, Betti numbers are the number of handles a 
special case of a topological invariants in a micro-structure [18]. Algebraic topology provides 
measurable information on complex objects, and Betti numbers are rough measures of this 
information. Gameiro et al. [18] came up with a method using the Betti numbers to describe 
the geometry of the fine-grained and snake-like micro-structures created in the process of spi-
nodal decomposition. The zeroth Betti numbers β0 figure the number of connected components 
(pieces) in the space Ω. More accurately, if β0 = k, then Ω has exactly k components. The first Betti 
numbers β1 state a measure of the number of tunnel structure. In a two-dimensional field, tun-
nels are decreased to loops. It is a remarkable fact that the size and the shape of the component 
and the loops and do not affect the number of Betti numbers. Friedrich [19] proposed the same 
chemical group which used the structure descriptors to distinguish un-related chemical group 
of chondrite and the application of Betti numbers to research the difference in rock chondrite 
meteorites. A multiphase mixture usually shows a macroscopic homogeneity consisting scat-
tered fine pieces. With an increase in dispersity of the pieces, the homogeneity of the mixture 
was increased. In the cracks of the pieces are the blowholes, and a polymerization of blowholes 
gets an aggregation. The more frequently the pores appear, the more likely agglomeration is to 
occur at the surface. Moreover, increase in the number of pores showed that the heterogeneity 
of the mixture was mixed more evenly.

In our previous work, using the Betti numbers for gas-liquid-solid three-phase mixing effects 
of molten salt system based on the reaction of CH4 + ZnO were characterized. Nitrogen was 
used to imitate the gas phase (CH4) and mainly mixing effect in the sink. The zeroth Betti 
numbers were used to measure the number of pieces in the patterns, bring about beneficial 
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parameter to describe the mixture homogeneity, which was the number of masters in the 
micro-structure occupied by one of the two phases. The first Betti numbers were introduced 
to describe the mixing heterogeneity of mixture. Because we only quantified the solid-liquid 
mixed flow pattern, the mixture of nitrogen bubble will disappear after image binarization.

1.6. Heat transfer performance

It must be pointed out that Gulawani et al. [20] studied and founded that the turbulent flow 
pattern in a gas-liquid interface heat transfer coefficient and the immersed surface has a sig-
nificant impact. Under Gulawani et al. [20, 21] inspiration and guidance, our work is mainly 
described the flow pattern characteristics of bubbles under the effect of heat transfer in the 
DCHE. Dahikar et al. [22] and Tayler et al. [23] used the Betti numbers to represent the hetero-
geneous and pseudo-homogeneous of bubbles. In addition, the relationship between the Betti 
numbers and the heat transfer coefficient has been obtained in a DCHE.

1.7. Mixing time.

Both mixing speed and phase transition time in the direct contact boiling heat transfer pro-
cess are fast. An accurate mixing time is critical to appropriately evaluate computational fluid 
dynamics models and then enhances equipment understanding and develops scale down 
models for process characterization and design space definition during late stage process 
development. In the past few years, many researchers have studied the mixing time and many 
methods were proposed to measure mixing time. But at present, there is no generally accepted 
method of measuring mixing time, mainly because of each method is not universal, that is 
each method has its own limitations, such as conductivity [24], pH [25], the dual indicator sys-
tem method [26], tracer concentration [27–30], electrical resistance tomography [9], coloration 
decolouration methods [31], the box counting with erosions method [15] and Betti numbers 
with image analysis [32]. The limitation of each method has been described in details [31]. In 
all of the above-mentioned technologies, the Betti numbers are one of the most worthy meth-
ods to measure the mixing time and get further information of the mixing process. The Betti 
numbers can be effectively quantitative mixing time, the development process of mixing and 
degree of homogeneity. It has been used to characterize the evolution of the bubble group 
in direct contact with the boiling heat transfer process. But, we found that the Betti number 
method to be used for mixing time and the different evaluation indexes for mixing time have 
a similar trend, such as the slope p [15], pH, tracer concentration ct, the percentage of mixed 
pixels, M(%) [31], and the standard deviation (σG) [26]. These indicators change at the begin-
ning of the mixing and quickly tend to be stable after fluctuations. The mixture of non-unifor-
mity caused these fluctuations. This is the inevitable process of pseudo-homogeneous critical 
point to determine the influence accurate estimates of mixing time, which has often been over-
looked. A literature survey shows that it is mainly used for determining the critical point of 
mixing time, including the mean value of Betti number (mean method) [32], slope p (slope 
method) [31], and standard deviation (SD) and the selected threshold [33]. Accurate estima-
tion about the mixing time of work was published less than others, especially the critical point 
determination impact. The idea of a three-sigma method is inspired and motivated by statisti-
cal process control (SPC). According to Woodall [34], SPC can commonly be divided into two 
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phases. The data of phase I are clean gathered under stable operating conditions, whereas the 
major of phase II is to detect any changes. The 3σ principle is that if the sample data come 
from a normal distribution N(μ, σ2), most of the data (99.73%) will lie within the range [μ-3σ, 
μ+3σ]. It is imposed to detect outliers in the quality control of samples. If the result is normal, 
the process of the product specification will lie within the scope μ±3σ of the standard value. 
Otherwise, the production process is considered to be abnormal. Homoplastically, a changed 
three-sigma edit test has been successfully used in distributed self-fault diagnosis algorithm 
for large-scale wireless sensor networks [35]. Our research confirmed that the critical point of 
the response time ignored may result in significant error in mixing time estimation.

1.8. L2-star discrepancy

The mixing process in DCHE has been studied by many experiments. Similarly, at present, 
there is no generally accepted way to measure mixing homogeneity, mainly because each 
method has its own deficiencies, such as thermal method, conduct metric method, pH method, 
decolourization methods, Schlieren method, Betti numbers method [36], etc. In all of the above-
mentioned technologies, the Betti numbers have been used to characterize the evolution of the 
heterogeneous and pseudo-homogeneous bubbling regimes. But, with the Betti numbers for 
characterization of mixing uniformity have a space-time limitation; it may lead to significant 
errors in the evaluation of mixing uniformity. The key question is how to measure the random 
bubble swarm of minimum difference of space-time consistency bubble swarm of domain. 
Fang and Wang putted forward the concept of UD (uniform design) that dispersed experi-
mental points uniformly scattered on the domain. One should choose a set of given all possible 
designs with amount of minimum difference of laboratories under the design of all possible 
factors and experimental runs. The above is the basic idea of UD [37]. UD has been widely 
used since 1980 [38]. Inspired and motivated by Fang [37–39], our main research objects are 
the study of characteristics of time-space features and analyse the mixing process of numerical 
simulation and experimental analysis. Uniform design theory and image analysis have been 
applied to quantitative uniformity of time and space in a DCHE.

1.9. Modified L2-star discrepancy

Recently, we were vitalized and motivated by Xu et al. [39], by the literature that introduces 
the relatively not complicated and accurately uniformity coefficient (UC) technology, which 
is based on image processing technology and the theory of uniform design to determine the 
mixing time and uniformity in a DCHE. The space-time characteristics can be quantified by 
means of the uniformity coefficient method, which based on L2-star discrepancy (UC-LD) and 
provides a method of direct measurement about the macro-mixing evolution. With the same 
Betti number just is aimed to separate the local and global uniform [40]. Whereas, the nature 
of the UC such as rotation invariance has not been explored and it has a lot dependence of cal-
culating the initial conditions of UC, namely UC-LD. Clearly, the L2-star discrepancy is much 
easier to calculate numerically according to Heinrich [41]. Unfortunately, the L2-star discrep-
ancy shows some shortcomings, as pointed out by Hickernell [42]. For instance, it is influenced 
by all the sub-dimensions of the projection uniformity. In order to overcome these shortcom-
ings, Hickernell studied uniformity of some new measure methods, which are also associated 
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with the L2 norm, namely, the centred discrepancy (CD) and the wrap-around discrepancy 
(WD). The centred discrepancy (CD) and the wrap-around discrepancy (WD) satisfy a Koksma-
Hlawka type inequality according to Xu et al. [39]. According to the theory of UC-LD, if the 
image shows a low CD or WD that can be called homogeneous mixing of a set or bubble swarm 
pattern, and the use of UC-CD and UC-WD provides at least likely to get a good approximation 
of mixing bubble swarm of spatial distribution. Additionally, UC-CD and UC-WD exhibit some 
advantages including rotation invariance, reflection invariance and projection uniformity [39].

1.10. Chapter structure

The chapter is organized as follows. In the next section, experiments and methodology are pre-
sented; the results and discussion are presented subsequently; the conclusion is briefly summa-
rized in this section finally. Then the acknowledgements and references are presented in the end.

2. Measurement of mixing uniformity in DCHE

2.1. Experimental

2.1.1. Apparatus

The schematic of the experiment employed in the present research is sketched in Figure 1 
[32]. There are two circulation loops in the test device for this experiment. The first loop, 
which consists of the DCHE (1), electric heater (2), heat transfer fluid (HTF), pump (7) and 
connecting inlet and outlet pipelines, is a continuous-phase circulation loop for fluid flow, 
and the other, which consists of the DCHE (1), centrifugal pump (4), plate condenser (5), 
centrifugal pump (6) and connecting inlet and outlet pipelines, is a dispersed-phase circu-
lation loop for working medium flow. The temperature control device, gear oil pump (3),  
regulates the initial temperature difference arising from heat exchange. The frequency con-
trol cabinet, gas mass flow-meter (8), regulates the rates of flow of the HTF and working 
medium. The patterns were imaged by a high-speed shutter video camera, which was placed 
at the second viewing window. In the bubble evaporation process, we could observe the most 
active stage of the bubbling regime. HTF and the refrigerant R-245fa (1, 1, 1, 3, 3 pentafluoro-
propane) were used as the continuous phase and the dispersed phase in all runs, respectively.

2.1.2. Experimental design

The settings of the experimental plan affecting the heat transfer capacity of the tested DCHE 
are determined through the orthogonal array (OA) experimental design method.

As listed in Table 1, design parameters with four factors and three levels were selected to 
investigate the influence of heat transfer capacity. The L9(34) orthogonal array table was 
chosen for designing the experiment. The interaction between the design parameters was 
neglected in the present study. H is the height of HTF in the DCHE, ΔT is the initial heat trans-
fer temperature difference, Ug is the refrigerant flow rate, and U0 is the flow rate of the HTF.
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As shown in Table 2, the numbers E1–E9 denote different experimental levels according to the 
orthogonal array table.

2.2. Pattern acquisition and processing

A high-speech video camera was employed to obtain the patterns, and the brand used was 
PRAKTICA from Germany, with resolution 4 million pixels with no LED light. The images, 

Symbol Design parameter Unit Level

A H mm 460 530 600

B ΔT K 80 100 120

C Ug m3/s 1 × 10−4 2 × 10−4 3 × 10−4

D U0 kg/s 0 0.15 0.3

Table 1. Design parameters and levels.

Experimental E1 E2 E3 E4 E5 E6 E7 E8 E9

H(mm) 460 460 460 530 530 530 600 600 600

ΔT(K) 80 100 120 80 100 120 80 100 120

Ug (× 104m3/s) 1 2 3 2 3 1 3 1 2

U0 (kg/s) 0 0.15 0.3 0.3 0 0.15 0.15 0.3 0

Table 2. Design experiments according to four factors and three levels orthogonal table.

Figure 1. Experimental equipment for direct-contact heat transfer.
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which were blurred in photographing, can be improved using some image processing tech-
niques. It takes 8 minutes to shoot in each occasion of the orthogonal experiment. Because of 
difficulties in storing and calculating these images, we choose equal interval sampling from 
6000 images, in total, 12,000 images are collected.

Figure 2 is randomly obtained in the present image-processing process. In order to sup-
press the background of the original image, eliminate noise and enhance the image, gray-
scale transformation, top-hat transform is used here. The binaruzation operation was used 
to calculate the Betti numbers. With a dilation process, an erosion process named as an 
opening was executed. This process, aiming at removing tiny or isolate points at the finer 
locations, and smoothing the boundaries of larger points, could not change the size of the 
image significantly. In contrast, with a dilation erosion process, a dilation process named 
as an opening was executed. This operation, aiming at filling up tiny pores within the 
points, connecting nearby points, and smoothing the borders, could not alter the size of 
the image significantly. The opening is used here to remove small holes representing sile 
bubbles or small bubble swarms of the binarization images. Since the behavioural char-
acteristics of bubble swarms could not be accurately portrayed by binarized images with 
noise, an opening operation must be executed to eliminate image noise by the appropriate 
thresholds selected.

Thus, the white area indicates the bubble swarm, and the black area refers to the continu-
ous phase. As the experimental conditions, the captured image is relatively fuzzy; however, 
its quality can be improved by using the digital image processing techniques. The resultant 
image that could be used for the following analysis was identifiable.

Figure 2. Treatment for one piece of bubble swarm patterns.
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2.3. Methodology

2.3.1. Performance evaluation of the DCHE model

Owing to the complexity of the DCHE multiphase structure, heat exchange performance has 
often been expressed in terms of the volumetric heat transfer coefficient, hV, which is given 
by [43]:

   h  V   =   Q _________ V × LMTD    (1)

where V is the volume of the continuous phase in the DCHE, and Q is the rate of heat transfer 
from the continuous phase to the dispersed phase, given by:

  Q = m  (   h  do   −  h  di   )     (2)

where m is mass flow-rate of the dispersed phase steam, and h is the enthalpy of the dispersed 
phase. The LMTD in Eq. (1) is the logarithmic mean temperature difference, which is defined as:

  LMTD =   
  (   T  ci   −  T  do   )    −   (   T  co   −  T  di   )   

  ______________  
ln   

 (   T  ci   −  T  do   )  
 _______ 

 (   T  co   −  T  di   )  
  
    (3)

where T is temperature. In all the equations, the subscript c refers to the continuous phase, 
d refers to the dispersed phase, i refers to the inlet, and o refers to the outlet.

2.3.2. Computational homology (Betti numbers)

Box-counting with erosions method, which was developed by Le Coënt et al. [15], can be 
applied to quantify the mixture homogeneity; however, it is not available for quantifying the 
mixture non-homogeneity. As shown in the experiment, some agglomerates still exist in the 
vessel after stirring for quite a long time. With computational homology, an original analysis 
method aiming at getting the quantification of the mixture homogeneity and non-homogeneity 
was proposed.

As we all know that the zeroth Betti number and the first Betti number have the following 
information [18, 44]: β0 equals the number of connected components that make up the space, 
and β1 provides a measure of the number of tunnels in the structure. In a two-dimensional 
domain, tunnels are reduced to loops. Since an image is three-dimensional, it has three Betti 
numbers: β0, β1, and β2. β2 measures the number of completely enclosed cavities, such as the 
interior of a sphere. β0 indicates the number of pieces, and β1 represents the number of the 
holes. In other words, the mixing effect will vary with the number of pieces in the glass vessel. 
So β0 and β1 are used to get such a characterization of the mixture homogeneity and the mixture 
non-homogeneity, respectively.

β0, β1 and their averages    β ¯    
0
   ,    β ¯    

1
    of the binary images of the patterns can be obtained at different 

submerged lengths of the lance and flow rates of the gas. Also, we may obtain the value of 
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time T (time unit: seconds) at which β0 of the black/white image is equal to    β ¯    
0
   . The time T can 

be employed to obtain the minimum mixing time.

Set

   χ   +  : =   {  t  |   β  0    (  t )    >   β ¯    0  , t > T  }       χ   −  : =   {  t  |   β  0    (  t )    <   β ¯    0  , t > T  }    A : =   1 __ 2    [    1 _ m     ∑ 
t∈ χ   + 

    β  0    (  t )    −   1 _ n     ∑ 
t∈ χ   − 

    β  0    (  t )    ]     (4)

where β0(t) denotes the zeroth Betti number of the binary image of the pattern, which is cap-
tured at the time t, and m, n are the numbers of elements in χ+, χ−. A is used to estimate the 
deviation amplitude of β0(t) from their average    β ¯    

0
   .

In two-dimensional cases, β0 is the number of connected components, such as black regions. 
The number of these holes, which is completely enclosed by cubes/pixels, is measured by β1, 
and β1 represents the number of the holes in the domain. One can easily count these white 
regions. As shown in Figure 2, β0 represents the number of continuous phases, whereas β1 
represents the number of bubble swarms.

The calculation of Betti number is difficult, and the methods are only in their early stages [44]. 
The free software package CHomP was used to calculate Betti numbers [44, 45]. We could 
compute β0 and β1 of the open operation images of the patterns at different experimental levels 
using the CHomP software package [45].

Subsequently, we obtained the value of time t (seconds) that can be used to estimate the 
pseudo-homogeneous time with β1 representing the average of β1 of the open operation image 
after the pseudo-homogeneous process. The bubble sizes were found to be almost the same by 
inspecting many test images. With the pseudo-homogeneous time, the entire visible area was 
covered by the bubbles [36]. Just as we all known, combining the evolution of Betti numbers, we 
can distinguish whether the distribution is uniform or not. In the beginning, the Betti number 
increases and then rapidly stabilizes after fluctuations.

As Figure 3 shows, a conversion operation of open operation images was performed. The 
results showed that a black-and-white conversion directly leads to a switch between the cor-
responding objects of the zeroth and first Betti numbers [46]. To illustrate, β0 and β1 represent 
the number of the continuous phase in Figure 3a, and the opposite in Figure 3b, respectively. 
Since it is the white pores that most directly reflect the flow patterns of the bubble swarms, β1 
is still used to characterize the number of bubble swarms.

2.3.3. Three-sigma method

Let X be a normally N(μ, σ2) distributed random variable. For any k > 0, P{|X- μ|< kσ} = 
2Φ{k}−1, where Φ{·} is the distribution function of the standard normal law; whence, in par-
ticular, for k = 3 it follows that P{ μ−3σ < X < μ+3σ} = 0.9973. The latter equation means that X 
can differ from its expectation by a quantity exceeding 3σ on the average in not more than 
3 times in a thousand trials [47]. This circumstance is sometimes used by an experimenter in 
certain problems, by assuming that {|X− μ|> 3σ} is practically impossible, and consequently, 
{|X−μ|< 3σ} is practically certain. The probability of exceeding the range of “μ±3σ” occurring 
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twice is 7.29 × 106. Indeed the experimental time series of Betti numbers approximate normal 
distribution, as shown in Figure 4 [36].

Two consecutive points beyond the limits are viewed as exception criteria.

Step 1: Giving a time point t0 > t, and t is the mixing time, a homogeneous trend was presented 
during the evolution of Betti number time series of bubble swarm.

Step 2: Calculating the mean t and standard deviation σ of Betti numbers time series after the 
time t0.

Figure 4. Betti number histogram with a normal distribution fit.

Figure 3. Influence of the boundary on the Betti numbers.
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Step 3: Determining whether an event exceeds the range of “μ±3σ” occurring twice, as t0 in 
reverse order. If so, then the moment is defined as mixing time, t. In order to quantify the 
macro-mixing efficiency using the Betti numbers, the data of the Betti numbers satisfying 
approximately normal distribution are collected from mixing homogeneity process, then let 
μ represents the estimated mean and σ represents the estimated standard deviation, and the 
mixing time is the time when the critical point exceeds the range of μ-3σ in reverse order twice.

The technique by itself is not limited to transparent tanks. It can be used in conjunction with 
electrical resistance tomography (ERT), position emission tomography (PET) and magnetic 
resonance imaging (MRI) [36].

2.3.4. Measures of uniformity

A popular figure of merit is the star discrepancy [48] and its generalization the Lp-star discrep-
ancy. Let Fu(x)=x1x2…xs be the uniform distribution function on Cs, where x = (x1, x2, …, xs). Let 
FP(x) be the empirical distribution function of P = {x1, x2, …, xn}:

   F  P    (  x )    =   1 __ n    ∑ 
i=1

  
n
    1   [   x  i  ,∞ )      (  x )     (5)

where 1A(x) is the indicator function. Then the Lp-star discrepancy can be defined as the Lp-
norm of difference between uniform and empirical distribution function, and then the Lp dis-
crepancy can be defined as:

   D  p    (  P )    =   [    ∫ 
 C   s 

      |   F  u    (  x )    −  F  p    (  x )    |     
p

  dx ]     
  1 __ p  

   (6)

By taking p = ∞, L∞ discrepancy, which defined as the maximum deviation between these two 
distributions, is called the star discrepancy [48]. It is probably the most commonly used and 
can be expressed in another way as follows:

   D  p  ∗   (  P )    =  sup  
x∈ C   s 

     |   F  u    (  x )    −  F  p    (  x )    |     (7)

With the discrepancy criterion in mind, we next discuss how to construct a uniformity coef-
ficient. x=(x1, x2, …, xs)∈Cs, [0, x] = [0, x1]×[0, x2]×…×[0, xs] is the rectangle determined by the 
origin O and x decided on Cs. Vol([0, x]) denotes the volume of the rectangular solid [0, x], 
where Vol([0, x])=x1x2…xs=Fu(x). Let || be the gained number of points in a group. The func-
tion of |P∩ [0, x]/n| represents an empirical distribution, as shown below:

   F  P    (  x )    =   1 __ n    ∑ 
i=1

  
n
    1   [   x  i  ,∞ )      (  x )    =    |  P ∩   [  0, x ]    |   _________ n    (8)

Definition 2.1. The local discrepancy function is

  dis  c   ∗   (  x )    =  F  u    (  x )    −  F  P    (  x )    = Vol  (  [ 0, x ] )    −    |  P ∩   [  0, x ]    |   _________ n    (9)

The difference between theory and empirical distribution can be used to measure the local 
discrepancy function with a rectangle [0, x]. It can be expressed in another way as follows:
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  dis  c  i    (  s, t )    =   
vo  l  i    (  s, t )   

 ________ vo  l  i    (  ⋅ , t )   
   −   

ho  l  i    (  s, t )   
 ________ ho  l  i    (  ⋅ , t )   
    (10)

where i denotes the four corners of an image, i = 1, 2, 3, 4, vol denotes the volume of the rect-
angular solid, hol is the number of bubbles.

Definition 2.2. The mean absolute discrepancy is often defined as follows:

  MAD  (  s, t )    =   1 __ 4    ∑ 
i=1

  
4
     |  dis  c  i    (  s, t )    |     (11)

In Figure 5, the influence of iteration steps on the measurement is not pronounced. The MAD 
(mean absolute discrepancy) is conducted by the four corners of an image.

Definition 2.3. Uniformity coefficient (UC) at time t is often defined by

  UC  (  t )    = 1 − Median  {  MAD  (  s, t )    }     (12)

  U  C  1    (  t )    = 1 −  √ 
______________

    1 __ S    ∑ 
s=1

  
S
   MAD  (  s, t )       (13)

In every case, the degree of mixing uniform could be detected successfully by the uniformity 
coefficient method (Figure 6). After certain processing, the value range of UC is usually [0, 
1]. We also denote that the measurement is not pronouncedly affected by the iterative steps.

In Figure 7, when the pixels sizes are reduced from 16:9 to 4:3, the influence of homogeniza-
tion curve by the uniformity coefficient method is not reduced [40]. However, the trend of 
homogenization curve by Betti numbers method becomes unclear.

Figure 5. Effect of initial positions on uniformity coefficient.
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The evolution of the UC and Betti numbers of binary images at different image sizes was 
clearly shown in Figure 7.

Quasi-Monte Carlo method is the most commonly used measure of uniformity in the lit-
erature, especially when p = ∞ and 2. When p = 2, Warnock [49] gave an analytic and simple 
formula for calculating L2-star discrepancy as follows:

   D  2  ∗   (  P )    =   {    (    1 __ 3   )     
s
  −   1 __ n    ∑ 

i=1
  

n
    ∏ 

j=1
  

s
     

1 −  x  ij  2  ____ 2   +   1 __  n   2      ∑ 
i,l=1

  
n
    ∏ 

j=1
  

s
     [  1 − max   (   x  ij  ,  x  lj   )    ]    }     

  1 __ 2  

   (14)

where xk=(xk1, xk2, … , xks). Unfortunately, the L2-star discrepancy exhibits some limitations, 
as pointed out by Heinrich and Hickernell [41, 42]. To overcome these disadvantages, other 
discrepancies were proposed. From the definition of discrepancy, its formula is calculated as 
follows if objective function takes the uniform distribution function on X:

Figure 6. Effect of expressions (left) and iteration steps (right) on uniformity coefficient.

Figure 7. Effect of different pixels (16:9 and 4:3) on uniformity coefficient.
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  D  (  P, K )    =   {   ∫   X   2    K  (  x, y )   d  F  u    (  x )   d  F  u    (  y )    −   2 __ n    ∑ 
i=1

  
n
    ∫  X   K  (  x, y )   d  F  u    (  y )    +   1 __  n   2      ∑ 

i,k=1
  

n
   K  (   x  i  ,  x  k   )    }     

  1 __ 2  

   (15)

According to Fang et al. [50], the reproducing kernel functions are taken, respectively, as 
follows,

   K   c   (  z, t )    =  2   −s   ∏ 
j=1

  
s
     (  2 +   |   z  j   −   1 _ 2   |    +   |   t  j   −   1 _ 2   |    −   |   z  j   −  t  j   |    )     (16)

   K   w   (  z, t )    =  ∏ 
j=1

  
s
     (    3 _ 2   −   |   z  j   −  t  j   |    +   |   z  j   −  t  j   |     

2
  )     (17)

hence, the analytical expressions for centred discrepancy and wrap-around discrepancy are 
as follows:

   
CD  (  t )    =   {    (    13 _ 12   )     

s
  −   2 _ n    ∑ 

i=1
  

n
    ∏ 

j=1
  

s
     (  1 +   1 _ 2    |   x  ij   − 0.5 |    −   1 _ 2     |   x  ij   − 0.5 |     

2
  )    

      
 +  1 __  n   2     ∑ 

i=1
  

n
    ∑ 

k=1
  

n
    ∏ 

j=1
  

s
     (  1 +   1 _ 2    |   x  ij   − 0.5 |    +   1 _ 2    |   x  kj   − 0.5 |    −   1 _ 2    |   x  ij   −  x  kj   |    )    }     

  1 __ 2  

 
    (18)

  WD  (  t )   =   {  −   (    4 _ 3   )      
s
  +   1 __ n     (    3 __ 2   )     

s
   +  2 __  n   2     ∑ 

i=1
  

n−1
     ∑ 
k=i+1

  
n
    ∏ 

j=1
  

s
     (    3 _ 2   −   |   x  ij   −  x  kj   |    +   |   x  ij   −  x  kj   |     

2
  )    }     

  1 __ 2  

   (19)

UC-CD and UC-WD related to time t are defined and denoted by

  UC − CD(t ) = 1 − CD(t ) , UC − WD(t ) = 1 − WD(t )  (20)

where CD(t) and WD(t) denote the modified discrepancy.

Many bubble patterns are related to time t and one piece of patterns corresponds to one t. 
For the calculation of UC−CD and UC−WD, using the x-axis and y-axis values of a Cartesian 
coordinate system to determine the position of bubble swarm is necessary.

Step 1: Transform image matrix to 0–1 matrix.

Step 2: Search the coordinates of one bubble located in top-left and bottom-right corners.

Step 3: Calculate the mean values of rows and columns of the two above coordinates.

In our work, M = 1280 and N = 720, then readjusting every piece of bubble patterns to unified 
pixel size of M × N. The image pixel matrix is transformed into coordinate within [0,1] 

  x =   
 x  0   − 1

 ____ M − 1  ,  y =   
N −  y  0   _____ N − 1    (21)

and where x0 and y0 denote the column and row of one image matrix, x and y denote the 
coordinates of horizontal axis and vertical axis in Cartesian coordinate system. Furthermore, 
in this work, s = 2, so (x, y) of one experimental point is equal to (xi1, xi2) of Eqs. (7) and (8).

The origin of coordinates lies in the bottom-left (BL) corner of one piece of pattern. Certainly, 
other three groups of transformation ways are used to make origin of coordinates locate in 
bottom-right (BR), top-right (TR) and top-left (TL) coiners’ of one piece of patterns, respectively. 
Detailed formulas as follows,
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  x =   
M −  x  0   _____ M − 1    y =   

N −  y  0   _____ N − 1    x =   
M −  x  0   _____ M − 1    y =   

 y  0   − 1
 ____ N − 1    x =   

 x  0   − 1
 ____ M − 1    x =   

 y  0   − 1
 ____ N − 1  .  (22)

More interesting, these transform methods are different but corresponding to the coordinates 
rotate operation for the rectangular plane coordinate system. Hence, we will talk about the 
rotational invariance and neglect the different transform methods in next section.

2.4. Mixing quantification by Betti numbers

2.4.1. Multiphase mixing quantification

Now this new method is used to study the influence of the flow rate and the submerged 
length on the degree of the mixing homogeneity and non-homogeneity of solid and liquid. 
The acquisition system was shown in Figure 8. The patterns were gained at the speed of 
30 frames per second by a camera taking 10,000 images in each experiment.

Figure 9 shows that an initial image was subtracted from each image.

2.4.2. Characterization of heat transfer process

Figure 10 shows the evolution of β1 in the open operation images produced in represen-
tative experimental cases. β1 for each pattern is shown as a solid line, and the horizontal 
dotted line corresponds to the average of β1 [32]. The vertical dotted line corresponds to the 
pseudo-homogeneous time t.

Experiments indicate that, in Figure 11, volumetric heat transfer coefficient shows good corre-
lation with average Betti number and pseudo-average-time value [32]. An interesting tendency 
is found in the better cases of L6 and L2, in which the larger first Betti numbers averages and 

Figure 8. Scheme of experimental equipment.
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length on the degree of the mixing homogeneity and non-homogeneity of solid and liquid. 
The acquisition system was shown in Figure 8. The patterns were gained at the speed of 
30 frames per second by a camera taking 10,000 images in each experiment.

Figure 9 shows that an initial image was subtracted from each image.

2.4.2. Characterization of heat transfer process

Figure 10 shows the evolution of β1 in the open operation images produced in represen-
tative experimental cases. β1 for each pattern is shown as a solid line, and the horizontal 
dotted line corresponds to the average of β1 [32]. The vertical dotted line corresponds to the 
pseudo-homogeneous time t.

Experiments indicate that, in Figure 11, volumetric heat transfer coefficient shows good corre-
lation with average Betti number and pseudo-average-time value [32]. An interesting tendency 
is found in the better cases of L6 and L2, in which the larger first Betti numbers averages and 

Figure 8. Scheme of experimental equipment.
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Figure 9. Binarization for one piece of images.

Figure 10. The evolution of Betti numbers at E4.

Figure 11. Fitting of βt and    h ¯    V   .
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shorter pseudo-homogeneous times correspond to a higher volumetric heat transfer coefficient 
hV, while L4 and L7 are the worse cases. As shown in Table 3, t and    h ¯    

V
    are nearly opposite in all 

cases except L5, L8 and L9. Therefore, the parameters t and    β ¯    
1
   , which can be used to characterize 

a bubbling flow pattern, are both related to    h ¯    
V
   .

Let   β  
t
   =   β ¯    

1
   ⋅  t   −1  , the tendency of βt is consistent with that of    h ¯    

V
   . According to our analysis, a lin-

ear relation between βt and    h ¯    
V
    seems to be the outcome. Let    h ¯    

V
   = a ×  β  

t
   + b . The least-squares fitting 

method was used to obtain the parameters a and b between βt and    h ¯    
V
   . In this work, a = 0.4241, b 

= 0.4547. The linear relationship is illustrated in Figure 11. The correlation coefficient is 0.95. In 
the end, we constructed a model on the parameters βt and    h ¯    

V
   , which points out the relationship 

between the flow pattern of a bubble swarm and the heat transfer performance of a DCHE.

2.4.3. Accurate estimation of mixing time

(1) Mixing time estimations by different methods

Based on the above, βt has been defined by the Betti number average as well as the mixing time, 
which is synergistic with    h ¯    

V
   . Correlation degree and correlation coefficient are used to investi-

gate about the bubble swam patterns and heat transfer performance for the mixing time evalu-
ation effectiveness. According to reference [36], the computing results show that the synergy by 
our 3σ method between βt and    h ¯    

V
    is much better than the other methods. In Figure 12, the plots 

show the evolution and determination of mixing time measured by different methods [36].

It is found that the correlation coefficient between t3σ and mixing time estimated by these methods 
is −0.2304 (mean method), 0.9494 (slope method), 0.9265 (SD method) and 0.9731 (3σ method).

In Table 4, μ is the mean of Betti number time series after the time t0. tmean is the mixing time by 
mean method. tslope is the mixing time by slope method. tsd is the mixing time by SD method. 
t3σ is the mixing time defined by 3σ method. T3σ is the inhomogeneous time by 3σ method. δt 
is the difference between t3σ and T3σ. βmean is calculated by mean method, and the others are 
defined similarly [40]. It can be quantified by time intervals δt between inhomogeneous time 
and mixing time. From the view point of the time interval, the transitional state appears the 
following forms: sudden change case (δt = 0); interval case (δt > 0); overlapping case (δt < 0).

(2) Simulation experiments

By real data analysis of the Bitti number data, we have compared the proposed method with 
mean method, slope method and SD method. In order to assess the effectiveness of the new 

Parameter E1 E2 E3 E4 E5 E6 E7 E8 E9

T 159 93 120 226 126 92 264 105 145

   β ¯    
1
   197 186 208 177 197 189 187 176 196

βt 1.26 2 1.23 0.79 1.61 2.25 0.71 1.50 1.52

   h ¯    
V
   0.96 1.21 0.86 0.83 1.20 1.44 0.75 1.11 1.19

Table 3. The data of the t,    β ¯    1   , βt, and    h ¯    V    for the entire orthogonal array table.
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method and provide more evidences of good performance of this method, the mean absolute 
error (MAE) and the mean square error (MSE) are often used.

  MAE =   1 __ n    ∑ 
i=1

  
n
     |   t  i   −    t ^    i   |    MSE =   1 __ n    ∑ 

i=1
  

n
     (   t  i   −    t ^    i   )     

2
   (23)

where ti is the real mixing time, and     t ̂    
i
    is the estimate of ti.

Figure 12. Evolution and determination of mixing time measured by two methods.

Index E1 E2 E3 E4 E5 E6 E7 E8 E9

M 197 185 206 177 197 190 186 197 192

tmean 159 93 120 226 126 92 264 105 145

tslope 153 80 112 216 123 83 249 97 137

tsd 135 71 158 177 134 101 232 99 133

t3σ 159 93 150 225 124 87 262 103 138

T3σ 159 99 165 215 115 79 252 85 139

δt 0 −6 −15 10 9 8 10 18 −1

βmean 1.24 1.99 1.72 0.78 1.56 2.07 0.70 1.88 1.32

βslope 1.29 2.31 1.84 0.82 1.60 2.29 0.75 2.03 1.40

βsd 1.46 2.61 1.30 1.00 1.47 1.88 0.80 1.99 1.44

β3σ 1.24 1.99 1.37 0.79 1.59 2.18 0.71 1.91 1.39

Table 4. Computing results of mixing performance by four methods.
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From Table 5, we can see that proposed method has a distinct advantage [36]. Figure 13 
shows an example of 1000 simulation results.

2.5. Measuring bubbles uniformity by discrepancy

2.5.1. Quantifying mixing efficiency using L2-star discrepancy

(1) Quantification of mixing efficiency

The variation of the uniformity coefficient with frames can be an effective method to determine 
the critical mixing time and mixing uniform.

In Figure 14, quantitative comparisons of the homogenization curve and mixing time predicted 
by the uniformity coefficient method are conducted with reported experimental data and other 
predictions by the Betti numbers method.

The comparisons show that good agreements of the mixing time obtained by Betti numbers 
method and uniformity coefficient method have also been achieved as given in Table 6 [40].

(2) Recognition of local and global uniformity

Numerical simulations. Generated small sets were used with the same Betti number randomly 
to assess the performance of the UC implementation for approximating the discrepancy of a 
given set of points. By checking a large number of experimental images, we found the sizes 

Index Mean method Slope method SD method 3σ method

MAE 6.22 6.66 8.07 3.38

MSE 41.78 44.85 101.85 12.11

Table 5. Comparison of computer simulation results by 1000 times.

Figure 13. One of these simulation results by 1000 times.
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of the bubbles are nearly the same. Two hundred and thirty-four bubbles have the same small 
blank area of the radius of the circle. MATLAB software randomly selects the centre. Although 
234 bubbles have the same size, they are spread in different places.

These plots of Figure 15 are got by simulation with 720 lines and 1280 rows. Among them, 
the simulation 1 (Figure 15a) is the corresponding local uniform description, simulation 2 
(Figure 15b) corresponds to the portrayal of global uniform. The lattice points generate the 
example of lattice uniform used in the demonstration of the algorithm. Under the guidance 
of the lattice points method, the simulation 3 (Figure 15c) performs for a lattice points set, 
which has 234 bubbles. It is can be seen that the lattice uniform is most accurate uniformly. 
One can take set of points or objects, which are generated by these experiments and simula-
tions to check the algorithm.

Figure 14. Evolution of mixing efficiency by the uniformity coefficient method (denoted as U9) and Betti numbers 
method (denoted as B9).

Parameter E1 E2 E3 E4 E5 E6 E7 E8 E9

t 159 93 120 226 126 92 264 105 145

t* 151 97 172 224 120 84 259 118 127

Table 6. Computing results of mixing time by the Betti numbers method (t) and uniformity coefficient method (t*) at the 
whole orthogonal arrays table.
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Experimental examples. The plots in Figure 16 are obtained by experiments E3 and E6. The 
experiments are response to the worse and better cases. Figure 16a–c shows the difference 
of mixing uniformity in case 1 of E6 with β1 = 160, whereas Figure 16e, d, and f shows the 
difference of mixing uniformity in case 2 of E3 with β1 = 194. Comparison results show that 
the different experimental cases with the same Betti numbers can be identified by the MAD 
evolutions. The results in Figure 16 indicate that the uniformity coefficient method might be 
enough to obtain a good estimation and quantification of multiphase mixing effects.

Figure 15. Numerical simulations and MAD evolutions of different mixing efficiency.

Figure 16. MAD evolutions of different experimental cases with the same Betti numbers.
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2.5.2. Modified Lp-star discrepancy for measuring mixing uniformity

(1) Video-frequency image sequence of experimental cases

In Figure 17, quantitative comparisons of the homogenization curve utilizing uniformity coef-
ficient with modified discrepancy methods are conducted with reported experimental data 
and the other method is UC-LD. The variation of the UC-LD and UC-WD versus i can be 
effectively used to estimate the critical mixing time and mixing uniform because of the simi-
lar evolutionary trend and regularity of most experimental cases. Especially here there is a 
clearly and distinctively different at the early phase of mixing process of experimental case E2 
(see Figure 17a), and obvious differences in numerical performance have a deep significant 
role to assess the mixing efficiency. For another experimental case E7, UC-CD and UC-WD 
successfully measured the mixing process from no uniformity to uniformity clearly, just like 
UC-LD (see Figure 17b).

(2) Verification of properties

Suppose coordinates of bubble swarms in Figure 2 can be denoted as follows,

   X  P   =   

⎛

 ⎜ 
⎝
    

 x  11  

  
 x  21    ⋮  
 x  n1  

   

 x  21  

  
 x  22    ⋮  
 x  n2  

  

⎞

 ⎟ 
⎠
     (24)

where n is the number of bubble swarms or experimental points noted earlier. With one 
important note as mentioned above, the first rank elements x11, x21,…, xn1 of XP correspond to 
the x values identified in Eq. (21) the second rank elements x12, x22, …, xn2 of XP correspond to 
the y values identified in Eq. (21). UC-CD and UC-WD are formulated as the two methods of 
measures of uniformity. In addition, they are dimensionless, which vary from 0 to 1. And it is 
hard for it to reach the certain endpoint values.

Invariance to permutation. UC-CD and UC-WD are permanent for disrupted order of the 
experimental factors or the experimental points. Table 7 shows verification data about invari-
ance to permutation. Bubbles disordered in Table 7 means that the operator randomly shuffles 

Figure 17. Uniformity coefficients of E2 and E7.
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rows in Eq. (24). Coordinates disordered in Table 7 means that the operator randomly shuffles 
columns in Eq. (24). It is quite clear found that the two parameters identically equal to 0.9751 
and 0.9723 individually even though the disorder of rows or ranks happened.

Invariance under reflection. In theory, UC-CD(P) and UC-WD(P) are invariant if xi1 and xi2 
are replaced individually by 1-xi1 and 1-xi2, 1≤i≤n. The data of verification of invariance under 
reflection are depicted in Table 8. More in detail, x = 1/2 in Table 8 means that the operator 
rotates the origin of coordinates system from bottom-left to bottom-right in a piece of pat-
terns, y = 1/2 in Table 8 means that the operator rotates the origin of coordinates system from 
bottom-left to top-left in a piece of patterns, x = 1/2 and y = 1/2 (both) in Table 8 means that the 
manipulator spins the origin of coordinates system from bottom-left to top-left. It is obviously 
found that the two parameters individually equal to 0.9751 and 0.9723 even though the origin 
of coordinates system is rotated.

Projection uniformity. The projection uniformity over all sub-dimensions can be considered, 
and UC-CD(P) and UC-WD(P) are also invariant to it in theory. The data of verification of 
projection uniformity are depicted in Table 9. Projected to x-axis in Table 9 refers to set xi2 = 0 
in Eq. (24), projected to y-axis refers to xi1 = 0 and projected to origin refers to xi1 = 0 and xi2 = 0. 
It is quite clear that the projection uniformity over all sub-dimensions can be obtained. All this 
to say the consideration is not insignificant for high-dimensional cases.

(3) Time complexity. The time complexity of different methods is shown in Table 10. Through 
experimental comparison, we may draw the conclusion that UC-CD and UC-WD can replace 

Modified UC In proper order Disordered
Bubble Coordinates Both

UC-CD 0.9289 0.9289 0.9289 0.9289

UC-WD 0.9311 0.9311 0.9311 0.9311

Table 7. The data of verification of invariance to permutation.

Modified UC No reflected Reflected
x = 1/2 y = 1/2 Both

UC-CD 0.9289 0.9289 0.9289 0.9289

UC-WD 0.9311 0.9311 0.9311 0.9311

Table 8. The data of verification of invariance under reflection.

Modified UC No projected y = 0 x = 0 Projected to origin

UC-CD 0.9289 0.3946 0.3936 0.0554

UC-WD 0.9311 0.5263 0.5253 0.3128

Table 9. The data of verification of projection uniformity.
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UC-LD and Betti numbers to some extent. Determination of the position of bubble swarms 
spends too much time, which leads to make the upper time complicated. But, other progres-
sive technology can change this disadvantage.

(4) Numerical simulations and experimental examples. In order to assess the performance of 
UC-CD and UC-WD implementation for approximating the discrepancy of a given set of points, 
the three sets in Figure 14 were used. Table 11 shows that UC-LD of the three simulated images 
are affected by initial position, but UC-CD and UC-WD not. Comparing the modified UC of 
Figure 14b and c, the absolute difference |0.9751−0.9657| = 0.0094 is less than |0.9623−0.9464| 
= 0.0159 since Figure 14b and c seems to have the same degree of mixing uniformity. So it is 
concluded that UC-CD may outperform UC-WD and perform more sensitive for practical engi-
neering application in some sense. The data in Table 11 also show that the difference of mixing 
uniformity coefficients including UC-LD, UC-CD and UC-WD with the same Betti numbers in 
Figure 16a, b, d and e. Meanwhile, it is noticed that different initial positions are response to 
different UC-LDs, which bring unreasonable and bias measurement of uniformity in practice. 
In other words, UC-LD may result in multiple values, but UC-CD and UC-WD do not have this 
problem. Moreover, the absolute difference of UC-CDs is larger than that of UC-WDs. The com-
parison result shows that UC-CD performs more sensitive than UC-WD in identifying the differ-
ent patterns with the same Betti numbers. Those are the major of our presented work in this part.

2.6. Conclusions

1.  Because a new technique based on algebraic topology was introduced for quantifying 
the efficiency of multiphase mixing, the mixture homogeneity and the non-homogeneity 

Single image Betti numbers UC-LD UC-CD UC-WD

Reckoning β1 = 174 0.9632 0.9289 0.9311

Running time (s) 3.07 2.61 18.33 18.23

Table 10. The data of time of different methods.

Plots UC-LD UC-CD UC-WD TL
BL BR TR Figure 15 (a)

0.9326 0.9033 0.9381 0.9189 0.8052 0.8493 (b) 0.9854 0.9866

0.9854 0.9955 0.9751 0.9623 (c) 0.9925 0.9932 0.9930 0.9925

0.9657 0.9464 Figure 16 (a) 0.8699 0.9077 0.9094 0.9033 0.9102

0.9170 (b) 0.9826 0.9523 0.9823 0.9869 0.9474 0.9436

(d) 0.8686 0.9507 0.8645 0.9056 0.8793 0.9121 (e)

0.9676 0.9794 0.9504 0.9825 0.9429 0.9306

Table 11. The data of numerical simulations and experimental examples.
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of the mixture can be characterized by the Betti numbers for binary images of the pat-
terns. The zeroth Betti numbers β0 are used to estimate the numbers of pieces in the pat-
terns, leading to a useful parameter to characterize the mixture homogeneity. The first 
Betti numbers β1 are introduced to characterize the non-homogeneity of the mixture. This 
novel method may be applied for studying a variety of multiphase mixing problems in 
which multiphase components or tracers are visually distinguishable.

2.  In a DCHE, Betti number can estimate the number of bubbles assembling in flow patterns 
and to get the pseudo-homogeneous time. Experimental analysis constructs a simple lin-
ear model representing a bubble swarm and the heat transfer performance of a DCHE. 
In addition, the Betti number average and the pseudo-homogeneous time t define a new 
index. A better fitting curve about and the volumetric heat transfer coefficient average 
is received and its correlation coefficient is 0.95. A paradigm is established on the basis 
of this novel method for the study of flow patterns and heat transfer performance. And 
the paradigm offers an optional route to study the relationship of flow patterns and heat 
transfer in other heat transfer processes.

3.  A novel method relying on image analysis and statistics was developed to estimate the 
mixing time accurately in a DCHE. The three sigma method researches the critical point 
determination of the pseudo-homogeneous process, which satisfies approximately nor-
mal distribution and surpasses the range of occurring twice. The mean value method, 
slope method and standard deviation method make quantitative comparisons of the 
mixing time. In addition, time intervals between in-homogeneous time and mixing time 
quantify the quasi-steady state. Neglecting critical point could make substantial errors in 
mixing time estimation, which is proved.

4.  A straightforward method, uniformity coefficient (UC) method based on L2-star discrep-
ancy (UC-LD), presented for assessing the uniformity and mixing time of bubbles behind 
the viewing windows in a DCHE is effective. An imaging technique processed in the 
MATLAB software tracks the evolution of bubbles movement. The local discrepancy of 
a set of bubbles seems to be helpful to judge the difference between theory and empir-
ical distribution. The UC links to a discrepancy, leading to a useful parameter which 
expresses the mixture homogeneity and mixing time. A comparison was made between 
the mixing time and uniformity obtained by UC method and the data obtained by Betti 
numbers method. Discussing the simulation and experiments conducted between local 
and global uniform (with the same Betti numbers) and examples are given for illustra-
tion. UC method calculates the space-time features of the mixing process successfully. 
The UC curves can study and compare mixing efficiency of different systems with the 
novel method, which can generate accurate mixing information and has a well reliability.

5.  The properties of UC have been explored and there was a great influence of calcu-
lating the initial position on the original UC, namely UC-LD. The UC-LD method 
applies to the modified uniformity coefficient based on modified L2-star discrepancies. 
A Koksma-Hlawka-type inequality is applicable to uniformity coefficient based on 
wrap-around discrepancy (UC-WD) as well as uniformity coefficient based on centred 
discrepancy(UC-CD) theoretically. In addition, they show some advantages includ-
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is received and its correlation coefficient is 0.95. A paradigm is established on the basis 
of this novel method for the study of flow patterns and heat transfer performance. And 
the paradigm offers an optional route to study the relationship of flow patterns and heat 
transfer in other heat transfer processes.

3.  A novel method relying on image analysis and statistics was developed to estimate the 
mixing time accurately in a DCHE. The three sigma method researches the critical point 
determination of the pseudo-homogeneous process, which satisfies approximately nor-
mal distribution and surpasses the range of occurring twice. The mean value method, 
slope method and standard deviation method make quantitative comparisons of the 
mixing time. In addition, time intervals between in-homogeneous time and mixing time 
quantify the quasi-steady state. Neglecting critical point could make substantial errors in 
mixing time estimation, which is proved.

4.  A straightforward method, uniformity coefficient (UC) method based on L2-star discrep-
ancy (UC-LD), presented for assessing the uniformity and mixing time of bubbles behind 
the viewing windows in a DCHE is effective. An imaging technique processed in the 
MATLAB software tracks the evolution of bubbles movement. The local discrepancy of 
a set of bubbles seems to be helpful to judge the difference between theory and empir-
ical distribution. The UC links to a discrepancy, leading to a useful parameter which 
expresses the mixture homogeneity and mixing time. A comparison was made between 
the mixing time and uniformity obtained by UC method and the data obtained by Betti 
numbers method. Discussing the simulation and experiments conducted between local 
and global uniform (with the same Betti numbers) and examples are given for illustra-
tion. UC method calculates the space-time features of the mixing process successfully. 
The UC curves can study and compare mixing efficiency of different systems with the 
novel method, which can generate accurate mixing information and has a well reliability.

5.  The properties of UC have been explored and there was a great influence of calcu-
lating the initial position on the original UC, namely UC-LD. The UC-LD method 
applies to the modified uniformity coefficient based on modified L2-star discrepancies. 
A Koksma-Hlawka-type inequality is applicable to uniformity coefficient based on 
wrap-around discrepancy (UC-WD) as well as uniformity coefficient based on centred 
discrepancy(UC-CD) theoretically. In addition, they show some advantages includ-
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ing rotation invariance (reflection invariance), permutation invariance and the ability 
to measure projection uniformity. Analysing real experimental cases and simulating 
to evaluate the performance of the novel method. The experimental results show that 
UC-CD presents more sensitive performance than UC-WD so the UC-CD is more appro-
priate for industry.

In summary, we believe that on the basis of a large amount of previously published works, 
the complexity of the bubble swarm patterns can be reduced and their mechanisms clarified, 
and the heat transfer performance in a DCHE can be elucidated.
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Abstract

In the chapter, a method for measuring the transient temperature of the flowing fluid
based on time temperature changes of the thermometer is described. In the presented
method, the thermometer is considered as an inertial system of first and second order.
To reduce the influence of random errors in the temperature measurement, the local
polynomial approximation based on nine points is used. As a result, the first and second
derivatives of a temperature, which indicate how the temperature of the thermometer
varies over time, are determined very accurately. Next, the time constant is defined as
a function of fluid velocity for sheathed thermocouples with different diameters. The
applicability of the presented method is demonstrated on real data in the experiment.
The air temperature is estimated from measurements carried out by the three thermo‐
couples  having  different  outer  diameters  when  the  air  velocity  varied  in  time.  A
comparison of the computed temperatures of air gives confidence to the accuracy of the
presented method. The method presented in this chapter for measuring the transient
temperature of the fluid can be used for the online monitoring of fluid temperature
change with time.

Keywords: temperature measurement, transient conditions, first‐order model, sec‐
ond‐order model, time constant

1. Introduction

Under steady‐state conditions, when the fluid temperature is constant, temperature measure‐
ment can be performed with the high degree of accuracy owing to the absence of damping and
time lag. However, when fluid temperature varies rapidly, for example, during start‐up, there
is a significant difference between the actual and the measured temperature of the fluid. These
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Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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differences occur because it takes time for heat to transfer through the heavy housing to the
temperature sensor.

Most of the scientific publications concerning the measurement of temperature mainly discuss
the problem of temperature measurement at steady state [1–9]. Only the step response of
thermometers is studied to estimate the dynamic error of the temperature measurement. Few
studies refer to the measurement of the transient fluid temperature, despite the high practical
significance of the problem [10–13].

An example is the measurement of transient temperature steam or flue gases in power plants,
which is very difficult. Measured temperature differs significantly from the real temperature
of the fluid, which is caused by massive thermowells of the thermometers and their low heat
transfer coefficients. Some thermometers may have a time constant of 3 min or more, which
makes the implementation of a single temperature measurement requiring about 15 min
[13].On the other side, some designs of thermometers need more than one time constant to
describe the unsteady response of temperature sensor inserted into the thermowell. Measuring
the fluid temperature in a controlled process may require the knowledge of two or three time
constants, which describe the transient response of the thermometer [14].

The problem of dynamic errors in temperature measurements becomes particularly important
in superheated steam temperature control systems, which use injection coolers (spray
attemperators). Due to the large inertia of the thermometer, the measurements of transient
fluid temperature can be inaccurate, which causes the automatic control system of the
superheated steam temperature not to work properly.

A similar problem occurs in measuring the exhaust gas temperature as the time constants of
the thermometer and the time delay are large.

2. Mathematical models of the thermometers

Generally, thermometers are considered as elements with lumped thermal capacity. It is
assumed that the temperature of the thermometer is only a function of time and temperature
differences inside it are neglected.

Based on these assumptions, the mathematical model of the thermometer is the differential
equation describing the inertial system of the first order [14]:

( ) ( ) ( )d
d f

T t
T t T t

t
t + = (1)

where τ—time constant of the thermometer in the first-order model in s, T(t)—measured
temperature in °C and Tf(t)—fluid temperature in °C.

The time constant is expressed by formula:
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t t

t t

m c
h A

t = (2)

where mt—thermocouple mass in kg, ct—average-specific heat of the thermocouple in J/(kg⋅K),
ht—heat transfer coefficient on the outer surface of the thermocouple in W/(m2⋅K) and At—
outer surface area of the thermocouple in m2.

The ordinary differential Eq. (1) was solved for the initial condition:

( ) 00 0T T= = (3)

where T0 signifies initial thermometer temperature in °C.

The initial problem, (Eqs. (1) and (3)), was solved using the Laplace transformation. The
operator transmittance G(s) then assumes the following form:

( ) ( )
( )

1
1f

T s
G s

T s st
= =

+ (4)

where T(s)—Laplace transform of the thermometer temperature, Tf(s)—Laplace transform of
the fluid temperature and s—complex variable.

For the step increase of the fluid temperature from T0 = 0°C to the constant value Ts, the Laplace
transform of the fluid temperature assumes the form Tf(s) = Ts/s and the transmittance formula
can be simplified to

( )
( )

1
1s

T s
T s st

=
+ (5)

After writing Eq. (5) in the form:

( ) 1 1
1

s

T s
T s s

t

= -
+

(6)

it is easy to find the inverse Laplace transformation and determine the thermometer temper-
ature as a function of time:

( ) ( ) 0

0

1 exp
s

T t T tu t
T T t

- æ ö= = - -ç ÷- è ø
(7)
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where u(t) denotes unit‐step response of the thermometer.

For structurally complex thermometers that measure the temperature of fluid under high
pressure, the accuracy of the first‐order model (1) is inadequate. The cross section of the
temperature sensor placed in the massive housing is shown in Figure 1. This example will be
analysed to show that the thermometers can be modelled as second‐order inertial systems [14].

Figure 1. Part of the cross section of the temperature sensor together with the housing [14].

Air gap can occur between the outer thermowell and the temperature sensor (Figure 1). The
discussion assumes that the thermal capacity cρ is neglected because of its small value.

Introducing the overall heat transfer coefficient uin referenced to the inner surface of the
housing

( )( )11 1 1
4

in in in

in in w T

D d D d D
u h k d h

+ -
= + + × (8)

and accounting for the radiation heat transfer from the housing to the inner sensor, the heat
balance equation for the sensor located within the housing assumes the form:
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where the symbol C denotes:
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In Eqs. (8) and (9), the symbols hin and hT represent heat transfer coefficient on the inner sur‐
face of the housing and the outer surface of the thermocouple in W/(m2K), respectively, Din

inner diameter of the housing in m, d outer diameter of the thermocouple in m, ko housing
thermal conductivity in W/(m⋅K), A surface area of the thermocouple cross section in m2, ρ
average density of the thermocouple in kg/m3, c average‐specific heat of the thermocouple in
J/(kg⋅K), Pin perimeter of the internal surface of the housing in m, Tw housing temperature in
°C, σ = 5.67 × 10−8 W/(m2⋅K4) Stefan‐Boltzmann constant and εw and εT emissivity of the inner
housing and the thermocouple surface, respectively.

The convection and conduction of heat transfer between the fluid and the thermometer housing
are characterised by the overall heat transfer coefficient uout referenced to the outer housing
surface:

1 1 1
2
out in w

out out w

D D
u h

d
l

+
= + × (11)

where hout is the heat transfer coefficient on the outer surface of the housing in W/(m2⋅K), Dout

outer diameter of the housing in m, δw housing thickness in m and kw housing thermal
conductivity in W/(m⋅K).

The formulas (8) and (11) for the overall heat transfer coefficients were derived using the basic
principles of heat transfer [2, 4, 8]. The heat transfer equation for the housing (thermowell) can
be written in the following form:

( ) ( ) ( )4 4d
d

w
w w w out out f w in in w w

TA c P u T T P u T T C T T
t

r = - - - - - (12)

where Aw is the surface area of the housing cross section in m2, ρw average density of the housing
in kg/m3, cw average‐specific heat of the housing, J/(kg⋅K) and Pout perimeter of the external
surface of the housing in m.
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Further analysis of the heat exchange between the housing of the thermometer and the
temperature sensor omits the heat transfer by radiation [14]. This is possible when the gap
between the thermowell and the temperature sensor is filled with a non‐transparent substance
or if one of the two emissivities εw and εT is near to zero.

Transforming Eq. (9), we get:

d
dw

in in

A c TT T
P u t
r

= + (13)

Substituting Eq. (13) into Eq. (12) yields:

( )( )
( )( )

( )( )
( )( )2

2

1
d d
d d

out out

in in w w ww w w w w w
f

in in out out out out

w w w

P u A c
P u A cA c A c T A c T T T

P u P u t P u tA c
A c

r
rr r r

r
r

é ù
+ê ú

ê ú+ + =ê ú
+ê ú
ê úë û

(14)

Introducing the following coefficients:
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(15)

the ordinary differential equation of the second order (14) can be written in the form:

2

2 12

d d
d d f

T Ta a T T
t t

+ + = (16)

The initial conditions are:

( ) ( )
0

0

d
0 0, 0

d T
t

T t
T T v

t
=

= = = = (17)

Equations (16) and (17) are solved using the Laplace transformation. The operator transmit‐
tance G(s) is as follows:
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The time constants τ1 and τ2 in Eq. (18) are:

2
1,2 2

1 1 2

2
4

a
a a a
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(19)

The differential Eq. (16) can be written in the following form:

( )
2

1 2 1 22

d d
d d f

T T T T
t t

t t t t+ + + = (20)

Equation (20) is solved for a step change in fluid temperature from T0 = 0°C to the constant
value Tf. Laplace transform of the constant fluid temperature Tf is Tf(s) = Ts/s, and the operator
transmittance assumes the following form:

( )
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T s
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+ + (21)

Eq. (21) can be written in another form:
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Making inverse Laplace transformation of Eq. (22), the thermometer temperature as a function
of time is obtained:

( ) ( ) 0 1 2

0 2 1 1 2 1 2

1 exp exp
f

T t T t tu t
T T

t t
t t t t t t

- æ ö æ ö
= = + - - -ç ÷ ç ÷

- - -è ø è ø
(23)

If we assume in Eq. (23) with τ2 = 0, then we obtain Eq. (7) with τ = τ1.
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A time delay in the time response of the first order inertial system does not appear. Measuring
the temperature of the fluid at high pressure requires the use of thermometers with the massive
housings. In such cases, there is a time delay between the temperature indicated by the sensor
and the changing temperature of the fluid. The inertial system of second order is suitable to
describe the response behaviour with a time delay [13].

3. Identification of time constants

The time constant τ in Eq. (7) or time constants τ1 and τ2 in Eq. (23) can be determined on
the basis of experimental data. For this purpose, the method of least squares is proposed to
use [13, 15]. Finding the minimum of the function S

( ) ( ) 2

1
min

N

m i i
i

S u t u t
=

= é - ù =ë ûå (24)

allows to determine values of the time constants. In Eq. (24), u(ti) denotes the approximating
function given by Eq. (7), and N is the number of conducted measurements (ti, um(ti)). The sum
of the squares of the differences of the measured values um(ti) and the fitted values u(ti) is
minimised. When the time constant τ or time constants τ1 and τ2 are determined, their values
can be substituted into Eq. (24) to calculate Smin.

The uncertainties of the calculated time constant τ or time constants τ1 and τ2 are calculated
using the mean square error [13, 16–18]:

min
N

SS
N m

=
-

(25)

where m denotes the amount of time constants (i.e. m = 1 for Eq. (7) and m = 2 for Eq. (7) and
m = 2 for Eq. (23)). Based on the determined mean square error SN, which is an approximation
of the standard deviation, the uncertainties in the determined time constants can be calculated
using the formulas given in the TableCurve 2D software [18].

4. Determination of transient fluid temperature

The fluid temperature can be determined on the basis of measured histories of the thermometer
temperature T(t) and known time constant τ, using Eq. (1), or time constants τ1 and τ2, using
Eq. (20). Temperature of the thermometer T(t) and its first- and second-order time derivatives
can be smoothed using the formulas [3, 13]:
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Symbol f(t) in Eqs. (26)–(28) denotes the temperature measured by the thermometer, and Δt is
a time step. Application of nine‐point digital filter allows eliminating the influence of random
errors of the measured temperature T(t) on the determined temperature of the fluid Tf(t). If the
measured temperature is not disturbed by significant errors, the first and second derivatives
of the temperature can be estimated using the central difference method [15]:

( ) ( ) ( )
2

f t t f t t
T t

t
+ D - - D

¢ =
D

(29)

( ) ( ) ( ) ( )
( )2

2f t t f t f t t
T t

t
+ D - + - D

¢¢ =
D

(30)

5. Examples of application of the method for a step change in temperature
of the fluid

The first example demonstrates the use of the described method of transient fluid temperature
measurement in the case of thin sheathed thermocouple application. During the experiment,
the thermocouple with outer diameter 1.5 mm at the ambient temperature was suddenly
immersed into hot water at saturation temperature. The results are presented in Figure 2. The
time step Δt of the measured temperature was 1.162 s. The measured history of the temperature
was approximated by Eq. (7) in order to determine the time constant τ of the thermocouple.
In the calculations, TableCurve 2D code [18] was used. The calculations of the time constant
and the uncertainty at the confidence level of 95% gave the following results: τ = 1.54 ± 0.09 s.
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Figure 2. Fluid and thermometer temperature changes determined from the first-order equation (1) for the sheathed
thermocouple with outer diameter 1.5 mm.

Next, the transient fluid temperature Tf was determined using Eq. (1) together with Eqs. (26)
and (27). The first-order time derivative dT/dt in Eq. (1) was also calculated using the central
difference quotient of Eq. (29). The results obtained show that the use of a first-order model
for thin thermometers is sufficient (Figure 2). The results also indicate that the central
difference approximation of the time derivative in Eq. (1) leads to less accurate results, since
it is more sensitive to random errors in the experimental data.

Another example shows the application of the method for measuring transient fluid temper-
ature with an industrial thermometer with massive thermowell and its complex construction
(Figure 3). As in the previous example, the thermometer at the ambient temperature was
suddenly immersed into hot water at a temperature of about 100°C. To compare the two
methods of determining the unknown fluid temperature (using the first-and second-order
model) for this thermometer, Eqs. (7) and (23) were used as the functions approximating the
transient response of the thermometer. The following values with the 95% confidence uncer-
tainty were obtained: τ = 14.07 ± 0.39 s, τ1 = 3.0 ± 0.165 s and τ2 = 10.90 ± 0.2 s.

Next, the fluid temperature changes were determined from Eq. (1) for the first-order model
and from Eq. (20) for the second-order model (Figure 4).

The analysis of the results presented in Figure 4 indicates that the second-order model delivers
more accurate results than the first-order model.
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Figure 3. Industrial thermometer and its dimensions: D = 18 mm, l = 65 mm and L = 140 mm.

Figure 4. Fluid and industrial thermometer temperature changes determined from the first-order equation (1) and the
second-order equation (20).
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6. Experimental determination of time constant as a function of fluid
velocity

The method presented in this chapter can also be used to determine the temperature of the
flowing fluid. In this case, the time constant of the thermometer τ should be determined as
a function of fluid velocity w. After specifying function τ(w), it should be substituted into
Eq. (1).

Research has shown that for thin sheathed thermocouples with a diameter ranging from 0.5
to 6 mm, the equation of time constant as a function of fluid (air) velocity is as follows [15]:

1
a b w

t =
+

(31)

where τ is the time constant of the thermometer in s, a constant in 1/s, b constant in (m·s)−1/2

and w fluid velocity in m/s.

As an example, the constants a and b were determined for K‐type sheathed thermocouples
with grounded hot junction with the outer diameter of 0.5, 1.0, 1.5 and 3.0 mm.

Figure 5. Wind tunnel used for determining thermocouple time constant—overall view [19]: (1) test chamber with an
opening for the thermometer, (2) differential pressure measurement, (3) data acquisition system and (4) opening for the
thermometer insertion.

The thermocouple time constant τ for various air velocities w was determined in an open
benchtop wind tunnel (Figure 5). The WT4401‐S benchtop wind tunnel is designed to give
uniform flow rate over a 100 mm × 100 mm cross section [19].

The calculated time constants τ of the sheathed thermocouples with the outer diameter of 0.5,
1.0, 1.5 and 3.0 mm for different velocities of the air are shown in Figure 6. The experimental
data collected for all thermocouples, as presented in Figure 6, were approximated by the least
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squares method. The best estimates for the constants a and b, with uncertainty at the 95%
confidence level, for the tested thermocouples are [15]:

• dt = 0.5 mm

a = 0.004337 ± 0.000622 1/s and b = 0.022239 ± 0.001103 (m·s)−1/2

• dt = 1.0 mm

a = 0.020974 ± 0.006372 1/s and b = 0.103870 ± 0.011240 (m·s)−1/2

• dt = 1.5 mm

a = 0.040425 ± 0.003301 1/s and b = 0.056850 ± 0.004479 (m·s)−1/2

• dt = 3.0 mm

a = 0.128220 ± 0.035716 1/s and b = 0.220641 ± 0.051122 (m·s)−1/2

The time constant of the thermocouple τ strongly depends on the heat transfer coefficient ht
on the outer thermometer surface, which results from Eq. (2). The heat transfer coefficient is a
function of Nusselt number, and this, in turn, is a function of fluid (air) velocity [20].

Figure 6. Time constants τ of sheathed thermocouple with outer diameters of 0.5, 1.0, 1.5 and 3.0 mm as a function of
air velocity w with 95% confidence intervals.
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When the velocity of the fluid and its temperature varies over time, time constant as a function
of the velocity formulated by Eq. (31) can be used in Eq. (1) to determine the transient fluid
temperature based on measurements made using a sheathed thermocouple.

To show how the described method can improve the temperature readings, the experimental
measurements were presented [21]. The temperature of the flowing air in an open wind tunnel
(Figure 7) was measured by K‐type sheathed thermocouples with outer diameters of 0.5, 1.0
and 1.5 mm. During measurements, the temperature and velocity of air flowing through the
tunnel were changed. The thermocouples were placed in the tunnel behind the heat exchanger
and very close to each other (i.e. they measured the same temperature, but did not influence
each other). The air velocity was measured by the vane anemometer FV A915 S220. Both the
temperature and velocity data were collected using the Ahlborn ALMEMO 5990‐0 data
acquisition system.

Figure 7. Diagram of an open wind tunnel [22]: (A) heat exchanger, (B) fan, (C) chamber, (D) air channel, (E) water
outlet pipe and (F) hot water feeding pipe.

The comparison of the computed temperatures with the measured temperatures, when the
time constants of the thermocouples are known, shows that the above method provides decent
results (Figures 8 and 9).

The time histories of temperature obtained from calculations are very similar, especially for
thermocouples with the outer diameter of 0.5 and 1.0 mm. In the small degree, the temperature
calculated using the measurements with the thermocouple with the outer diameter of 1.5 mm
deviates from them. This difference is due to the large time constant of the sheathed thermo‐
couple with the outer diameter of 1.5 mm.
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Figure 8. Temperature of the air measured by the thermocouples with outer diameters of 0.5, 1.0 and 1.5 mm and tem‐
perature calculated by Eq. (1) when the velocity of the air was constant.

Figure 9. Temperature of the air measured by the thermocouples with outer diameters of 0.5, 1.0 and 1.5 mm and tem‐
perature calculated by Eq. (1) when the velocity of the air was changed.
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7. Conclusions

Both methods of transient fluid temperature measurement presented in the chapter can be
used online.

The first method, in which a mathematical model of the thermometer is first-order differential
equation, is the most suitable for thermometers with very small time constants. In such cases,
the delay of thermometer indication is small compared to changes in fluid temperature. In
turn, the industrial thermometers, which are designed to measure the temperature of the fluid
of high pressure, are characterised by a considerable delay of indications in reference to the
actual changes of fluid temperature. For such thermometers, the second-order thermometer
model, allowing for modelling the signal delay, is more adequate [14].

The method described in this chapter is the most suitable for measuring the transient temper-
ature of gases, such as air or exhaust gases. This is due to the fact that the time constant depends
on the heat transfer coefficient on the outer surface of the thermometer and in turn on the
Reynolds and Prandtl numbers. For gases such as air or exhaust gas, Prandtl number varies
slightly in a wide range of temperatures. However, during measurement of the transient steam
temperature, the value of Prandtl number varies significantly depending on the pressure and
temperature [23]. In this case, the inverse marching method described in [24] is more appro-
priate for correction of the dynamic error.
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Abstract

This chapter introduces transient effectiveness methods for dynamic characterization of
heat exchangers. The chapter provides a detailed description and review of the transient
effectiveness methodology. In this chapter, all the transient effectiveness–related knowl-
edge/works are summarized. The goal of this chapter is to provide a thorough under-
standing of the transient effectiveness for the reader and to provide guidance for
utilizing this methodology in related heat exchanger transient characterization studies.
Basically, there are three important applications for transient effectiveness methodology:
(1) characterization of heat exchanger dynamic behaviors; (2) characterization of the tran-
sient response of closed-coupled cooling/heating systems with multiple heat exchanger
units; and (3) development of compact transient heat exchanger models. This innovative
modeling method can be used to assist in the development of physics-based predictive,
capabilities, performance metrics, and design guidelines, which are important for the
design and operation of highly reliable and energy efficient mechanical systems using heat
exchangers.

Keywords: transient effectiveness, inlet temperature variation, fluid mass flow rate
variation, heat exchanger dynamic performance, compact transient modeling, system
level characterization

1. Introduction

Transient effectiveness methodology is a new analytical method which is developed for study-
ing the dynamic performance of a heat exchanger. The concept was originally introduced by
Cima and London in 1958 and used as a signature in representing the heat exchanger transient
performance. The concept was then used for developing generalized transient effectiveness for
plotting the transient response of a counter-flow heat exchanger [1]. In some of the recent
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studies [2, 3], the transient effectiveness concept is used for developing a new methodology for
dynamic characterization of cross-flow heat exchangers. In this chapter, a complete summary
and review of the transient effectiveness method is provided, including the methodology
development, transient effectiveness characterization, modeling validation, as well as the three
major application and usefulness of the transient effectiveness. The heat exchanger configura-
tion considered in most of the studies as well as in this chapter is an unmixed-unmixed cross
flow one. It needs to be mentioned here that the majority of the work and results are summa-
rized and published in different scientific journals by the same group of authors. This work
provides a complete connection of all the existing research efforts and major results related to
the transient effectiveness methodology. The readers can obtain a clear idea of this methodol-
ogy and utilize it in the corresponding research and studies directly.

2. Transient effectiveness

2.1. Governing equations and numerical solution

Effectiveness which is defined as the ratio of actual heat transferred rate over the maximum
heat transfer rate is introduced for characterizing heat exchanger steady-state performance.
Cima and London [1] extended this concept to a time-dependent one in [1]. In their study, a
generalized transient effectiveness was developed based on Eqs. (1a) and (1b), and then used
as a means for representing the transient analog results for a counter-flow heat exchanger
instead of using outlet temperatures.

εhðtÞ ¼
cph ½Th, inðtÞ � Th,outðtÞ�
cpmin

½Th, inðtÞ � Tc, inðtÞ� (1a)

εcðtÞ ¼
cpc ½Tc,outðtÞ � Tc, inðtÞ�
cpmin

½Th, inðtÞ � Tc, inðtÞ� (1b)

The transient effectiveness concept and its governing equations were introduced and directly
used for characterizing dynamic performance of a cross-flow heat exchanger in references
[2, 3]. In these studies, the transient effectiveness governing equations are solved numerically
by coupling them with thermal dynamic heat exchanger equations which are shown in
Eqs. (2)–(4). These three sets of governing equations are widely used in most of the existing
literature [4–9] for solving similar problems. A full numerical solution for these equations and
a comprehensive heat exchanger transient behavior characterization using numerical model-
ing are conducted in [10–13]. Most of the variation scenarios were covered in these studies,
including single fluid temperature variations, fluid mass flow rate variations, as well as
multiple variation combinations.

∂Twall

∂t
¼ rβc � Tc þ R � rβh � Th � ðrβc þ R � rβhÞ � Twall (2)

Vc
∂Tc

∂t
¼ rβc � Twall � rβc � Tc � rc

∂Tc

∂X
(3)
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Vh

R
∂Th

∂t
¼ rβh � Twall � rβh � Th � rh

∂Th

∂Y
(4)

2.2. Transient effectiveness method verification

The methodology and the numerical solution are verified by comparison with several
published results in [1, 14, 15]. First, several published analytical solutions and analog solu-
tions for the transient effectiveness of a 1D contour-flow heat exchanger are used [14]. The
equivalent method was used and the same transient effectiveness equations were integrated
into the numerical code and then compared to the results presented in a form as generalized
transient effectiveness. Figure 1(a) shows a comparison of the numerical solutions and the
analytical data points [14, 15]. This case represents a response of a heat exchanger under a fluid

Figure 1. (a) Comparison of the numerical solutions with the analytical results in [14] and analog results in [1, 15];
(b) Comparison of the numerical solutions with the analog results in [1] for NTU 1–1.5 and NTU 1.5–1.
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inlet temperature step change. Figure 1(b) shows comparison between the analog solution [1]
and numerical solution under a step change in the fluid mass flow rate. The mass flow rate
step increase results in the NTU variation from 1 to 1.5, and the step decrease results in the
NTU variation from 1.5 to 1, which is also mentioned in the figure caption. It can be seen from
both figures that the results are in good agreement, and different scenarios including fluid
mass flow rate change and inlet temperature change are validated.

2.3. Parametric study

A detailed study of the characterizing transient effectiveness under different variation condi-
tions including both inlet temperature change and mass flow rate change is presented in [2, 3].
It is found in these studies that the transient effectiveness can be used as a measure of the heat
exchanger dynamic performance from one steady state to the new equilibrium state under
certain inputs. In addition, the impact of modeling physical parameters, including NTU, E, R,
and V, can be represented on the effectiveness curves. NTU results are chosen as an example to
discuss in this section. More detailed parametric results are summarized in references [2, 3].

2.3.1. Inlet temperature variation

The inlet temperature variation does not influence the final steady-state values of the effective-
ness curve lines. This means that the effectiveness curve always returns to the initial value after
a certain transient variation. Figure 2 shows the transient effectiveness of two fluids plotted
versus nondimensional time for a wide range of NTU values for the step change. It can be seen
from the figure that NTU governs both transient and steady-state variation of effectiveness.
The larger the NTU value, the longer time is taken to reach the final steady state. When
comparing the hot fluid transient effectiveness curve and the cold fluid transient effectiveness
curve, a time lag is seen on the hot fluid curves. This time lag indicates that the corresponding
fluid takes some time to begin to respond at the outlet, after the variation is applied at the inlet.

Figure 2. Effect of NTU on the transient effectiveness results with E = 1, Vh = Vc = 1, R = 1; step change to the hot fluid inlet
temperature.
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The larger the NTU value, the longer the time lag. A larger NTU value can be simply under-
stood as a larger heat exchanger physical size. Therefore, the time lag is longer for a larger
NTU value.

2.3.2. Fluid mass flow rate variation

The characteristics of the effectiveness under fluid mass flow rate change are discussed in this
section. Figure 3 shows that the steady-state conditions of the effectiveness curve changes due
to a change in fluid mass flow rate. The difference is clearly seen from the transient effective-
ness between a cold fluid mass flow rate change and a hot fluid mass flow rate change.

Figure 3. Effect of NTU on the transient effectiveness results with E = 0.5, R = 1, V = 1; (a) step change to hot fluid mass
flow rate; (b) step change to cold fluid mass flow rate.
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A step change is seen in all the cold fluid curves before the curves move smoothly and reach a
steady state. In Eq. (1b), Tc,out(t), and Cc/Cmin (Cmin is considered as a hot fluid capacity rate,
which gives Cc/Cmin = E) govern the cold fluid effectiveness variations. The previously men-
tioned step change at the very beginning is due to the step change of Cc(E). In terms of a mass
flow rate ramp variation scenario, the variation in transient effectiveness curves at the begin-
ning is dominated by E and Tc,out(t). The transient effectiveness also illustrated the combination
impact of the fluid mass flow rate variation and the physical parameters. As an example,
Figure 3 shows the transient effectiveness results versus different NTU values. The impact of
the NTU value on the steady-state and transient performance of the transient effectiveness can
be clearly seen in the curves of the figure. As an example, the larger the NTU value the longer
time the heat exchanger takes to reach steady state. The difference of the variation of the cold
fluid and the hot fluid is clearly distinguished in the same figure.

It can be seen that the transient effectiveness curves are able to represent the transient response
of heat exchangers under different variation conditions by comparing the curves shown in
Figure 3(a) and (b). This means that a transient effectiveness curve represents more physical
information than an outlet temperature curve, since the curves are distinguished clearly when
different boundary conditions are applied. In addition, the transient effectiveness curves also
reflect the influences of the physical parameters on the transient and steady-state responses of
the heat exchangers.

2.4. Experimental verification

Experimental measurements on a liquid to air cross-flow heat exchanger cores are presented in
reference [16], in which the liquid mass flow rate or inlet temperature varied in time following
controlled functional forms (step jump and ramp). The specific design enables the control of
transient variations in the inlet temperature and mass flow rate on both the air and water flow
streams supplied to the heat exchanger device. More details regarding the entire experimental
setup and tests can be found in reference [16]. The experimental data were used to characterize
and validate the transient effectiveness methodology and the transient numerical solution in
reference [17], and the more comprehensive understanding of the characteristics of the tran-
sient effectiveness is obtained.

For modeling a specific heat exchanger, the modeling physical parameters (E, NTU, R, Vh, Vc)
need to be extracted and calculated using the heat exchanger hardware data and one set of
steady-state experimental data for modeling a specific heat exchanger and specific dynamic
physical scenarios. The procedure can be interpreted as integrating the hardware data into the
nondimensional mathematical model (Eqs. (2)–(4)) to model a specific heat exchanger device.
One of the methodologies can be referenced to calculate the physical parameter and is
presented in reference [18].

2.4.1. Inlet temperature variation

Several functional forms are designed to vary the water inlet temperature and water flow rate.
Ramp functions for water inlet temperature change and step functional forms of water flow
rate change are selected to present here. The detailed information of each experimental case
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designed is shown in Table 1. The physical parameters used in the numerical solution for each
case are also summarized in Table 1.

Two important characteristics of the transient effectiveness are discussed in this section. In case
1, the water inlet temperature is lower than the air inlet temperature at the beginning, and then
becomes the hot fluid after the variation. This is the scenario that the cold fluid becomes the hot
fluid due to the temperature change. When plotting the transient effectiveness curves, a
mathematical singularity point is seen. In Eqs. (1a) and (1b), the term Th,in � Tc,in will vary
from a positive value to a negative value. This performance is characterized by both simulation
modeling and experimental testing. By comparing with the regular fluid temperature curve,
the transient effectiveness curves can capture this special scenario. At the same time, they
contain all the steady-state and transient characteristics. In case 2, since the water and air are
at the same temperature, no singularity point is generated. By comparing the results of cases 1
and 2, the difference between the boundary conditions applied and the transient response is
clearly reflected on the transient effectiveness curves. The initial conditions of case 2 can be
considered as an idle condition. When plotting the transient effectiveness curve for this special
case, there will be a sensitive region after the variation is applied at the time between 10 and 15
s, which is shown in Figure 5. Since the two fluid inlet temperatures are same, the numerator
and denominator in Eqs. (1a) and (1b) equal 0. Then, even a very miner error in either
temperature data may result in a major difference in the effectiveness value. In both Figures 4
and 5, the numerical results show a faster response than the experimental results. This is
because axial dispersion and longitudinal conduction are neglected in the numerical modeling.
When using the transient effectiveness curve plotting the fluid inlet temperature variation
cases, the variation form and some of the corresponding characteristics in the fluid inlet
temperature can be represented at the same time.

2.4.2. Mass flow rate variation

In cases 3 and 4, variations are applied to the water fluid mass flow rate. Figures 6 and 7 show
the transient effectiveness results of these the two cases, respectively. In terms of the steady-
state results, the increase in the water (Cmax fluid) leads to an increase in the effectiveness
value, which is shown in Figure 6. In case 4, a special scenario is considered in which the

Water inlet temperature
change (°C)

Water flow
rate (GPM)

Air flow rate
(m3/s)

Air inlet
temperature (°C)

E NTU R Vwater Vair

Case 1: Ramp change
22.22–50.28

2 0.2787 22.85 1.62 0.2613 4.78 1.456 0.01

Case 2: Ramp change
23.06–50.26

2 0.3716 23.06 1.2153 0.2186 4.344 1.456 0.01

Water flow rate change
(GPM)

Air flow rate
(m3/s)

Water inlet
temperature (°C)

Air inlet
temperature (°C)

E NTU R Vwater Vair

Case 3: Step function 2–5 0.2870 50.40 20.95 1.62 0.264 4.78 1.456 0.01

Case 4: Step function 2–5 0.5574 50.39 21.74 0.79 0.211 3.77 1.456 0.01

Table 1. Test cases.
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minimum capacity fluid (water) becomes the maximum capacity fluid, due to the change in the
fluid mass flow rate. Then the air becomes the minimum capacity fluid due to the change. This
scenario may be seen in an actual heat exchanger industrial application, especially in certain
failure scenarios. It can be seen in Figure 7 that step changes are seen on both of the curves,
before the curves move smoothly and reach the final steady state. By comparing the results
shown in Figures 6 and 7, it can be found that the transient effectiveness results are clearly
different when different fluid mass flow rate variation scenarios are applied. Again, this
transient effectiveness methodology can present the heat exchanger dynamic performance in
a more comprehensive manner in fluid mass flow rate variation scenarios. It contains the
information of the two fluids dynamic responses, and the corresponding variations applied as
well (both the fluid inlet temperature and the fluid mass flow rate).

Figure 5. Transient effectiveness of case 2.

Figure 4. Transient effectiveness results of case 1.
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2.4.3. Summary

This section provides several important characteristics of the transient effectiveness for
dynamic characterization of a heat exchanger transient performance. Several experimental test
cases are selected and analyzed. Two cases of fluid inlet temperature change and two cases of
fluid mass flow rate change cases provide a more complete understanding of the transient
effectiveness method in characterizing the dynamic performance of the heat exchanger. The
transient effectiveness methodology can be used as an alternative for representing the dynamic
performance of the heat exchanger. It is a more effective way than using the fluid temperature
results, and it contains more information, including the variation condition applied to the heat

Figure 6. Transient effectiveness results of case 3.

Figure 7. Transient effectiveness results of case 4.
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exchanger, initial conditions and some special circumstances such as the cold fluid becoming
as the hot fluid, Cmin fluid becoming Cmax fluid, and so on.

3. Characterization of a liquid cooling system using transient effectiveness

This section illustrates an example of investigating a liquid cooling system which has several
heat exchanger units using the transient effectiveness method and its corresponding character-
istics. Several experimental tests are conducted on a data center liquid cooling test facility and
the results are reported in reference [19]. The transient effectiveness method is used to analyze
the performance of heat exchangers and the dynamic performance of the entire test facility. The
transient effectiveness method provides an analyzing method for investigating and character-
izing the transient performance of heat exchangers which are working in the cooling and
heating systems with multiple coupled heat transfer loops, in which multiple heat exchanger
units are used.

3.1. Description of the test facility and experimental test scenarios

Figure 9 shows the liquid cooling chiller-less data center test facility designed by IBM. Basi-
cally the entire system contains a liquid cooling server rack, a liquid to liquid heat exchanger,
and a dry cooler. The rack was fully populated with liquid cooled volume servers. Each server
dissipates approximately 350 W. Then the total maximum rack power can reach 15 kW. There
is also a side car heat exchanger contained within the rack on the side for cooling the rack
circulated air. The air is recirculated inside the rack driven by server fans. The CPU and DIMM
are cooled using cold plate and cold rails, which are directly attached to them. The heat
captured by the rack circulated air and the liquid are then transferred to the atmosphere
through the sidecar heat exchanger, the liquid-to-liquid heat exchanger, and the dry cooler.
More details in terms of the description of each component and the entire test facility design
are reported in references [19, 20].

Temperature sensors (T1–T10) are located at various locations, including the inlet and outlet of
each component, including the cold plates, servers, sidecar heat exchanger, buffer unit, and
dry cooler, as shown in Figure 8. The detailed description of the sensor locations and functions,
as well as the data collection and data processing, is summarized in reference [19]. Three
transient test cases were designed and conducted and the detailed experimental designs for
the three cases are shown in Table 2.

3.2. Transient effectiveness

3.2.1. Transient effectiveness calculation

The experimental data for the sidecar heat exchanger, the buffer unit, and the dry cooler for all
the three cases are used to generate the transient effectiveness curves. The corresponding
results are shown in Figure 9(a)–(c) for the buffer unit, the side card heat exchanger, and the
dry cooler, respectively. In the current study, Cmin fluid of each heat exchanger unit is used in
the current study.
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For the sidecar heat exchanger:

εðτÞ ¼ cairðτÞ � ½TRack outlet airðτÞ � TRack inlet airðτÞ�
cminðτÞ � ½TRack outlet airðτÞ � TPrerackðτÞ� (5)

For the buffer unit:

εðτÞ ¼ cinternalðτÞ � ½TPostrackðτÞ � TPrerackðτÞ�
cminðτÞ � ½TPostrackðτÞ � TPrebuf f erðτÞ� (6)

For the dry cooler:

εðτÞ ¼ cairðτÞ � ½TAmbient airðτÞ � TExhaust airðτÞ�
cminðτÞ � ½TAmbient airðτÞ � TPostbuf f erðτÞ� (7)

Figure 8. Schematic representation of the test facility and experimental setup.

Test cases Server
power

Internal flow
rate (GPM)/water

External flow rate
(GPM)/propylene
glycol

Dry cooler blower
fan speed set point
(RPM)

Ambient air
temperature (°C)

Case 1: Server power
increase

Idle-Full 4 6.01 150 20.1–20.6

Case 2: Flow rate increase Full 4–7.7 6.43 150 20.6–19.2

Case 3: Server power
decrease

Full-Idle 7.7 6.43 150 19.2–18.2

Table 2. Transient test cases.
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Figure 9. Transient effectiveness curves, (a) case 1; (b) case 3; and (c) case 2.
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3.2.2. Transient response analysis using the transient effectiveness

The transient effectiveness for each component is plotted in Figure 9(a)–(c), with the results of
the three test cases. Figure 9(a) shows the transient effectiveness for test case 1. It can be seen
by comparing the transient effectiveness curves that the transient response time of the buffer
unit is very short compared to the other two heat exchangers. Since the two fluids of the buffer
unit are constant, the final effectiveness is kept as the same value of 0.8. The dry cooler shows a
relatively long response time, since its corresponding transient effectiveness curve takes longer
time to approach a steady state. Since there is no fluid mass flow rate changes, the final steady
states are the same as the initial one of 0.6. In terms of the side car heat exchanger, it can be
seen that a new steady state is reached. This illustrates that the air mass flow has varied in this
test case. Figure 9(b) shows the transient effectiveness results for case 2. In this test case, the
internal fluid mass flow rate is varied. Therefore, the final steady-state values of the sidecar
heat exchanger and the buffer unit are changed. In terms of the buffer unit, the effectiveness
curves show a rapid response and rapidly approaches a new steady-state condition. The
sidecar heat exchanger shows a similar fast response performance. The dry cooler takes much
longer to reach the same steady-state condition (since the dry cooler has no fluid mass flow
rate variation), compared to the other two heat exchangers. Figure 9(c) shows the transient
effectiveness results for test case 3. Similar to test case 1, the dry cooler and the sidecar heat
exchanger take longer time before they settle down and approach a steady state. The buffer
unit variation time is much smaller, as shown in the curves. It is also illustrated in the transient
effectiveness curves that the air flow within the server rack is varied in this test case, since the
sidecar heat exchanger reaches a different final steady-state value. More analysis regarding the
cause of the variation in rack air flow is presented in reference [19]. By plotting the transient
effectiveness curves, the dynamic performance of each heat exchanger component and the time
taken to approach a new steady state can be seen clearly. In addition, based on the character-
istics of the transient effectiveness curves, more dynamic performance related to the variation
applied to the heat exchanger is illustrated.

For a closed coupled system, especially when multiple heat exchanger units are used, the
transient effectiveness can be used to characterize the thermal capacitance effects of each unit.
Figure 9(a)–(c) shows that the buffer unit effectiveness reaches steady state much faster than
the other two heat exchanger units. The dry cooler takes the longest time, which is seen in all
three cases. This illustrates that the thermal capacitance of the buffer unit is much less than that
of the dry cooler. Actually, the dry cooler is a much larger unit located outside of the building
and the buffer unit is a small plate heat exchanger. The time taken for the sidecar heat
exchanger to reach steady state in cases 1 and 3 is long. However, the sidecar heat exchanger
takes a much shorter time in case 2. Here are some explanations: in cases 1 and 3, which
involve variations in server power, the server thermal mass is involved. The impact of the
thermal mass extends the time taken for the rack recirculated air and the entire rack side air
dynamic to reach steady state. Then the time taken for the side card heat exchanger to reach
steady state is longer in cases 1 and 3. The server thermal mass is not involved in case 2.
Therefore, only the thermal capacitance of the side card heat exchanger is dominate in the
transient response. Based on this analysis, it can be seen that the thermal capacitance of the
sidecar heat exchanger and the buffer unit are much smaller compared with the one of the dry
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cooler heat exchanger. The temperature results are collected at different locations, capturing a
detailed response sequence. However, since the heat exchanger units are connected to each
other using the internal loop and external loop, it is very difficult to characterize the response
time of certain heat exchanger by using any temperature result. The temperature results vary
during the entire test run. The transient effectiveness method provides a way to observe
individual component performance, even though it is in a closed coupled system, by fliting
the influence of the neighbored components. The buffer unit transient effectiveness curves have
reached steady-state conditions, while the temperatures are still varying. This illustrates that
the buffer unit itself has reached a steady-state thermal-exchange condition during a transient
event. This can be understood as a self “steady-state” condition in a transient environment. In
this condition, even though the corresponding fluid temperatures vary with time, the heat
exchanger has approached a steady-state condition.

3.3. Summary

This section illustrates that the transient effectiveness can be used for characterizing the dynamic
response of a closed coupled heat transfer loop, which has multiple heat exchanger units
installed. It also represents the thermal capacitance impact of each component during different
transient events. In addition, some detailed physical insights, which cannot be directly captured
from temperature results, can be indicated by the transient effectiveness results.

4. CFD compact heat exchanger modeling

This section discusses another important application of the transient effectiveness concept and
model, which can be used in developing computational fluid dynamics (CFD) compact transient
heat exchanger modeling methodologies. There are two methods which are proposed in refer-
ences [21, 22]. The methods can be used to model different types of heat exchangers, including a
counter-flow heat exchanger and a cross-flow heat exchanger. In addition, the compact models
developed can be used to model different variation scenarios, including fluid inlet temperature
variation, fluid mass flow rate variation, and multiple combination variation scenarios.

4.1. Compact modeling methodology I

4.1.1. Modeling methodology development

It has been shown in previous studies that the transient effectiveness is able to characterize the
dynamic response of heat exchangers. When studying heat exchanger dynamic response, the
transient input can be either an inlet temperature variation or a mass flow rate variation. This
case may become more complicated when considering multiple variation combination scenar-
ios. Then the outlet temperature transient performance will be a complicated form, as shown in
references [12, 23]. The transient effectiveness is correspondingly more complicated, due to the
fact that the transient effectiveness is reflecting the variation in both the fluid inlet temperature
and the outlet temperature. When comparing with the steady-state ε-NTU method, the first
methodology was developed by extending the concept to a time-dependent effectiveness.
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4.1.2. CFD compact heat exchanger model

The ε-NTU heat exchanger modeling methodology has been widely used in heat exchanger
steady-state studies. This method and theoretical equations have been incorporated into most
of the commercial CFD codes with a heat exchanger modeling option. For heat exchanger
steady-state modeling, effectiveness performance data of the heat exchangers are used to
obtain the corresponding term εCmin, and then the ε-NTU equation is used to represent the
corresponding heat exchanger unit under certain flow rate operating conditions. The transient
effectiveness concept discussed in the previous section is extended here to develop a compact
transient heat exchanger model. The modeling methodology uses the transient effectiveness in
the standard ε-NTU heat exchanger equation to extend the ε-NTU model to a compact tran-
sient heat exchanger form, as shown in Eq. (8). This transient effectiveness is denoted as εT0 in
the current study. By applying transient effectiveness to the equation, the transient compact
model can be developed.

Q0 ¼ ε0C0
minðT0

h, in � T0
c, inÞ (8)

A CFD compact transient heat exchanger model is developed based on this transient method-
ology using the commercial code FloTherm [24]. The basic methodology correlates a negative
linear source function as in Eq. (9) to Eq. (8) to represent the heat exchanger model. In
FloTherm, the value and the coefficient can be set as transient variables for this linear heat source
function. Therefore, Eq. (9) can be correlated to the transient compact heat exchanger model
shown in Eq. (8). The detailed description of the FloTherm linear source model and the
correlation method can be found in reference [24].

Q ¼ Coef f icient · ðTc, in � Th, outÞ ¼ Coef f icient · ðTwater, in � Tair,outÞ (9)

4.1.3. Verification with thermal dynamic model

Thermal dynamic modeling results and the experimental test results are used as the input for
calculating the transient effectiveness, and the effectiveness is then integrated into the CFD
model. Then outlet temperatures predicted by the CFD compact model are compared with the
thermal dynamic modeling results and experimental results. The detailed validation study is
presented in reference [21]. Here a multiple variation combination case is presented as an
example. It can be seen in Figure 10 that the CFD compact modeling results are in good
agreement with the thermal dynamic modeling results.

4.1.4. Verification with experimental data

In this section, this CFD compact model is verified using experimental data. The experimental
tests discussed in the previous section are used. The original data are summarized in reference
[19]. The transient test results, including the fluid mass flow rate and temperature variations,
are incorporated into Eqs. (1a) and (1b) to calculate the transient effectiveness for the heat
exchanger unit under different scenarios. Then the transient effectiveness (εT0) is used in the
CFD model. The dry cooler results are chosen as an example to discuss in this section. The
detailed formulas for the transient effectiveness calculations are shown in Eq. (10).
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For an air to liquid cross-flow heat exchanger—dry cooler:

εT 0 ¼ cexternalðτÞ � ½TAmbient airðτÞ � TExhaust airðτÞ�
cminðτÞ � ½TAmbient airðτÞ � TPostbuf f erðτÞ� (10)

The test data discussed in Section 3 is used here for calculating the transient effectiveness of the
dry cooler, and the three cases shown in Table 2 are plotted in Figure 11. The comparison
results are shown in Figure 12, and the two sets of results are in good agreement.

Figure 10. Hot fluid outlet temperature results, case 1: cot fluid inlet temperature step change and cold fluid mass flow
rate ramp change; case 2: hot fluid inlet temperature step change and cold fluid mass flow rate step change.

Figure 11. Hot fluid transient effectiveness in the three test cases.
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4.2. Compact modeling methodology II

The limitation of modeling methodology I is that the transient effectiveness, which used as the
input for the CFD compact model, is generated based on the existing solutions from either the
thermal dynamic model or experimental tests. This means that a transient effectiveness curve
only represents a specific case and can only be used for modeling one certain transient case.
Then the CFD model can be only used for modeling the cases with the same boundary
condition, due to the limitation of the transient effectiveness used in the code. In addition, as
discussed in the previous section, the transient effectiveness variation can be very complex for
certain scenarios. This limitation results in the fact that this compact model may not be applied
to a system level modeling work. Therefore, a derivative transient effectiveness method is
developed.

4.2.1. Modeling methodology development

Eq. (11) is generated by adding the three governing partial differential equations and used as a
simplified correlation in representing heat exchanger transient performance. By considering a
single energy balance equation to represent the cross-flow heat exchanger using fluid inlet and
out flow, Eq. (11) can be expressed in Eq. (12). The energy balance equation, together with the
ε-NTU methodology, is shown in Eq. (13). Eq. (14) is then generated by substituting Eq. (13)
into Eq. (12). Here, a new term (pVcp)heat exchanger is introduced, which is a lumped thermal
capacitance of the heat exchanger, including the capacitance of the heat exchanger metal and
the two fluids. By lumping the thermal capacitances together, Eq. (14) is then expressed as
Eq. (15). The term Theat exchanger represents the heat exchanger temperature, which can be
understood as an averaged value of the two fluids and the heat exchanger metal. The negative
sign represents a negative heat source. Eq. (15) is the governing equation of the second
methodology. Eq. (16) is the expression of the fluid outlet temperature, and the hot fluid is
used as an example.

Figure 12. Comparison of the hot fluid outlet temperatures results (secondary fluid) in case 1 and case 2.
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4.2.2. CFD compact heat exchanger model

In reference [22], a CFD compact model is realized in the commercial CFD code FloTherm
using methodology II. The detailed procedure regarding the model development is presented
in reference [22]. The heat exchanger is modeled using a linear heat source module, as shown
in Eq. (9), and server solid blocks, which are used to represent the thermal capacitance. Two
heat source modules are used to represent the supply fluid inlet temperature and mass flow
rate. The user is able to manipulate the parameters in the linear heat source module and
material setting in the solid rods module to correlate it to the governing equation (Eq. (15)) of
methodology II.

4.2.3. Model verification

It was mentioned that the lumped capacitance term is dominated by the capacitance of the heat
exchanger coil and the two fluids, as well as their corresponding weight. For modeling verifi-
cation purposes, a method was used to adjust the estimated thermal properties initially con-
sidered in the model, instead of deriving the actual lumped capacitance value. A method for
lumping the three capacitance terms is a comprehensive study, which requires developing a
complex physical correlation. In addition, it may vary from case to case. Basically, when using
a lumped capacitance value, it should have the same impact on the heat exchanger transient
response. Therefore, the curve adjustment method was used. The detailed procedure for
adjusting the curve is presented in reference [22].

4.2.3.1. Inlet temperature variation scenario

The inlet temperature variation case is considered in this section, and the fluid mass flow rate is
set to a constant value. For the cross-flow heat exchanger model considered in this work, the hot
fluid is modeled as the supply fluid and as the Cmin fluid. Based on Eq. (17), the variation in the
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heat source modules are used to represent the supply fluid inlet temperature and mass flow
rate. The user is able to manipulate the parameters in the linear heat source module and
material setting in the solid rods module to correlate it to the governing equation (Eq. (15)) of
methodology II.

4.2.3. Model verification

It was mentioned that the lumped capacitance term is dominated by the capacitance of the heat
exchanger coil and the two fluids, as well as their corresponding weight. For modeling verifi-
cation purposes, a method was used to adjust the estimated thermal properties initially con-
sidered in the model, instead of deriving the actual lumped capacitance value. A method for
lumping the three capacitance terms is a comprehensive study, which requires developing a
complex physical correlation. In addition, it may vary from case to case. Basically, when using
a lumped capacitance value, it should have the same impact on the heat exchanger transient
response. Therefore, the curve adjustment method was used. The detailed procedure for
adjusting the curve is presented in reference [22].

4.2.3.1. Inlet temperature variation scenario

The inlet temperature variation case is considered in this section, and the fluid mass flow rate is
set to a constant value. For the cross-flow heat exchanger model considered in this work, the hot
fluid is modeled as the supply fluid and as the Cmin fluid. Based on Eq. (17), the variation in the
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fluid inlet temperature either Th and/or Tc will impact the left side of the equation. The effective-
ness and Cmin are constant values, since the fluid mass flow rate is set at a constant value.

� εCmin � ðTh, in � Tc, inÞ ¼ �εCmin � ðTa, in � Tw, inÞ ¼ _mcpðTa,out � Ta, inÞ þ ðpVcpÞheat exchanger
·
∂Theat exchanger

∂t
(17)

The analytical and numerical solutions of the thermal dynamic model shown in Eqs. (2)–(4) are
used to verify the compact model shown in Eq. (17). A hot fluid inlet temperature step change
scenario is used as an example in this section. Figure 13 shows several sets of results, including
the CFD modeling results, which are illustrated by solid lines, the analytical results presented
in reference [8], which are indicated by discrete round black points, and the numerical results,
which are plotted in dashed lines. The detailed information of each case is shown in the figure
legend. It can be seen that the three sets of solutions are in good agreement for the case NTU =
1.5. It needs to be noted that axial dispersion is dismissed in both the numerical results and the
analytical solution. It has been concluded in references [8, 25–27] that the primary fluid
responds immediately, with no time delay to the sudden variation applied at the inlet. It also
has been concluded that the axial dispersion has a clear impact on the fluid dynamic perfor-
mance, when the NTU value is larger than 2. It can be seen in Figure 13 that the CFD model
results are in good agreement with the numerical solution. By comparing the two NTU = 2
cases (with and without axial dispersion), it can be seen that both the steady-state and tran-
sient performances of the outlet temperatures are influenced by the axial dispersion. Even for
the same modeling case (NTU = 2), since the numerical results are used to calculate the ε or the
coefficient value used in the CFD model, the CFD modeling results are different. It is seen that
the CFD curve responds rapidly at the early response for the two NTU = 2 cases. Similar
performance has been presented in reference [28].

Figure 13. Comparison of the CFD modeling results with analytical and numerical solutions.
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4.2.4. Fluid mass flow rate variation scenario

4.2.4.1. Mass flow rate variation-based transient effectiveness

It has been discussed in the previous section that modeling a case that involves fluid mass flow
rate changes is more complicated than modeling a fluid inlet temperature variation, due to the
changing in the heat transfer coefficient. Therefore, the impact of the fluid mass flow rate
variation on the heat transfer coefficient should be considered. In this section, both the hot fluid
and the cold fluid inlet temperatures are considered as constant. In Eq. (18), ε0m is defined as a
time-dependent variable and it represents the effectiveness changes due to fluid mass flow rate
variations. The term Cmin is also a variable in the cases that the Cmin fluid mass flow rate changes.

� ε0mCmin � ðTh, in � Tc, inÞ ¼ �ε0mCmin � ðTa, in � Tw, inÞ ¼ _mcpðTa,out � Ta, inÞ þ ðpVcpÞheat exchanger
·
∂Theat exchanger

∂t
(18)

It is important for modeling the heat exchanger transient response to correctly characterize the
effectiveness due to variations in the fluid mass flow rate, and in the corresponding heat
transfer coefficient. Based on the steady-state ε-NTU results, different steady-state mass flow
rates and heat transfer coefficients govern the NTU values. Thus, the ε value changes due to
the variation of NTU. This concept is extended to a “mass flow rate variation based” transient
effectiveness. Due to the mass flow rate variation, the heat transfer coefficient changes are
denoted by theNTU0 value in Eq. (19). In addition, mass flow rate variations lead to changes in
the heat capacity rate ratio (E0), as in Eq. (20). The detailed mathematical procedure is
presented in reference [22]. Then the “mass flow rate based transient effectiveness (εm0)”
concept is defined by extending the theoretical steady-state correlation of ε and NTU to the
transient case. The theoretical steady-state correlations are shown in Eqs. (21) and (23) for a
cross-flow heat exchanger and for a counter-flow heat exchanger, respectively. By integrating
the NTU0 and E0 equations (Eqs. (19) and (20)), the mass flow rate variation-based transient
effectiveness can be expressed as Eqs. (22) and (24). They are designated as the ε-NTU transient
theoretical correlations. The transient theoretical correlations are used to calculate the
corresponding mass flow rate based transient effectiveness under the corresponding mass flow
rate variations for the CFD heat exchanger models.

NTU0 ¼ ðmcpÞmin

ðm0cpÞmin
� rβc �

ðrβh þ R � rβhÞ
rβc þ R � rβh

�NTU (19)

E0 ¼ ðm0cpÞh
ðm0cpÞc

¼ rh
rc
E (20)

For a unmixed-unmixed cross-flow heat exchanger

ε ¼ 1� exp
NTU0:22

E
½ exp ð�E �NTU0:78Þ � 1�

( )
(21)
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NTU0 ¼ ðmcpÞmin

ðm0cpÞmin
� rβc �
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�NTU (19)

E0 ¼ ðm0cpÞh
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NTU0:22

E
½ exp ð�E �NTU0:78Þ � 1�

( )
(21)
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ε0m ¼ 1� exp
NTU0:22

E
exp �E �NTU00:78

� �h i( )
(22)

For a counter cross-flow heat exchanger

ε ¼ 1� exp ½�NTU � ð1� EÞ�
1� E0 � exp ½�NTU � ð1� EÞ� (23)

ε0m ¼ 1� exp ½�NTU0 � ð1� E0Þ�
1� E0 � exp ½�NTU0 � ð1� E0Þ� (24)

Two methodologies have been developed based on the transient effectiveness methodology.
The first transient effectiveness is the temperature-based transient effectiveness, or full tran-
sient effectiveness. The second transient effectiveness is denoted as the mass flow rate based
transient effectiveness method, or partial transient effectiveness. The major difference between
the two transient effectiveness models is that the partial transient effectiveness only considers
the impact of the variations in the fluid mass flow rate and the corresponding heat transfer
coefficient, and thermal capacitance effects are dismissed.

4.2.4.2. Verification with numerical solution of thermal dynamic model

An example is selected here to perform the CFD compact model verification in modeling fluid
mass flow rate changes. A set of numerical solutions for the thermal dynamic models are used.
Two variation cases are considered: they are a ramp increase in the cold fluid mass flow rate,
and a ramp increase in the hot fluid mass flow rate. To show the difference between the two
modeling methodologies, both the full transient effectiveness and partial transient effective-
ness are presented together. This difference can be seen clearly in Figure 14, between the two
effectiveness models which are calculated using Eqs. (1a) and (22) for the same variation case.
It is found that the hot fluid mass flow rate variation leads a larger difference between the two
final steady states, which is not seen for the cold fluid mass flow rate variation case. One
possible reason is that the hot fluid is modeled as the Cmin fluid. Therefore, Eq. (19) is used to
calculate NTU0. Based on Eq. (19), rh may result in a larger impact on the NTU0 value than on rc.
The temperature results are plotted in Figure 15, and the hot fluid outlet temperatures are used
to compare with the previously verified numerical solutions. It can be seen that the compact
modeling results are in good agreement with the numerical solutions.

4.2.4.3. Validation with transient experimental data

Several experimental data presented in reference [29] are used to validate the modeling meth-
odology. It needs to be mentioned that the data shown in reference [29] is for a counter-flow
heat exchanger. By considering the CFDmodel as a black box, the counter-flow heat exchanger
is modeled using the same model as the cross-flow heat exchanger, with proper modification
for the model dimensions. In terms of calculating the partial transient effectiveness, Eq. (24) is
used.
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The mass flow rate variation magnitude was considered as rh = 1.56/0.45 and applied to the hot
fluidmass flow rate. The analytical solution presented in reference [29] is also plotted in the same
figure. Therefore, Figure 16 shows the experimental data, the CFD modeling results, and the
analytical results. In addition, the effect of the lumped specific heat used in the current compact
model is studied. Eq. (25) represents the nondimensional Peclet number. This number is used to
represent the ratio of the thermal energy transported to the other fluid through convection to the
energy conducted within the fluid. A small PeL value represents a stronger conduction effect. A
large PeL value indicates that the impact of axial conductance is minimal. In the current CFD
model, when using a relatively large heat exchanger specific heat, the axial dispersion effect can
be reduced significantly. Therefore, the set point of the specific heat value has a major impact on
the conductance. It can be seen in Figure 16 that the solutions are in good agreement. When the
axial dispersion impact is considered in the CFD model, the corresponding results are in good

Figure 14. Transient effectiveness of the hot fluid under mass flow rate ramp change.

Figure 15. Outlet temperature of the hot fluid.
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agreement with the experimental data. When the axial dispersion impact is neglected in the CFD
model, the corresponding results are in good agreement with the analytical solution. The impact
of axial dispersion can be seen clearly in delaying the transient response.

PeL ¼ UL
k=ρCp

¼ UL � _mcp
k

(25)

4.3. Summary

In this section, the transient effectiveness concept is used to develop heat exchanger modeling
methodologies. Detailed development procedures are provided. The first method is to extend
the steady-state effectiveness concept to a transient concept, and the calculation of this tran-
sient effectiveness is based on the actual temperature results. This method can be used to
integrate the numerical and analytical solutions and experimental data into the CFD model.
The second modeling method is to extend the steady-state theoretical correlation ε-NTU to a
transient correlation. This method is then used for developing CFD compact transient heat
exchanger models for modeling the scenario that fluid mass flow rates change. This section
provides a comprehensive summarization of the compact modeling methodology validation.
Experimental data, analytical solutions, and numerical solutions are used to compare with the
compact modeling results. The results show that the transient effectiveness-based CFD com-
pact models are in good agreement with the experimental data and analytical solutions for
different variation scenarios, including fluid inlet temperature changes, fluid mass flow rate
changes, and combinations of multiple variations cases.

5. Conclusion

The aim of this chapter is to provide a comprehensive review of the transient effectiveness
methodology for heat exchanger analysis. This chapter provides a thorough connection of all
the transient effectiveness-related knowledge/work. Novel transient effectiveness methodologies

Figure 16. Fluid outlet temperature under mass flow rate step change, case 1.
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for studying heat exchanger transient characterization are introduced, and a detailed analytical,
numerical, and experimental study of these models is presented. Mathematical models, analyti-
cal and numerical analysis, experimental testing, and validating studies provide a better under-
standing of the transient effectiveness methodology. It is shown that the transient effectiveness
methodology is very useful for thermal dynamic characterization of heat exchangers and the
development of compact/CFD transient models. In addition, it is found that methodology is also
useful for analyzing cooling system transient experimental results.

The transient effectiveness curves represent both the heat exchanger dynamic behavior and the
corresponding boundary conditions on a single curve. It depicts the heat exchanger transient
response in a more comprehensive manner, when compared with outlet temperature curves.

The transient effectiveness methodology is shown to be useful for characterizing the thermal
capacitance effects of the entire system, as well as each component, during transient events.
The transient effectiveness curves clearly capture the transient response and the impact of
thermal capacitance on each heat exchanger unit.

Two CFD compact modeling methodologies are developed and validated, namely a full tran-
sient effectiveness methodology and a partial transient effectiveness methodology. These two
compact models are accurate and fast, and can be integrated into large scale models, such as
system/building level models.
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Nomenclature

Roman letter symbols

cp fluid specific heat, J/kg�K
Cwall specific heat of the wall of HX, J/kg�K
Cmin minimum capacity rate fluid
Cmax maximum capacity rate fluid
E heat capacity rate ratio, (mcp)h/(mcp)c
D dimension
k thermal conductivity, W/m�K
L length of heat exchanger, m
_m mass flow rate, kg/s
M mass of the wall (core) of heat exchanger, kg
NTU number of transfer units
NTU0 time dependent NTU due to mass flow rate variation
R conductance ratio, (hA)h/(hA)c
r mass flow rate variation ratio, r = m0/m
T dimensionless temperature
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V capacitance ratio
C flow-stream capacity rate
Q/q heat transfer rate
X, Y dimensionless length
t dimensionless time
RPM revolution per minute
GPM gallon per minute
CFM cubic feet per minute

Dimensionless groupings

PeL Peclet number

Greek letter symbols

τ time, s
ρ density, kg/m3

β constant number, 0.8
ε effectiveness
εT0 temperature dependent transient effectiveness/full transient effectiveness
εm0 mass flow rate dependent transient effectiveness/partial transient effectiveness

Subscripts

h hot fluid
c cold fluid
wall coil and fin of heat exchanger
a air
w water
in inlet
out/o outlet
max maximum
min minimum
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Abstract

In this chapter, two-dimensional mixed convection heat transfer in a laminar cross-flow
from two heated isothermal semicircular cylinders in tandem arrangement with their
curved surfaces facing the oncoming flow and confined in a channel is studied numer-
ically. The governing equations are solved using the control-volume method on a
nonuniform orthogonal Cartesian grid. Using the immersed-boundary method for fixed
Reynolds number of ReD ¼ uDD=υ ¼ 200, Prandtl number of Pr ¼ 7, blockage ratio of
BR ¼ D=H ¼ 0:2 and nondimensional pitch ratio of σ ¼ L=D ¼ 3, the influence of
buoyancy and the confinement effect are studied for Richardson numbers in the range
−1 ≤Ri ≤ 1. Here, uD is the average longitudinal velocity based on the diameter of the
semicylinder. The variation of the mean and instantaneous nondimensional velocity,
vorticity and temperature distributions with Richardson number is presented along
with the nondimensional oscillation frequencies (Strouhal numbers) and phase-space
portraits of flow oscillation from each semicylinder. In addition, local and averaged
Nusselt numbers over the surface of the semicylinders are also obtained. The results
presented herein demonstrate how the buoyancy and wall confinement affect the wake
structure, vortex dynamics and heat transfer characteristics.

Keywords: bluff bodies, tandem arrangement, blockage ratio, interference effects, wall
effects

1. Introduction

The flow and heat transfer past bluff bodies of various cross-sectional geometries is important
because of advances in heat exchanger technology, cooling of electronic components and chips
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of different shapes and sizes. Although the majority of these studies have focused on studying
the cross-flow past bluff bodies such as cylinders of circular [1–6], elliptic [7–10], rectangular
[11–15] and square cross-sections [16–20], there are fewer studies on the semicircular cylinder
geometry [21–24]. Gode et al. [25] studied numerically the momentum and heat transfer
characteristics of a two-dimensional (2D), incompressible and steady flow over a semicircular
cylinder and pointed out that the wake ceases to be steady somewhere in the range of
120 ≤Re ≤ 130. Boisaubert and Texier [26] performed solid tracer visualizations to assess the
effect of a splitter plate on the near-wake development of a semicircular cylinder for Reynolds
numbers of Re ¼ 200 and 400 and three splitter plate configurations. Their results show that
for Re ¼ 400, the splitter plate causes an increase in near-wake length, a decrease in near-wake
maximum width, a secondary vortex formation and a decrease of the maximum velocity in the
recirculating zone, while for Re ¼ 200, the near-wake keeps its symmetry and vortex shedding
is inhibited. Nalluri et al. [27] solved numerically the coupled momentum and energy equa-
tions for buoyancy-assisted mixed convection from an isothermal hemisphere in Bingham
plastic fluids and reported results for streamline and isotherm contours, local and mean
Nusselt number as a function of the Reynolds, Prandtl, Richardson and Bingham numbers.
Bhinder et al. [28] studied numerically the wake dynamics and forced convective heat transfer
past an unconfined semicircular cylinder at incidence using air as the working fluid for
Reynolds numbers in the range of 80 ≤Re ≤ 180 and angles of incidence in the range of
0o ≤α ≤ 180o. Based on the flow pattern and the angle of incidence, they identified three flow
distinct zones and proposed a correlation for the Strouhal and averaged Nusselt number as a
function of Re and α. Chandra and Chhabra [29] performed a numerical study to assess the
flow and thermal characteristics from a heated semicircular cylinder immersed in power-law
fluids under laminar free and mixed convection for the case of buoyancy-assisted flow. Their
results show that as the value of the Richardson and Reynolds numbers increase, the drag
coefficient shows a monotonic increase and that the average Nusselt number increases with an
increase in the value of the Reynolds, Prandtl and Richardson numbers.

The foregoing survey of literature reveals that although the great majority of research for the
flow and heat transfer past a heated hemisphere in cross-flow has been made for an unbounded
domain, there are relatively few studies that deal with the investigation of the blockage con-
straints present in the confined hemisphere problem. Kumar et al. [30] performed a numerical
analysis to investigate the forced convection of power-law fluids (power-law index varying from
0.2 to 1.8) around a confined heated semicircular cylinder for Reynolds numbers between 1 and
40 and Prandtl number of 50. They assessed the effects of blockage ratios ranging from 0.16 to
0.50 and found that for a fixed value of Re, the length of the recirculation zone decreased with an
increase in the value of n and that the drag coefficients and the averaged Nusselt number
increased with increasing blockage ratio for any value of n.

From the foregoing discussion, it is clear that no prior results are available on the flow and heat
transfer characteristics past a confined tandem hemisphere array under buoyancy-assisted and
buoyancy-opposing conditions. This study aims to fill this void in the existing literature. In this
work, we numerically investigate the transient fluid flow and thermal characteristics in the
mixed convection regime around two isothermal semicylinders of the same diameter in
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tandem arrangement confined inside a vertical channel of finite length using fixed Reynolds
and Prandtl numbers, fixed blockage ratio and gap width and several values of the buoyancy
parameter (Richardson number).

2. Formulation of the problem

2.1. Governing equations and boundary conditions

Consider a 2D steady, Newtonian, incompressible Poiseuille flow fluid with a mean main-
stream velocity u0 at the entrance of a vertical duct over infinitely long semicylinders of
diameter D placed symmetrically between two parallel plane walls as shown schematically
in Figure 1. A system of Cartesian coordinates ðx, yÞ is used with its origin located at the
centre point of the upstream hemisphere. The length and height of the computational
domain are defined in terms of the axial and lateral dimensions (Ltot ¼ 30D and H, respec-
tively). The pitch-to-diameter ratio is σ ¼ L=D ¼ 3 and the blockage ratio BR ¼ D=H ¼ 0:2,
where L is the longitudinal spacing between semicylinders. The upstream hemisphere is
placed at a distance of 5:5D from the inlet to its centre and at a distance S1 ¼ 24:5D from its
centre to the outflow boundary. These values were chosen as they were estimated to be
sufficiently large to allow the wake behind the downstream semicylinder to develop prop-
erly and to exit the domain without producing observable reflections. The forced flow enters
the channel at ambient temperature T0, and the semicylinders have a wall temperature of
Tw. Flow rectifiers are placed at the channel exit producing a parallel flow at x ¼ S1. The
thermophysical properties of the fluid are assumed to be constant except for the variation of
density in the buoyancy term of the axial momentum equation (Boussinesq approximation)
and the effect of viscous dissipation is neglected. Using the vorticity (Ω ¼ ∂V=∂X− ∂U=∂Y)
and stream function formulation (U ¼ ∂ψ=∂Y, V ¼ −∂ψ=∂X), the flow is described by the
nondimensional equations

∂2ψ

∂X2 þ
∂2ψ

∂Y2 ¼ −Ω; (1)

∂Ω
∂τ

þ ∂ψ
∂Y

∂Ω
∂X

−
∂ψ
∂X

∂Ω
∂Y

¼ 1
Re

∂2Ω

∂X2 þ
∂2Ω

∂Y2

� �
þ Ri

∂θ
∂Y

, (2)

∂θ
∂τ

þ ∂ψ
∂Y

∂θ
∂X

−
∂ψ
∂X

∂θ
∂Y

¼ 1
RePr

∂2θ

∂X2 þ
∂2θ

∂Y2

� �
: (3)

where V ¼ ðU,VÞ is the dimensionless velocity vector and θ is the dimensionless temperature. In
Eqs. (1)–(3),U andV are theX andY componentsofV, respectively.All velocity components are scaled
with the oncomingmean bulk velocity u0; the longitudinal and transverse coordinates are scaledwith
the semicylinder diameterD; the time is scaledwith the residence timeD=u0, τ ¼ tu0=D; the temper-
ature is normalized as θ ¼ ðT−T0Þ=ðTw−T0Þ. In the above equations, the nondimensional parameters
are the Reynolds number, Re ¼ u0D=ν, the Prandtl number Pr ¼ ν=α and the Richardson number,
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Ri ¼ gβðTw−T0ÞD=u20, respectively (frequently, instead of using the Richardson number, the Grashof

number is employed,Gr ¼ RiRe2 ¼ gβðTw−T0ÞD3=ν2Þ. Here, g is the acceleration due to gravity, α is
the thermaldiffusivity,β is the thermal expansioncoefficientof the fluidand ν is thekinematicviscosity.

Eqs. (1)–(3) have to be solved with the following boundary conditions:

The inflow boundary is specified by a developed velocity profile at the channel inlet

ψ−1=2½1=BRþ 3Y−4ðBRÞ2Y3� ¼ Ω−12ðBRÞ2Y ¼ θ ¼ 0, (4)

For the channel walls, ψ ¼ 0, þ 1=BR at the left
�
Y ¼ −1=ð2BRÞ� and right walls

�
Y ¼ þ1=

ð2BRÞ�, respectively. Vorticity at the walls is evaluated using Thom’s first-order formula [31],

Figure 1. Schematic diagram of the computational domain and the configuration of the semicylinders inside the channel
at BR ¼ 0:2 and σ ¼ 3.
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Ωw ¼ 2ðψwþ1−ψwÞ=Δn2, (5)

where Δn is the grid space normal to the wall. Adiabatic channel walls are assumed, ∂θ=∂Y ¼ 0.

Homogeneous Neumann-type boundary conditions are adopted at the channel exit, provided
that the outlet boundary is located sufficiently far downstream from the region of interest.

∂ψ=∂Xjx¼s1 ¼ ∂2ψ=∂X∂Yjx¼s1 ¼ ∂θ=∂Xjx¼s1 ¼ 0, (6)

At the surface of the semicylinders,

Ω−2ðψwþ1−ψwÞ=Δn2 ¼ θ−1 ¼ 0: (7)

No-normal and no-slip boundary conditions are enforced at the surface of each semicylinder.
Due to the fact that the value of the stream function is an unknown constant along the surface of
each hemisphere, its value is determined at each time step as part of the solution process [32].

With the temperature field known, the rate of heat flux qj is obtained in nondimensional formwith

the local Nusselt number Nuj, with j ¼ 1, 2 for the upstream and downstream semicylinder,
respectively. The local Nusselt numbers are evaluated from the following equation

NujðS, τÞ ¼
jqjðS, tÞjD
ðTw−T0Þk ¼ ∂θ

∂n

�����

�����
S

(8)

where k is the thermal conductivity of the fluid and S is the surface of the immersed
semicylinders. The surface-averaged (mean) Nusselt number is obtained by integrating the
local Nusselt number along the surface of each semicylinder

NujðτÞ ¼ 1
S

ð

S

NujðS, τÞdS (9)

2.2. Numerical solution

The governing equations are discretized using the power-law scheme described by Patankar
[33] using a nonuniform staggered Cartesian grid with local grid refinements near the
immersed semicylinders and near the channel walls. Eqs. (1)–(3) along with their
corresponding boundary conditions are solved using a finite volume-based numerical method
developed in Fortran 90 using parallel programming (OpenMP). Internal flow boundaries in
the flow field are specified using the immersed boundary method [34]. For all computations,
water is used as the cooling agent ðPr ¼ 7Þ. A stringent convergence criteria of the dependent
variables of 1×10−7 is used, with an optimal time step of Δτ ¼ 5×10−4. A fully developed base
flow is assigned as the initial value to each grid point in the domain, which physically means
that both semicylinders are introduced into an isothermal fully developed cross-flow. For a
given value of the Richardson number, computation is started immediately after the sudden
imposition of a uniform wall nondimensional temperature from 0 to 1 on both semicylinders at
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time τ ¼ 0. Transient calculations are performed up to 500 nondimensional time units. In order
to make comparisons with experimental results obtained on what are effectively unbounded
domains, Chen et al. [35] defined a Reynolds number, ReD ¼ uDD=ν, where

uD ¼ 1
D

ðD=2

−D=2

uðyÞdy: (10)

In Eq. (10), u is the vertical component of the velocity field specified on the upstream boundary
and uD is the average longitudinal velocity based on the diameter of the semicylinder. The
accuracy of the numerical algorithm was tested by comparing results of the mean Nusselt
number against available analytical [2] and numerical results [35] for the standard case of a
symmetrically confined isothermal circular cylinder in a plane channel. Details about the numer-
ical solution, validation of the algorithm and the grid employed can be found elsewhere [36, 37].

3. Results and discussion

The numerical results presented in this work correspond in all cases to ReD ¼ 200, Pr ¼ 7,
BR ¼ 0:2, and σ ¼ L=D ¼ 3. In this section, results are presented for the mean and instanta-
neous flow and thermal characteristics under varying thermal buoyancy. For clarity, only a
portion of the computational domain is shown. The images display (from left to right) the
nondimensional longitudinal and transverse velocity components with superimposed stream-
lines, the nondimensional vorticity field and the temperature field with superimposed velocity
profiles. The color scales below each image map the velocity, vorticity and temperature con-
tours, with red/yellow coloration representing positive vorticity or counterclockwise fluid
rotation and the green regions reflecting a lack of rotational motion.

3.1. Response characteristics for assisting flow ðRi ¼ −1Þ
In this section, the response characteristics for assisting flow are presented. Figure 2 shows the
resulting nondimensional mean flow and thermal profiles at Ri ¼ −1 ðGr ¼ −4×104Þ, illustrating
how the relatively narrow wake of the upstream semicylinder reattaches at the forebody of the
downstream semicylinder. Here, the near wake of the latter is clearly shorter and narrower and an
increase in the longitudinal velocity component is observed at the central part of the channel
ðY ¼ 0Þ toward the downstream direction. The third strip illustrates how for the cooling process,
the flow pattern is slightly asymmetric and the peak vorticity values are particularly large.

Figure 3 shows typical instantaneous flow and thermal patterns for Ri ¼ −1, illustrating how
small amplitude flow oscillation takes place within the gap, while Kármán vortices of relatively
small size are shed from the rear face of the downstream semicylinder. The third strip shows
how the interaction between the shear layers generated at the surface of both semicylinders and
the channel walls increases toward the downstream direction and reaches a peak at a location of
X≈7.
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Figure 4 shows the time variations of the nondimensional longitudinal and transverse
velocity components at the symmetry plane and selected positions inside the channel.
Clearly, the velocity fluctuations depict a harmonic behavior after a short induction time of
τe100. The inset of the top and bottom left images illustrates how the recirculation zone
within the gap depicts small amplitude oscillations at a location of ðX,YÞ ¼ ð1:5, 0Þ, while the
maximum amplitude of the velocity fluctuations is reached at a downstream position of
ðX,YÞ ¼ ð4:5, 0Þ.

Figure 2. Nondimensional mean flow values at ReD ¼ 200, BR ¼ 0:2, σ ¼ 3 and Ri ¼ −1 ðGr ¼ −4×104Þ. From left to right:
U and V velocity, Ω vorticity and θ temperature fields, respectively.

Figure 3. Nondimensional near wake patterns of instantaneous velocity, vorticity and temperature contours at ReD ¼ 200,
BR ¼ 0:2, σ ¼ 3, and Ri ¼ −1 ðGr ¼ −4×104Þ. From left to right: U and V velocity, Ω vorticity and θ temperature fields,
respectively.

Unsteady Mixed Convection from Two Isothermal Semicircular Cylinders in Tandem Arrangement
http://dx.doi.org/10.5772/66692

227



3.2. Response characteristics for isothermal flow ðRi ¼ 0Þ
Figure 5 shows the nondimensional mean flow values for an isothermal flow ðRi ¼ 0Þ. In
the absence of buoyancy, the mean flow solution is symmetric. Although the recirculation
zone of the upstream semicylinder still occupies the total space within the gap, its width
is now larger than the semicylinder diameter. In addition, the length of the near wake of
the downstream semicylinder extends to X≈4:5 and a slight decrease in vorticity strength
takes place.

Figure 6 shows typical instantaneous patterns of velocity and vorticity illustrating how vortex
shedding takes place at the rear of the downstream semicylinder. The third strip illustrates
how in the absence of buoyancy, the interaction between the shear layers generated by the
upstream semicylinder and the confining walls reduces.

Figure 7 shows the time variations of the nondimensional longitudinal and transverse velocity
components at the symmetry plane and selected positions inside the channel. This image
shows how after an induction time of τe120, flow oscillation within the gap and downstream
of the lower semicylinder depict a nice harmonic behavior. Here, the amplitude of the oscilla-
tions reaches a peak at a location of ðX,YÞ ¼ ð5:5, 0Þ and decreases toward the downstream
direction.

Figure 4. Time variations of the nondimensional longitudinal and transverse velocity components as a function of the
nondimensional time at Ri ¼ −1 ðGr ¼ −4×104Þ. The extracted data is obtained at the symmetry plane and several X
positions.
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Figure 4. Time variations of the nondimensional longitudinal and transverse velocity components as a function of the
nondimensional time at Ri ¼ −1 ðGr ¼ −4×104Þ. The extracted data is obtained at the symmetry plane and several X
positions.
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Figure 6. Nondimensional near-wake patterns of instantaneous velocity and vorticity contours for the unheated
semicylinders at ReD ¼ 200, BR ¼ 0:2, σ ¼ 3, and Ri ¼ 0. From left to right: U and V velocity and Ω vorticity fields,
respectively.

Figure 5. Nondimensional mean flow values for the unheated semicylinders at ReD ¼ 200, BR ¼ 0:2, σ ¼ 3, and Ri ¼ 0.
From left to right: U and V velocity and Ω vorticity fields, respectively.

Unsteady Mixed Convection from Two Isothermal Semicircular Cylinders in Tandem Arrangement
http://dx.doi.org/10.5772/66692

229



3.3. Response characteristics for opposing flow ðRi ¼ 1Þ
In this section, the response characteristics for opposing flow are presented. Figure 8 shows the
nondimensionalmean flowvalues atRi ¼ 1 ðGr ¼ 4 ×104Þ. Clearly, because of the presence of flow
reversal, the width of the symmetric recirculation zone present within the gap and at the rear of the
downstreamsemicylinder increases.As a result, the blockage effect is enhanced and the longitudinal
velocity component reaches peakvalues close to the semicylinders.Notehowdue to secondary flow,
both recirculation zones behind each semicylinder have approximately the same size. Also, because
of the presence of relatively strongupward flowwithin the gap, a bridge that reconnects the thermal
layers of both semicylinders increases buoyancy strength and vorticity strength reduces.

Figure 9 shows a typical instantaneous flow and thermal pattern at Ri ¼ 1 ðGr ¼ 4 ×104Þ,
illustrating how the shedding process changes in the presence of flow reversal. Here, the
recirculation zone within the gap impinges the forebody of the downstream semicylinder and
pairs periodically with the vortices shed by the downstream semicylinder. Note how because of
the presence of relatively high upward flow, the downstream semicylinder sheds typical Kármán
vortices of relatively large size. The third strip illustrates how vorticity contours become more
complex toward the downstream direction. Here, A highlights how wall vorticity merges with
downstream vortices with the same sign. The fourth strip shows how the total surface of the
downstream semicylinder is completely surrounded by upward flow that produces a thermal
plume at the upper stagnation point of the lower hemisphere. As such, heat transfer decreases
because of the presence of relatively high temperature fluid within the gap.

Figure 7. Time variations of the nondimensional longitudinal and transverse velocity components as a function of the
nondimensional time at ReD ¼ 200, BR ¼ 0:2, σ ¼ 3, and Ri ¼ 0. The extracted data is obtained at the symmetry plane and
several X positions.
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Figure 8. Nondimensional mean flow vales at ReD ¼ 200, BR ¼ 0:2, σ ¼ 3, and Ri ¼ 1 ðGr ¼ 4 ×104Þ. From left to right:U
and Vvelocity, Ω vorticity and θ temperature fields, respectively.

Figure 9. Nondimensional near-wake patterns of instantaneous velocity, vorticity and temperature contours at ReD ¼ 200,
BR ¼ 0:2, σ ¼ 3, and Ri ¼ 1 ðGr ¼ 4 ×104Þ. From left to right:U and Vvelocity,Ω vorticity and θ temperature fields, respectively.
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Figure 10 shows the time variations of the nondimensional longitudinal and transverse veloc-
ity components at the symmetry plane and selected longitudinal positions inside the channel.
Clearly, time-periodic flow oscillation sets in after an induction time. The inset of the lower left
image shows how the recirculation zone within the gap depicts periodic flow oscillation of
relatively small amplitude.

3.4. Strouhal number and phase space plots

The left images in Figure 11 show (from top to bottom) the normalized spectrum of the
transverse velocity component as a function of the nondimensional frequency (Strouhal num-
ber), St ¼ f D=u0 for Ri ¼ −1, 0 and 1, respectively.

These images show how for Ri ¼ −1, 0 and 1 and for selected locations within the gap and
downstream of the lower semicylinder, there is a sharp peak at St ¼ 0:32111, 0:29448, and
0:22295, respectively, indicating that the wake vortex shedding of both semicylinders is
time-periodic and is dominated by a single fundamental frequency. These images exem-
plify how for the three values of the buoyancy parameter studied, the recirculation zone
of the upstream semicylinder locks on to the shedding frequency of the downstream one.
In addition, these images show how the Strouhal number decreases for increasing values
of the buoyancy parameter. The right images in Figure 11 show the corresponding phase-
space relation between the longitudinal and transverse velocity signals after the vortex
shedding reaches an established periodicity. The inset of these figures describe the fluctu-
ations at a location of ðX,YÞ ¼ ð1:5, 0Þ. For all cases, the single orbit with a double loop

Figure 10. Time variations of the nondimensional longitudinal and transverse velocity components as a function of the
nondimensional time at ReD ¼ 200, BR ¼ 0:2, σ ¼ 3, and Ri ¼ 1 ðGr ¼ 4 ×104Þ. The extracted data is obtained at the
symmetry plane and several X positions.
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illustrates how the periodic alternate shedding of vortices takes place at the space within
the gap and downstream of the lower semicylinder.

Figure 11. ReD ¼ 200, BR ¼ 0:2, σ ¼ 3, and Ri ¼ −1, 0 and 1. Left images: Normalized spectrum of the longitudinal and
transverse velocities. Right images: Phase-space plot of the longitudinal velocity signal as a function of the transverse
velocity signal.
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4. Heat transfer

In this section, the heat transfer characteristics of the semicylinder array are presented for
buoyancy assisting and opposing flow.

4.1. Local Nusselt numbers

Figures 12a and b show representative distributions of the local Nusselt number defined in
Eq. (8) over the curve length A-B-C-D (body contour of each semicylinder) for Ri ¼ −1 and
Ri ¼ 1, respectively. In these figures, the broken and continuous lines correspond to the
upstream and downstream semicylinder, respectively. For assisting/opposing buoyancy,
when the warm/cold downward flow impinges the front stagnation point of the upstream
semicylinder, the temperature gradient is maximum and the local Nusselt number reaches
its peak value at point C. Beyond point C, as the warm/cold downward-flowing fluid travels
through the front half of the semicylinder along the surface B-C-D, it yields/picks up thermal
energy and the local Nusselt number gradually decreases toward points B and D. The cold/
warm upward flow present between both semicylinders impinges the rear of the upstream
one, a local maximum is reached at point A and a progressive increase in the local Nusselt
number is observed over the curve length B-D. Depending on whether buoyancy assists/
opposes the flow and because of the presence of the recirculation zone within the gap that
yields/picks up thermal energy from the wake of the upstream semicylinder, a local mini-
mum of the local Nusselt number is reached at the front stagnation point of the downstream
semicylinder. Thus, the local Nusselt number beyond point C gradually increases toward
points B and D. As the flow detaches from the tip of the downstream semicylinder (points B
and D), the local Nusselt number reaches a local/global maximum for assisting/opposing
buoyancy, respectively.

4.2. Overall Nusselt number

Figure 13 shows the time variation of the surface-averaged Nusselt number of both
semicylinders with Richardson number. In these figures, the broken and continuous lines
correspond to the upstream and downstream semicylinder, respectively. Figure 13 shows
how the presence of the upstream semicylinder has a significant effect on the heat transfer
characteristics of the downstream semicylinder and lower heat transfer rates are achieved
by the latter. For clarity, in the inset of Figure 13, the value of the mean Nusselt number of
both semicylinders is plotted in a limited range of the nondimensional time, from τ ¼ 180 to
200. It is worth to mention that the discernible periodic oscillations of the mean Nusselt
number of the lower semicylinder are closely related to flow oscillation due to vortex
shedding for both cases.
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Figure 12. Distribution of the local Nusselt number on the surface of each semicylinder versus distance along each
semicylinder surface for ReD ¼ 200, BR ¼ 0:2, σ ¼ 3, and Ri ¼ −1 and 1, respectively.
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5. Conclusions

In this work, numerical simulations have been carried out to study the unsteady flow and
heat transfer characteristics around two identical isothermal semicylinders arranged in
tandem and confined in a channel. The blockage ratio, Prandtl number and pitch-to-
diameter are fixed at BR ¼ 0:2, Pr ¼ 7 and σ ¼ 3, respectively. Numerical simulations are
performed using the control-volume method on a nonuniform orthogonal Cartesian grid.
The immersed-boundary method is employed to identify the semicylinders confined
inside the channel. The influence of buoyancy has been assessed on the resulting mean
and instantaneous flow, vortex shedding properties, nondimensional oscillation frequen-
cies (Strouhal numbers), phase-space portraits of flow oscillation, thermal fields and local
and overall nondimensional heat transfer rates (Nusselt numbers) from each semicylinder.
Results show that in this parameter space, the flow patterns reach a time-periodic oscilla-
tory state, the recirculation zone of the upper semicylinder completely fills the space
within the gap and vortex shedding from the lower semicylinder occurs. For values of
the Richardson number of for Ri ¼ −1 and Ri ¼ 1, steady-state and time periodic oscilla-
tions of the mean Nusselt number are observed for the upstream and downstream
semicylinder, respectively.
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Figure 13. Time-evolution of the overall Nusselt numbers at ReD ¼ 200, BR ¼ 0:2, σ ¼ 3, and Ri ¼ −1 and Ri ¼ 1 for the
upstream (broken lines) and downstream (continuous lines) semicylinders, respectively.
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Nomenclature

BR blockage ratio, D=H
D semicylinder diameter (characteristic length)
f vortex shedding frequency (Hz)
g gravity acceleration
Gr Grashof number based on semicylinder diameter, Gr ¼ gβðTw−T0ÞD3=ν2

h local heat transfer coefficient
H width of computational domain
k thermal conductivity of fluid
L pitch (centre-to-centre distance between two semicylinders)
Ltot length of computational domain
n normal direction
Nu local Nusselt number (see Eq. (8))
Nu Average Nusselt number (see Eq. (9))
Pe Peclet number, Pe ¼ u0D=α
Pr Prandtl number, Pr ¼ ν=α
Re Reynolds number based on u0, Re ¼ u0D=ν
ReD Reynolds number based on uD, Re ¼ uDD=ν
Ri Richardson number based on semicylinder diameter, Ri ¼ Gr=Re2

S surface area of immersed semicylinders
S1 length from the origin to the channel outlet
St Strouhal number based on semicylinder diameter, St ¼ fD=u0
t time
T temperature
T0 fluid temperature at the channel inlet
Tw temperature at the surface of the semicylinders
u,v longitudinal and transverse velocity components, respectively
u0 mean fluid velocity at the channel inlet
uD average longitudinal velocity over the semicylinders (see Eq. (10))
U nondimensional longitudinal velocity component, U ¼ u=u0
V nondimensional transverse velocity component, V ¼ v=u0
x, y Cartesian rectangular coordinates
X nondimensional longitudinal coordinate, X ¼ x=D
Y nondimensional transverse coordinate, Y ¼ y=D

Greek symbols

α thermal diffusivity of fluid
β thermal volumetric expansion coefficient
μ dynamic viscosity
ν kinematic viscosity
ψ nondimensional stream function
Ω nondimensional vorticity
σ nondimensional pitch-to-diameter ratio, σ ¼ L=D
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θ nondimensional temperature, θ ¼ ðT−T0Þ=ðTw−T0Þ
τ nondimensional time

Subscripts

0 ambient or reference
1, 2 refers to the upstream and downstream semicylinder, respectively
w at the surface of the semicylinders
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Abstract

A common tool for the determination of thermal characteristics of vehicle radiators is the
experimental testing. However, experimental testing may not be feasible considering the
cost and labor-time. Basic understanding of the past experimental data and analytical/
computational modeling can significantly enhance the effectiveness of the design and
development phase. One such computational modeling technique is the utilization of
computational fluid dynamics (CFD) analysis to predict the thermal characteristics of a
vehicle radiator. However, CFD models are also not suitable to be used as a design tool
since considerable amount of computational power and time is required due to the multiple
length scales  involved in  the  problem,  especially  the  small-scale  geometric  details
associated with the fins. Although fins introduce a significant complexity for the problem,
the repetitive and/or regular structure of the fins enables the porous medium based
modeling. By porous modeling, a memory and time efficient computational model can
be developed and implemented as an efficient design tool for radiators. In this work, a
computational  methodology is  described to obtain the hydrodynamic and thermal
characteristics of a vehicle radiator. Although the proposed methodology is discussed in
the context of a vehicle radiator, the proposed methodology can be implemented to any
compact heat exchanger with repetitive fin structures which is an important problem for
many industrial applications.
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1. Introduction

One of the main components of a cooling system of an engine is a radiator. Vehicle radiators are
typically fin-and-tube-type compact heat exchangers (HXs) and composed of inlet manifolds,
outlet manifolds, tubes and fins as shown in Figure 1. Simply, a radiator works with two fluids
which are air and anti-freeze water mixture. Hot antifreeze water mixture flows through the
tubes, whereas cooling air flows through the fins resulting in heat exchange between both
streams.

Figure 1. A typical 4-row tractor radiator.

Due to the strong competition in the automotive industry, radiators with better performance
(higher cooling capacity, less hydrodynamic loss, less weight, etc.) have been desired. A
common tool for the determination of thermal characteristics of vehicle radiators is the
experimental testing. However, experimental testing may not be feasible considering the cost
and labor-time. Basic understanding of the past experimental data and analytical/computa-
tional modeling can significantly enhance the effectiveness of the design and development
phase. There are techniques available to analyze HXs such as log mean temperature difference
(LMTD) and effectiveness-NTU (ε-NTU). However, these techniques require some parameters
known a priori such as overall heat transfer coefficients and/or NTU relations for a given HX.
There are no general expressions for overall heat transfer coefficients and/or ε-NTU relations
valid for any HX. Therefore, these parameters need to be predicted either from analytical
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expressions [1], experimental data [2, 3] and/or computational models [3–6]. A priori knowl-
edge of these parameters is required for the designer. Therefore, implementation of LMTD
and/or ε-NTU is not feasible especially for vehicle radiators which may include custom-
designed fin configurations. Alternatively, computational fluid dynamics (CFD) analysis can
be applied to predict the thermal characteristics of a radiator. However, CFD analysis of a full-
size HX is not feasible due to extremely high number of cells required to resolve the complex
nature of the HXs; especially the fin structures. This point is more problematic when the
number of fins is high in the case of heavy-duty vehicle radiators. Although fins introduce a
significant complexity for the problem, the repetitive and/or regular structure of the fins
enables the porous medium based modeling. From computational point of view, this approach
offers some unique advantages. The complex fluid flow occurring through fins can be intro-
duced into the model through porous parameters. Although the determination of these porous
parameters requires a rigorous, detailed computational model with very fine mesh structure
especially within the regions mainly responsible for the fluid friction and heat transfer, this
modeling can be performed on a representative unit cell due to the repetitive nature of the
fins. Once these effects are included through the porous parameters, the mesh structure
simplifies dramatically and considering the whole geometry, the number of degree of freedom
of the system drops down to a feasible number (in the order of 10 millions). Besides, the porous
modeling does not require any boundary layer meshing since the friction and heat transfer
parameters are already included through the porous parameters.

1.1. Porous modeling

Porous modeling is governed by three models. The simplest model is the Darcy’s model which
is suggested by Henry Darcy (1856) during his investigations on hydrology of the water
supplies of Dijon [7]. Darcy’s equation is expressed as:
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where, Δp is the pressure drop, l is the pipe length, V is the average velocity, μ is the dynamic
viscosity and α is permeability of porous domain. Permeability depends on the fluid properties
and the geometrical properties of the medium. The dependence of the pressure drop on
velocity in the Darcy’s equation is linear; therefore, Darcy’s equation is applicable when the
flow is laminar. As the velocity increases, the dependence of the pressure drop on velocity
becomes non-linear due to drag caused by solid obstacles. At this point, there are two extended
models proposed in the literature namely Forchheimer and Forchheimer-Brinkman model. For
moderate Reynolds numbers, including nonlinear effects, pressure drop is defined as For-
chheimer’s equation [7]:
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where CF is the dimensionless form-drag constant and ρ is the density of the fluid. The first
term denotes the viscous characteristics of porous flow and the second term (also called
Forchheimer term) denotes the inertial characteristics. Lastly, Forchheimer-Brinkman model
includes additional Laplacian term in addition to Forchheimer’s equation. Forchheimer-
Brinkman model is expressed as [7]:

(3)

where  is the effective viscosity. In general, added Laplacian term (also known as Brinkman
term) resolves effects of the flow characteristics in a thin boundary layer at the near wall
regions. Strictly speaking, the last term becomes important for large porosity (ratio of the fluid
volume to the solid volume in a porous medium) values which means the effect is negligible
for many practical applications where typically porosity value is relatively small. Eq. (3)
without the quadratic term is known as extended Darcy (or Brinkman) model. Therefore,
Forchheimer-Brinkman model is the most general model, but the inclusion of the Brinkman
and Forchheimer term on the left-hand side can be questionable since the Brinkman term is
appropriate for large porosity values, yet there exists uncertainty about the validity of the
Forchheimer term at larger porosity values [7].

Velocity definition in porous modeling is specified by using two different descriptions:
superficial formulation and physical velocity formulation. Superficial velocity formulation
does not take the porosity into account during the evaluation of the continuity, momentum
and energy equations. On the other hand, physical velocity formulation includes porosity
during the calculation of transport equations [8]. The continuity and momentum transport
equation for a porous domain using Forcheimer’s model can be written as [2]:
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where γ is the porosity, C2 is the inertial coefficient for porous domain and  is the body force

term.

Besides flow modeling, heat transfer modeling for porous flow is described by using two
models which are (i) equilibrium model and (ii) nonequilibrium model. Equilibrium model
(one-equation energy model) is used when the porous medium and fluid phase are in thermal
equilibrium. However, in most cases, fluid phase and porous medium are not in thermal
equilibrium. For such cases, nonequilibrium thermal model is more realistic. In the case of the
radiator, this issue is important since the temperature difference between the solid (fins) and

Heat Exchangers– Design, Experiment and Simulation246



where CF is the dimensionless form-drag constant and ρ is the density of the fluid. The first
term denotes the viscous characteristics of porous flow and the second term (also called
Forchheimer term) denotes the inertial characteristics. Lastly, Forchheimer-Brinkman model
includes additional Laplacian term in addition to Forchheimer’s equation. Forchheimer-
Brinkman model is expressed as [7]:

(3)

where  is the effective viscosity. In general, added Laplacian term (also known as Brinkman
term) resolves effects of the flow characteristics in a thin boundary layer at the near wall
regions. Strictly speaking, the last term becomes important for large porosity (ratio of the fluid
volume to the solid volume in a porous medium) values which means the effect is negligible
for many practical applications where typically porosity value is relatively small. Eq. (3)
without the quadratic term is known as extended Darcy (or Brinkman) model. Therefore,
Forchheimer-Brinkman model is the most general model, but the inclusion of the Brinkman
and Forchheimer term on the left-hand side can be questionable since the Brinkman term is
appropriate for large porosity values, yet there exists uncertainty about the validity of the
Forchheimer term at larger porosity values [7].

Velocity definition in porous modeling is specified by using two different descriptions:
superficial formulation and physical velocity formulation. Superficial velocity formulation
does not take the porosity into account during the evaluation of the continuity, momentum
and energy equations. On the other hand, physical velocity formulation includes porosity
during the calculation of transport equations [8]. The continuity and momentum transport
equation for a porous domain using Forcheimer’s model can be written as [2]:

( )gr gr
®¶ æ ö

+Ñ =ç ÷¶ è ø
 .  0V

t (4)

( ) g mgr gr g gt g g r
a

® ® ® ® ® ®æ ö¶ æ ö æ ö
+Ñ =- Ñ +Ñ + - +ç ÷ç ÷ ç ÷¶ è ø è ø è ø

uurr 2
3 2 .   .   

2f

C
V V V p B V V V

t (5)

where γ is the porosity, C2 is the inertial coefficient for porous domain and  is the body force

term.

Besides flow modeling, heat transfer modeling for porous flow is described by using two
models which are (i) equilibrium model and (ii) nonequilibrium model. Equilibrium model
(one-equation energy model) is used when the porous medium and fluid phase are in thermal
equilibrium. However, in most cases, fluid phase and porous medium are not in thermal
equilibrium. For such cases, nonequilibrium thermal model is more realistic. In the case of the
radiator, this issue is important since the temperature difference between the solid (fins) and

Heat Exchangers– Design, Experiment and Simulation246

the fluid (air flowing through fins) is the driving mechanism for the heat transfer [4]. Therefore,
the nonequilibrium model includes two energy equations (known as also two-equation energy
model): one is for the fluid domain and the other is for the solid domain. The coupling of these
two models is via the term which represents the heat transfer between the fluid and the solid
domains. The conservation equations for the two energy model can be written as [2]:
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where subscripts `s’ and `f’ stand for solid and fluid, respectively. E is the total energy, T is the
temperature, k is the thermal conductivity, S is the energy source term and ( ) stands for
the effect of enthalpy transport due to the diffusion of species. The last term in both of the
equations is the coupling term which models heat transfer between the fluid and solid
domains. In this coupling term,ℎ𝀵𝀵𝀵𝀵 denotes heat transfer coefficient for the fluid/solid interface

and 𝀵𝀵𝀵𝀵 denotes the interfacial area density that is the ratio of the area of the fluid/solid interface

and the volume of the porous zone.

Through Eqs. (3)–(7), there are many parameters which are material’s property and fixed once
the materials for the fluid and the solid are selected. On the other hand, there are some
parameters (i.e. porous parameters) which are functions of material, geometry and the flow
condition. These parameters are γ, α, C2, ℎ𝀵𝀵𝀵𝀵 and 𝀵𝀵𝀵𝀵. Among these, γ and 𝀵𝀵𝀵𝀵 are purely

geometric parameters and can be determined once the geometry of the porous structure is
known. In the case of a radiator modeling, once the geometry of the fins is set, these two
parameters can be determined beforehand. The other parameters are flow-dependent,
meaning that they need to be determined for a specific flow condition. At this point, these
parameters can be determined through some analytical expressions [9–11], experimental
results (e.g. wind tunnel testing) [4, 12], empirical correlations [13] and/or computational
models [14–21] typically valid for a representative unit cell. All these approaches were
implemented in the literature for different studies for the analysis of micro/macro heat sinks
and HXs.

1.2. Computational modeling of heat exchangers

Porous modeling can be implemented to any geometry which would resemble a porous
structure. Moreover, if the porous structure has repetitive nature, the porous coefficients can
be obtained through a detailed modeling of representative unit cell through analytical,
experimental or computational means. Heat sinks are very good examples of this case and
porous modeling approach has been implemented for the analysis of micro/macro heat sinks
[9–12]. A two-equation energy model has been implemented to analyze a straight-finned heat
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sink [9] together with Darcy’s model and implemented to perform an optimization for an
internally finned tube [10] and to discuss the effect of aspect ratio and effective thermal
conductivity on the thermal performance of a micro-heat sink [11] together with extended
Darcy’s model. The heat sinks contain a regular structure; therefore, there is a chance to derive
analytical expressions to estimate the porous parameters [9–11].

Considering the HXs with complex fin structures, computational modeling is even more
challenging; therefore, the computational models typically focus on specific subcomponents
of HXs such as a representative unit cell for the fin structure [14–21], radiator fan [22] and inlet
manifold [23, 24]. The thermal performance of a HX can be achieved by simply increasing the
performance of the fin structure alone. A fin structure with higher heat transfer together with
less pressure drop can significantly enhance the performance of the entire system. To investi-
gate the thermal performance of a fin structure, experimental [14–18] and/or computational
models [14, 17, 19–21] can be realized for different fin geometries. Moreover, improving the
flow maldistribution at the inlet manifold may also increase the thermal performance.
Computational modeling of the flow maldistribution may lead to performance enhancement
for HXs [23, 24].

Analyzing subcomponents may lead to qualitative conclusion for the thermal performance of
an HX, however to estimate the thermal performance quantitatively, a rigorous 3-D modeling
of the entire HX is required. Since a rigorous modeling is not computationally feasible, a 2D
model [4], hydraulic and thermal resistances-based models [12, 25] and 3D mesoscale models
(considering macro control volumes) have been introduced in the literature to predict the
thermal performance quantitatively [26–29]. A 2D model was developed to compare the
equilibrium model (one-equation thermal model) and nonequilibrium thermal model (two-
equation energy model) for a relatively small size matrix type HX [4]. A resistance-based model
was implemented to predict the hydrodynamic and thermal performance of a carbon-foam–
finned HX which combined many different correlations from the literature to predict the
hydrodynamic and thermal resistances [25]. The success of the model strongly depends on the
accuracy of the porous parameters. For this particular example, the model was proven to
predict the hydrodynamic and the thermal performance within ±15% of the experimental data.
A Compact Heat Exchanger Simulation Software (CHESS) has been developed [26–28] as a
rating and design tool for industrial use based on the empirical correlation of the porous
parameters to analyze the fin-and-tube part of a vehicle radiators (excluding inlet and outlet
manifolds). It was demonstrated that by using CHESS, the thermal performance of different
vehicle radiators was predicted within ±15% of the experimental values. Alternatively, a porous
modeling-based CFD model for fluid flow and meso-scale ε-NTU-based modeling for thermal
characteristic was utilized for an air-to-air cross-flow HX [29] to investigate the effect of the
maldistribution on the thermal performance. A 3D CFD model coupled with porous medium
approach has been developed to investigate the hydrodynamic performance of a plate-fin HX
in which the porous parameters were also determined using a detailed CFD model on the unit
cell [30].

A full-size 3D thermal modeling of a relatively small compact HX was conducted with different
fin configurations and the heat transfer and friction factor parameters which can be used in
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approach has been developed to investigate the hydrodynamic performance of a plate-fin HX
in which the porous parameters were also determined using a detailed CFD model on the unit
cell [30].

A full-size 3D thermal modeling of a relatively small compact HX was conducted with different
fin configurations and the heat transfer and friction factor parameters which can be used in

Heat Exchangers– Design, Experiment and Simulation248

conjunction with the LMTD or ε-NTU method [5]. Since the size of the HX was small, the
meshing was not a problem and the computational model was utilized for the design of an
inlet manifold for a better performance. Considering the size of the vehicle radiator, this
approach is not an option. Thermal and structural analysis of a heavy-duty truck radiator
which had finned structure both on the liquid and air side has been performed using Com-
mercial CFD software, FLUENT® [31]. Forchheimer’s relation was used for the porous
modeling together with the experimental data. One-equation energy model was used together
with the averaged equivalent thermal conductivity. The local heat transfer coefficients and
pressure distribution gathered from the thermal analysis were used as a boundary condition
for finite element structural analysis through which the thermal stresses and strains were
obtained.

One alternative to all these approaches can be the modeling of the vehicle radiator with porous
medium approach where the porous parameters are also deduced from a rigorous CFD
modeling on a unit cell. Moreover, this procedure may be performed with a commercial CFD
software which would have very strong meshing, solving and post-processing capabilities.
However, implementation of the two-temperature energy equation is crucial for an accurate
prediction especially for the vehicle radiators. This may not be straightforward with a com-
mercial software. At this point, FLUENT® may be a viable solution since the two-temperature
model capability has been included in version 14.5. More recently, a computational modeling
of a fin-and-tube-type vehicle radiator has been conducted based on two-temperature model
and the cooling capacity of a heavy-duty vehicle radiator has been estimated without any need
for empirical and/or experimental data [32]. In the upcoming section, the computational
methodology of such a computational model is outlined. This approach may allow CFD
modeling to be an efficient rating and design tool for vehicle radiators. Although the proposed
computational methodology is discussed for a vehicle radiator, it may also be implemented to
any compact HX with repetitive fin structures which is an important problem for many
industrial applications.

2. Computational modeling

The proposed computational methodology is implemented for a 4-row 39-column commercial
available heavy-duty vehicle (more specifically tractor) radiator as shown in Figure 1. Tractor
that uses the manufactured radiator has a 64 HP Perkins engine which requires a minimum
cooling capacity of 55 kW according to the catalog data. The cooling capacity of this radiator
was reported as 55.8 kW by the tractor company as a result of in-house experiments following
the SAE-J1393 protocol [33]. Catalog data are tabulated in Table 1. The fin structure used on
this radiator is a wavy fin (WF) structure which is a typical structure used in vehicle radiators
due to its superior thermal performance. The selected wavy fin configuration is 84 mm in
length.
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Definition Value

Rotational speed of engine [rpm] 2200

Inlet temperature [°C] 86.5

Outlet temperature [°C] 81

Ambient temperature [°C] 31

Inlet mass flow rate [kg/s] 2.41

Air velocity [m/s] 7

Heat rejection [kW] 55.8

Table 1. Catalog data for the four-row radiator.

The computational procedure starts with the determination of the porous parameters for a
given mesh configuration. The geometric parameters are determined using the CAD model.
On the other hand, to determine the flow-based parameters, a parametric study needs to be
performed on a unit cell with high resolution which consists of one repeating section of the
fin structure. For the determination of the porous medium coefficients, the flow field should
be analyzed only for the section with the finned structure (physical fin simulations). To verify
the extracted porous medium coefficients, the flow field within the unit cell together with
included upstream and downstream fluid domain needs to be modeled both using actual fin
geometry and porous modeling. This analysis needs to be performed only once for each mesh
configuration of interest.

2.1. Determination of the porous parameters

Fin analysis is progressed under three main steps:

a. Simulating the unit cell straight fin model by using different air inlet velocities and
obtaining the resultant pressure drop across the fin.

b. Fitting a second-order curve to the collected pressure versus velocity data gives the Darcy-
Forchheimer’s relation as:
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(8)

where a and b are the coefficients characterizing the flow.

c. Obtaining the inertial coefficient and viscous coefficient using the extracted coefficients in
step (b) as:
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Obtaining the flow-based porous medium coefficients is followed by the determination of
input parameters for heat transfer modeling. The necessary input parameters are the average
heat transfer coefficient (HTC) and interfacial area density (IAD) for the two-equation energy
model. Average heat transfer coefficient is obtained from FLUENT® post-processing which can
be calculated by using the following relation:

=
-w ref

QHTC
T T (11)

The reference temperature in the above equation is the average temperature of the air between
the inlet and outlet of the finned channel.

2.2. Physical fin simulations

Unit cell of a wavy fin model, Model-A shown in Figure 2(a), is analyzed in order to obtain
the porous medium parameters. Flow parameters are obtained by using the Forchheimer’s
relation. Model-A is simulated using different Reynolds numbers to obtain Forchheimer’s
curve. Once the parameters are obtained, Model-B, which is a unit cell of the wavy fin with
additional upstream and downstream domains as shown in Figure 2(b), is analyzed. Since the
air domains (without fins) are attached at the inlet and the exit of the porous domain, the flow
area contracts (at the inlet of the porous domain) and expands (at the exit of the porous domain)
at the interfaces of these domains. To capture the physics, porous-jump boundary conditions
are introduced to match the results of the two models [8]. Boundary conditions for Model-A
are set as follows: the velocity inlet and pressure outlet boundary conditions are assigned for
the fin inlet and outlet, respectively. Wall boundary condition is applied for the upper and
lower walls. Constant wall temperature boundary condition is assigned to the walls as the
thermal boundary condition (which is close to the real situation, since the temperature
variation in the z-direction is small). Periodic boundary condition is used for the right and left
sides. For Model-B, additional upstream symmetry and downstream symmetry are assigned
for upstream and downstream domains. For both simulations, SIMPLE method is used with
a least square-based approach for gradient reconstruction. In addition, standard scheme for
pressure and the second-order up-winding schemes for momentum, turbulent kinetic energy
and turbulent dissipation rate are employed. Relaxation factors are set to their default values.
For both simulations, a minimum convergence of 1 × 10−5 is obtained for all residuals. One
important step is the determination of the appropriate turbulence model. At this point, some
benchmark solutions, empirical/experimental results can be employed for the determination
of the appropriate turbulence model. For fin structure under consideration, k-ε realizable
turbulence model with standard wall function is used (the detailed discussion on the justifi-
cation of the use of this turbulence model can be found elsewhere [32]).
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Figure 2. (a) Model-A: WF unit cell domain and (b) Model-B: WF unit cell with inlet and exit domains.

Description Unit

Domain length 84 mm

Number of cells 4,900,713

Skewness (average) 0.241

Turbulence modeling k-ε-realizable

Fin volume 2.2567 × 10−7 m3

Total volume 4.28131 × 10−6 m3

Porosity 0.9473

Hydraulic diameter 0.00241 m

Turbulence intensity 0.058

Turbulence length 0.000169 m

Solution method SIMPLE

Computation time/per simulation 30 min

Table 2. Input parameters for unit cell WF simulations.

Afterward, mesh independence analysis needs to be performed to ensure the mesh-independ-
ent solutions. It is observed that approximately 4,900,000 number of cells with 30 layers of
boundary mesh for the fins generates a mesh-independent result for this particular fin
configuration. Table 2 contains the input parameters for the Model-A. In Figure 3, the pressure
drop across the fin structure is plotted against velocity and a second-order curve is fitted to
the simulation data. The corresponding inertial and viscous coefficients are determined as 17.3
and 4.01 × 106, respectively. Heat transfer parameters are obtained from the simulations of
Model-B. For the simulation of Model-B, the input parameters are defined as 7.0 m/s for the
inlet velocity, 304.2 K for the inlet temperature and 359.7 K for the temperature of fin walls in
accordance the tabulated catalog data. Average surface heat transfer coefficient and tuned
porous jump coefficients for the unit cell of a wavy fin are presented in Tables 3 and 4,
respectively.
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Figure 3. Unit cell physical WF simulation pressure versus velocity.

Interfacial area [m2] Porous volume [m3] IAD [1/m] HTC [W/m2 K] Tref [K]

0.003957696 4.28131 × 10−6 810 170 336

Table 3. Porous parameters of a WF.

Face permeability [1/m2] Thickness [m] Inertial coefficient [1/m]

Inlet 4.01 × 106 0.1 3.42

Outlet 4.01 × 106 0.1 −5.2

Table 4. Porous jump coefficients for a unit cell of a WF.

2.3. Fin simulations with porous modeling

Once the porous coefficients are obtained, the flow field of the air can be modeled using the
porous modeling. Upstream and downstream domains are attached for this analysis as shown
in Figure 4(a). To verify the porous modeling, the results are compared with the physical fin
simulations. For the porous fin model, hexa-sweep meshing is used. The mesh of the porous
model (Figure 4(b)) consists of 5320 cells. After completing the meshing process, boundary
conditions are assigned. Besides the physical fin boundary condition configurations, addi-
tional porous-jump boundary conditions are introduced to match the physical fin simulations.
All solver settings are taken to be the same as the physical fin simulations. After porous
medium flow coefficients, porous-jump coefficients and heat transfer parameters are obtained
from the simulation of a unit cell of a wavy physical fin and porous medium simulations are
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carried out with the same input parameters to verify the porous modeling. Figure 5(a)
compares the sectional-averaged pressure drop for the physical fin and porous medium
simulations. Figure 5(b) shows the same comparison for the sectional mass-flow-averaged
temperature drop. As seen from Figure 5, an acceptable consistency is achieved with the
porous modeling. One should note that the porous medium requires only 5320 cells per unit
cell mesh; on the other hand, physical fin requires 4,900,713 cells. If a full-sized radiator is
modeled with physical fins, the required cell number will be approximately 20 billion which
is not feasible to analyze even with today’s computing technology; therefore, by using porous
modeling approach, full-sized model can be analyzed within reasonable computing time

Figure 4. (a) Unit cell porous model with inlet and exit domains and (b) mesh configuration.

Figure 5. Comparison of physical WF and porous model: (a) sectional average pressure drop and (b) sectional mass-
flow averaged temperature drop.
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together with a reasonable accuracy. According to the presented results, pressure and tem-
perature drop characteristics are coherent between the physical fin and porous medium.
Contour representations for y+, velocity and temperature distribution across the fin are
presented in Figure 6. It is seen from the Model-B results that y+ values are acceptable with
respect to analysis results (for SST turbulence model maximum y+ value should be smaller
than 1.0) [8] and velocity and temperature distributions have convenient characteristics.

Figure 6. (a) y+ contour, (b) velocity distribution and (c) temperature distribution across WF.

Figure 7. Air-side (a) velocity distribution and (b) temperature distribution.
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2.4. Radiator modeling

3-D CAD model of the 4-row 39-column radiator is prepared by using CAD software. After
forming the 3-D model, the meshing process is progressed. Fin, upstream, downstream and
tube domains are meshed with hexa-type elements, while the upper and lower tanks are
meshed with tetra elements. Tubes are meshed with a boundary layer mesh having two layers
with 0.1 mm first layer height. The generated mesh consists of 53,355,356 cells with an average
skewness value of 0.178. Mass flow inlet, pressure outlet, velocity inlet, pressure outlet,
upstream wall and downstream wall boundary conditions are assigned for water inlet, water
outlet, air inlet, air outlet and the outer surface boundary of the upstream and the downstream
domains, respectively. The air inlet velocity is taken as 7.0 m/s with an inlet temperature of
304.2 K temperature, while the mass flow rate of water is 2.41 kg/s with an inlet temperature
of 359.7 K in accordance with the catalog data. Second-order upwind scheme is used for
momentum, turbulent kinetic energy (TKE) and turbulent dissipation rate (TDR). Relaxation
factors are selected as 0.05 for momentum, 0.3 for TKE and TDR and 0.4 for turbulent viscosity
in order to obtain optimized convergence rate and solution time. The heat transfer coefficient
between the fins and air is taken as 170 W/m2 K referring to the previous unit cell simulations.
A converged solution is obtained after 472 iterations when the minimum residual is smaller
than 1 × 10−4. The simulations are performed on a DELL T5600 Workstation (Intel® Xeon®, 3.30
GHz, 2 processors, 16 cores, 128 GB RAM). The overall solution time is observed to be
approximately 12 h and 40 min.

Figure 8. Water-side streamlines (a) colored according to the velocity and (b) colored according to the temperature.

Cross-sectional velocity and temperature distributions for the air-side and the water-side
streamlines are presented in Figures 7 and 8, respectively. Temperature gradients are success-
fully achieved in z- and y-directions as expected. Air-side temperature is increasing in the flow
direction as a result of the heat transfer from the water-side, while the water-side temperature
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is decreasing in the flow direction. The flow is not distributed uniformly among the tubes as
shown in Figure 8(a). However, to improve the performance of a radiator, the maldistribution
of the flow at the header needs to be reduced [22–24]. Therefore, one can clearly state that there
is a room for improvement for the design at hand. This nonuniform distribution of the flow
among the tubes contributes also to the temperature in the x-direction. According to the
simulation, the average outlet water temperature is found to be 354.3 K and total temperature
drop of water through the radiator is calculated as 5.4 K which leads to a total heat capacity
of:

pQ mC  T 2.41 x 4208 x 5.36 54.4 kW= D = =& (12)

The pressure drop for water which is also an important performance parameter for radiators
is found to be 6.5 kPa. According to the catalog data, the outlet water temperature, temperature
drop across the radiator and the cooling capacity are 354.2 K, 5.5 K and 55.8 kW. The same
parameters are found to be 354.3 K, 5.4 K and 54.4 kW with the proposed CFD analysis. The
deviation of the CFD results with the catalog is within 2.5% which is quite acceptable for a
thermal analysis. Moreover, the proposed model solves the problem within a reasonable
computational time. Considering the accuracy of the result and computational cost, the
proposed methodology can be used as a rating and design tool for vehicle radiators.

3. Concluding remarks

Although the repetitive fin structures introduce a challenge for the computational modeling
of a radiator, the repetitive nature also enables an efficient porous medium modeling. More-
over, again due to the repetitive nature, the porous parameters can be obtained by CFD
modeling of a representative unit-cell with high resolution. A successful implementation of
porous modeling can lead a dramatic reduction in computational cost and time. The imple-
mentation of the computational methodology through a commercial software also benefits
from the powerful meshing, solving and post-processing capabilities. As demonstrated, CFD
analysis of a radiator by using porous medium approach gives reasonable and reliable results.
By using CFD analysis, design cost may be decreased dramatically by easing the experimental
testing process. The porous parameters of a given fin geometry can be obtained within a couple
of hours which may enable the hydrodynamic and thermal optimization of a radiator.

Optimization of radiators in terms of size and weight is desired to keep up with the constraints
within competitive automotive industry. An efficient computational model enables the
optimization process to be performed computationally for a range of different design param-
eters. Furthermore, more realistic computational models may be developed such as the
inclusion of the radiator fan into model or the inclusion of the under hood equipment together
with the increasing computational power of the computers. On top of these, the coupling of
the flow and temperature field with the structural analysis may lead to far more efficient and
robust radiator designs.
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Nomenclature

𝀵𝀵𝀵𝀵 interfacial area density

Bf body force

C2 inertial coefficient of porous domain

CF form-drag coefficient

E total energy

h enthalpy

ℎ𝀵𝀵𝀵𝀵 heat transfer coefficient for the fluid/solid interface

HTC heat transfer coefficient

IAD interfacial area density

Ic inertial coefficient

J diffusion flux

k thermal conductivity

l pipe length

Q heat transfer

Sh enthalpy source term

t time

T temperature

V average velocity

Vc viscous coefficient

Δp pressure drop

α permeability of porous domain

γ porosity

μ dynamic viscosity

 effective viscosity

ρ density

τ shear stress

 stress tensor

l pipe length

Heat Exchangers– Design, Experiment and Simulation258



Acknowledgements

Financial support from the Turkish Scientific and Technical Research Council (Project No:
7130643) through YETSAN Radiator Co. Inc. is greatly appreciated.

Nomenclature

𝀵𝀵𝀵𝀵 interfacial area density

Bf body force

C2 inertial coefficient of porous domain

CF form-drag coefficient

E total energy

h enthalpy

ℎ𝀵𝀵𝀵𝀵 heat transfer coefficient for the fluid/solid interface

HTC heat transfer coefficient

IAD interfacial area density

Ic inertial coefficient

J diffusion flux

k thermal conductivity

l pipe length

Q heat transfer

Sh enthalpy source term

t time

T temperature

V average velocity

Vc viscous coefficient

Δp pressure drop

α permeability of porous domain

γ porosity

μ dynamic viscosity

 effective viscosity

ρ density

τ shear stress

 stress tensor

l pipe length

Heat Exchangers– Design, Experiment and Simulation258

Q heat transfer

Sh enthalpy source term

t time

T temperature

V average velocity

Vc viscous coefficient

Δp pressure drop

α permeability of porous domain

γ porosity

μ dynamic viscosity

 effective viscosity

ρ density

τ shear stress

 stress tensor

Subscripts

f fluid
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