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The sustainable energy sources are potentially employed to substitute petrol fuels in 
transport engines such as buses and small vehicles. Hydrogen-enriched compressed natural 
gas engines are forthcoming energy carriers for the internal combustion engine, with higher 

thermal efficiency and less pollutant emissions. The different availability of renewables 
has allowed various countries to adopt the most appropriate type of renewable energy 

technology according to their energy source adequacy/abundance. In Taiwan, ocean energy 
is considered as an abundant source of renewables due to its geographical location as an 

island. The Taiwanese government has approved the investment to construct an MW-scale 
demonstration electricity plant. In this book, the Taiwanese ocean energy experience is 

comprehensively presented. The technical and legal analyses of ocean energy implementation 
are provided. The challenges that they had to overcome to optimize the utilization of the 
most available ocean energy potential are discussed. The sustainable transition in South 

Africa would be a good example for implementing rooftop solar, especially in low-income 
communities. Apart from the environmental benefits, sustainable energy technologies 

can boost the socioeconomic level of developing countries. Other advantages may be the 
continuous supply of energy and creation of new job opportunities. Moreover, sustainable 
renewable energy sources such as the wind could be employed for generating electricity to 

operate water purification systems in remote areas. This, in turn, would overcome the health 
problems associated with drinking water scarcity issues. This book is an attempt to cover the 
sustainable energy issues from a technical perspective. Furthermore, the sustainable energy 
applications and existing case studies are helpful illustrations for the broad understanding of 

the importance of sustainable energy.
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Preface

The climate change mitigation and sustainable energy development are currently vital prior‐
ities on governments’ energy policies. The global target of reducing greenhouse gas emis‐
sions has emerged the critical transition from highly fossil fueled generation sources to
renewable energy (nonfossil fuels) generation sources. The renewable power generation is
considered one of the major solutions to mitigating climate change and in ensuring energy
security. There are several renewable energy sources including the sun, wind, oceans, tidal
waves, rivers, and earth temperature. All these sources are capable of generating electrical
power on different scales. The global outlook has developed new opportunities and inven‐
tions in the research area of renewable energy technologies.

The implementation of hybrid renewable energy systems ensures overall system efficiency,
reliability, and flexibility. However, there are several random variables and parameters that
need to be optimized to identify accurate rating of the hybrid system components.

The fluctuated nature of energy sources such as wind speed (not constant throughout the
year) leads to variable output power which in turn affects the system integration characteris‐
tics and operation. The transmission system operators (TSOs) struggle to control such out‐
put power variability, especially with interconnected transmission systems. The inter-TSO
coordination would be an affordable option for flexible transmission system operation and
management.

Indeed, the knowledge of the scaling behavior of the renewable energy resource data should
be recognized; such as atmospheric wind speed for the case of wind power and global solar
radiation in the case of solar power. In this book, a scaling exponent function is developed to
identify the multifractal and intermittent properties of sustainable resources and energy da‐
ta. In addition, a new multimodel probabilistic ensemble is proposed that combines a Baye‐
sian-based and a quantile regression-based probabilistic method as individual predictors for
probabilistic forecasting of PV system power. Furthermore, research in solar energy technol‐
ogies is undertaken to discover affordable alternative materials and deposition techniques
that could replace the current materials used and methods applied in the solar energy con‐
verters. The approach of new multilayered solar energy converters with electrically inde‐
pendent sequence of p and n semiconductor films is presented.

The fast pace of research has been able to invent new sustainable technologies to ensure the
power systems’ reliability, in cases if the renewable energy sources are not abundant
enough to generate electricity. The potential of producing energy with the capability of ener‐
gy storage through fuel cells where the hydrogen is the source of fuel is a vast growing tech‐
nology.



The sustainable energy sources are potentially employed to substitute petrol fuels in trans‐
port engines such as buses and small vehicles. Hydrogen-enriched compressed natural gas
engines are forthcoming energy carriers for the internal combustion engine, with higher
thermal efficiency and less pollutant emissions.

The different availability of renewables has allowed various countries to adopt the most ap‐
propriate type of renewable energy technology according to their energy source adequacy/
abundance.

In Taiwan, ocean energy is considered as an abundant source of renewables due to its geo‐
graphical location as an island. The Taiwanese government has approved the investment to
construct an MW-scale demonstration electricity plant. In this book, the Taiwanese ocean
energy experience is comprehensively presented. The technical and legal analyses of ocean
energy implementation are provided. The challenges that they had to overcome to optimize
the utilization of the most available ocean energy potential are discussed.

The sustainable transition in South Africa would be a good example for implementing roof‐
top solar, especially in low-income communities. Apart from the environmental benefits,
sustainable energy technologies can boost the socioeconomic level of developing countries.
More other advantages may be the continuous supply of energy and creation of new job
opportunities.

Moreover, sustainable renewable energy sources such as the wind could be employed for
generating electricity to operate water purification systems in remote areas. This, in turn,
would overcome the health problems associated with drinking water scarcity issues.

This book is an attempt to cover the sustainable energy issues from a technical perspective.
Furthermore, the sustainable energy applications and existing case studies are helpful illus‐
trations for the broad understanding of the importance of sustainable energy.

Ahmed F. Zobaa, Sara N. Afifi and Ioana Pisica
Brunel University London,

United Kingdom
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Provisional chapter

Study of Quasi‐Dimensional Combustion Model of

Hydrogen‐Enriched Compressed Natural Gas (HCNG)

Engines

Fanhua Ma and Roopesh Kumar Mehra

Additional information is available at the end of the chapter

Abstract

The reserves of the petroleum‐based fuels are directly correlated with the increasing
demand of human mankind for energy production. With the growing world popula‐
tions, industries, vehicles, and equipment, energy demand leads to the search for the
substitute of petroleum fuels, which can cater for the need of people today. Considering
the current global economic crisis, the interest in alternative fuels is extremely high. It
is known that there is a limited amount of fossil‐based fuels as a sustainable energy
source. The majority of the energy used today is obtained from the fossil fuels. Due to
the continuing increase over the cost of fossil fuels, demands for clean energy have also
been increasing. With this increasing demand for energy very soon the petroleum fuels
will be depleted so researchers are focusing on to find the ways and means to generate
cheap and abundant renewable and clean energy sources. Moving ahead with these
plans, hydrogen‐enriched compressed natural gas (HCNG) engines have emerged as a
future energy carrier for an internal combustion engine. Several countries are striving
hard to bring down the pollution level by promoting hydrogen‐enriched compressed
natural gas‐fueled vehicles in general by powering heavy vehicles like transportation
buses as well as passenger cars. In general, under certain conditions, the indicated
thermal efficiency of the HCNG engine is much better than CNG engines without
compromising the high level of pollutant emissions. Even so, the hydrogen addition to
CNG  increases  the  NOx  emission,  due  to  high  heat  generated  inside  combustion
chamber. This can be minimized by application of lean‐burn combustion or with three‐
way catalyst.

Keywords: hydrogen enrichment, HCNG, lean‐burn combustion, hydrogen genera‐
tion, combustion

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



1. Introduction

Many activities had been performed not long ago on the operation of internal combustion
engines on gaseous fuels including SI and CI systems. Such type of activities had induced the
need to produce engines that can adhere with the latest demanding regulations for cleaner
tail‐pipe emissions. Natural gas is frequently thought of as the most auspicious alternative
fuels for vehicles. Natural gas is a highly abundant fuel compared to petroleum and is usually
regarded as the cleanest of the fossil fuels, producing significantly less harmful pollutant such
as CO, CO2, and nonmethane HC emissions than gasoline. On the other hand, by comparing
natural gas to diesel, it roughly filters the very fine particles called as particulate matter.
Natural gas contains high hydrogen carbon ratio and a high research octane number (RON)
which prompts the exhaust to be cleansed and permits for high antiknocking properties. The
availability of hydrogen as an element is ample on earth and is frequently considered as the
standard optional fuel in future. However, the present available facility is not able to use
hydrogen as a massive fuel efficiently. With regard to enhance the importance of hydrogen
soon, hydrogen can be mixed with natural gas to be used in ICE engines. This new fuel is
known  as  HCNG,  or  hythane,  which  can  be  used  vigorously  for  transportation  in  the
upcoming time.

Along with the experimental research of the HCNG engines, numerical simulations of the
combustion process have been evaluated by many researchers in past three decade. This
chapter mainly focuses on simulation of combustion mechanism of the HCNG and comparison
with the experimental results, improvements on laminar burning velocity, and types of
numerical model used for predicting the combustion behavior of the hydrogen‐enriched
compressed natural gas.

2. Background

The research on hydrogen‐natural gas blends as IC engine fuel is not new. Natural gas‐
hydrogen mixtures have been used in test engines dating back to as early as 1983. The
experiments performed with an AVL engine fueled by 100% CNG + 0% H2, 80% CNG + 20%
H2, 50% CNG + 50% H2, 0% CNG + 100% H2 by Nagalingam et al. [1].

In the year 1989, at Colorado State University (Hythane Company, LLC, 2007), HCI (Hydrogen
Components, Inc.) started testing different blending ratios of H2 and natural gas. The patented
blend of hydrogen and CNG was popularly given the name of ‘Hythane’ by Hydrogen
Components, Inc., in Littleton, Colorado. With the reference of US Patient #5,139,002 (Lynch
and Marmaro 1992), the invention of ‘Hythane®’ was done by Frank Lynch and Roger Mar‐
maro, and in 1992, it was given a US patient. Here, hythane contains a blend of 15% hydrogen
and 85% CNG, and it was used as a fuel for IC engines without any major modifications in the
engine. The first hythane station was commenced in 1992. After that, many engines were
manufactured and tested for using this new fuel, in order to understand the more significant
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features of HCNG fuel. Still, the research is going on the areas related to spark timing, blend
ratio, and excess air ratio.

3. Merits

Hydrogen addition to compressed natural gas (CNG) for use as a fuel in an internal combustion
engine is an impressive way to improve the burning velocity, with a laminar burning velocity
of 2.9 m/s for H2 verses a laminar burning velocity of 0.38 m/s for CH4, which is the constituent
of the natural gas. It can increase the cycle‐by‐cycle variations (CCV) due to comparatively
below par lean‐burn capabilities of the natural gas engine. Hydrogen contains rapid combus‐
tion speed, a large combustion limit, and low ignition energy. All these unique properties of
the hydrogen can lower the exhaust emissions of the fuel, especially the methane and CO
emissions. The fuel economy and thermal efficiency of an engine can be improvised by
hydrogen enrichment. The thermal efficiency of HCNG is covered in more detail in a research
paper presented by Ma et al. [2].

Hydrogen‐enriched compressed natural gas enables the use of hydrogen at an initial phase
while utilizing support of the existing CNG system. Due to all these steps, the hydrogen
infrastructure will be established, but meanwhile this process will take time till the generation
and efficiency demands of the hydrogen can be met in an economical manner. The ideas and
innovations involved in the research of the HCNG engines definitely are helpful for hydrogen
engine research. The HCNG can allow to neglect bottlenecks coupled with evaporative
emissions and cold‐start enrichment, which is generally seen in gasoline engines.

4. Obstacles involved in HCNG as a fuel

Few new challenges are involved in the usage of the H2 + CH4 gas blend as a fuel. A major and
vital challenge using HCNG as a fuel for internal combustion engines is to lessen the perfect
H2/CH4 blend ratio. Whenever the percentage of hydrogen increases in the natural gas at a
particular level, abnormal combustion such as pre‐ignition, knocking, and back‐fire, difficulty
will take place until the ignition timing and A/F ratio are fully regulated. The reason behind
this phenomenon is the exceptionally higher burning velocity of hydrogen and its low quench
distance, which leads to the combustion cylinder walls to be hotter. The higher heat loss from
the cooling water is also observed. As the hydrogen fraction increases into CNG, the lean
operation limit shifted positive side, and the maximum brake torque (MBT) degrades, which
leads to the meaningful fact that there exits relationship between hydrogen fraction, ignition
timing, and excess air ratio. Hence, searching the optimum set of hydrogen fraction, ignition
timing, and excess air ratio along with the other parameters that can be optimized is a typical
challenge.

The addition of H2 has the opposite effect on the hydrocarbon emissions, so it is necessary to
compromise at a hydrogen ratio for which the NOx and hydrocarbon emissions are equally

Study of Quasi‐Dimensional Combustion Model of Hydrogen‐Enriched Compressed Natural Gas (HCNG) Engines
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low. The emissions values of any fuels are probably the most important factor in determining
whether or not the fuel is suitable as an alternative. However, the NOx emissions for CNG are
already extremely low compared to other traditional fuels like gasoline and diesel, but the
addition of hydrogen causes increased NOx emissions, which is not tolerable. Nowadays,
emission control agencies of various countries are presenting more and more strict policies, so
this is a challenge for all automobile manufacturing industries that they should more focus
toward clean fuel like HCNG.

5. Hydrogen generation essential for HCNG adoption

Hydrogen production at low cost is the challenging task for present researchers. However,
there are various advancements in existent technologies, and some new technologies are also
on the platform for the production of hydrogen. Here, we sort out the hydrogen production
methods into three subcategory, that is, hydrogen generation from fossil fuels, renewable
sources of energy, and from biomass gasification. For future perspective, if existent CNG
infrastructure will be replaced by HCNG ones, we need to generate more hydrogen at a
reduced cost.

Technology Merits Demerits

Partial oxidation Diminished desulfurization requirement, no catalyst

requirement, high operating temperatures,

low methane slip

Low H2/CO ratio obtained

Higher operation temperatures

Complex handling process

Autothermal

reforming

Lower process temperature than partial oxidation,

low methane slip

Limited commercial experience

Air/O2 requirement

Steam reforming Most developed industrial process, No O2 requirement,

lowest operating temperature, best H2/CO ratio obtained

Highest air emissions

Table 1. A Comparison of fossil fuel reforming technology (modified from Ref. [3]).

The benefits and challenges to yield hydrogen and the methods are described in Table 1. At
the end of the reforming process H2, CO and CO2 are protruded. For the smooth completion
of the steam reforming process, it requires an external heat source but does not any demand
of oxygen for the process. It has a less operating temperature and greater H2/CO ratio than
partial oxidation and autothermal reforming. Hydrocarbons are partially oxidized with O2 to
generate hydrogen. Partial oxidation (combustion) reaction is considered as the supreme
source of energy to run this entire process. There is no catalyst required for this process, and
it is more sulfur patient as compared to steam and autothermal reforming. The pressure
requirement for the autothermal reforming is less than partial oxidation. There is no external
energy required for partial oxidation and autothermal reforming. The complexity and expense
of the system increase each of above processes, which require pure oxygen. As compared to
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the other reforming process technologies for fossil fuels, steam reforming is less costly and
most common method to generate oxygen [3].

The characteristic of coal by gasification was examined under the experimental condition limit,
which is the temperature at 650–800°C, pressure at 23–27 MPa, and rate of flow 3–7 kg/h. As a
catalyst, K2CO3 and Raney‐Ni and H2O2 as oxidant were used. The important effects of key
operation parameters like temperature, pressure, flow rate, oxidant, catalyst, and concentra‐
tion of coal slurry upon gasification were investigated. They found from their experiments that
the high temperature condition is favorable for the gasification of coal in supercritical water,
but the pressure has no meaningful effect on the result of gasification, and flow rate influences
some gasification results, in pursuance of the experimental condition optimal rate of flow
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[7] developed four models for the use of geothermal energy source for hydrogen yielding; they
used geothermal output as input for the electrolysis process (EP): in Case 1, part of heat from
geothermal for producing work for EP; in Case 2, part of heat from geothermal in an EP to
preheat H2O; in Case 3, heat from geothermal to preheat water in a high temperature EP and
using a portion of geothermal work for electrolysis; and the left portion for liquefaction in Case
4. The results explain that when the geothermal water temperature increases, the percentage
of hydrogen generation increases. Moreover, 1.34 g of H2 may be generated by 1 kg of geo‐
thermal water at 200°C in a reversible operation for Case 1, and 1.42, 1.91 and 1.22 are corre‐
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situations display that the second‐law efficiencies of models are 28.5, 29.9, 37.2, and 16.1% in
Case 1, Case 2, Case 3, and Case 4, respectively.

The gasification means the conversion of the biomass into a highly inflammable gas mixture
by the partial oxidation of biomass at very high temperatures rages of 800–900°C. The whole
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process effectuates partial oxidation to transform carbonaceous feed stock gaseous energy
conveyer take part of permanent, noncondensable gas mixture (CO, CO2, CH4, H2, and H2O).
Basically in ideal gasification process, biomass transforms well enough to CO and hydrogen
[8]. A most general known biomass resource is palm shell oil, and Cohce et al. [9] during his
experimental investigations had studied the thermodynamic properties of the gasification
process, which was followed by the SMR (steam methane reforming) and the various reactions
involved in the process. During his experimental investigation made by a simulation tool,
observations revealed regarding H2 production using thermochemical biomass gasification
using energy and exergy methods. Focus was also laid on evaluating the efficiency of H2

generation from biomass. The moderateness of the H2 generation from biomass and a crucial
ability of biomass as a renewable energy source have been get through by considering two
methods: (1) the heat expected for steam CH4 reforming is supplied by fractioned syn‐gas and
(2) the steam methane reformer combustion reactor with externally supplied CH4 gas. For the
direct gasification process, a BCL‐type low temperature indirectly heated steam gasifier is
investigated. The simulation results show that on the basis of performance improvements,
second case has higher energy and exergy efficiencies than first case.

The largest sources of organic waste are our houses, for example, food waste, lawn clippings,
and also add the animal‐ and plant‐based material and degradable carbon such as paper
timber. Nielsen et al. [10] demonstrated pure hydrogen extraction from fermentation of waste
from houses using anaerobic bacterial flora in a mixed form. The experiment was simulated
in a bioreactor where 600 g waste from house was fermented. The bioreactor was continuously
sprayed with gas N2 at 3 ml/min and enters in from lower part. They found that throughout
this study about 85–90% of the H2 was separated by Pd/Ag membrane and also observed that
ZnO did not expunction meaningful quantity of H2.

Wu et al. [11] have done their experiments on waste wood gasification and were performed
with scale gasification. They investigated the main factors on which hydrogen production
depends in the noncatalytic process and catalytic process. The temperature influences the
process involved; thus, it is indicated as most important factor of this experimental study and
authors concluded that pure H2 can be obtain from biomass of wood waste through high
temperature gasification and reforming techniques. The synthesis gas (54% hydrogen yield by
volume) obtains from feedstock at 950°C without a catalyst was reported. Use of catalyst like
commercial steam reforming Ni catalyst improves the hydrogen yield at 750°C.

6. Fundamental properties of HCNG

There is a one impressive and very effective way to mix CNG with the fuel holds fast burning
velocity. The high flame burning velocity and wide range of flammability limits in air make
hydrogen the best gaseous option for CNG. The combination is anticipated to raise the lean‐
burn capability characteristic and lower the harmful engine's tail pipe emissions [12, 13].
Table 2 lists few properties of hydrogen compared to CNG (methane) and gasoline. It is clearly
observed that hydrogen and CNG have a similar combustion property. Hydrogen utilization
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in spark ignition engines as a charge gives significant improvements in the overall perform‐
ance. The mixture of hydrogen and air has higher self‐ignition temperature as compared to
the different fuels; therefore, the presence of hydrogen creates an antiknock quality of fuel
along with higher ignition temperature and lower flame luminosity, which makes it as a safe
and clean fuel in comparison with the other conventional fuels [14]. A fusion of the little amount
of hydrogen with air induced a flammable mixture, which can be fired in a combustion
chamber of a conventional SI engine at below the lean combustion limit of gasoline/air mixture.
The combustion of this highly lean mixture lowers the flame temperature and results directly
to less heat transfer to the cylinder walls, higher the engine thermal efficiency, lower is the
oxides of nitrogen exhaust emissions.

Fuel CNG H2

Molecular weight 16.04 2.02

Equivalence ratio ignition lower limit in NTP air 0.1 0.53

Flammability limits 5∼15 4∼75

Minimum ignition energy (mJ) 0.29 0.02

Ignition temperature 918 858

Mass lower heating value (kJ/Kg) 119,930 50,000

Density of gas NTP (kg/m3) 0.083764 0.65119

Quenching gap in NTP air (cm/s) 0.203 0.064

Percentage of thermal energy radiated 23–33 17–25

Diffusivity in air (cm2/s) 0.2 0.63

Quality LHV 50.03 120

Volume LHV 35.37 10.805

Octane number 107.5 >130

Adiabatic index 1.315 1.142

Volumetric lower heating value at NTP (kJ/m3) 10,046 32,573

Stoichiometric air‐to‐fuel ratio 34.20 17.19

Volumetric fraction of fuel in air, λ = 1 0.290 0.095

Volumetric lower heating value at NTP (KJ/m3) 10,046 32,573

Stoichiometric air‐to‐fuel ratio 34.20 17.19

Volumetric fraction of fuel in air, λ = 1 0.290 0.095

Volumetric lower heating value in air, λ = 1 2913 3088

Burning speed in NTP air (cm/s) 265–325 37–45

Note: NTP denotes normal temperature (293.15 K) and pressure (1 atm).

Table 2. Properties of H2 compared with methane (CH4).
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The laminar burning velocity of the hydrogen/air mixture is about six times as compared to
the gasoline/air. This high laminar burning velocity of the hydrogen resulted that the actual
indicator diagram shifted toward near to the ideal indicator diagram and produces the higher
thermal efficiency of the engine [15]. Hydrogen has possessed wide variety of flammability
limits with flammable mixtures from highly lean λ = 10 to highly rich λ = 0.14 (ϕ = 0.1–7.1). This
provides a wide range of engine power output via changes in the blends excess air ratio. The
flammability limits get more widen with improving temperature [16]. The minimum ignition
energy of the H2 + air blends at NTP condition is much lower than that of CH4 + air and
gasoline + air mixtures. Only 0.017 mJ, minimum energy, is required for the combustion of 20–
26% hydrogen air mixture. As minimum ignition energy is generally calculated using an
electric spark discharge, and it also depends on the gap between two electrodes. The spark gap
for the above‐quoted data is 0.5 mm. Using a spark electrode gap of 2 mm, the minimum
ignition energy required is 0.05 mJ [17]. Methane gas (CH4) is major part of the compressed
natural gas (CNG) having less carbon atoms; therefore, the combustion of CNG is considered
to be favorable clean fuel as gasoline and also produces less environmental effect. However,
because of its lean‐burn capacity and lazy burning velocity, CNG‐powered spark ignition
engines still have few demerits such as low thermal efficiency, low power output, large cycle
by cycle variation, and these all increase specific fuel consumption [18].

Although hydrogen is an alternative fuel with very clean burning characteristics, in spite of
having disadvantages like high flame propagation speed and wide flammability range. The
weight of hydrogen storage, its complexity, the loss of power associated through the usage of
pure hydrogen, and the backfire phenomenon are some of the factors to be thought over. The
backfire problem can be solved by adding high percentage of hydrogen to CNG. Hythane is
basically a blend of 15% hydrogen and 85% CNG and was patented by Frank Lynch of
Hydrogen Components Inc., USA, by its energy content [19]. In many cases, backfire restricts
the operating region of the air‐fuel mixture on the ‘rich’ side. With the natural gas addition,
stoichiometric mixtures can be run without any other precautions.

Coppens et al. [20] with an all‐inclusive error of the laminar burning velocity was obtained to
be less than ±0.8% cm/s when hydrogen fraction in the mixture was increased from 0 to 35%.
The constant volume bomb with spherically expanding flames has very popular in an estima‐
tion of a laminar burning velocity along with the growing flame visualization technology in
recent years, due to its enhanced accuracy and its ability of estimating few other flame‐
associated variables together with Markstein constant [21]. In the past years, laminar burning
velocity of HCNG fuel was evaluated by many researchers at different hydrogen fractions
(volume fraction RH = 0–100%) and equivalence ratio (ϕ = 0.6–1.4) [20, 22–24]. On the basis of
experimental data, Huang et al. [22] proposed an empirical relation, which utilizes the
conception of velocity increment. Equation (1) represents the formula of laminar burning
velocity at NTP for CH4 + air mixture

( )
4

3 2
_ 150.84 287.6 96.327 1.2924.f f f f= - + - -l CHS (1)
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For hydrogen + air mixture, the following formula is used for calculating laminar burning
velocity at NTP

( )
2

3 2
_ 51.902 394.46 835.14 267.07.f f f f= - + -l HS (2)

And Eq. (3) is defined as the laminar burning velocity increment
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where _2   and _𝀵𝀵4   are laminar burning velocity of hydrogen and natural gas

(methane). Laminar burning velocity of hydrogen and methane can be determined by the
following empirical relation:
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where ,  is a fuel fraction in unburned charge, p is the pressure, and Tu and Tb are temper‐

ature of unburned and burned zone. Other unknowns like constants B, E, F, G, m, and n can
be calculated by properties of fuel used [25]. The increments of the laminar burning velocity
on the basis of hydrogen fraction are shown in Figure 1. With the rise of hydrogen fraction,
the increment of laminar burning velocity increases exponentially. It is observed by Ma et al.
[26], and they proposed the correlation between these two parameters for HCNG (Eq. 7)
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Figure 1. Burning velocity increment versus hydrogen fraction at different equivalence ratios [22].

Hence, the laminar burning velocity at various hydrogen volume percentage and equivalence
ratios can be determined by using formula (2), and (7). After proposing Eq. (7), they checked
its accuracy. The values determined by formula (Eq. 7) are compared with the experimental
data, which are displayed in Figure 2, and the comparison is depicted in Table 3.

Figure 2. Laminar burning velocity of HCNG versus equivalence ratio [20, 22–24].
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Φ RH
10 20 30 40 50 60 80

0.6 −2.6 2.6 −27.6 −13.7

0.7 11.6 2.6 12.2 −14.6 −12

0.8 −6.2 0.5 0.1 17.6 21.5 −5.1 0.8

0.9 −2.2 3.1 0.4 24.5 23.1 5.4 11.8

1 −4.2 8.5 0.4 20.7 18.4 9.4 9.5

1.1 −3 8.4 −0.1 14.5 15.4 8.1 5.4

1.2 −12.7 1.5 −2.5 8.15 18.4 9.8 11.2

1.3 2.3 6.5 9.2 14.8 12.7

1.4 −7.8 6.8 −6.6 29.8 7.5 16.3

Table 3. Comparison of the experimental value in Figure 4 with calculated ones from Eq. (7).

From the Table 3, it is clearly observed that the experimental data of laminar burning velocity
of HCNG are quite close to the determined values at low and high hydrogen fractions (0% < 
RH < 60% and 60% < RH < 100%). Nevertheless, for medium hydrogen fraction (30% < RH < 60%)
condition, it is found that the errors are quite high (>15%). According to procure, a correlation
of the laminar burning velocity of HCNG is reasonable at medium and large hydrogen
fractions and at various ϕ. The authors further examined the feasibility of a Le Chatelier's rule‐
like formula, which is depicted as follows:
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Φ RH

10 20 30 40 50 80

0.6 −5.3 −5 −2.9

0.7 −11.4 −3 −0.2 −13.5

0.8 −7.2 −6.8 −12.9 3.5 6.6 −6.7

0.9 −4.2 −5.2 −14.3 9.5 5.7 0.2

1 −6.2 0.8 −14.2 5 0.04 −2.3

1.1 −4.5 1.1 −14 −1.2 −2 −4.2

1.2 −13.2 −5.1 −14.9 −6.4 4.5 7

1.3 2.5 4.3 7.1 28.2

1.4 6 20.2 13.5 47.7 52.9

Table 4. Comparison of the experimental value in Figure 4 with calculated ones from Eq. (8).
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With the similar procedure, they compared the experimental and determined data through Le
Chatelier's rule‐like formula, and the results are tabulated in Table 4. It is observed that the
values determined from Formula (8) are agreed with the experimental laminar burning
velocity of HCNG at lean and stoichiometric conditions.

Miao et al. [27] studied flame propagation of assorted CNG/H2/air mixtures in fixed volume
combustion chamber under miscellaneous hydrogen volume percentage and equivalence
ratios along with miscellaneous initial pressures. The flame stability and their impressing
factors like Markstein length, density ratio, and flame thickness were acquired by analyzing
flame image at various hydrogen volume percentage, initial pressure, and equivalence ratios.
This experimental study concluded that at initial pressure, hydrogen volume percentage and
equivalence ratio attempt a combined influence on unstretched laminar burning velocity and
mass burning flux of CNG/H2/air mixtures, and both abruptly increase along with the
hydrogen enrichment in the natural gas.

7. Technical approach

Performance plays an important role in the choice of a fuel. HCNG has many advantages when
it comes to performance because of the high octane number of hydrogen, and the engine
performance generally increases with the addition of hydrogen. Generally, excess air ratio
(λ), ignition timing, engine speed, and compression ration influence the performance of the
engine greatly.

Figure 3. Engine's power performance versus excess air ratio [28].

Ma et al. [28] observed the influence of high volumetric ratio of hydrogen to CNG (55% H2 + 
45% CNG). The performance and emission characteristics were analyzed in a six‐cylinder,
single‐point injection, turbocharged lean‐burn natural gas engine. The experimental results
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revealed that using H2 at a high volumetric ratio significantly increases in the lean‐burn
combustion limit and improves thermal efficiency. Figure 3 shows that high H2 enrichment to
CNG gives high impression to slow down the decline in power. As excess air ratio increases,
power output decreases, this is because of injected fuel quality degraded with the increasing
λ, and outcome is the reduction in input energy of the engine, in addition. When λ > 1.6, HCNG
gives more power output as CNG. It is shown in Figure 4 that the mixing of H2 at a high ratio
in CNG significantly improves the lean‐burn limit along with the higher thermal efficiency.
The same effects have seen in another experimental study of the same the author [29].

Figure 4. Indicated thermal efficiency versus excess air ratio [28].

Figure 5. COV in IMEP versus ignition timing for fuel blends with various hydrogen fractions [30].
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With respect to study the mechanism of the combustion of any fuel, the cycle‐by‐cycle variation
(CCV) study of engine is very beneficial. It gives the clear picture of maximum pressure and
mean effective pressure developed, which affects the power and efficiency of the engine. As
discussed already that the COVimep is an important factor to analyze combustion. Ma et al. [30]
did experiments for investigating the consequences of addition of hydrogen on the combustion
characteristic and CCV in a 6.2‐liter, in‐line six‐cylinder turbocharged SING engine. The ITE
and emissions were also analyzed through the series of experiments. They concluded that
advancing the spark timing gives improved maximum pressure for used fuel blends. Figure 5
shows the variation of the COVimep versus ignition timing at different hydrogen fractions. With
the increase in the spark advance, the COVimep decreases significantly. Addition of H2 into NG
can lower the COVimep at every spark timing, retarded from maximum brake torque spark
timings.

Burning of fuel at lean condition (λ > 1) provides lower combustion temperature, and it is
proved by many researchers that this is a meaningful and beneficial way to reduce NOx

emission, in the case of spark ignition engines only [31, 32]. Various authors have performed
their research by adopting constant spark timing condition. But it is not enough information
to predict the influence of ignition timing on combustion. Wang et al. [33] studied separately
the influence of ignition timing on lean combustion limit through their series of experiments
on the HCNG SI engine. The low and moderate engine load, various engine speeds and 0–40%
by volume hydrogen fraction condition are adopted for experiments. Figure 6 illustrates the
consequence of ignition timing on lean combustion limit using three different conditions. The
lean combustion limit improves with the advance of spark timing, and after reaching maxi‐
mum value, it shows decreasing trend. This is because of the enough amount of fuel burned
in the power stroke instead of near the completion of compression stroke. Moreover, they
stated that over‐retarded and over‐advanced both ignition timings are not appropriate for
smooth combustion at lean combustion limit at a particular operating condition.

Figure 6. Effect of ignition timing on lean combustion limit [33].

Sustainable Energy - Technological Issues, Applications and Case Studies14



With respect to study the mechanism of the combustion of any fuel, the cycle‐by‐cycle variation
(CCV) study of engine is very beneficial. It gives the clear picture of maximum pressure and
mean effective pressure developed, which affects the power and efficiency of the engine. As
discussed already that the COVimep is an important factor to analyze combustion. Ma et al. [30]
did experiments for investigating the consequences of addition of hydrogen on the combustion
characteristic and CCV in a 6.2‐liter, in‐line six‐cylinder turbocharged SING engine. The ITE
and emissions were also analyzed through the series of experiments. They concluded that
advancing the spark timing gives improved maximum pressure for used fuel blends. Figure 5
shows the variation of the COVimep versus ignition timing at different hydrogen fractions. With
the increase in the spark advance, the COVimep decreases significantly. Addition of H2 into NG
can lower the COVimep at every spark timing, retarded from maximum brake torque spark
timings.

Burning of fuel at lean condition (λ > 1) provides lower combustion temperature, and it is
proved by many researchers that this is a meaningful and beneficial way to reduce NOx

emission, in the case of spark ignition engines only [31, 32]. Various authors have performed
their research by adopting constant spark timing condition. But it is not enough information
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Figure 6. Effect of ignition timing on lean combustion limit [33].
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An engines’ behavior under idle conditions regarding fuel consumption and emissions is very
important. A large part of driving cycle used in regulations like the New European Driving
Cycle (NEDC) takes place at idle speed. Furthermore, real driving situations, especially in
traffic jam haunted Asian megacities, may contain even more idling percentage. Ma et al. [34]
experimentally investigated the effect of the equivalence ratio (ϕ) and spark advance angle
(θi) on the idle behavior (engine speed 800 rpm) of the six‐cylinder, single‐point injection
turbocharged hydrogen‐fueled SING engine. They stated that with the increase in ϕ, the value
of spark advance angle (θi) corresponding to the maximum ITE gradually decreases, whereas
the ITE decreases along with an increasing ϕ. Under the condition of ϕ ≥ 0.6, The NOx emission
increases with an increasing ϕ and θi. At lower ϕ and θi, COVimep noticeably increases. The
maximum cylinder pressure increases along with an increasing ϕ and θi. They reported that
the optimum idle conditions (considering COVimep, fuel consumption, emission performance)
are ϕ = 0.4 and θi = 18°CA. These conditions provide the 20% rise in ITE and 5 ppm lowered
NOx emission.

Figure 7. Variation in indicated thermal efficiency with COV of IMEP [35].

Many researchers studied the effects of compression ratio (CR) on the performance and
emission characteristic of the hydrogen‐enriched CNG engines. Ma et al. [35] investigated the
effect of compression ratio (CR) and ignition timing on an in‐line, six‐cylinder, single‐point
injection, turbocharged SING engine. The experiments were performed under the condition
of varying the ignition time with three different compression ratios of 10, 11, and 12. The engine
speed was kept constant at 1200 rpm; excess air ratio was fixed at 1.6, and a constant manifold
absolute pressure (MAP) of 50 kPa was selected for the tests. Based on their experimental data,
they mentioned that with increasing compression ratio, it could be possible to achieve higher
indicated thermal efficiency. The observations of the experimental study show that leading
compression ratio gives improved brake torque and less brake‐specific fuel consumption and
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increased peak pressure. It is found that at higher compression ratio, the heat release rate gets
faster. As the indicated thermal efficiency increases, the COV of IMEP decreases and increasing
CR can lower COV of IMEP as illustrated in Figure 7. Also, the rapid combustion period and
early flame developments are reduced.

8. Quasi‐dimensional combustion models

A quasi‐dimensional model (QDM) is very popular to analyze the combustion process of the
engine. Quasi‐dimensional models have executed more precise results and also have the ability
to describe a combustion process more accurately, due to two‐zone consideration (unburned
and burned) [36]. Ma et al. [26] presented a two‐zone quasi‐dimensional combustion model
for HCNG SI engines with various hydrogen volumetric fractions. A two‐zone (burned and
unburned) thermodynamic model, turbulent entertainment combustion model, and important
thermochemical equation were introduced. Simulation data were examined and compared by
experimental data after getting the model constant by calibration for different hydrogen
percentage, ignition timings, and equivalence ratios. It is observed that simulation results are
quite near to the experimental results for lean conditions. Figure 8 shows the two‐zone
combustion chamber for which the two‐zone thermodynamic model was presented by
assuming some assumptions. The following control equations are derived by the authors of
this research paper based on mass and energy conservation law for two‐zone thermodynamic
models.

Figure 8. Two‐zone combustion chamber [26].
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where u and b represent unburned zone and burned, respectively. The charge composition of
the each zone is considered to be ideal gas means specific heats are only the function of
temperature. The specific heat (molar) at constant pressure is expressed by the equation below

( )3 52 4
, 1 2 3 4 1200 6000

q q q q
= + + + + < <p m

a aa aC a K T K (12)

2 3 4
, 6 7 6 6 6 (200 1200 ),q q q q= + + + + < <p mC a a a a a K T K (13)

where θ represented by T/1000 and constants 1–10 can be determined by Ref. [37]. The

specific heat (molar) of the various blend is determined by the following expression.

, , , ,=åp m p m i iC C X (14)

where Xi represents molar fraction of species i. After comparing the simulation and experi‐
mental data, authors concluded that the presented two‐zone quasi‐dimensional model has the
capability to conduct a performance simulation of a HCNG SI engine under different hydrogen
enrichment ratios.

The fluid flow in the combustion chamber is largely turbulent. The turbulent structure of flame
front regulates the combustion process notably. In compliance with the assumptions presented
by Blizard, Keck, and various other researchers [38–40], large‐scale turbulence is suppose to
comprise highly dissipative regions of vortex sheets and the size corresponding to the
Kolmogorov scale (η). Their spacing is proposed by the Taylor microscale (LT) as shown in
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Figure 9. L denotes the integral length scale and corresponds to the overall size of the turbulent
eddy. Later, this structure was justified by Smith [41]. Daneshyar and Hill [42] conceived that
for the spark ignition engine, Taylor microscale (LT) is very important for the better under‐
standing of the combustion behavior. Their study reveals that chemical reaction completed
almost quickly with in the Kolmogorov scale.

Figure 9. Schematic of the turbulence structure.

The model is presented by the authors of Ref. [26] and following this idea, it presumes as per
Refs. [43, 44] that:

1. Ignition happens within the highly dissipative areas (vortex sheets) whose size is descri‐
bed by the Kolmogorov scale.

2. After spark, the ignition sites propagate along the vortex sheets with a velocity of u' + SL

spherically, where u' is denoted by local turbulence intensity.

3. The flame front propagation is considered to be laminar process inside the spacing of the
vortex sheets. Therefore, the combustion time span for a small eddy with the size of LT is
τc = LT/SL.

The following governing equations could be derived by considering the above assumptions:
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The rate of the entrainment of the unburned gas is as follows:

(15)

In the above equation, me is denoted by mass entrained into the flame front; ρu is the density
of the gas in the unburned zone; and Af is the area of the entrainment front.

Once entrained, the unburned gas will be burnt at a rate proportional to the mass of the
unburned gas within the entrainment front, which is given by the following:

(16)

/ ,t =c T LL S (17)

where mb is the mass burned, τc is the characteristic time, and LT is the Taylor microscale.

By combining Eqs. (15) and (16), we can get the following:

2

2 0.t + - =b b e
c

d m dm dm
dt dt dt

(18)

Equation (18) provides a burning law model that can be coupled to the thermodynamic,
turbulent eddy structure, and the turbulent characteristics, which are correlated to the
hydrogen blending ratios and the engine operating conditions. The method of calculating the
three turbulence scales is briefly described here:

Integral length scale L:

0 = ´LL C H (19)

1/3
0 0( / ) ,r r= u uL L (20)

where ρu is the density of the gas in the unburned zone, H is the chamber height, and the
subscript 0 represents ignition timing. Taylor microscale LT

3/ 4
00.8 ( / ) ,r r=T iv in uL L (21)

where ρin is the density of gas in the intake stroke, and Liv is the lift of the intake valve.

Turbulence intensity u′ is as follows:
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0 ' = ´u mu C C (22)

1/3
0 0' ' ( / ) ,r r= u uu u (23)

where Cm is the mean velocity of piston movement, Cu is a constant, and 0 represents ignition
timing. To justify the suggested quasi‐dimensional combustion model, experiments below a
broad range of functioning state are required. Table 5 displays the nine operation conditions
which are chosen for both experiments and simulation. The limit of nine operating conditions
is slightly broad, in which speed (N), manifold absolute pressure (MAP), hydrogen mixture
ratio (x), excess air ratio (λ), and spark timing (θig) all are modified extensively.

Operational condition Speed N (r/min) MAP (kPa) x (%) λ θig (BTDC)

X1 1600 70 20 1.3 26

X2 1600 120 20 1.3 26

X3 1600 87 40 1.20 24

X4 1600 65 50 1.25 22

Y1 1200 105 10 1.33 30

Y2 1200 105 30 1.40 30

Y3 1200 105 0 1.63 30

Y4 1200 105 30 1.62 30

Z1 2400 80 0 1.30 32

Table 5. Operating conditions.

The experiments were evaluated on a six‐cylinder, single‐point injection, spark ignition gas
engine. Figure 10 illustrates the predicted and experimental pressure curves and mass fraction
curves at each operating condition. For operating condition H, the predicted and experiment
values are quite matched. The divergence in Case H is thought to be due to high cyclic variation
and incomplete combustion, which are not considered in the quasi‐dimensional model. With
regard to make significant observations, more detailed combustion parameters are analyzed,
including maximum pressure (Pmax), the crank angle at which maximum pressure occurs
(θpmax), rapid combustion duration (θrd) (10–90% MFB), crank angle of 50% MFB (θ50%),
indicated mean effective pressure (Pi), and Pi′s relative error (εpi), again considering Case H
and the differences between the predicted and test outcomes are pretty close. Table 6 displays
the differences between the predicted and experimental results. It can be seen that the Pmaxs

shows error <0.15 MPa; (θpmax)′s, θrd′s, and θ50%′s value is <2°CA; Pi′s <6%. The most evident
difference appears at Case H, and the equivalence ratio is close to the lean limit.
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Figure 10. Comparison between experimental pressure, MFB, and predicted ones from the model under nine operating
conditions.

Figure 10. (continued)
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Figure 10. (continued)

Operation condition Pmax (MPa) θpmax (°CA) θcd (°CA) θ50% (°CA) Pi (MPa) εpi (MPa)
X1 Experimental 2.90 377 26.87 370.42 0.794 3.75

X1 Predicted 2.88 376 27.54 370.85 0.825

X2 Experimental 6.05 376 22.59 366.84 1.572 2.21

X2 Predicted 6.01 374 24.53 366.19 1.526

X3 Experimental 3.74 377 23.93 366.99 1.251 1.49

X3 Predicted 3.72 376 25.03 365.74 1.270

X4 Experimental 5.18 371 21.61 361.41 1.187 2.94

X4 Predicted 5.07 372 23.01 361.97 1.223

X5 Experimental 4.15 374 21.02 365.49 1.042 0.478

X5 Predicted 4.17 373 23.23 365.12 1.047

X6 Experimental 2.91 375 20.98 366.90 0.725 3.46

X6 Predicted 2.91 373 24.50 367.29 0.751

X7 Experimental 3.38 376 28.61 370.21 0.951 1.04

X7 Predicted 3.27 376 28.58 370.70 0.961

X8 Experimental 3.02 378 26.62 373.21 1.067 6.23

X8 Predicted 3.73 378 27.50 374.38 1.138

X9 Experimental 3.98 376 25.38 368.10 1.085 2.43

X9 Predicted 4.06 376 26.01 369.45 1.112

Table 6. Difference between predicted and experimental results.
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Basically, factors influencing the simulation accuracy contain two crucial basis: first, few
assumption accuracies are not steady with real condition, like chemical reaction, no heat
transfer between the burned and unburned zone; second, particular errors exit in the empirical
relations determining specific heat, the adiabatic flame temperature, and the laminar burning
velocity. These limitations do not get notable errors in this suggested model; furthermore, they
should be scrutinized well when considering precision.

Ma et al. [45] developed a fractal‐based quasi‐dimensional combustion model for turbocharged
SI engine works on pure NG and mixtures of NG/H2. First, they analyzed the effect of MAP,
ϕ, and hydrogen enrichment to NG on fractal dimension and then restructured the expressions
of the fractal dimensions. The original and improved two‐zone combustion models have
compared with the experimental data under various loads, equivalence ratios, engine speeds,
and hydrogen fractions. The improved model is very near to the experimental results at the
premature combustion stage. In this fractal‐based model, a multiplying factor connecting the
burned mass density and unburned mass density has been used as follows:

30.25 2
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min
,r

r
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S LA
A S L

(24)

where ρb and ρu are represented by the burned and unburned mass density, and the exponent
is set to 0.25, while Matthews and Chin [46] presented the comparison between three assump‐
tions about the ratio of the flame wrinkling scales. They suggested that the reasonable
assumption for the correlation between the inner and outer cutoff of the wrinkling scales was
the ratio of the integral length scale to the Kolmogorov scale: Lmax/Lmin = Ɩi/η. They also stated
that the following model for D3 predicted the measured fractal dimensions of flame in
combustion engines with as error of <3.6% [47].

3 3max 3max
' 2.0 , 2.35,

' '
= + =

+ +
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L L

u SD D D
u S u S (25)

where u′ is denoted by turbulence intensity and SL is the laminar burning speed. The very
similar equation is used by Perini et al. [48] for forecasting of D3 from with distinct upper limit
of D3.
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where 3 is the calibration coefficient and is set to 1.013. Equation (35) is proved to be

reasonable and acceptable for the combustion simulation of HCNG fuel [48, 49]. As per the
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fractal analysis results of Ref. [50], the consequence of hydrogen portion in CNG on D3 is added
to Eq. (25) and the following equation is derived.

3 3max
1 12.0 ,1 1 '1 1

1 0.1 ' 1 0.1

= +
+ +

+ +
L

L

D D S u
x u x S

(27)

where  is the hydrogen mole fraction in the HCNG. The operational condition for the tests is
shown in Table 7 for which the results of the simulation study were analyzed.

Operation condition n (r/min) MAP (kPa) X λ θig (BTDC
XA1 1600 70 0 1.3 28

XA2 1600 125 0 1.5 28

XA3 1600 1205 0 1.5 28

XA4 1600 70 0.15 1.3 24

XA5 1600 70 0.15 1.5 28

XA6 1600 125 0.15 1.3 20

XA7 1600 125 0.15 1.5 24

XA8 1600 70 0.3 1.3 28

XA9 1600 125 0.3 1.3 24

XA10 1600 125 0.3 1.1 20

XA11 1600 70 0.45 1.3 26

XA12 1600 70 0.45 1.5 24

XA13 1600 125 0.45 1.3 24

XA14 1600 125 0.45 1.5 22

XA15 1600 125 0.55 1.5 26

XA16 1600 125 0.55 1.3 24

XA17 1600 125 0.45 1.3 24

XB1 800 90 0.3 1.5 20

XC1 1200 110 0.3 1.5 22

XC2 1200 80 0.55 1.3 16

XD1 2000 90 0 1.4 32

Table 7. Difference between predicted and experimental result [45].

9. Demonstration projects

Because of harmful environmental consequences of the exhaust emission of the diesel/
gasoline‐fuelled vehicles, several countries are committed to propose strict emission norms.
Researchers are more and more focus to actualize the demands of the future's emission
regulations. The HCNG engines have a promising technology for city transport system and
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medium duty vehicles. Last few years, various governments and vehicle manufacturers are
providing funds for the HCNG demonstration projects to develop the zero emission vehicles
(ZEV). Various HCNG demonstration projects have been performed all around the globe.
Generally, the demonstration vehicles fuelled with HCNG blends have been experimented
either on the laboratory or on the on road tests [51–58].

Munshi et al. [59] developed two 40‐feet‐long buses with modified CWI 5.9L B Gas Plus
hydrogen‐enriched CNG engines for the demonstration project. They compared these two
HCNG buses with two CNG buses with similar engines. On road tests and comparison of
these, four buses have been performed on the same routes of SunLine Transit Agency in
California, Orange County Transit Authority Cycle, and City‐Suburban Heavy Vehicle Route.
All buses covered the planned 24,000 miles on road test trails on regular routes (see Fig‐
ure 11). They found that after experiments in the laboratory and on road trails, the performance
of the HCNG‐equipped buses is much better than that of CNG buses with significant reduction
in the emissions. Figure 12 shows HCNG demonstration projects held successfully around the
world.

Figure 11. A 40‐feet‐long transit bus at SunLine Transit Agency with HCNG dispenser [59].

Figure 12. Various demonstration projects all around the world.
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10. Conclusion

The hydrogen‐enriched compressed natural gas (HCNG) has noteworthy virtues as contrasted
with natural gas in terms of performance. As the hydrogen fraction increases by the effect of
brake, thermal efficiency also increases. The brake specific fuel consumption is directly
proportional to the cycle by cycle variations. Hence, the former is reduced; the latter also
reduces, but the thermal efficiency shows increment. There are numerous optimization
parameters that can be altered to adjust to the HCNG fuel. The lean operational limit expands
with the improvement in hydrogen fraction. This factor maximizes the thermal efficiency and
marks down the NOx pollutants. As the increased amount of intake air introduces in the
cylinder at a high excess air ratio, the combustion turns up unstable resulting more unburned
hydrocarbon emission from the tailpipe. Consequently, the excess air ratio should be deter‐
mined by searching the finest feasible combination of NOx and the HC emissions. One more
process to decrease an emission is to shift ignition timing near to the top dead center; in spite
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Abstract

Taiwan  is  an  island  with  abundant  oceanic  resources  but  devoid  of  resources  to
significantly utilize ocean power. In fact, the Taiwanese government has initiated several
renewable energy policies to transform its energy supply structure from brown (fossil
fuel-based) sources of energy to green (renewable-based) energy. In addition, in the 4th
National  Energy  Conference  held  in  2015,  ocean  energy  was  identified  as  a  key
contributor  to  renewable  energy  source.  Therefore,  the  Taiwanese  government
proposed the construction of a MW-scale demonstration electricity plant, powered by
ocean energy, as promptly as possible. Compared with solar PV, wind, and biomass
(waste)  energy,  the  development  of  ocean  energy  in  Taiwan  has  lagged  behind.
Therefore, the aim of this chapter is to boost ocean energy adaptation using analysis
from technical and legal perspectives. This chapter first illustrates the ocean energy
potential and develop blueprint in Taiwan. Next, through patent research from the
Taiwan  Patent  Search  System,  this  chapter  identifies  advantageous  ocean  power
technologies innovated by Taiwanese companies, primarily wave and current technol-
ogies. Furthermore, through the examination of regulations and competent authorities,
this chapter discusses the possible challenges for implementing ocean energy technol-
ogies in Taiwan.

Keywords: ocean energy, renewable energy policy, patent mapping, Taiwan

1. Introduction

The oceans cover two-thirds of the Earth’s surface and contain abundant available energy
sources. In addition to its huge potential as an energy source, ocean energy is also inexhaus-
tible, less polluting, and does not occupy terrestrial space, making it a renewable energy
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source with great development value. Taiwan is entirely surrounded by seas, with an area of
maritime territory approximately 4.72 times that of its land territory [1]. The seas contain a
wealth of natural resources, one of which is renewable ocean energy. Taiwan lacks domestic
fossil fuel sources and has long been dependent on energy imports. A proper understanding
of renewable ocean energy and its advantages followed by effective development of this
resource could lead the country to its first step towards energy independence, as well as
reduce its reliance on imported fossil fuel [2].

During the concluding session of the 4th National Energy Conference (NEC) held in 2015,
developmental conditions of the country’s territorial waters were considered before an
ultimate goal was set, with the premise of marine environmental protection. The goal was to
establish a commercial grade power plant by 2030 and to have a kilowatt (kW) grade demon-
stration power plant up and running as soon as possible. Separately, Taiwan has created the
Sustainable Energy Policy Convention to address both the energy and the environmental
challenges that it faces and has implemented energy conservation and carbon emissions
reduction plans to reach the policy objective of achieving success in its management of energy
sources, environmental protection, and the economy.

At the same time, many projects on the research and development of energy technologies have
been planned and implemented, including the Program for the Research, Development, and
Promotion of Energy Saving and Carbon Reduction Technologies and the National Energy
Program [3]. In addition, pilot demonstration projects have been used as a means to compre-
hend crucial technologies, so that domestic industries could improve the self-production ratio
of power generator units. The success of these projects has also been used to attract operators
to invest in and develop related technologies [4].

2. An island with abundant ocean energy potential

The seas surrounding Taiwan hold abundant amounts of ocean energy. In its White Paper on
Technologies for Energy Industries 2014, the Bureau of Energy (BOE) assessed the country’s ocean
energy sources and concluded that there is great development potential for power generation
using ocean thermal energy conversion (OTE), wave energy, and ocean currents. These are
briefly described below [2].

2.1. Currents

Sites for power generation using tidal currents must have potential energy greater than
1 kW/m2. These sites are distributed in the territorial waters of Penghu (Pescadores Islands)
and Northern Taiwan, with an estimated development capacity of nearly 200 MW.

In addition to tidal currents, the Kuroshio Current (black tide) generates an abundant water
flow near the south and east coast of Taiwan. Four potential sites were identified based on
the condition of a flow velocity greater than 1.2 m/s. The estimated development capacity
for each site could reach 1 GW.
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2.2. Wave energy

Eight potential sites were selected based on the following criteria: (i) wave energy greater than
10 kW/m, (ii) water shallower than 50 m, (iii) slope of the terrain less than 10%, and (iv)
nonrestricted areas. The sites were mainly distributed in the country’s northeastern corner and
territorial waters of the Yunchang underwater ridge. Wave energy at the ridge was approxi-
mately 13.60 kW/m, which ranks second after Cape Santiago/San Diego (15.93 kW/m). The
development capacity of Taiwan’s wave energy has been estimated at 2.4 GW.

Table 1. Strengths, weaknesses, and opportunities for ocean energy development.
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2.3. Ocean thermal energy (OTE) conversion

Nine potential OTE conversion sites are located in the east of Taiwan, based on the conditions
of water shallower than 1000 m and a temperature difference larger than 20°C. Preliminary
estimates have indicated that the development capacity of OTE power generation is 2.8 GW.

Table 1 lists the strengths, weaknesses, and opportunities of pursuing ocean energy in Taiwan.
The common threats of different marine technologies are the natural limitations, including
seafloor topography and climate. Especially, the stratum on the eastern side of Taiwan is
slipping; the use of ocean energy faces severe challenges from the natural environment,
including earthquakes and typhoons. In addition, the stage of global technology development
is also a threat as well, countries that have been involved since the early stages of development
have a better grasp of the crucial technologies for energy generation (including ocean currents,
tides, waves, OTE, hydrated compounds, etc.). Therefore, it is necessary to in depth analyse
Taiwan’s advantaged ocean energy technologies, which will be illustrate in Section 4 of this
chapter.

3. Blueprint for developing Taiwan’s ocean energy

The Taiwanese BOE has not yet to include the ocean energy as a contribution of renewable
energy source in the country’s short- and medium-term (to 2030) promotion targets since the
development of Taiwan’s ocean energy technologies is still in the research and development
stage (Table 2). It can be seen that the development of ocean energy occurs later compared to
other renewable energy sources; however, the government drew an ocean energy development
blueprint (Table 3) and intended to progressively develop ocean energy from the conceptual
and verification stage to the development of small- to medium-scale systems, before proceed-
ing to the development phase for large-scale systems and, eventually, commercial power
plants [5].

Energy source 2015 2020 2025 2030
Unit: MW

Onshore wind energy 814 1200 1200 1200

Offshore wind energy 15 320 1520 3000

Hydraulic energy 2059 2100 2150 2200

Solar photovoltaic energy 842 2120 4100 6200

Geothermal energy 4 66 150 200

Biomass energy 745 768 813 950

Total 4509 6574 9933 13,750

Source: Ref. [2].

Table 2. Future promotion targets for renewable energy sources in Taiwan.
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Table 3. Timeframe for ocean energy development in Taiwan.

In the ocean energy blueprint, the government plans to build a demonstrative wave generator
for testing and verification purpose by 2018 and to connect the generator to the grid. Long-
term testing and verification will provide the basis for rectifying and improving the design of
the generator set, before the development of a commercial set is undertaken. The target is to
complete the first 1 MW pilot demonstration plant in 2025 and to develop small-scale com-
mercial power plants (30 MW) by 2030. There will be acceleration towards the full-scale
development of commercial power plants by 2035, which will contribute to Taiwan’s use of
renewable energy sources to generate electricity [5]. However, as the beginning of 2016, the
stage still stays on research and development. The plan of sea testing and verification, which
was planned to implement by the end of 2015, was delayed because of typhoon.

Research is conducted, and development is fostered through technical cooperation undertaken
jointly by academia and industry. The main undertakings are short-term testing at sea of power
generators using tidal current. These include projects in the territorial waters of Keelung Sill
by National Taiwan Ocean University and at the Penghu Bridge by Sun Yat-sen (Zhongshan)
University, as well as the power generator system using ocean currents that was jointly
researched and developed by Wanchi Steel Industrial Co., Ltd. and National Cheng Kung
University.

4. Patent mapping and analysis

To understand the current development among Taiwan’s industries regarding ocean energy
technologies, so as to understand the current situation and characteristics of the relevant
patents, a patents map is presented for an effective organizational analysis of patents infor-
mation in this section.

4.1. Patent search and analysis procedures and methodology

The patent search and analysis procedures are as follows: first, to determine the subject; second,
to collect and to review the relevant literature and public information; third, to develop patent
search strategies and fourth, to draw patent map. The subject is to analyse marine technology
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development situation in Taiwan. Based on the review of the literature and relevant informa-
tion, the ocean energy technologies were divided into two categories: (i) an analysis of types
of ocean energy sources and (ii) a detailed study of the energy conversion methods used in
each type.

As shown in Table 4, the types of ocean energy sources can be categorized as follows: (i) tidal
energy, (ii) ocean currents, (iii) wave energy, (iv) ocean thermal energy (OTE), and (v) others
(combined with wind energy or other sources). Among these categories, ocean currents and
wave energy are currently mainstream develop in Taiwan [6–8]1 The energy conversion
methods used by these two categories are shown in Table 5 and can be preliminarily grouped
into 15 methods. Thus, when performing the patent search and examining patents, both energy
sources and conversion methods were considered so as to improve the degree of accuracy and
rate of search returns.

Type  Description

Tidal energy  Potential energy difference between daily tidal fluctuations is used to generate electricity

Ocean currents Ocean currents are used to drive hydraulic turbines for power generation

Wave energy  Potential energy difference, reciprocating force, or buoyancy difference caused by wave movements

 are used to generate electricity

OTE  Vaporized working fluid arising from temperature difference between deep and surface

 layers of seawater is used to drive turbines for power generation

Others  Various technologies are used, such as differences in salinity and auxiliary power from desalination

 equipment

Table 4. Types of energy sources used by ocean energy technologies.

Method Description

(i) Wave energy

Bellows Buoys pushed by waves drive the bellows to pump air. The air is stored inside regulated storage

barrels and is steadily released to drive the generators

Point absorber Buoys are used to convert the potential energy difference, reciprocating force, or buoyancy

difference caused by up-down movements of waves to mechanical energy. Depending on the

installation method, the point absorber is either fixed or floating

Lever Buoys are connected to a lever, which converts the potential energy difference, reciprocating force,

or buoyancy difference caused by up-down movements of waves to mechanical energy

1 The mainstream applications in Taiwan were not clearly stated in any single literature. However, most research papers
and national policies were more frequent mentions of power generation using ocean currents and wave energy.
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Method Description

Oscillating wave

surge converter

Dampers with reciprocating strokes are used to withstand the kinetic energy and impact of

forward and backward movements, which are then converted to mechanical energy

Rotating mass A mass is installed at an off-center location within the buoys. The up-down and left-right

movements of waves cause the mass to rotate within the buoys, thereby generating mechanical

energy

Attenuator Buoys are aligned perpendicular to the waves. The up-down movements of waves cause the buoys

to move along the axis. Mechanical energy is generated after applying selective and appropriate

restrictions

Bulge wave This is similar to the wave attenuator method

Oscillating water

column

A device with a hollow structure is partially submerged in water with an opening beneath the

water level. The hollow structure traps air that is above the water level. When the waves move, the

surface of the water column within the device rises and falls, thereby compressing and expanding

the internal air column. This drives the turbine and, in turn, the generator to produce electricity.

The device is designed in such a way that regardless of air flow direction, the generator will rotate

in a similar direction

Overtopping/

terminator device

Waves are used to capture the water reservoir stored between the surface and the depths of the sea.

The water is then released with gravity, turning the turbine underneath to generate electricity. This

type of device generally uses a collector to gather wave energy

(ii) Ocean currents

Enclosed tips

(Venturi)

A large conduit with openings is used to collect large amounts of ocean current energy. The highly

efficient beam shrinkage effect is used to pass the collected ocean currents through a turbine

generator installed within the conduit, which converts them to electrical energy

Horizontal axis

turbine

Ocean currents cause underwater turbine blades to rotate, converting the fluid’s kinetic energy to

mechanical energy. Its unique characteristic is that the direction of the rotation axis is parallel with

ocean currents

Vertical axis

turbine

Ocean currents cause underwater turbine blades to rotate, converting the fluid’s kinetic energy to

mechanical energy. Its unique characteristic is that the direction of the rotation axis is

perpendicular to ocean currents

Oscillating

hydrofoil

This is comprised of a hydrofoil, oscillating boom, and hydraulic device. Tidal flows on both sides

of the hydrofoil cause the boom to sway. The oscillating boom causes the high-pressure fluid to

flow, driving the turbine inside the high-pressure flow system to generate electricity

Turbine Large turbines are directly installed at the bottom of the ocean. Currently, this method is often

combined with the conduit method

Tidal kite A turbine is mounted on a submersible buoy, which is submerged below the water surface and

installed in the direction of the ocean currents to capture the currents’ kinetic energy

Table 5. Energy conversion methods used by ocean energy technologies.
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To ensure comprehensiveness and completeness of patent search and analysis, a large-scale
search of all relevant patents within the field was conducted using Taiwan’s database on patent
information.2 Keywords with general meanings were used for searching, including the Chinese
characters for “ocean/marine,” “current,” “wave,” “tidal,” “tide,” “temperature,” “thermal,”
“converter,” “conversion,” “salinity,” “electricity,” and “power generation”. The returned
results were checked for technical terminologies and natural language used in patents for
power generation technologies using ocean energy. The keywords were then redefined for a
subsequent search so as to exclude irrelevant patents and improve the rate of return for relevant
patents. Other parameters used for the patents search are summarized in Table 6.

Parameter Details

Company Not specified

Region Republic of China/Taiwan

Period 1990 to September 11, 2015

Fields Summary of patent specifications

Browsing and filtering
fields

Patent name, summary, diagrams

Language Chinese

Database Public database on Taiwan patents

Keywords Ocean, marine, wave, tidal, tide, current, temperature, thermal, converter, conversion, salinity,
electricity, power generation

Syntax (Ocean OR marine OR wave OR tidal OR tide OR current OR temperature OR thermal OR
salinity) @AB AND (power generation) @AB OR (wave AND energy) @AB OR (wave AND
conversion) @AB

Table 6. Parameters in search for Taiwan’s patents in marine power technologies.

4.2. Life cycle analysis of patented technologies

For the life cycle analysis, the development of patented technologies is divided into the
following stages based on the number of patent applications: (i) emerging, (ii) growth, (iii)
maturity, and (iv) decline [9]. The actual life cycle (Figure 1) is derived by plotting the number
of patent applications or number of patentees under publication of application per year against
the number of granted patents.

In Figure 1, the emerging stage is indicated by the portion of the curve that is gently rising.
Willingness of companies to invest in the technology is low, while the number of patent ap-
plications and patentees are small. The curve rises sharply during the second stage, in which
there is a technological breakthrough or companies have cognition of the technology’s mar-
ket value and compete to invest in its development. Consequently, the number of patent ap-
plications and patentees rapidly increase.

2 Taiwan Patent Search System (http://twpat5.tipo.gov.tw/tipotwoc/tipotwkm). Agency: Intellectual Property Office,
MOEA. Date of search: September 16, 2015. Scope: (i) granted patents (summary) for 1990 to September 11, 2015; and (ii)
publication of applications (summary) for May 1, 2003, to September 11, 2015.
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During the third stage, the curve rises upward almost vertically, indicating that companies are
no longer investing resources in research and development of the technology. Only a minority
continues to develop this type of technology, whereas other companies exhibit a low level of
willingness to enter the market. The growth in the number of patent applications and patentees
gradually declines. At the fourth stage, the curve bends backwards, indicating the industrial
technology has reached a bottleneck that is difficult to break through. Another possibility is
that the industry has become over mature; hence, there is negative growth in the number of
patent applications and patentees.

Figure 1. Life cycle of patented technologies [9].

The life cycle of Taiwan’s patents in ocean energy technologies according to the year of the
grant and the publication of the application are shown in Figures 2 and 3, respectively.

Figure 2. Life cycle of patented technologies for marine power generation according to year of grant.
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Figure 3. Life cycle of patented technologies for marine power generation according to year of publication of applica-
tion.

The curves in Figures 2 and 3 indicate that the development of Taiwan’s patented technologies
in marine power is moving from gradually to rapidly rising.3 In other words, the development
is between the emerging and the growth stages with considerable development potential.

4.3. Analysis of patented technologies based on annual number of applications

Taiwan’s annual number of patent applications for ocean power generation is shown in
Figure 4. Figure 4 indicates the annual number of patent applications and granted patents,
which have been increasing every year. With increasing awareness of green energy and
guidance from government policies, the trends in relating inventions, researches, and devel-
opment have correspondingly increased. This further proves that there is great development
potential for marine power technology in Taiwan.

Figure 4. Annual number of patent applications for marine power generation (see Footnote 3).

3 The patent search results showed in Figures 2–4 include utility model patent and invention patent (not include design
patent). Because utility model patent review requires 2–6 months and invention patent review takes 18 months from
application to be openly revealed in the patent system, and this patent search was conducted in September 2015. Therefore,
the numbers of 2014 and 2015 only include partial cases.
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4.4. Nationality analysis of first applicants for patented technologies

The nationalities of the first applicants for Taiwan’s patented technologies in marine power
generation are shown in Figure 5. It can be seen that the relating patents were mostly Taiwanese
research and development efforts. There are few foreigners applying for patents in Taiwan,
which means they have not been actively applying for relating patents in the country. Such a
patent distribution indicates that the Taiwanese have an opportunity to seek crucial technol-
ogies from patents in other countries and to adapt these technologies to Taiwan’s oceano-
graphic environment. Research and development in this area will facilitate the development
of localized technologies for marine power generation.

Figure 5. Nationality of first applicants for patents on marine power generation.

4.5. Analysis of patented technologies based on energy source

The patent distribution of different types of ocean energy is shown in Figure 6. The majority
of patents made use of wave energy, followed by ocean currents. The Kuroshio Current along
the east coast of Taiwan is stable while the waves at the territorial waters northwest of Penghu
can generate power up to 15–20 kW/m. Thus, the development of relating technologies in
Taiwan has capitalized on the unique characteristics of its geographical environment. In

Figure 6. Distribution of patents on marine power generation based on energy source.
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contrary, because of Taiwan’s relatively short coastline and vast geographical disparities
between its east and its west coasts, these features do not facilitate the development of power
generation using differences in temperature or salinity [10].

4.6. Analysis of patented technologies based on energy conversion method

Since wave energy and ocean currents are the main types of ocean energy in Taiwan, the
methods used for converting the energy supplied by the waves and currents to mechanical
energy, which is then converted to electrical energy was identified. Subsequently, the patent
distribution was analyzed. Patent summaries and diagrams that made use of wave energy were
screened, and the distribution is shown in Figure 7.

The largest proportion (33.1%) of methods used the point absorber (both fixed and floating
types), followed by the oscillating wave surge converter (18.4%). Other conversion methods
accounted for 19.6% and included a combination of wind, tidal, and other forms of energy.
There were also patents involving the use of various platforms (ship-like, load-bearing, and
matrix) to stabilize the waves or enlarge the energy capture area.

Wave energy basically harnesses the up-down movement of waves. The kinetic energy of
waves is converted to electrical energy through a steady-motion mechanism. Currently, the
main developmental type used by most countries globally is the point absorber. Considering
the conditions of the territorial waters and energy needed for construction, the Taiwanese BOE
selected floating point absorber (FPA) as key technology for further development [11].

Figure 7. Distribution of patents based on energy conversion methods for wave energy.

The distribution of energy conversion methods for ocean currents is shown in Figure 8. The
method with the largest proportion (41.8%) involved a spindle with blades, which rotate and
drive the power generating device. This method was further separated into radial and axial
types (26.6% and 15.2%, respectively). The next highest proportion was the underwater kite
(including the addition of a mounted device suspended to face the direction of the ocean
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currents), which accounted for 15.2%. Although the “other” category totaled 35.4%, this in fact
comprised multiple and dispersed types of patents, including the use of friction between ocean
currents and metals for electrification, the combination of wind energy and sailboats, and a
power generation system using a regulator rectifier module.

Figure 8. Distributon of patents based on energy conversion methods for ocean currents.

The Kuroshio Current passes the regional seabed off Taiwan’s east coast. However, the waters
there are very deep, making marine engineering far more difficult compared to power
generation using wave energy. The construction and maintenance costs are also much higher.
The lack of basic observed data on the Kuroshio Current also means that there is insufficient
reliable information. In terms of Taiwanese patents for marine power technologies (Figure 6),
although the number for power generation using ocean currents ranked second at 27.6%, it is
still almost 30% fewer than those using wave energy. Hence, the BOE is studying and planning
to build a to-scale ocean current model for Taiwan in order to evaluate the potential use of the
Kuroshio Current [7]. The findings will serve as the basis for developing power generation
technologies using ocean currents, which will contribute to the planning of a development
blueprint.

5. Regulations and comptent authorities

Patent analysis result shows that Taiwan’s ocean energy technologies are emerging and
growing, especially wave and current technologies. To develop ocean energy technology, the
government plays a crucial role in the early stages of development because ocean energy
cannot be progressively developed from onshore to offshore, meaning that operators who
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invest in ocean energy have to bear much higher risks. In addition, legal and regulatory issues
are continually cited as a major nontechnical barrier to the development of ocean energy [12].
Consenting is also generally regarded as a major nontechnological barrier to the progress of
the marine renewable energy industry due to the complexity of the processes. Numerous
licensing authorities, the lack of dedicated legal frameworks of the process, stakeholders for
statutory consultation, mandatory EIA and the time scale that would possibly delay the
privates entering the market in an early stage [13]. Therefore, to facilitate ocean energy
development, this section identifies core issues, relating regulations, and competent authori-
ties.

Figure 9. Core issues of deploying ocean energy based on four stages.

Core issues of ocean energy deployment are identified and listed according to four stages of
deployment, i.e., preparation, construction, operation, and decommission (Figure 9). In the
preparation stage, the operators have to select site, conduct environmental impact assessment,
and prepare application documents. In the construction stage, the use of bases and artificial
facilities, safety compliance of generator facilities, and grid connection are main issues. In the
operation stage, the use of territorial waters and land has to be clarified. In addition, the
stakeholders’ rights adjustment is a crucial challenge. In fact, the rights issue (especially fishery
right) has been raised in Taiwan for offshore wind energy development. In the decommission
stage, the facilities decommissioning and electricity business transfer are key issues.

Once the core issues affecting the development of ocean energy industry are defined, the next
step is to further examine relating legislation and competent authorities. Basically, legislation
related to ocean energy development include Renewable Energy Development Act, Coastal
Act, Electricity Act, Electricity Business Registration Rules, Fisheries Act, Environmental
Impact Assessment Act, and so forth. Competent authorities of ocean energy are Ministry of
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facilities, safety compliance of generator facilities, and grid connection are main issues. In the
operation stage, the use of territorial waters and land has to be clarified. In addition, the
stakeholders’ rights adjustment is a crucial challenge. In fact, the rights issue (especially fishery
right) has been raised in Taiwan for offshore wind energy development. In the decommission
stage, the facilities decommissioning and electricity business transfer are key issues.

Once the core issues affecting the development of ocean energy industry are defined, the next
step is to further examine relating legislation and competent authorities. Basically, legislation
related to ocean energy development include Renewable Energy Development Act, Coastal
Act, Electricity Act, Electricity Business Registration Rules, Fisheries Act, Environmental
Impact Assessment Act, and so forth. Competent authorities of ocean energy are Ministry of
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Economic Affairs (MOEA),4 Ministry of the Interior (MOI), Council of Agriculture (COA), and
Municipality or county (city) government. Table 7 presents six issues and relating legislation
and authority, as well as detailed questions for each issue.

Legislation Competent authority Issues

i. Application for power facilities construction

• Renewable Energy Development Act

• Electricity Act

• Electricity Business Registration Rules

• Coastal Act

• National:

○ MOEA

• Local:

○ Municipality or county

(city) government

• It is unclear whether local

governments have jurisdiction over

matters relating to territorial waters.

Hence, it is doubtful that they should

be appointed as the competent

authority

ii. Use of territorial waters/land

• Renewable Energy Development Act

• Law on the Territorial Sea and

Contiguous Zone

• Law on the Exclusive Economic Zone and

Continental Shelf

• Licensing measures for the construction,

use, modification, & demolition of

facilities/structures on artificial islands

within the exclusive economic zone and

continental shelf

• National Property Act

• Regional Planning Act

• Coastal Act

• Ministry of the Interior (MOI)

• Is the scope of usable territorial waters

similar to that of off-shore wind power

generation systems?

• Does the central government have overall

ownership rights of the territorial waters?

4 Bureau of Energy is under the Ministry of Economic Affairs
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Legislation Competent authority Issues

What is the procedure for use of those

waters?

• Does the perspective of managing state-

owned properties apply? Can leasing be

arranged?

• Are the bases for setting up power

generators and equipment treated as

facilities/structures on artificial islands?

iii. Site selection

• No related statutes or provisions.

• Need to consider the natural and social

conditions, as well as make relevant

changes to the rights holder.

• Freedom of Government Information Act

• Relevant authority for 

application and setting up 

procedures

• Relevant laws do not include the

procedure to select sites for renewable

energy power generators and

equipment. Operators currently select

sites on their own. However, public

authorities should intervene,

incorporate information disclosure

and mechanisms for public

participation

• Local governments have to work with

local self-governing bodies for the

survey/assessment of sites

iv. Stakeholders’ rights adjustment

• Renewable Energy Development Act

• Fisheries Act

• Shipping Act

• Council of Agriculture 

(COA)

• Ministry of Transportation 

and Communications 

(MOTC)

• Compensation under Article 29 of the

Fisheries Act does not provide for

development relating to renewable

energy

• Compensation is not stipulated under

the Shipping Act

• Local governments’ obligation to

assist in coordination between

applicants and relevant rights holders

is not clearly stipulated
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Legislation Competent authority Issues

• Need to compile case studies of

successful agreements, with public

disclosure of information

v. Safety compliance of offshore structures or generator sets

• Licensing measures for the construction, 

use, modification, and demolition of 

facilities or structures on artificial islands 

within the exclusive economic zone and 

continental shelf

• Commodity Inspection Act

• International certification standards

• MOI

• Bureau of Standards,

Metrology, and Inspection

• Need to establish certification

standards that comply with

international technical standards

vi. Environmental impact assessment (EIA)

• EIA Act

• Article 29, Item 1, No. 8 of “Details and 

scope identification criteria for 

development activities that shall conduct 

EIA” are to be implemented.

• Competent authority for 

target business

• Competent authority for 

EIAs (may be under the 

national or local authority, 

depending on target 

business)

• The competent authority for the target

business of applying for/setting up of

ocean energy power generators and

equipment should be determined

• Specifications for the review of ocean

energy EIAs should be established

Table 7. Taiwan’s legislation and competent authorities for the ocean energy industry.

6. Conclusion

Taiwan is an island with abundant ocean energy potential. Although ocean energy has not
been identified as a contribution to energy supply component in the short- and medium-term
(to 2030) promotion targets, the government has drawn a blueprint and set up timeline for
ocean energy development.

Presently, Taiwan’s patented technologies on ocean energy have passed the emerging and the
growth phases. The number of patent applications made each year has been increasing, with
the majority of applicants being Taiwanese. Most of the applications have involved the use of
wave energy, with the predominant energy conversion method of fixed or floating point
absorbers. The BOE has also selected the floating point absorber system as a major develop-
ment project [11]. This indicates that the government’s policies are in line with developments
by private industries and that a unified, major investment direction has been established.
Therefore, the development of ocean energy in Taiwan has substantial potential.
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In addition to reviewing technology development status, identifying technologies with
developing opportunities, examining regulations and the relevant competent authorities, the
government must also looks to the future and promote the development of industries relating
to ocean energy through demonstration projects, policy guidance, incentives, and other
strategies (such as joint development with offshore wind energy). In doing so, the abundant
ocean energy resources can be tapped, thereby enhancing Taiwan’s degree of energy inde-
pendence and promoting the localization of Taiwan’s renewable energy industry.
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Abstract

South Africa has a large unemployment rate with many households almost completely
dependent on social grants for survival. Under such circumstances the potential of
rooftop solar  in  developing vibrant  and local  energy micro-economies,  which can
generate and trade in electricity, is highly attractive. In this chapter, it is shown that such
systems  are  uneconomic  if  considered  from the  perspective  of  a  private  investor.
However a different conclusion emerges with respect to public funding. Even without
considering the additional benefits of improved health and learning opportunities,
lower levels  of  crime and lower levels  of  non-payment,  rooftop solar  becomes an
attractive investment for the state, especially in areas of high solar irradiation. The
‘electrification  grant’  could  be  delivered  in  several  ways  including  the  use  of  a
subsidised  feed-in-tariff.  An  initial  analysis  using  the  framework  of  technological
innovation systems shows that much of the required structure for a rooftop solar system
is already in place. However the state will need to boost efforts to train technicians to
install  and  maintain  the  infrastructure,  accelerate  its  initiatives  to  support  local
manufacture of photovoltaic modules, and strengthen the capability of the science and
technology system to support the processes of technology diffusion and adoption.

Keywords: sustainability transition, technological innovation system, rooftop solar,
photovoltaic, low-income community, South Africa
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1. Introduction

Photovoltaics (PV) has evolved to be a significant source of electrical energy; by the end of 2014,
cumulative PV capacity had reached 237 gigawatts (GW), equivalent to about 1.3% of the global
electricity demand (see Figure 1). New capacity has been growing at an average of 40% per year
since 2000 and it is predicted that by 2050 solar PV will be the largest source of electrical power,
accounting for 16% of global demand [1].

Figure 1. Annual PV production and installations. Source: updated with permission from REN21 [2], Masson and Bru-
nisholz [3].

Surprisingly, this growth has been non-homogeneous with only five countries (China,
Germany, Japan, United States and Italy) accounting for 62% of the total installed capacity.
Although developing countries (excluding China) are becoming more visible as investors in
PV capacity, driven largely by the increasing cost-competitiveness of the technology [2], their
collective markets remain small compared to the developed countries.

The transformation of all countries to more sustainable energy systems, including both
generation and demand, has become an active research area and forms part of a much broader
set of studies on sustainability transitions, where the latter considers the means of promoting
and governing a transition to sustainability. Although the studies do partly consider the
technical challenges and possible technological solutions, the core of the research is focussed
predominantly on how to change relationships, business models and behaviours, and hence
achieve a fundamental transformation towards more sustainable modes of production and
consumption [4]. The approach of technological innovation systems (TISs) has been proposed
as one of several theoretical frameworks which can be used as a basis for such studies [5, 6].
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In this chapter, the TIS framework has been applied to both understand and develop recom-
mendations for how to change the relationships and conditions which presently shape the
market for rooftop solar in South Africa. The framework is particularly applicable to analysing
systems which display strong path dependencies and lock-ins, as is so evident generally for
national energy systems. The chapter has four main sections. In the first section, the existing
market structure and technological basics for PV are described. This is followed by a section
on the principles of rooftop solar and particularly the application of the technology within
low-income communities in South Africa, including a detailed techno-economic assessment.
In the third section, the theory of technological innovation systems is introduced and then
applied to the situation in South Africa. In the final section, the conclusions and recommen-
dations of the study are presented.

2. The photovoltaics value chain and market structure

2.1. Manufacturing technology and cost

Although other materials are used, silicon wafer technology accounts for 93% of the total PV
production [7]. The value chain begins mostly with the material polysilicon (also known as
multi-crystalline silicon) which is cast into ingots, sliced into wafers, inlaid with a conductive
grid to produce the silicon cells, then assembled into modules and finally installed onto
rooftops (or other applications) in the form of complete PV systems. Other raw materials
include monocrystalline silicon and thin films based on various combinations: cadmium,
tellurium, selenium, gallium and arsenic.

Figure 2. PV module selling price decreases as cumulative volumes increase.
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The earlier stages of the manufacturing value chain are capital intensive, and the later stages
labour intensive, with cost components (or value addition) being spread relatively evenly. The
overall cost of PV has declined as manufacturing volumes have grown, as shown in Figure 2.
The average module selling price is now about R10.1/Wp or $0.72/Wp,1 a decline of 15 times
since 1992 when the price was R154/Wp or $11/Wp. Using the equations of the learning curve
[8], it is calculated that in the last 35 years, the average module price decreased by 35% for each
doubling of cumulative production volume.

Much of the cost savings have been achieved as a result of the decreased usage of materials,
which has been reduced significantly from about 16 g/Wp to less than 6 g/Wp due to increased
efficiencies (17–22%) and thinner wafers [7]. In terms of energy payback (amount of time to
produce the total energy required for manufacture), payback is reached in less than 1 year for
southern Europe and countries with similar solar irradiation. The carbon dioxide avoidance
factor of PV is reported to be 0.715 kg CO2/kWh [7].

The cost of PV modules is only partly located in the modules themselves. Other components
include the inverter, the wiring (electrical connectors) and the mounting frames. Relative costs
by component are shown in Figure 3.

Figure 3. Breakdown of costs for PV systems. Source: Chung et al. [9] and IRENA Secretariat [10].

2.2. Job creation in the photovoltaics value chain

About 70% of the global manufacture of photovoltaic modules takes place in China, followed
by the rest of Asia Pacific and Central Asia [7]. Of the 2.8 million global jobs in PV, 1.65 million
are located in China, 377,000 in Japan and 194,000 in the United States [2]. The estimated
number of jobs per segment of the value chain is shown in Figure 4; total jobs are 30 jobs per
MWp.

1 Throughout this paper, two conventions have been used. All monetary values are quoted in US dollars, adjusted to 2011
values, and South African Rands, adjusted to 2015 values, with the approximate conversion rate being R14/$. In addressing
issues of power, these are quoted in watts (W) or kilowatts (kW) or megawatts (MW), with the suffix p referring to peak
power (at a capacity factor of 100%) and the suffix c referring to actual output.
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Currently, most of the local jobs are in the installation, operations and maintenance of the
modules, with manufacture of the cells and modules taking place in other countries [12].
Although the REI4P includes criteria for value addition, these requirements have not been
terribly successful in developing the value chain. Previous studies have suggested that
sustainable jobs will most likely be created in countries with long-term policies and a holistic
approach that addresses barriers all along the value chain [13].

Figure 4. Solar jobs per MWp in photovoltaics. Source: Walwyn [11].

2.3. Rooftop solar

Rooftop solar is already an appreciable component of power-generation systems in only a
handful of countries, with the leading country being Australia, where the penetration of solar
PV in residential consumption has reached 15% of the total electricity demand [14]. The use of
PV as a means of both producing and consuming power has led to the definition of the term
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prosumer, which refers to the growing practice of rooftop systems supporting the energy needs
of homeowners and also selling energy to the national grid.

Further growth of the residential market is constrained by the economics or payback periods
associated with private purchase and ownership of such systems. For instance, although the
cost of rooftop solar in Germany has fallen considerable from 5000 Euro/kWp in 2006 to 1270
Euro/kWp in 2015, consisting of 48% for the module and 52% for the balance of systems, the
feed-in-tariff for PV has fallen to about 0.125 Euro/kWh [7], which is lower than the break-even
production cost of about 0.148 Euro/kWh (the details of this costing are shown in Section 3.2).
In other words, the tariff is generally too low to support investment in rooftop systems unless
the bulk of the electricity generated is consumed within the household (i.e. consumption takes
place during the hours of sunlight and the use of storage is avoided almost completely).

However, this analysis is not applicable to the case of low-income communities with high rates
of unemployment and poverty, and significantly dependent on social grants as a means of
survival. In such contexts, PV-derived energy offers the potential for the development of new
economic activity. A regional innovation system built on rooftop solar could be an ideal
application of an inclusive innovation leading to a high-impact sustainability transition and
the long-term economic upliftment of these communities. This proposition is discussed in more
detail in Section 3.2.

3. Photovoltaics in South Africa

3.1. Independent power producers

PV in South Africa has grown rapidly over the last 5 years and has now reached a total value
of 1.2 MWp of installed capacity with another 1.1 MWp in progress, comprising at least 45
separate ‘single-site’ installations with an average capacity of 51 MWp. This rapid expansion
has been supported almost exclusively by the Renewable Energy Independent Power Produc-
ers Programme (REI4P). In the first four-bidding windows of the programme, it has success-
fully procured 6,300 MW of power from 92 independent power producers, involving an
investment of $13.8 billion, including $3.8 billion in foreign investment [15]. The target for the
programme is 17,800 MW of renewable power by 2030, with a mix between wind, PV, con-
centrated solar power, biogas, hydro and biomass. Wind and PV are presently the major
technologies, accounting for 53 and 36%, respectively [15].

There has been some criticism of the programme, including that it has failed to deliver a new
industrial base and new areas of technological capability [8, 16]. Instead, the local content
provisions have only managed to encourage elaborate transfer-pricing practices which
effectively bypass the requirement, and some short-term investment in local assemble [16]. It
is not surprising that the REI4P should encounter criticism from various stakeholders. The
public-policy environment is complex given the high rate of unemployment, the present low
economic growth conditions, the severe legacy of an institutionalised inequality left by
apartheid and the persistent poverty. Although social grants have been effective in dealing
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with the most severe forms of inequality and poverty, the country’s political and economic
spaces remain highly unequal and as a consequence the public-policy space is strongly
contested.

This contest is evident in the energy sector, with the REI4P having to balance the needs for
low-energy cost (and hence competitive tender processes) against social development, job
creation in energy against job protection in mining and social development in outlying areas
against social wages within urban areas. One important consideration is that the present
energy policy is largely silent on the question of distributed generation. Although the REI4P
has been successful in diversifying energy production, the independent power producers are
still located as single sites. The programme and its overarching policy framework, the Inte-
grated Resource Plan [17], has little provision for the incorporation of rooftop solar or other
distributed technologies. The conditions for rooftop solar are now discussed in more detail.

3.2. Rooftop solar

Residential PV, or rooftop solar, is still in its infancy within South Africa. The existing regula-
tory process covers installations only above 100 kW, and there is presently a regulatory void
in respect of smaller systems, referred to as small-scale-embedded generation. The country’s
energy regulator, the National Energy Regulator of South Africa (NERSA), is preparing the
regulations governing net metering, or the process and rates by which rooftop solar systems
or other forms of energy generation would be able to feed electricity into the national grid. A
draft discussion paper was released in early 2016 for comment and is supposedly being
finalised by the Department of Energy [18].

In the absence of the regulations, two municipalities (Cape Town and Nelson Mandela Bay
Metropolitan Municipality) have already proceeded with schemes to allow larger scale
producers to sell power back to the municipality. In the case of Cape Town, the allowable tariffs
are unacceptably low (R0.57 per kWh relative to a purchase price in excess of R1.10 per kWh).
The Nelson Mandela Bay Metropolitan Municipality, on the other hand, has agreed to purchase
excess power from rooftop systems at the same value as the selling price from the municipality
to the consumer. In other words, the consumer pays for the net usage only.

One reason often cited for the slow reform of energy regulations in South Africa for small-scale
producers is that local authorities subsidise low-income consumers through a tiered-pricing
system which allows the sale of energy to these consumers at lower prices. A shift to rooftop
solar, particularly by the high-end consumers (>3000 kWh per month), may remove this
flexibility and restrict the ability of municipalities to balance their revenue requirements with
broader policy goals of economic development in low-income communities. In particular, the
widespread adoption of rooftop solar and other means of local power generation could
undermine revenue collection, and hamper other programmes on infrastructure development
and redistribution [19].

However, this assertion does not survive closer evaluation. A separate study of municipal
revenues for Cape Town has shown that the impact of rooftop solar will be minimal, especially
if municipalities act proactively to reallocate their cost structured between distribution and
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supply [11]. As shown in Figure 5, although the high-end consumers pay on average 30% more
per unit of energy than the low-end consumers, the former only account for 5% of the total
revenue. More than 93% of users consume less than 500 kWh/month and provide 75% of the
city’s total revenue from electricity sales. In other words, the immediate impact on municipal
revenues from the loss of electricity sales to high-end residential users, who are the most likely
to invest privately in rooftop solar, will be negligible.

Figure 5. Profile of electricity consumers (Cape Town). Source: Walwyn [11].

At this point in the chapter, we are now ready to take an entirely new approach to the adoption
of the technology. Rather than considering rooftop solar as a threat to revenues and redistrib-
utive programmes, it should be considered as precisely the opposite, namely as an effective
means of achieving economic development within low-income communities. There are two
critical factors in this discussion, namely the standalone rate of return or payback period for a
newly installed grid-connected rooftop solar system without storage, and the overall level of
support for low-income communities through the social grant system. Both aspects are now
covered in more detail.

3.2.1. Techno-economic evaluation

In this chapter, the rate or return or payback period for rooftop solar has been estimated using
a standard technique for obtaining a fully absorbed cost or single-year cost [20]. The technique
requires the input of various parameters including capacity utilisation, the inverter efficiency,
panel size, roof area and installed cost (see Table 1). The sizing of the system is based on the
average rooftop size for a small house (detached or semi-detached, typically with a total
rooftop area of about 45 m2) and the average electrical energy demand for low-income
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households (about 500 kWh/month, as shown in Figure 5). It is also assumed that the project
lifecycle is 20 years, capital is depreciated over 10 years, and that the only direct or indirect
costs other than capital charges are a small amount of maintenance necessary to maintain high-
capacity utilisation (4% of the installed capital cost per year). All labour costs are excluded
since it is considered that the rooftop systems will be managed by the homeowners who will
not charge for their labour.

Factor Units Value

Capacity utilisation % of kWp 25%

Inverter efficiency % of input power 95%

Panel output kWp 0.25

Roof area m2 23

Installed system cost R/kWp 27,307

Selling price (to municipality) R/kWh 1.40

Table 1. Input parameters.

The results show that the single year, fully absorbed cost is about R2.04 per kWh, this value
being almost insensitive to the installed panel area, equivalent in effect to the number of panels.
In other words, the break-even price is about R2.04/kWh or $0.15/kWh and the feed-in-tariff
for rooftop solar should be at least this value for the system to generate a return on investment
under standard assumptions. In the event that the excess power is sold at the present purchase
price for power within a municipal area of South Africa (about R1.40), the project’s internal
rate of return will be 4%, which is below the cost of capital, and the net present value (NPV)
of the estimated discounted cash flows will be negative (–R20,000 or –$1440), as shown in
Table 2.

Number of panels 12

Rating kWp 3.0

Panel output kWh/year 6,242

Capital cost R 81,922

Fully absorbed single-year cost R/kWh 2.04

Internal rate of return 0%

Net present value 2015 R −20,000

2011 $ −1440

Table 2. Economic model output values.
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The techno-economics are sensitive to both module price and capacity utilisation, as shown in
Figure 6. The latter is already high for most sites within South Africa, and the model has
assumed a value of 25% and an inverter efficiency of 95%. However, the module prices have
been declining over a long period, as discussed in Section 2.1. Further decreases are expected,
which will make rooftop solar more competitive as a source of electrical energy.

Figure 6. Sensitivity analysis for rooftop solar.

It is clear from this analysis that for the high-end consumers in South Africa rooftop solar is
not presently competitive versus grid-delivered electrical energy, notwithstanding the recent
price increases and the tiered system of electricity charges. However, this analysis must be
nuanced when applied to low-income communities which are already recipients of extensive
social grants, the latter aimed at addressing the high levels of unemployment and poverty in
the country. In the following section, the extent of unemployment and the social-wage
approach, which has been implemented by the Government post 1994, is discussed in more
detail.

3.2.2. Social grants through household electricity

Social grants have been the most important means by which the government in South Africa
has attempted to deal with unemployment and poverty. Although gross domestic product
(GDP) and total employment have grown since 1994 (see Figure 7 and Table 3) (expanded),
unemployment rates have remained almost constant at about 35% of the total population.
Government revenue has increased as shown in Figure 7, and a proportion of the increased
revenue has been used to fund increases in the social wage, which now reach about 17 mil-
lion citizens at an average wage of R6,870 per year (values in 2015 Rands) or $335/year,
where these values have been adjusted to allow for the costs of distribution from Treasury to
the recipients (10% of the total disbursements). The total cost of social grants in 2015/16 was
R129 billion, and this figure is projected to grow further to R169 billion in 2018/19 [21] (see
Figure 8).
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Figure 7. Relative values of GDP, total employment and government revenue. Source: Statistics South Africa [22].

1994 2014 2015 % Change
Strict
Employed 8896 15,055 15,830 69%
Unemployed 2489 5067 5400 104%
Unemployment rate 21.9% 25.2% 15.2%
Expanded
Unemployed 4707 8157 73%
Labour force 13,603 23,212 71%
Unemployment rate 34.6% 35.1% 1.6%

Source: Statistics South Africa [23].

Table 3. Employment in South Africa, 1994–2015.

Figure 8. Value of social grants (actual R billion) and numbers of recipients (million). Source: updated with permission
from National Treasury [24].
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Assuming that there is at least one person per household on a social grant, and that the
municipality already subsidises low-income household electricity purchases by about R360
per household per year [11], the net subsidy from central and local government is calculated
at about R7230 per household per year. This calculation ignores a number of other factors which
also contribute to the public cost including the high level of default on electricity payments
within such communities, the opportunity cost as a consequence of inadequate lighting and
heating in homes, the cost of crime and the public health burden.

In summary, it is apparent that rooftop solar is not presently viable for the private investor in
South Africa. The break-even price is R2.04 per kWh, which is 50% higher than the average
retail price at which electricity is available directly from the national grid for domestic
consumers. However, there is a strong argument for the public sector to become more actively
involved in the electrification of homes within low-income areas using rooftop solar. The state
is already subsidising such homes at an average value of about R7,230 per year. If we assume
that this subsidy is instead delivered in the form of a higher purchase price from all power
delivered to the grid, or a net saving on energy purchases, the techno-economics of rooftop
solar in low-income communities become more favourable with a neutral (as opposed to a
negative) return on investment. Further discussion of this important result follows in Section
5.

4. Technological innovation systems

4.1. Theory and parameters

Discrete sub-sectors of a national system of innovation, such as the energy, machinery and
transport, can be conceptualised as technological innovation systems. Such systems consist of
actors, networks and institutions (rules and standards of the system), as well as material
artefacts and knowledge, broadly classified as sociotechnical systems. Sociotechnical transi-
tions, and by definition sustainability transitions, can be studied using a combination of the
theory of TIS [25] and a three-phase model for technology development [26]. Such a framework
is now applied in this chapter.

Sustainability transitions are long-term, multidimensional and fundamental transformation
processes through which established sociotechnical systems shift to more sustainable modes
of production and consumption. The objective in an analysis such as this study on South Africa
is to identify which critical parameters need to be addressed in order to expedite a sustaina-
bility transition. In terms of TIS theory, there are seven key functions that need to be fulfilled
in the maturation of emerging innovation systems [5], namely knowledge development and
diffusion, resource mobilisation, market formation, influence on the direction of search,
legitimation, entrepreneurial experimentation and development of positive externalities. For
the purposes of this study, three indicators have been selected for each function as a means of
defining the extent to which the necessary conditions for transition have been realised. The
functions and their related indicators are shown in Table 4.
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Item Indicator Level Comment
Development of formal
knowledge

Volume of knowledge
creation and development

Publications from South
African universities;
growth of research
centres

Medium Research on PV, rooftop solar and smart-grid
technologies has increased in recent years but still
in its infancy (about 50 publications on PV or smart
grids per year relative to 650 in Germany).

Mode of knowledge creation
and development

PhD studies and other Medium Limited relative to potential demand.

Process of knowledge
creation and development

Linkages between
universities/business

Poor With the exception of Art Solar, the local market is
dominated by international companies with limited
links to local universities.

Resource mobilisation

Developing human capital
and specialised labour force

Graduates in PV Medium
to Poor

Growing output of university graduates with
relevant qualifications but very limited numbers of
technicians for installation and integration.

Mobilisation of financial
resources

Funding for investment
in production, innovation
and R&D

Medium Cost of capital generally higher in South Africa;
R&D financial resources are available but not
specific to the sector.

Existence of complementary
assets

Formation and growth of
centres for providing
intellectual property
services

High South Africa has a strong intellectual property
regimen including the patent office and the
National Intellectual Property Management Office.

Market formation

Market size and its growth Market size; growth rate High PV market is growing strongly driven by the REI4P
and the shortfall in energy generation within the
national grid; high potential to expand to all areas
including low-income communities in Northern
Cape.

Incentives and inducement
mechanisms for market
growth

Scale of incentives Medium Present although not specific to PV; specific
demand-side measures (supply contracts) and
generalised supply-side incentives (R&D, human
capital).

Customer groups and their
purchasing behaviour

Differentiation of market Low Some interest from remote communities and
households, but generally very limited awareness.

Influence on the direction of
search

Visions and expectations
about the growth potential

Media interest High Strong media interest in renewables and carbon
emissions.

Policy development and
priority setting

Clear government policy Medium Government policy is clear for the development of
independent power producers but uncertain for
rooftop solar (IRP 2010–2030 and REI4P include
detailed tender documents, quotas, price caps,
requirements for local content, cap on foreign
exchange exposure).

Current and complementary
businesses

Development of new
business areas within
existing companies

Low Local firms have been slow to diversify into
renewable technologies with the exception of
multinational and financial services firms.

Legitimation

Developing necessary
institutions and required
regulations

Institutes for
standardisation and

Low Lack of clarity on the inclusion of rooftop solar
systems within the national grid, including all
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Item Indicator Level Comment
regulations for grid
inclusion

aspects of integration, smart grids, metering and
feed-in-tariffs.

Formation of advocacy
coalitions and interest
groups and their lobby
power

Secretariat and lobby
groups; releasing overall
policies and strategies for
promotion and
development

Medium
to High

Formation of the South African Photovoltaic
Industry Association and Green Cape in order to
support the development of local industry and
lobby for policy support.

Promotional and extension
activities

Newsletters and other Poor Infrequent newsletters and media coverage.

Entrepreneurial
experimentation

Mode of entrepreneurship Entry of new ‘diversified
companies’ from other
sectors for exploiting the
‘niche market’

Poor This area of assessment is very unclear; although
the market is apparent, there has been little
innovation in terms of how firms can enter and
prosper in the market given the existing regulatory
context.

Experiences in using
technology and its
applications

Launch of new products Medium Some firms have developed unique products which
incorporate PV such as lighting and home-cooking
applications.

Knowledge diffusion and
development of positive
externalities

Formation of division of
labour and specialised value
chain

Formation of networks
and technology
incubators

Poor This area of the system is still weak; the value chain
is largely undeveloped except for single-site
installations and the provisions of the existing
programme for local content are being avoided.

Information and knowledge
flows and spillover

Formation and growth of
the firms

Poor Although the science and technology system in
South Africa is strong by international standards
relative to its peer group, knowledge spillovers
have been minimal and local public research
institutions have had limited impact.

Source: own data, [12, 16, 27, 28].

Table 4. Variables and levels of attainment.

It is noted that TIS is not the only analytical framework which can be used to study sustaina-
bility transitions. In a separate study of the renewable energy sector in South Africa, the
frameworks of technological capabilities and global production networks have been applied
in order to understand the embeddedness of PV as a technology within the national and
international political economy [16]. The research highlighted the importance of finance and
investment, the nature of global supply chains and the abuse of the more progressive elements
of South Africa’s renewable energy programme by international companies. In particular,
Baker [16] concluded that a tension exists between the country’s dependency on international
companies and its desire to establish local manufacturing, and considered that the resolution
of this tension is critical to the success of the programme. Similarly, an earlier study also argued
that technology transfer on its own would not enable South Africa to reach its low carbon
targets [27]. Noting that technological development was critical to achieving the targets, and
that technology transfer in support of product sales did little to build internal or local capa-

Sustainable Energy - Technological Issues, Applications and Case Studies66



Item Indicator Level Comment
regulations for grid
inclusion

aspects of integration, smart grids, metering and
feed-in-tariffs.

Formation of advocacy
coalitions and interest
groups and their lobby
power

Secretariat and lobby
groups; releasing overall
policies and strategies for
promotion and
development

Medium
to High

Formation of the South African Photovoltaic
Industry Association and Green Cape in order to
support the development of local industry and
lobby for policy support.

Promotional and extension
activities

Newsletters and other Poor Infrequent newsletters and media coverage.

Entrepreneurial
experimentation

Mode of entrepreneurship Entry of new ‘diversified
companies’ from other
sectors for exploiting the
‘niche market’

Poor This area of assessment is very unclear; although
the market is apparent, there has been little
innovation in terms of how firms can enter and
prosper in the market given the existing regulatory
context.

Experiences in using
technology and its
applications

Launch of new products Medium Some firms have developed unique products which
incorporate PV such as lighting and home-cooking
applications.

Knowledge diffusion and
development of positive
externalities

Formation of division of
labour and specialised value
chain

Formation of networks
and technology
incubators

Poor This area of the system is still weak; the value chain
is largely undeveloped except for single-site
installations and the provisions of the existing
programme for local content are being avoided.

Information and knowledge
flows and spillover

Formation and growth of
the firms

Poor Although the science and technology system in
South Africa is strong by international standards
relative to its peer group, knowledge spillovers
have been minimal and local public research
institutions have had limited impact.

Source: own data, [12, 16, 27, 28].

Table 4. Variables and levels of attainment.

It is noted that TIS is not the only analytical framework which can be used to study sustaina-
bility transitions. In a separate study of the renewable energy sector in South Africa, the
frameworks of technological capabilities and global production networks have been applied
in order to understand the embeddedness of PV as a technology within the national and
international political economy [16]. The research highlighted the importance of finance and
investment, the nature of global supply chains and the abuse of the more progressive elements
of South Africa’s renewable energy programme by international companies. In particular,
Baker [16] concluded that a tension exists between the country’s dependency on international
companies and its desire to establish local manufacturing, and considered that the resolution
of this tension is critical to the success of the programme. Similarly, an earlier study also argued
that technology transfer on its own would not enable South Africa to reach its low carbon
targets [27]. Noting that technological development was critical to achieving the targets, and
that technology transfer in support of product sales did little to build internal or local capa-

Sustainable Energy - Technological Issues, Applications and Case Studies66

bilities, Rennkamp and Boyd [27] concluded that stronger policies were required to boost
domestic technological capabilities.

Although both studies are relevant to our discussion, TIS has been used as the preferred
framework since the focus of this work has been to understand the potential and constraints
of rooftop solar in low-income communities. To a large extent, the roll-out of large-scale PV in
this market will depend on the development of an innovation system which is quite distinct
from the single-site architecture which has prevailed so far. In particular, the deployment as
discussed in this chapter will require micro-economies of suppliers and service providers who
will be able to install, integrate and maintain small-scale systems across a large number of sites.
In this sense, TIS is a more appropriate analytical framework since it specifically covers the
important aspects of entrepreneurial experimentation, knowledge diffusion and legitimation.
The application of the framework to this micro-economy within the broader sector of PV is
now discussed.

4.2. Evaluation of photovoltaics and rooftop solar systems in South Africa

Based on the results of this study, the PV and rooftop solar TIS within South Africa is at various
stages of development, as shown in Table 4. Although there are strong demand factors
including the net shortfall in generation capacity, several other factors remain weak including
the availability of skilled human resources, the absence of a regulatory policy for feed-in
systems within local authorities, limited progress in the establishment of local manufacture
including PV modules and inverters, and a slow development of the necessary entrepreneurial
skills within firms.

All of these factors will need to be addressed in the opening of the proposed micro-economy
for rooftop solar within low-income communities. The issue of skilled human resources is an
ongoing constraint to the economy and has been identified in several sectors, not only energy
[29]. Furthermore, the weakness of entrepreneurial activity within the country has also been
highlighted in several surveys and remains an issue for government policy [30].

However, the most important issue at present is the regulatory framework for rooftop solar
and how the systems could be managed within the local authorities’ distribution networks,
including metering and feed-in-tariffs. As already mentioned, the national regulator is
currently in a process of public consultation on this issue, but the decision has already passed
its deadline and there seems little progress by the regulator. This tardiness reflects a general
inability with respect to decision-making within government and has been ascribed to deeper
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Although the government may seem intent on resolving the unemployment crisis, based on
its policy documents such as the National Development Plan [31], at this stage it is failing to
support the development of distributed energy generation due to a perceived disruption of
the coal-mining sector and the stranglehold of Eskom, the latter being a parastatal that controls
the national grid and most of the country’s generation capacity. The transition from coal to PV
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will require more than the transfer of technology and support for a new cohort of homeowner
entrepreneurs; it will require government to tackle the concerns of its partners in the trade
unions and the parastatals over the diversification of the energy system. Such conflicts are not
unusual in transitions and generally are only resolved under the pressure of widespread
mobilisation or popular demand.

5. Discussion

The energy sector is evolving in several ways which have profound implications for policy
makers. Firstly, energy generation is becoming increasingly distributed with energy sources
being located closer to consumers [2]. Secondly, energy systems are becoming more complex
with multiple sources, suppliers and distributors. Both aspects are particularly relevant to
rooftop solar and stimulation of the latter requires careful consideration of the possible impacts
including issues such as employment and grid stability. In South Africa, the technology has
the potential to deal with three important public-policy objectives, namely equity, employment
and economic growth. The development of vibrant local economies in rooftop solar systems
could create much-needed jobs in low-income communities, improve access to electricity,
provide new income sources to the unemployed and grow local economies.

However, this potential is being overlooked in favour of the continuation of a centralised
power-generation system which is both exclusive and inefficient. It is argued that rooftop solar
is uneconomic relative to the single-site systems, and that fluctuating outputs from PV systems
require a duplication of generation sources. It has been shown in Section 3.2.2 that direct
government support for rooftop solar in low-income communities can be justified on the basis
of the high level of social grants which are already being delivered to these households. By
switching from a system in which government provides cash grants to one in which it
purchases power or power savings from poor households, it will simultaneously be meeting
other important developmental priorities including those of increasing employment and
economic growth. As noted in Section 2.2, 11 jobs per MWp are created in the installation and
maintenance of PV panels alone. These are generally less-skilled jobs which will not require
long periods of retraining and investment in human resource development.

These arguments can be illustrated by considering a pilot scheme involving the installation of
3 kWp rooftop solar systems across a single community of 1000 homes. The total installed cost
for the systems will be about R80 million (about R80,000 per home), giving a total system
capacity of 3 MWp delivering 6,250 MWh per year into the homes with the surplus being direct
to the national grid. The equivalent value of this energy to each home will be R8,740 per
household per year, should the panels be connected directly to the national grid and the feed-
in-tariff be set at the average selling price, as is presently the case in the Nelson Mandela Bay
Metropolitan Municipality. The single-year cost to government for the installation has already
been discussed and amounts to R12,730 per household year (R2.04 per kWh).

It has already been noted that the total value of government grants and subsidies amounts to
approximately R7,230 per year for a single low-income household. If we now assume that the
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system of social grants is replaced by the installation of a rooftop solar system, the net
additional cost to government will be R5,500 per household per year, for which it gains at least
33 jobs per 1000 households and the benefits of improved electrification. It makes sense that
at least a portion of the initial capital investment is paid by the homeowner and that this loan
should be handled in the same way as the present system for housing subsidies. If we assume
that this proportion is at least as large as the extent to which the value of the electricity to each
household exceeds the present value of social grants, then the net additional cost to govern-
ment is R3,300 per household per year, or about R100,000 per job. The latter figure is reasonable
for employment creation with values being reported by the existing government-sponsored
scheme for employment creation (the Jobs Fund) being in the region of R50,000–150,000,
depending on the sector and the quality of the job.

The details of this analysis provide a compelling argument. Replacing a system of social grants
with a subsidised means of individual households becoming energy prosumers (consumers
and producers) will have benefits at a number of levels. Firstly, it will improve access to and
the affordability of electricity, which is recognised as a fundamental means of accessing other
public goods, secondly, it will create local economic and employment growth at a competitive
value, and thirdly, it will decrease levels of poverty in low-income communities without
resorting to the use of a social grant. Finally, it will simultaneously address the need for the
transition of South Africa’s energy sector from non-renewable to renewable resources, as has
been outlined in the Integrated Resource Plan [17].

6. Recommendations and conclusions

This study has shown that rooftop solar has real potential to deliver a viable and beneficial
sustainability transition within South Africa. In particular, the development of a comprehen-
sive technological innovation system will support the economic upliftment of low-income
communities in addition to addressing the commitments by South Africa to the goals of the
Paris Convention, creating employment and new economic activity.

However, the government has moved slowly to date in facilitating the development of rooftop
solar. This transition will require it to take fundamental policy decisions relating to energy
systems and economics; it will require the lead departments to coordinate and integrate the
activities of multiple stakeholders; it will need the supporting departments to ensure that the
appropriate regulations, infrastructure and resources are in place to support a country’s energy
vision.

There is little evidence that such decisions have been taken or even considered. The immediate
priority for government if it wishes to develop a rooftop solar market in low-income areas as
a sustainable alternative to social grants, the latter rapidly becoming unaffordable, is to finalise
the regulations for feed-in-tariffs and the integration of rooftop systems with the national grid.
In the medium term, it will also need to boost efforts to train technicians to install and maintain
the infrastructure, accelerate its initiatives to support local manufacture of photovoltaic
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modules and smart metres, and strengthen the capability of the science and technology system
to support the processes of technology diffusion and adoption within the sector.
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Abstract

In order to reduce carbon emissions and increase sustainability many countries in the
world  are  switching  to  renewable  sources  of  energy  for  electricity  production.
European Commission has set targets for its Member States to reduce such emissions
and proposed share of renewables of around 30% in gross final energy consumption
by 2030. Moreover, the electricity market is decentralized in Europe. As a result of
decentralization and increased renewable penetration into the system, Transmission
System  Operators  (TSOs)  are  faced  with  new  challenges  to  operate  their  system
securely. Some of the means of congestion management by the TSOs have become
costly  after  decentralization.  Moreover,  variability  associated  with  renewables  can
create congestion in a distant grid location which belongs to another TSO. Hence, TSOs
are forced to find alternatives to operate their systems securely and in a cost effective
manner.  Inter-TSO coordination  is  one  such  non-costly  alternative  which  requires
increasing  attention  when  more  renewables  are  integrated  into  the  system.  The
coordination  (preventively  and/or  curatively)  will  help  to  operate  the  existing
transmission  grids  more  flexibly  when  more  renewables  integration  demands
transmission expansion, which is severely limited in Europe.

Keywords: FACTS, HVDC, TSO, preventive control, corrective control, system securi-
ty, renewable energy

1. Introduction

Before the mid-1990s, the operation of power system in Europe1 was quite straightforward as
a single entity was responsible for generation, transmission, and distribution of electric power.
That  single  entity  was responsible  for  the  safe  system operation for  all  timeframes at  a

1 The prime focus is laid on European power system.
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minimum cost  possible.  In order to increase market competition,  the power system was
decentralized/unbundled/liberalized in the mid-1990s with different market players respon-
sible for system operation. The entity responsible for power transmission is the so-called
transmission system operator (TSO). This stakeholder is now responsible for the efficient and
secure operation of the power system.

The TSOs are facing increasing challenges in planning and operation of their systems,
especially after decentralization and increased penetration of renewables. Before unbundling,
the TSOs have direct control over generation unit redispatch and managing power flows
through their systems (line and busbar switchings, capacitor switching, etc.) in order to resolve
system congestion. The investment decisions on both generation and grid expansion were
rather coordinated, with the generation planned close to the load centers. After decentraliza-
tion, the TSO still makes the investment decisions, but the decisions in investments regarding
generation expansion are not coordinated with the decisions regarding grid expansion. As a
result, the new generators are located closer to the energy source.

The European Commission (EC) has undertaken significant measures to reduce carbon
footprint of Continental Europe, by setting targets such as 2020, 2030, and 2050 [1]. The
electrical energy sector is seen as a significant contributor for reducing carbon emissions
because of (in general) the concentrated emissions and the availability of potential alternatives.
Solar and wind are such suitable alternatives amongst other nonconventional sources of
energy. A significant amount of wind energy sources is installed in Continental Europe.
Figure 1 shows the installation trend of wind integration in Europe.

Annual wind power installations in the EU have increased steadily over the past 15 years from
3.2 GW in 2000 to 12.8 GW in 2015 (Figure 1a), with a compound annual growth rate of 9%.
141.6 GW of wind is installed in the EU in 2015. In this year, it has achieved a record growth
rate of 9.7% (Figure 1b). Germany has the highest number of wind installations in the world.
The other countries that follow Germany in terms of wind installed capacities are Spain, the
United Kingdom, France, and Italy. Eleven other EU countries have over 1 GW of installed
capacity [2].

These renewable energy sources are highly variable in nature. More installations of these
generation sources and their integration with the existing transmission system lead to higher
variability within the system, as the variable injections from these renewables lead to variable
power flows in the system, and more balancing actions in the electricity market are required
to cope with this variability of these generation sources. At the European level, the best
locations for wind farms are mostly onshore and offshore, whereas the best locations for solar
generation are southern Europe. As these generation sites are far away from load centers, a
transmission network expansion is required, as the existing network is limited to cope with
the variability of these power flows [3]. However, major investments in the transmission system
expansion have been lacking due to heavy siting opposition [4].

Sustainable Energy - Technological Issues, Applications and Case Studies74



minimum cost  possible.  In order to increase market competition,  the power system was
decentralized/unbundled/liberalized in the mid-1990s with different market players respon-
sible for system operation. The entity responsible for power transmission is the so-called
transmission system operator (TSO). This stakeholder is now responsible for the efficient and
secure operation of the power system.

The TSOs are facing increasing challenges in planning and operation of their systems,
especially after decentralization and increased penetration of renewables. Before unbundling,
the TSOs have direct control over generation unit redispatch and managing power flows
through their systems (line and busbar switchings, capacitor switching, etc.) in order to resolve
system congestion. The investment decisions on both generation and grid expansion were
rather coordinated, with the generation planned close to the load centers. After decentraliza-
tion, the TSO still makes the investment decisions, but the decisions in investments regarding
generation expansion are not coordinated with the decisions regarding grid expansion. As a
result, the new generators are located closer to the energy source.

The European Commission (EC) has undertaken significant measures to reduce carbon
footprint of Continental Europe, by setting targets such as 2020, 2030, and 2050 [1]. The
electrical energy sector is seen as a significant contributor for reducing carbon emissions
because of (in general) the concentrated emissions and the availability of potential alternatives.
Solar and wind are such suitable alternatives amongst other nonconventional sources of
energy. A significant amount of wind energy sources is installed in Continental Europe.
Figure 1 shows the installation trend of wind integration in Europe.

Annual wind power installations in the EU have increased steadily over the past 15 years from
3.2 GW in 2000 to 12.8 GW in 2015 (Figure 1a), with a compound annual growth rate of 9%.
141.6 GW of wind is installed in the EU in 2015. In this year, it has achieved a record growth
rate of 9.7% (Figure 1b). Germany has the highest number of wind installations in the world.
The other countries that follow Germany in terms of wind installed capacities are Spain, the
United Kingdom, France, and Italy. Eleven other EU countries have over 1 GW of installed
capacity [2].

These renewable energy sources are highly variable in nature. More installations of these
generation sources and their integration with the existing transmission system lead to higher
variability within the system, as the variable injections from these renewables lead to variable
power flows in the system, and more balancing actions in the electricity market are required
to cope with this variability of these generation sources. At the European level, the best
locations for wind farms are mostly onshore and offshore, whereas the best locations for solar
generation are southern Europe. As these generation sites are far away from load centers, a
transmission network expansion is required, as the existing network is limited to cope with
the variability of these power flows [3]. However, major investments in the transmission system
expansion have been lacking due to heavy siting opposition [4].

Sustainable Energy - Technological Issues, Applications and Case Studies74

3.2 

4.4 

5.9 
5.5 

5.8 
6.5 

7.2 

9.0 
8.5 

10.3 
9.9 9.8 

12.1 
11.4 

12.1 
12.8 

0

2

4

6

8

10

12

14

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

(a) Annual

12.9
17.3

23.1
28.5

34.4 40.8
48.0

56.7
65.1

75.3
85.1

94.5
106.5

117.4
129.1

141.6

0

20

40

60

80

100

120

140

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

(b) Cumulative

Figure 1. Wind power installations in EU (GW) [2].

The changes, both in unbundling of the electricity sector and increased integration of renew-
ables, have triggered a renewed interest in flexible alternating current transmission system
(FACTS) devices, and especially in power flow controlling devices (PFCs) such as phase
shifting transformers (PSTs) and High voltage direct current (HVDC). Several of these PFCs
are installed in the European power system. FACTS devices, in general, are capable of
controlling power flows [5–9], improving voltage stability [10–12] and small signal stability
[13, 14], and damping power system oscillations [15–18].

Severe limitations for transmission expansion in Europe and the push towards integrating
more renewables into the system lead to more stress on the existing grid. The only alternative
that remains under those circumstances is to use the existing grid more flexibly and effectively
with the help of already installed PFCs in the system. However, those devices need to be
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controlled in a coordinated manner among the TSOs in order to achieve a common objective,
that is a system-based objective rather than individual-based.2

This chapter describes different activities that are involved in power system operation in
Europe, especially in Central Western Europe (CWE3), starting from 2 days ahead of real-time
operation and ending at real time. It also shows the effect of coordination among TSOs with
respect to PFC operations that help to manage the system in an efficient way and increase more
carbon-free generation sources into the system.

2. Power flow control and PFCs

For a lossless transmission line ( = 0) connected between buses “” and “”, the active ()

and reactive () power flows can be represented as [19]:
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where  and  are the bus voltage magnitudes of buses “” and “”, respectively,  and 
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transmission line. Both the active and reactive power are functions of four variables: line
reactance, bus voltages at the two ends of the transmission line, and phase angle. In a meshed
grid, line flows can be altered by changing any of those parameters. FACTS devices [6] are
suitable means of altering those variables.

All PFCs are based on a switching technology in one way or the other. Based on different
technologies used for switching, a classification can be made [20].

• The conventional devices use mechanical switching. Hence, these devices are not suitable
for controlling system dynamics as they are relatively slow in operation. However, there are
clear advantages of this technology, such as simplicity, relatively low cost, and high
reliability [19].

• Thyristor-based devices can switch within a few periods of the mains frequency. However,
they are line commutated devices, which limit their multiple switching operations within

2 Controlling PFCs individually by a TSO can have a significant impact on its neighboring grid, as the European system
is highly meshed and interconnected.
3 A region consisting of Belgium, France, Luxembourg, Germany (Amprion, Tennet TSO GmbH and Transnet BW) and
the Netherlands.
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one half of the line voltage [21]. Classical high voltage direct current (HVDC) schemes
employ such devices [19].

• Voltage source converters (VSCs) are relatively new type of converters that employ faster
switching components. Pulse width modulation (PWM) schemes are used to control such
devices. Such schemes are possible especially due to the latest advancements in solid-state
components such as insulated gate bipolar transistors (IGBTs) [22]. VSCs are expensive, due
to the high voltages used in the transmission system. The high switching frequency causes
higher losses. However, new converter topologies, modulation techniques, and power
electronic devices currently lowered the high switching frequency losses [19].

One such PFC is a so-called PST. The possibility of controlling the power flow by PSTs was
already recognized long time ago, with the earliest applications more than 70 years before.
PSTs are used to track slow load variations, in a timeframe of minutes to hours. Furthermore,
they are used to redistribute line flows in systems with unequal loading on parallel paths. The
PST inserts a voltage in the transmission line so that the phase angle between sending and
receiving end voltages can be controlled. The basic operating principles for PSTs are ordinary
transformer technology combined with on-load tap changers (OLTC). The phase angle shift is
created by inserting a voltage in quadrature to the phase voltage. In ordinary three-phase
systems, this quadrature voltage can be obtained as the line voltage between other phases.
PSTs are also referred to as quadrature boosters. They are quite slow, but ideally suited to
control power flow in the transmission system, e.g., to avoid overloading of critical lines or to
counteract loop flows. Recently, a significant number of PSTs have been installed in continen-
tal Europe.

PSTs can be classified into direct/indirect and asymmetrical/symmetrical. A detailed descrip-
tion of these can be found in Ref. [19].

As stated in Section 1, the European TSOs are facing challenges to operate their systems
securely. This is mainly due to the fact that increased penetration of renewable energy in one
control area4 of a TSO during real time can be significantly different than forecasted leading to
congestion in the control area of another TSO, as the areas are highly meshed and intercon-
nected. A typical example is shown in Figure 2. It is evident from the figure that approximately
7.4 GW of additional wind energy is injected into the system during real time at the 19th hour
compared to that of the forecasted value. This extra injection created severe congestion in
Dutch and Belgian transmission systems, which acted as an alternative path for the energy to
reach the French system. This type of scenario will increase in the future with increased
integration of renewables. There will be several such scenarios in the future in which a single
TSO will not be able to solve problems in its own control area due to factors originating in
another control area. In such cases, coordination will be a key aspect to address such problems.

4 The area in which a TSO is solely responsible for power system security management. These areas are generally the
geographic borders of the countries, exceptions being Germany and Luxembourg.
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In order to understand the increased necessity of inter-TSO coordination in the future, it is
necessary to understand the operation of European power system starting from 2 days ahead
till close to real-time. The focus lies on the functioning of the system from a TSO perspective.
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Figure 2. Wind power in Germany on January 19, 2012 [4].

3. Power system operation in Europe

The planning of power system in Europe during real time starts 2 days ahead of real time.

3.1. D‐2

“D-2” represents 2 days ahead of real-time operation. The main activity that takes place at this
timeframe is to assess cross-border capacities across the borders of interconnected countries.
These cross-border capacities are then allocated to the day-ahead market. This process starts
with defining an initial grid situation called basecase.5 The physical margins available on the
basecase situation are identified and additional exchanges are calculated and made available
after the capacity calculation. The calculated results from the previous process are then
validated by security engineers and involves:

• Taking into account the uncertainties that are not considered in the previous stage.

• Taking into account the operational limits, such as voltage limits. These limits are not taken
into account in the calculation stage, due to the linearized problem.6

5 It includes planned outages of network elements but does not include loss of network elements.
6 DC approach is used for the calculation.
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• Proposing corrections for the approximations made during the calculations.

The accuracy of this process depends on the availability of reliable information of the network
of each TSO, including expected generation and load patterns and the corresponding buses at
which they take place. Currently, flow‐based capacity assessment is performed in the CWE
region of Europe.

Detailed information about the activities at this timeframe can be found in Ref. [4].

3.2. D‐1

“D‐1” represents 1 day ahead of real‐time operation. The electricity market is cleared at each
power exchange (PE) of individual countries depending on the supply and demand bids and
respecting the allocated cross‐border capacities at each border assigned by the respective TSOs
during D‐2 system operation. The generation companies at each country optimize their
generation portfolios that would meet the system demand with least possible cost (also termed
as economic dispatch). The exact system bus injections are the outcome of it. These data are
then provided to the TSOs to check the feasibility of the economic dispatch, as it does not
consider the network topology. The TSOs perform security analyses of their respective control
areas according to the contingency list. As part of standard operating practices, outages of all
elements of the interconnected system at the level of 380/400 kV and above are considered as
contingencies. Moreover, all outages of elements at the lower voltage levels of the intercon‐
nected system (220/150 kV) having significant influence on the security of the interconnected
system operation are also considered as contingencies. Contingencies are of three types:
normal, exceptional, and out‐of‐range. TSOs generally consider normal and exceptional
contingencies in their contingency lists in order to check system security.

Each TSO prepares its contingency list consisting of all internal normal and exceptional
contingencies considered relevant according to the risk management of the TSO. The risk
management currently considered at the European level is “N7–k” criterion. The status of the
control area of a TSO is reflected by it after an event defined in the contingency list. The N
situation already includes L elements in outage. The N–k simulation considers those L
elements as already out of operation and simulates the loss of k elements (these k elements are
out of operation due to occurrence of an event defined in the contingency list) resulting in N–
k state. Generally speaking, k is taken to be 1.

Any event in the contingency list must not endanger the security of the interconnected system
operation. The operational condition within the control area of the TSO must not lead to
triggering in an uncontrolled cascading outage propagating across the borders after an event.
In order to prevent such cascading effects with impact outside the borders, each TSO launches
N–1 security calculations, the aim of which is to become aware of the consequences of trips of
network elements and to prepare adequate remedial actions (RAs) for managing such
contingencies. The goal of RAs is to fully respect the N–1 principle taking inter‐TSO coordi‐

7 It is also called basecase situation and is defined as the status of the control area of the TSO that includes outages but
not contingencies. This situation takes into account all forecasted outages and known damages of network elements.
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nation into account. The RAs must make sure that the principle of “no cascading with impact
outside my borders” is respected at all times. The RAs are prepared at this timeframe by
numerical simulations and to be duly applied in D timeframe. Mainly two types of RAs are
considered by the TSOs: preventive and corrective.

3.2.1. Preventive RAs

Preventive RAs are a set of actions that are taken by the TSOs in anticipation to a need that
may arise due to the lack of certainty to cope efficiently and in due time with the resulting
constraints once they occur. With preventive RAs implemented, no immediate action is
required when a contingency occurs, and the operator can slowly alter the grid parameters
and topology to the next calculated optimal state including new security measures if the
postcontingency state requires so. They are the first stage decisions, as grid security is the main
objective [23].

3.2.2. Corrective RAs

Corrective actions are another set of measures that require immediate action of the operators
to rapidly relieve the constraints with an implementation time delay for full effectiveness
compatible with temporary admissible transmission loading (TATL8). These actions are
implemented after the occurrence of the event. Before the event occurs, a screening of the
possible contingencies and their required control actions is performed. Generally, outages of
generators fall under this category. They are called second stage decisions [23].

When corrective actions are not sufficiently rapid, preventive RAs are implemented before the
occurrence of the related contingency. The TSOs inform their neighboring TSOs if the corre-
sponding RAs influence their neighbors in order to prevent countereffects on neighboring
TSOs.

3.2.3. Multistaged decisions

The synchronous interconnection of the national grids of different countries in Europe in order
to increase security of supply also has disadvantages with respect to managing the power
system as the larger geographical regions need to be taken into account for security analyses.
In such occasions, single contingency surveys seem inappropriate. The risk of cascading
outages needs to be taken into account, which may lead to a partial or complete blackout. This
may happen due to an unfortunate set of strategic outages and incidents, combined with
unexpected injection patterns. In such cases, grid operators undertake multiple actions within
a very short time. A series of decisions are undertaken to avoid the system to end up in a
dangerous state [23].

In order to carry out load flow forecasts and to prepare RAs during this operational phase at
D-1, it is necessary to exchange relevant data among the TSOs. This process of congestion
forecasting is called day-ahead congestion forecast (DACF) procedure and is based on the most

8 It is the loading in amperes, MVA or MW that can be accepted through a transmission line for a certain limited duration.
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reliable network models exchanged by the TSOs. A total of 24 DACF files are prepared by each
TSO in continental Europe, merged to form a single DACF file for each hour. Based on this
merged file, contingency analyses are performed considering the designed contingency list of
each TSO. Thus, a comprehensive 24-hour review of the security risks of the grid for the
following day is generated. The RAs are then determined taking into account the severity of
the constraints and the available time to relieve them.

3.3. Intraday and close to real‐time (D)

At the day of actual operation, the basecase situation is determined by state estimation on the
basis of measurements and topology. The scope of N–1 security calculations at this timeframe
is:

1. Each TSO performs an automatic N–1 simulation systematically for all the contingencies
inside the contingency list in order to detect potential constraints within the control area
according to the risk policy of the TSO. Each of these simulations takes place with a
periodicity of 15 minutes.

2. Each TSO performs an additional N–1 simulation to confirm the diagnosis of simulations
performed in D–1, taking into account the new topology of the network. The efficiency of
the remedies is mainly verified.

3. Each TSO also performs a new N − 1 security calculation in order to detect future con-
straints (a N is a situation after tripping an element. In other words, N = N − 1 + applied
remedies). This analysis is carried out immediately after the RAs are implemented for the
first N-1 event occurrence. Hence, a new set of RAs are prepared for the new constraints
that may occur, including coordination among TSOs.

After the occurrence of the first contingency at this timeframe, the TSOs launch the already
prepared RAs (prepared at D–1) without delay in order to keep the system secure, that is, new
N (= N) is safe but new N − 1 may not be safe for the system. The impacted TSO, being then in
a secure situation N launches security calculation to detect the risk and prepare new remedies.
The TSO implements remedies with the minimum delay. If the RAs for a N − 1 are available
and efficient in a short while the system is safe. Otherwise, the neighboring TSOs are informed
about the delay in finding appropriate remedies and seeks help from them in order to avoid
or reduce the delay. The system is prone to risk at this particular state. The study of new
remedies must be done quickly as the system can be jeopardized after the contingency if no
remedies are identified. However, the delay cannot be estimated as it depends on the available
remaining facilities of the power system. During such situation, the impacted TSO is in “Alert”
state and provides the necessary information to its neighbors and searches convenient RAs
with them.

Both at D-1 and D timeframes the regional coordination eases and enhances the search of
(possible, but may or may not be optimized) coordinated solutions in case of a call for help.
Coordination is done to decide on a convenient set of RAs in case best efforts by the impacted
TSO to be implemented at first are not sufficient. Regional coordination enhances the chance
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to find optimized/nonoptimized remedies and to prepare procedures or agreements for
coordinated remedies. The general principle that is followed to relieve constraints by applying
RAs is:

• First, the impacted TSO monitoring a constraint violation checks the implementation of
internal RAs by itself.

• If the internal RAs are not efficient,9 appropriate RAs are decided in a coordinated manner
with the neighboring TSOs.

• The prepared RAs are ready to be implemented in the control area where the contingency
occurred or in the other control area(s) having significant impact.

• The RAs prepared with the help of regional coordination can involve other control area(s)
having less impact.

• At this stage, specific analysis for costly measures taken by one or several TSOs to implement
RAs is to be dealt within the framework of bilateral/multilateral TSO to TSO procedures.

4. Available means for RAs

The available means that are utilized by the TSOs for the RAs include costly and noncostly
measures.

4.1. Noncostly measures

These remedial measures come at a zero cost to the TSOs. This is mainly due to the fact that
these measures generally involve those assets which are owned and operated by them.
Following measures are commonly undertaken by the TSOs:

1. Changing the topology of the system that includes some discrete actions on transmission
devices. The most common practices within this action are transmission line switching
[24–26] and substation busbar switching [24, 26].

2. Using FACTS devices.

3. Using HVDC that is owned and operated by the TSO.

4. Dynamic use of the existing transmission lines respecting their dynamic ratings rather
than their static ratings. However, the prediction methods of the dynamic ratings must be
reliable.

5. Inter-TSO coordination with respect to system operation.

9 Efficient means that the RAs are prepared with respect to the compromise between their effectiveness and their costs.
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4.2. Costly measures

These measures come at a significant cost to the TSOs in a decentralized environment.

1. Redispatching generation within the control area of the TSO or a cross-border re-
dispatch [27].

2. Using HVDC that is not owned by the TSO.

3. By employing demand-side management (DSM) measure [28], that involves lowering the
demand of electricity. This measure is treated as a dispatchable resource and is called upon
when needed.

4. Curtailing load in the system. This is not done by the TSOs in Europe for congestion
management, and is done manually or automatically for underfrequency cases when
sufficient generation or managing congestion is not possible.

Considering the current scenario in Europe with respect to renewables integration more
flexibility in system operation and increased inter-TSO coordination will be required in the
future. The flexibility can be achieved by a coordinated control of PFCs. Several of the PFCs
are already installed in continental Europe mainly for five reasons:

1. Give more control options to the TSOs after decentralization.

2. Help to manage variable energy flows caused by increased cross-border trade and higher
intermittent generation.

3. Improve reliability by interconnecting different regions and even different synchronous
zones.

4. Offer firm capacity to the market through control.

5. In some cases they are the only feasible investment options.

5. Mathematical modeling to take coordinated control of PFCs into account

This section briefly describes the mathematical approach to consider PFCs in a coordina-
tion process. DC approach is adopted, as it works very well for the transmission system of
Europe [29].

5.1. Modeling of PSTs in power flows

The DC modeling of PSTs is derived in this section [19].

5.1.1. Bus angle difference approach

If a single PST with phase shift 𝀵𝀵𝀵𝀵 is connected in series with the line between buses 𝀵𝀵 and 𝀵𝀵,
the power through that line is:
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The DC power flow equations in matrix form can be represented as:

= [ ] [ ]D Dq×P Bú (3)

Taking the phase shift into account, Eq. (3) becomes

= [ ] [ ] [ ] kjaD Dq a× + ×P B Bú ú (4)

where  is a vector with value 𝀵𝀵𝀵𝀵 at position 𝀵𝀵, −𝀵𝀵𝀵𝀵 at position 𝀵𝀵, and zero elsewhere. Solving

this matrix equation yields:
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Referring to the element (𝀵𝀵,𝀵𝀵) of the matrix [⊺]−1 as 𝀵𝀵𝀵𝀵; the angles 𝀵𝀵 and 𝀵𝀵 become:
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Using the above two equations and considering [⊺]−1 is symmetrical, the angle difference is:
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Combining Eqs. (2) and (8), the active power through line 𝀵𝀵𝀵𝀵 considering PST in that line is
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Hence, the power flow through line 𝀵𝀵𝀵𝀵 with an installed PST is obtained by adding weighted
sum of the system power injections 𝀵𝀵𝀵𝀵 and a linear term in the phase shift angle 𝀵𝀵𝀵𝀵.
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Using the above two equations and considering [⊺]−1 is symmetrical, the angle difference is:
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Combining Eqs. (2) and (8), the active power through line 𝀵𝀵𝀵𝀵 considering PST in that line is

1

=1
= ( ) ( (2 ) 1)

n

kj ij i ki ji kj kj kj kk jj
i

P B P c c B c c ca
-æ ö
D - + - - +ç ÷

è ø
å (9)

Hence, the power flow through line 𝀵𝀵𝀵𝀵 with an installed PST is obtained by adding weighted
sum of the system power injections 𝀵𝀵𝀵𝀵 and a linear term in the phase shift angle 𝀵𝀵𝀵𝀵.
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Similarly, the power flow through a line 𝀵𝀵𝀵𝀵 can be represented as a function of the installed
PST setting in line 𝀵𝀵𝀵𝀵.

1
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Though ⊺ is a highly sparse matrix, [⊺]−1 is very dense. Hence, the linear term in 𝀵𝀵𝀵𝀵 in
Eq. (10) is nonzero for every line, except for the radial ones. This suggests that the PST has an
influence over the entire network. However, the influence can be very small for distant lines.

5.1.2. PSDF approach

Phase shifter distribution factors (PSDF) can be defined as a change in the line real-power flow
with respect to a change in the PST angle [30]:

PSDF = kj

pq

PD
Da (11)

From Eqs. (9) and (10), PSDFs can be derived as:
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From Eqs. (12) and (13), it is seen that these factors only depend on the network configuration
and not on the bus power injections.

The power flows in the system with varying PST angle 𝀵𝀵𝀵𝀵 in terms of PSDFs are:

,0= kj
kj kj kj kjP P a n+ (14)

,0= pq
pq pq kj kjP P a n+ (15)

where 𝀵𝀵𝀵𝀵,0 and 𝀵𝀵𝀵𝀵𝀵𝀵 are the reference flows, i.e., the DC flow without considering any PSTs.
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In presence of multiple PSTs in the system, the equations for the line power flows are adapted
accordingly. If another PST is present in the line 𝀵𝀵𝀵𝀵 too, Eqs. (14) and (15) are modified as:

,0
( , )

( , ) ( , )

= kj kj
kj kj kj kj mn mn

m n
m n k j

P P a n a n
¹

+ + å (16)

,0
( , )

= pq
pq pq mn mn

m n
P P a n+ å (17)

Hence, every PST contributes with an extra term to the power flow in the line.

It can be concluded that under the DC load flow assumptions, the active power flow in a line
is a linear combination of the PST settings. The key element is the network configuration.
Therefore, if the matrix of PSDFs is written as , a particular choice of PST angles leads to a
constant term Δ = 𝀵𝀵 added to the line flows at zero phase shift.

5.2. Modeling of HVDC in power flows

The quadratic power flow equations are linearized for the DC grid [31]. The steady-state power
flow in a HVDC line from bus  to 𝀵𝀵 is represented by Eq. (18), where  is the voltage at bus:

( )= k k m
km

km

V V VP
R
-

(18)

𝀵𝀵 is the resistance of the HVDC line between the two buses. If it is assumed that the DC
voltages are rather close to the nominal voltage, Eq. (18) can be approximated as:

k m
km

km

V VP
R
¢ ¢-

» (19)

The resulting voltages ′ and ′𝀵𝀵 give only the deviation from the nominal voltage at the
reference bus. The ohmic losses in the DC grid are neglected.

6. Advantages of coordinated control of PFC operation

In order to address the challenges involved in achieving the environmental targets of the
European Commission an FP7 project called Twenties was initiated in the year 2010 by the
Commission. Work package 5 of the project addressed network enhanced flexibility (NET-
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FLEX), which addresses how the existing transmission grid of Europe can be utilized with the
help of PFCs and manage more renewables in the system.

6.1. Achieved flexibility in terms of daily system operation

The PFCs, especially the PSTs that are already installed in the power system of Europe, and
especially in Western Europe, are used when the loop flows are over and above their pre-
specified values by the TSOs. These devices are also often used to manage system security
by the TSO for its own control area or to manage problems originating in other control
areas through coordination process. Within the scope of this work package, algorithms
were developed to demonstrate that increased coordination among TSOs can resolve com-
plex security problems which otherwise required costly measures.

Eight PSTs in CWE that were considered to show the coordination effect were Zandvliet, Van-
Eyck (two of them), Diele (two of them), Meeden (two of them), and Gronau. They are shown
in Figure 3.
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Figure 3. Existing controllable devices installed in CWE area [32].

Figure 4 shows a margin analysis graph. In the graphs, the loadings of the lines present in the
critical branches (CB10) list are sorted from highest to lowest both for “N” and “N–1” situations
and for all 24 hours, before and after optimization. The initial and optimized loadings present
in the graphs can be defined as the ratios of initial to the maximum flows and ratios of the
optimized to the maximum flows, respectively, for each line and for each contingency. On the

10 It is defined as a transmission line that has a potential risk of being constrained due to network security reasons.

Flexible Operation of Electric Power Transmission Grids
http://dx.doi.org/10.5772/64611

87



x-axis, the individual line loadings for all considered lines in every contingency situation are
shown in a monotone diagram. A total of 45 CBs are taken into account in basecase, which
considers all CBs in operation. Each CB is then taken out one at a time, and the flows on the
remaining 44 CBs are calculated. Hence, each line occurs 45 times in each file and 24 files are
generated for a day. The figure shows the results for all 24 hours and the number of data points
along the horizontal axis is 48,600 [(45 CBs for basecase + 45 “N-1” cases × 44 CBs) × 24]. The
x-axis shows lines (CBs) as a percentage, with each 25% representing 12,150 data points in
Figure 4(a). Figure 4(b) shows the zoomed-in part of the graph that is most relevant, consisting

of first 500 data points. Hence, 50048, 600 × 100 is the whole segment.
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Figure 4. System loading.
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It is evident from the figure that the system is already 41% loaded over the maximum allowable
(represented by the solid line). This scenario is characterized with high wind in Northern
Germany, creating congestion in the Belgian controlled area for a day in the past before the
initiation of this project. The TSO of Belgium was not able to solve the problem with any
noncostly means available and had to resolve the problem with costly measures (internal
redispatch of generators). The problem still remains unsolved11 with the help of Belgian PSTs
only (Zandvliet and Van-Eyck's), as is evident from the dashed line in the figure. However,
when all the considered PSTs are optimized simultaneously the overloading was eliminated
and a margin of approximately 15% from the maximum allowable loading is achieved. This
extra margin can be used to deal with uncertainties in the system, e.g., renewables. In Europe,
this type of situation is increasing and will be going to increase in the future due to rapid
integration of more renewables into the existing system. The coordination among TSOs is an
essential noncostly means that TSOs must account for on a day-to-day basis in order to make
the existing grid operation more flexible in terms of PFC operation so that both increased
penetration of renewables and uncertainties inherent to them can be handled.
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Figure 5. Reduction of highest loaded CB for every time-stamp for January 2013.

The developed algorithm was also validated for an entire month of January 2013 (it was a
high wind period), the results of which are shown in Figure 5. The x-axis shows the initial
loading of the system for each hour of the day of the entire month, whereas the y-axis rep-
resents the reduction in system loading from the initial. It is evident that in many cases the
system was overloaded (all points on the x-axis beyond the 100% mark are overloaded sit-
uations). A careful investigation of the figure reveals that a significant reduction of over-
loading is achieved for the cases that are highly overloaded. For example, approximately
55% of loading is reduced for the case, which is initially loaded for 138%. In this particular

11 Although the overloading is reduced a bit.

Flexible Operation of Electric Power Transmission Grids
http://dx.doi.org/10.5772/64611

89



case additional 17% (100% − [138 – 55]%) of margin is achieved. Moreover, for all of the
cases the system is relieved from overloading, and a significant amount of extra margin is
attained for each of them. This clearly indicates coordination among TSOs indeed helps to
avoid costly measures of removing system congestion, and will be often required in the
future in Europe [33].

6.2. Achieved flexibility in terms of increased wind penetration

Increased intermittency demands increased balancing actions in a power grid. Severe conges-
tion are frequent, demanding an expansion of the transmission grid. However, transmission
grid expansion in Europe is severely limited. Hence, the existing grid must handle the
increased penetration of uncertain generation sources. This can only be achieved by a flexible
grid operation through inter-TSO coordination. The same work package addressed how much
additional wind can be handled in the existing transmission grid in Europe.
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Figure 6. Additional wind that could be integrated during January 2013.

Figure 6 shows the results of 1 month validation of additional in-feed of wind. The fore-
casted wind or P5012 values are represented by the cadet blue area for the entire month. The
DACF files already integrate certain values of PST tap settings in order to keep loop flows
through the transmission system of a TSO within certain limits decided by the TSOs them-
selves. The additional stress due to those already included tap positions is represented by
the aquamarine area over and above the P50 values that can be handled with the help of all
the PSTs in CWE, and for a given direction of stress (that is, for a certain GSK).13 The wind
P50 values are already integrated in the DACF files. The additional stress that can be han-

12 Pxx represents an "xx" amount of probability that the wind in real time remains below the corresponding value
(considering normal distribution).
13 GSK, termed as generation shift keys defines the way of change in net position that is mapped to the generating units
in a bidding area, representing in average the relation between the change in output of every generating unit inside
the same market area. More information can be found in Ref. [33].
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dled by optimizing all the PSTs in CWE area is represented by the carnation pink area. The
fuchsia line represents the wind P90 values. The figure clearly shows that a significant
amount of additional wind in-feed is possible in CWE with the help of PST coordination,
which can even surpass P90 values in many cases. Hence, it is clear that an increased TSO
coordination can help to handle more intermittency in the existing transmission grid by
making the latter more flexible in operation [33].
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Abstract

The massive integration of sustainable energies into electrical grids (non-interconnected
or connected) is a major problem due to their stochastic character revealed by strong
fluctuations at all scales. In this paper, the scaling behaviour or power law correlations
and the nature of scaling behaviour of sustainable resource data such as flow velocity,
atmospheric wind speed, solar global solar radiation and sustainable energy such as,
wind power output, are highlighted. For the first time, Fourier power spectral densities
are estimated for each dataset. We show that the power spectrum densities obtained are
close to the 5/3 Kolmogorov spectrum. Furthermore, the multifractal and intermittent
properties of sustainable resource and energy data have been revealed by the concavity
of the scaling exponent function. The proposed analysis frame allows a full description
of fluctuations of processes considered. A good knowledge of the dynamic of fluctua-
tions is crucial to management of the integration of sustainable energies into a grid.

Keywords: turbulence, kolmogorov spectrum, intermittency, multifractality

1. Introduction

The installed capacity for energy from solar farms, wind farms and marine energy systems is
constantly increasing in response to worldwide interest in low-emissions power sources and a
desire to decrease the dependence on petroleum. The variability and unpredictability of this
kind of resources over short time scales remains a major problem, as its penetration of this
energy into the electric grid is limited. Hence, a good knowledge of renewable resource
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variations and intermittency is of real practical importance in managing the electrical network
integrating this kind of energy.

Figure 1 illustrates examples of temporal increments of atmospheric wind speed and global
solar radiation for a time scales Δv ¼ 5 min. We can observe the existence of intermittent
bursts. Following, the disciplinary field, the concept of intermittency can be defined differ-
ently [1, 2]. In the wind and solar energies fields, the concept of intermittency is often defined
as the variability [2]. In turbulence field, Batchelor and Townsend have observed the inter-
mittency experimentally for the first time in 1949 [3] and formalized in the multifractal
framework after the seminal works of Kolmogorov [4]. The meaning of intermittency can
change according to the authors. Frisch defines an intermittent signal if “it displays activity
during only a fraction time, which decreases with the scale under consideration”. According
to Pope, a motion “sometimes turbulent and sometimes non-turbulent” characterizes an
intermittent flow. In the engineering field, the intermittency is considered as a transition
between a laminar and turbulent flows [1].

Here, the concept of intermittency in the fully developed turbulence framework is used, with
with the help of multifractal analysis. This allows a better description of a stochastic signal at
all scales and all intensities.

Multifractal analysis techniques have encountered an amount success through several disci-
plinary fields, such as, for instance, turbulence [5–8], finance [9–11], physiology [12], rainfall
[13, 14] and geophysics [15, 16].

In this chapter, the intermittent properties of renewable resources data (wind speed, solar
radiation and flow velocity data) and sustainable energy data (power output data from WECS
and marine energy systems) are investigated using a classical multifractal analysis method,
structure functions analysis.

The structure of this chapter is as follows. Section 2 describes briefly the fully developed
turbulence framework. Section 3 presents the results analysis.

Figure 1. Examples of temporal increments of atmospheric wind speed Δv and the global solar radiation Δg. These
sequences show intermittent bursts.
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2. Fully developed turbulence framework

2.1. Richardson’s cascade and Kolmogorov theory

The intuitive scheme of Richardson has largely inspired numerous authors in the turbulence
field. Richardson provided a poetic form of energetic cascade [17] this is represented by a
schematic illustration of Kolmogorov-Obhukov given in (Figure 2):

“Big whirls have little whirls that feed on their velocity,

And little whirls have lesser whirls

And so on to viscosity in the molecular sense”

The mathematical formalization of this scheme is given in 1940s by Kolmogorov who postu-
lated the local-similarity hypothesis, i.e. small-scale turbulence is homogeneous and statisti-
cally isotropic in the inertial sub-range and hypothesized that velocity fluctuations Δv between
two points separated by a distance r depend only on the average dissipation rate ε. This trans-

lates into the following expression for the squared fluctuations S2ðrÞ ¼
�
ΔvrÞ2 ¼ ðvxþr − vxÞ2 [4]:

S2ðrÞ ≈ ε2=3r 2=3 (1)

This has been generalized, considering the structure functions for moments of order q > 0 of
the absolute spatial velocity increments as follows [18]:

SqðrÞ ≈ εq=3r q=3 (2)

This leads to the famous K41 linear law (when there is no intermittency):

ζðqÞ ¼ q
3

(3)

where ζðqÞ is the scaling exponent of the structure functions:

Figure 2. A schematic illustration of Kolmogorov-Obhukov spectrum that a −5/3 slope, based on Richardson’s cascade
concepts.
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SqðrÞ ≈ r ζðqÞ (4)

This leads to the following expression for the power spectrum of velocity fluctuations in the
Fourier space:

EðkÞ ≈ k−5=3 (5)

where k is the wave number.

In 1949, the experimental works of Batchelor and Townsend [3] highlighted the nonlinearity of
the scaling exponent ζðqÞ contrary to the K41 prediction. This nonlinearity indicates the
intermittent character of the dissipation energy, caused by the inhomogeneity and anisotropy
of the turbulent flow. To take intermittency into account, many theoretical formulations have
been provided for a quantitative description of cascade processes and fitting the scaling
exponent function ζðqÞ: The log-normal model was the first prediction describing the intermit-
tency of the fully turbulence [18]:

ζðqÞ ¼ q
3
þ μ
18

ð3q − q2Þ (6)

where μ is the intermittency parameter. Thereafter, others models have been proposed. The
most used are given in Section 2.3.

2.2. A description of scale invariance and multifractal framework

2.2.1. Self-similarity and scale invariance

The idea of describing natural phenomena by the study of statistical scaling laws is not recent
[19]. Self-similarity has been widely observed in nature: self-similarity concept being the simplest
form of scale invariance. A process xðtÞ is self-similar if these statistical properties remains
unchanged with the process aHxðt=aÞ obtained by simultaneously dilating the time axis by a
factor a > 0, and the amplitude axis by a factor a−H. H is called the self-similarity or Hurst
parameter. This parameter provides information on the variability degree of process. A primitive
model of self-similar signals is the fractional Brownian motion (fBm) BHðtÞ [20] for illustration,
(Figure 3) shows a protion of flow velocity u dilated in the box, exibithing the statistical self-
similarity features of flow velocity signal considered in this study.

The Fourier spectral density Eðf Þ of scale invariance or self-similar processes follows a power
law obtained over a range of frequency f :

Eðf Þ∼f −β (7)

where β is the spectral exponent. According to some authors [19, 21, 22], it defines the degree
of stationary of the signal:

• β < 1, the process is stationary

• β > 1, the process is no stationary

• 1 < β < 3, the process is no stationary with increments stationary.
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2.2.2. Multifractal framework

The mathematical multifractal framework was appeared with the cascade multiplicative emer-
gence in order to consider the intermittency of the energy dissipation in Turbulence.

Multiscaling concept allows the statistical description of stochastic signals for the modelling of
physical systems, using multifractal technique analyses.

If xðtÞ is a stochastic signal function of time, his scaling behaviour is highlighted when the time
absolute time increments jΔxj ¼ jxðtþ τÞ−xðtÞj, more precisely, the structure functions of order
q respect the following relationship [5]:

SqðτÞ ¼ ðjΔxjÞ≈τζðqÞ (8)

where τ is a time lag and ζ is the scaling exponent function. The full ðq, ζðqÞÞ curve for integer
and non-integer q moments provides a full characterization of signal considered at all scales
and at all intensities. The parameter ζð2Þ ¼ β−1 relates the second order moment to the β
Fourier power spectrum scaling exponent. The parameter H ¼ ζð1Þ is the Hurst exponent with
0 < H < 1. This parameter defines the degree of roughness or smoothness of a measured
signal: more H is, the more the signal is smooth. The values of the ζðqÞ function are estimated
from the slope of the SqðτÞ versus τ in a log-log representation for all moments q. Concerning
the scaling behaviour, the scaling exponent function is useful to characterize the statistics of a
stochastic process. For a linear scaling function of the form qH, the signal is said to be
monofractal; Brownian motion is described by H ¼ 1=2, fractional Brownian motion is
described by 0 < H < 1, and homogeneous non-intermittent turbulence is described by
H ¼ 1=3. While for a nonlinear scaling exponent function, the signal is said to be multifractal.
Figure 4 illustrates the scaling behaviour of the ζðqÞ function for instance a monofractal and
multifractal processes. Furthermore, the concavity of ζðqÞ function gives an indication on the
intermittency degree of process considered: the more concave the curve is, the more intermit-
tent the process [5, 22].

Figure 3. A portion of flow velocity u dilated in the box. This shows the statistical self-similarity features of flow velocity u.
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2.3. Some multifractal models

Several models have been proposed to fit the scaling exponent function ζðqÞ since in the
literature, for instance, the “black and white” model [23], the log-normal model [18] and the
log-stable model [22].

The “black and white” model proposed by Frisch et al. in 1978 is the simplest model [23]:

ζðqÞ ¼ qH − μðq − 1Þ (9)

where H is the Hurst exponent and μ the intermittency parameter.

The classical lognormal model of the form:

ζðqÞ ¼ qH −
μ
2
ðq2−qÞ (10)

The log-stable or log-Lévy model proposed by Schertzer and Lovejoy in 1987 [22]:

ζðqÞ ¼ qH −
C1

ðα−1Þ ðq
α−qÞ (11)

where H is the Hurst exponent. The parameter C1 is the fractal co-dimension measuring the
mean intermittency: the larger C1, the more the signal is intermittent. Furthermore, 0 < C1 < d
with d the dimension space (here d ¼ 1). The multifractal Lévy parameter 0 < α < 2 inquires
on the degree of multifractality i.e., how fast the inhomogeneity increases with the order of the

Figure 4. Examples of scaling exponent functions ζðqÞ for a monofractal and a multifractal processes. The scaling
exponent functions represented are linear and nonlinear (concave), respectively, for monofractal and multifractal pro-
cesses.
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moments. Furthermore, α ¼ 0 corresponds to the monofractal case and α ¼ 2 corresponds to
the multifractal log-normal case.

In this chapter, we consider the log-normal model that provides a reasonable fit for the scaling
exponent of data considered. In [24], the log-stable is considered for the global solar radiation
data.

3. Results

In this chapter, we present analysis results from multiple time series sampled at different
sampling rates and at different places. The atmospheric wind speed u was measured with a
sampling frequency of 20 Hz during 40 h, on the wind energy site production of Petit-Canal in
Guadeloupe an island located at 16°15’N latitude and 60°30’W longitude. The wind power
output P was measured at the same place, with a sampling frequency of 1 Hz over a one-year
period. A 10 MW wind farm delivers this wind power output. The global solar radiation
measurements G was collected with a sampling frequency of 1 Hz over a one-year period, at
the University site of Pointe-à-Pitre in Guadeloupe. The flow velocity measurements were
generated from the facilities of the wave and current flume tank of IFREMER (French Research
Institute for Exploitation of the Sea) in Boulogne-sur-mer (North of France). The data are
collected with a sampling frequency of 100 Hz. Figure 5 illustrates extract of signals consid-
ered. All the signals fluctuate over a large range scales showing the intermittent nature of
sustainable resources and energy considered in this study.

Figure 5. Examples of extract of signal considered: (a) flow velocity u, (b) atmospheric wind speed, (c) global solar
radiation G, (d) normalized wind power output delivered by a wind farm. All the signals display strong fluctuations at
all scales.
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3.1. Fourier analysis of sustainable energy data and −5=3 Kolmogorov spectrum

The Fourier power spectral density separates and measures the amount of variability occurring
in different frequency bands. In this section, the Fourier power spectral densities are estimated
for our database in order to detect scale invariance. For a scale invariant signal, the following
scaling power law is obtained over a range of frequency f :

Eð f Þ ≈ f −β (12)

where β is the exponent spectral.

Figure 6 shows the Fourier power spectral densities of databases described above, compared
to the −5=3 Kolmogorov spectrum (red straight line), log-log representation. The spectra
computed follow a power law of the f −β with β close to 5=3. As expected, the atmospheric
wind and the flow velocity spectra demonstrate a scaling behaviour for the respective frequen-
cies from about f ¼ 0:1−10 Hz and f ¼ 0:1−50 Hz with β ¼ 1:67 close to the 5/3 Kolmogorov
value [4, 25]. This is consistent with the values obtained for the inertial range in previous
studies [26–28]. The wind power output spectrum displays a power law with β ¼ 1:68 close

to the 5/3 Kolmogorov value, for frequencies from about f ¼ 10−4 to 0:5 Hz. In 2007, Apt has
shown that the wind power output from a wind turbine, follows a Kolmogorov spectrum over
more than four orders of magnitude in frequency [29]. In [30], we show the wind power output
spectrum with an exponent spectral close to the 5/3 value, which is observed for particular
conditions.

The global solar radiation spectrum shows also a power law behaviour with β ¼ 1:66 close to

the 5/3 Kolmogorov value for frequencies from about f ¼ 0:7· 10−4 to 0:07 Hz. This scale
invariance is indirectly linked to scale invariance of cloud field transported by atmospheric
turbulence. In [31], a power law is also observed for the spectrum of cloud radiances obtained

Figure 6. The Fourier power spectral densities for each dataset, compared with the −5/3 Kolmogorov spectrum.
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from ground-based photography: the exponent spectral β ¼ 1:67 is observed for clouds over
ocean.

In summary, the spectra of sustainable data considered in this study, display power law
behaviour with an exponent spectral close to the 5/3 Kolmogorov value. The slight difference
with the exact 5/3 value is usually caused by intermittency effects [5, 22].

Furthermore, the Fourier power spectrum is a second order statistic providing information on
medium level fluctuations, and consequently, its slope is not sufficient to fully describe a
scaling process. Multifractal analysis is a natural generalization to fully study the scaling
behaviour of a nonlinear phenomenon using, for example, the qth order structure functions.

3.2. Multifractal analysis of sustainable energy data

In order to qualify the nature of scaling behaviour (monofractal or multifractal), a multifractal
analysis using qth order structure functions is applied to sustainable energy data to determine
the scaling exponents ζðqÞ. For each dataset, the structure functions are computed on the
temporal increments Δx as defined above. The details concerning the scale range of τ and q
are given in the following references [24, 32–34]. As shown in [24, 32–34], the straight lines of
structure functions indicate that the scaling of the relationship is well respected. Consequently,
the scaling exponents ζðqÞ are extracted from the slopes of the straight lines using a linear
regression. Figure 7 represents the scaling exponents ζðqÞ corresponding to each dataset
compared with a model proposed by Kolmogorov, the linear model K41, ζðqÞ ¼ q=3. We can
see that the scaling exponents ζðqÞ obtained are nonlinear and concave. This highlights the

Figure 7. The scaling exponent functions ζðqÞ for each dataset compared with the linear non-intermittent K41 model.
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multifractal and intermittent character of considered sustainable data here. Furthermore, the
degree of concavity gives an indication on the degree of intermittency: the more concave the
scaling exponent curve is, the more intermittent the process. We recall that the intermittency
parameter can be estimated by μ ¼ 2ζð1Þ−ζð2Þ with 0 < μ < 1. Table 1 draws up some param-
eters for each dataset: H the Hurst exponent, ζð2Þ, and the intermittency parameter μ.

As shown in Figure 6 and indicated in Table 1, the global solar radiation G is the most
intermittent.

4. Conclusion

This work highlights the intermittency and the scale invariance properties of flow velocity u,
atmospheric wind speed v, wind power output P and global solar radiation G data, at all
intensities and at all scales, in the fully developed turbulence framework.

We have shown for all datasets over the period encountered:

• The presence of a scaling regime or power law correlation of the form f −β over a broad
range of time scales, in the Fourier space. The exponent spectral β is close to the exact 5/3
Kolmogorov value for all the datasets.

• The nature of the scaling behaviour for each dataset is determined using qth order struc-
ture functions analysis. The nonlinearity and the concavity of the scaling exponent func-
tions ζðqÞ obtained reveal the intermittent and the multifractal properties of datasets
considered in this manuscript. This could result from the complex interaction of the turbu-
lent atmospheric and the energy converter systems such as, for example, wind turbine.

With the increase in sustainable energies, a good knowledge of their nonstationary and
intermittent properties is crucial. The fully developed turbulence framework is a relevant
frame to analysis stochastic processes such as those considered in this manuscript. It allows
providing a sharp description of fluctuations of processes at all scales and at intensities. The
Hurst and the intermittency parameters can be used in stochastic simulations based on
multifractal cascade model, as performed in [33]. Here, with a dynamical modelling of
fluctuations sustainable energy considered, the interest could be, for instance, to test the
stability evaluation of electricity grid.

H ζð2Þ μ

Flow velocity u 0.34 0.66 0.02

Atmospheric wind speed v 0.35 0.68 0.02

Wind power output P 0.38 0.70 0.06

Global solar radiation G 0.43 0.61 0.25

Table 1. Hurst exponent H ¼ ζð1Þ, ζð2Þ linked to the exponent spectral by ζð2Þ ¼ β−1 and the intermittency parameter μ
estimated for each dataset.
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considered in this manuscript. This could result from the complex interaction of the turbu-
lent atmospheric and the energy converter systems such as, for example, wind turbine.

With the increase in sustainable energies, a good knowledge of their nonstationary and
intermittent properties is crucial. The fully developed turbulence framework is a relevant
frame to analysis stochastic processes such as those considered in this manuscript. It allows
providing a sharp description of fluctuations of processes at all scales and at intensities. The
Hurst and the intermittency parameters can be used in stochastic simulations based on
multifractal cascade model, as performed in [33]. Here, with a dynamical modelling of
fluctuations sustainable energy considered, the interest could be, for instance, to test the
stability evaluation of electricity grid.

H ζð2Þ μ

Flow velocity u 0.34 0.66 0.02

Atmospheric wind speed v 0.35 0.68 0.02

Wind power output P 0.38 0.70 0.06

Global solar radiation G 0.43 0.61 0.25

Table 1. Hurst exponent H ¼ ζð1Þ, ζð2Þ linked to the exponent spectral by ζð2Þ ¼ β−1 and the intermittency parameter μ
estimated for each dataset.
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Abstract

Non-traditional  design  of  multi-layered solar  energy  converters  is  proposed,  with
electrically independent p-i-n junctions. This new approach allows utilization of cheap
and abundant II-VI, IV and IV-VI materials instead of III-V ones, using also cheap and
economic deposition techniques like Chemical Bath Deposition (CBD) or Chemical
Vapor Deposition (CVD) instead of expensive Molecular Beam Epitaxy (MBE). The CVD
reactor with three atomic sources was built and used. II-VI and IV-VI semiconductor
materials were prepared either in CVD reactor, or by CBD techniques. Besides, the
original two-stage technology was employed: first the precursor oxide/hydroxide film
of corresponding metal (like cadmium oxide/hydroxide) was prepared by some variety
of CBD methods, and at the second stage, in CVD reactor the non-metallic component
of precursor film was substituted by chalcogen, producing materials like CdS, CdSe,
PbTe, etc. The semiconductor materials thus produced were of high quality, with basic
parameters  corresponding  to  those  for  the  single  crystals.  Several  experimental
multilayered converters were constructed (in particular, with CdS/CdTe, CdS/PbS and
Si/PbTe active bilayers). The preliminary results of their studying have shown that these
and similar devices can be used in solar cells  and photo sensors with satisfactory
efficiency, and have great potential for improvement.

Keywords: multilayered solar cells, independent p-n junctions, II–VI and IV–VI semi-
conductor films, chemical bath deposition, chemical vapor deposition
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1. Introduction

To utilize efficiently, a wide solar spectrum in conversion of solar radiation to electricity, several
semiconductors with different band gaps must be used. This is usually realized in tandem solar
energy converters with 2–4 p-i-n junctions of different semiconductors connected in series [1–
3]. This design is applied to the solar cells made of different materials, including amorphous
and organic ones. However, in the most efficient tandem converters (like those used in space
applications), the expensive III–V materials are usually used, with molecular beam epitaxy
(MBE) deposition technique that is also expensive. Besides, the serial connection of the elements
means that the least effective junction defines the total photo current generated; the tunneling
between adjacent p-i-n junctions causes additional losses.

Recently, we proposed a different construction of solar energy converters based on two of our
patents [4–6], with electrically independent junctions that allow having a flexible sequence of
p and n layers in them, and physically separate several junctions. This approach brings
additional degrees of freedom to the converter’s design, reduces the losses due to tunneling
among the junctions and allows utilization of essentially cheaper II–VI, IV and IV-VI materials
instead of III–V ones, with simple, cheap and ecologically pure technologies such as chemical
bath deposition (CBD) with its variations (photo chemical bath deposition (PCBD) and
successive ionic layer adsorption and reaction (SILAR)) or chemical vapor deposition (CVD),
preserving high efficiency of solar energy conversion. This approach is explained in detail
below, and the corresponding preliminary experimental results are presented.

2. Tandem solar cells—advantages and shortcomings: revision of the
classical architecture

The first solar cell (1954) had the efficiency of 6%; today, after more than 60 years of research
and development, the commercial solar modules reach efficiencies of 10–15%. This small value
is a consequence of a wide solar spectrum, so that photons with maximum energy of 3–4 eV
being absorbed in a semiconductor cell’s material (Si, for example, with a band gap of around
1 eV) produce one electron-hole pair separated after thermalization in energy scale by this 1
eV, and the difference between the photon’s energy and the band gap value is quickly (at
approximately 10−12 s) transformed to heat by the process of emission of phonons. On the other
hand, photons with energy smaller than the band gap are not absorbed and thus lost for energy
conversion. Consequently, even in an ideal case when no other losses are present, the efficiency
of one-semiconductor solar cell is not larger than approximately 30% (the so-called Schokley-
Queisser limit [7]), and the corresponding practical limit is around 15%.

To achieve a higher efficiency of solar energy conversion, the abovementioned tandem
photovoltaic converters are used, which actually are serially connected p-i-n junctions of
different semiconductor materials with gradually decreasing band gap, such as GaAs-Ge,
InGaP-GaAs-Ge [8] or InGaAsN-GaAs-InGaAlP [9], so that each junction absorbs a part of
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solar spectrum with photons larger than its band gap, transmitting the rest of the spectrum to
the next junction. The record efficiency of such a tandem is around 40%, with the price higher
than that of conventional solar modules by orders of magnitude: that is why they are used
mainly in satellites, and their production [8] is closely related to satellite industry.

The high cost of production of the classic tandem cells is an evident consequence of the
necessity of a very precise design of each of the constituent p-i-n junctions, in a sense that each
one must generate the same photocurrent on absorbing of the corresponding part of solar
spectrum, because of their serial connection. To fulfill this condition, a strict control of the
deposition process is needed (expensive MBA equipment), together with expensive III–V
semiconductor materials. We believe that following this route, it will be impossible to create
efficient and economic solar energy converter for terrestrial applications.

2.1. Multi-junction solar energy converters with electrically independent p-i-n junctions

Our approach is based upon the elimination of serial connection of the p-i-n junctions in a
tandem, making them electrically independent, with the idea that if the tandem is not working
alone (reasonable assumption in case of mass application), it is always possible to find an
optimum connection of constituents even if they do not generate the same current thus evading
the main restriction of the classical tandem. At that, the device can be monolithic or have
physically separated parts; we are not proposing stack of separate cells (see, for example,
[10]).

Thus, we suggest [4–6] that each semiconductor p-i-n junction in the converter has electric
contacts at both ends, and to make its parts electrically independent, an insulating layer can
be introduced between the parts; we shall see that it will not always be necessary. The simplest
case is a two-junction device, presented in Figure 1 (left part—the device construction scheme;
right part—scheme of energy bands). We stress that in this case, no tunnel junction exists in
the device, which gives additional advantage over the classical tandem.

Figure 1. Construction scheme (left) and energy band diagram (right) of a two-junction device.
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As illustrated in Figure 1, the two-junction version of our solar energy converter includes
the two p-i-n junctions of the semiconductor materials having different band gap values. The
top cell has a «p-i-n» sequence of layers; the bottom cell has a «n-i-p» sequence, with an
insulating layer between the two active cells.

The top cell comprises the p-layer 1, the i-layer 2 and the n-layer 3. After the insulating layer 4
follows the n-layer of the bottom cell 5, then the i-layer 6 and the p-layer 7. The top contact 8
to the upper p-layer 1 of the top cell serves for electrical connections; the transparent conductive
layer (or heavily doped one) can be introduced between the p-layer 1 and the contact 8 (not
shown in the figure); 9 is the electric contact to the n-layer 3 of the top cell; 11 is the electric
contact to the n-layer 5 of the bottom cell, and 10 is the electric contact to the p-layer 7 of the
bottom cell. Again, the contacts 9–11 can be added with the transparent conductive layer on
the surface of the corresponding semiconductor layer.

The possible ways of the electrical connections of the contacts are shown in Figure 2. Figure 2A
refers to the case when there is only one working two-junction device of the present type. Since
the two cells, as a rule, generate the different photo voltage (the larger is the band gap, the
larger the potential barrier, and the larger voltage), the only possible way of connection is in
series, which is illustrated by the Figure 2A: the negative contact of one cell is connected to the
positive contact of the other one, and the other two contacts are used to connect the device into
external circuit.

Figure 2. Electrical connections among device’s elements (see text for the details).

When several devices of this type are working (in a solar module), there are many options of
connection, which might be chosen to provide the necessary voltage of the module. Figure 2B
gives an example of the cells’ interconnection in a module consisting of five two-junction
converters of the present type, corresponding to the case, when the photo voltage of the top
cell is V1 = 1.55 V and the photo voltage of the bottom cell is V2 = 0.93 V. All five bottom cells
and one of the top cells are connected in series producing the voltage 5 V2 + V1 = 6.2 V; the other
four top cells connected in series produce the same voltage: 4 V1 = 6.2 V. These two arrays must
be connected in parallel, to double the photo current. For a larger amount of the devices in a
module, there will be more options in electrical connections.
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It is evident that the order of semiconductor layers can be reversed (i.e., the device of the type
(n-i-p)1-insulating layer-(p-i-n)2 can be formed, with the same characteristics but the opposite
charge on the contacts compared to the case described).

To reduce the solar light reflection at the surface, the antireflection layer might be added to the
top cell. In this respect, the multi-junction device of our type is not different from the traditional
multi-junction devices. To reduce the reflection losses at the interface between semiconductor
and insulating layer, the latter layer’s material should have relatively large refractive index
N. For example, with the insulating layer of TiO2 (N = 2.5) and semiconductor of GaAs type
(N = 3.5), the interface reflection coefficient will be less than 3%. For this approximate estima-
tion, we use the Fresnel formula for reflection coefficient at normal incidence

2
2

1
2

1

1

1

N
NR N
N

æ ö-ç ÷
ç ÷=
ç ÷+ç ÷
è ø

(1)

where N2 and N1 are the refractive indices of the materials on two sides of an optical interface
(as it is seen from the formula, the order of layers does not affect the reflection coefficient).

Having smaller losses than the traditional two-junction solar energy converter (no tunnel
junctions), our device is capable to have higher efficiency and has more options for optimiza-
tion.

For our version of the three-junction converter, we present the equilibrium energy band
diagram in Figure 3 (left, here the three cells are denoted by numbers I, II and III from left to
right).

Figure 3. Energy band diagram (left) and construction scheme (right) of three-junction device.
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This is a special case, when no insulating layer is needed: The two cells with the larger band
gaps both have n-layers at the boundary where the electrode is needed and not the insulator;
besides, there is only one tunnel junction instead of two in the traditional three-junction
tandem. The device has only three contacts (less than in our two-junction device); the band
gaps of the three semiconductor materials are again chosen to utilize in an optimal way the
solar spectrum: Here, we must have approximately equal numbers of photons absorbed by
the second and the third cells (counting from left to right) which are internally connected in
series, but there is no need to have the same photon numbers (i.e., the same photo current) in
the first cell.

The sequence of layers from the top to the bottom is as follows: (p-i-n)1-(n-i-p)2-(n-i-p)3. One
comment in relation to the choice of the type of material and the doping level of semiconductor
layers: It has to make the photo voltage of the first cell approximately equal to the summary
photo voltage of the II–III cells tandem. Electric contacts (indicated in Figure 3 left by arrows)
are made to the external layers and to the interface of the first and the second cell.

As in our two-junction device, the transparent conductive layer (or heavily doped one) can be
introduced in the contact region, to improve the electrical quality of the contact. Right part of
Figure 3 gives a scheme of construction of the three-junction solar cell device of our type. Here,
1 is the top active cell (i.e., (p-i-n)1), 2 is the second one ((n-i-p)2) and 3—the third ((n-i-p)3), 4 is
the interface contact (to the “n” regions of the cells 1 and 2, charged negatively under illumi-
nation), and 5—the two external contacts (to the “p” region of the cells 1 and 3, charged
positively under illumination). The two contacts 5 must be interconnected, thus the first cell
and the tandem of the two other cells with approximately the same photo voltage are connected
in parallel, approximately doubling the photo current.

As in the previous case, we can reverse the layer’s sequence, just changing the sign of the
voltage generated. Thus, the device of the type (n-i-p)1-(p-i-n)2-(p-i-n)3 is equivalent to the one
just described. Having only one tunnel junction instead of 2, our device is capable to have
higher conversion efficiency than the traditional one.

For the four-junction solar cell device, we present the equilibrium energy band diagram in
Figure 4 (here, the four cells are denoted by numbers I, II, III and IV from left to right), and the
construction scheme in Figure 5 (left). The device has two insulating layers (4 and 7 in
Figure 5); the part between them is a traditional two-junction tandem with one tunnel
junction ((n-i-p)2-(n-i-p)3) whereas the two parts with an inside insulating layer comprise the
two-junction converter of our design, the top one (with the larger band gaps) having the
following sequence of layers: (p-i-n)1—insulating layer—(n-i-p)2, and another one has the
reversed sequence: (n-i-p)3—insulating layer—(p-i-n)4. In Figure 5 left, the number 3 corre-
sponds to the top active cell I of the type (p-i-n)1, number 5 shows the cell II with layer sequence
(n-i-p)2, 6 is cell III and 10 corresponds to cell IV. The contacts are made to the external layers
of the device (1 and 12 in Figure 5, shown by arrows in Figure 4) and to the semiconductor
layers adjacent to the insulating layers (another arrows in Figure 4, the two pairs 2 and 8, 9
and 11 in Figure 5 left). As in the previous two cases, the transparent conductive layer (or
heavily doped one) can be introduced in the contact regions, to improve the electrical quality
of the contacts.

Sustainable Energy - Technological Issues, Applications and Case Studies114



This is a special case, when no insulating layer is needed: The two cells with the larger band
gaps both have n-layers at the boundary where the electrode is needed and not the insulator;
besides, there is only one tunnel junction instead of two in the traditional three-junction
tandem. The device has only three contacts (less than in our two-junction device); the band
gaps of the three semiconductor materials are again chosen to utilize in an optimal way the
solar spectrum: Here, we must have approximately equal numbers of photons absorbed by
the second and the third cells (counting from left to right) which are internally connected in
series, but there is no need to have the same photon numbers (i.e., the same photo current) in
the first cell.

The sequence of layers from the top to the bottom is as follows: (p-i-n)1-(n-i-p)2-(n-i-p)3. One
comment in relation to the choice of the type of material and the doping level of semiconductor
layers: It has to make the photo voltage of the first cell approximately equal to the summary
photo voltage of the II–III cells tandem. Electric contacts (indicated in Figure 3 left by arrows)
are made to the external layers and to the interface of the first and the second cell.

As in our two-junction device, the transparent conductive layer (or heavily doped one) can be
introduced in the contact region, to improve the electrical quality of the contact. Right part of
Figure 3 gives a scheme of construction of the three-junction solar cell device of our type. Here,
1 is the top active cell (i.e., (p-i-n)1), 2 is the second one ((n-i-p)2) and 3—the third ((n-i-p)3), 4 is
the interface contact (to the “n” regions of the cells 1 and 2, charged negatively under illumi-
nation), and 5—the two external contacts (to the “p” region of the cells 1 and 3, charged
positively under illumination). The two contacts 5 must be interconnected, thus the first cell
and the tandem of the two other cells with approximately the same photo voltage are connected
in parallel, approximately doubling the photo current.

As in the previous case, we can reverse the layer’s sequence, just changing the sign of the
voltage generated. Thus, the device of the type (n-i-p)1-(p-i-n)2-(p-i-n)3 is equivalent to the one
just described. Having only one tunnel junction instead of 2, our device is capable to have
higher conversion efficiency than the traditional one.

For the four-junction solar cell device, we present the equilibrium energy band diagram in
Figure 4 (here, the four cells are denoted by numbers I, II, III and IV from left to right), and the
construction scheme in Figure 5 (left). The device has two insulating layers (4 and 7 in
Figure 5); the part between them is a traditional two-junction tandem with one tunnel
junction ((n-i-p)2-(n-i-p)3) whereas the two parts with an inside insulating layer comprise the
two-junction converter of our design, the top one (with the larger band gaps) having the
following sequence of layers: (p-i-n)1—insulating layer—(n-i-p)2, and another one has the
reversed sequence: (n-i-p)3—insulating layer—(p-i-n)4. In Figure 5 left, the number 3 corre-
sponds to the top active cell I of the type (p-i-n)1, number 5 shows the cell II with layer sequence
(n-i-p)2, 6 is cell III and 10 corresponds to cell IV. The contacts are made to the external layers
of the device (1 and 12 in Figure 5, shown by arrows in Figure 4) and to the semiconductor
layers adjacent to the insulating layers (another arrows in Figure 4, the two pairs 2 and 8, 9
and 11 in Figure 5 left). As in the previous two cases, the transparent conductive layer (or
heavily doped one) can be introduced in the contact regions, to improve the electrical quality
of the contacts.

Sustainable Energy - Technological Issues, Applications and Case Studies114

Figure 4. Energy band diagram of a four-junction device.

Figure 5. Construction scheme (left) and electrical connections (right) for a four-junction device.

Under illumination, the contacts to “p” layers are charged positively (1, 9 and 11 in Figure 5)
whereas the contacts to “n” layers are negatively charged (2, 8 and 12 in Figure 5).

The photo voltage gradually decreases from cells I to IV; thus, it is natural to connect in series
the top and the bottom cells (i.e., the cells I and IV) which gives approximately the same voltage
as the tandem of the cells II and III; these two pairs (I—IV and II—III) must be connected in
parallel. This cell connection is shown in Figure 5 right. Here, the contacts 2 and 11 of Figure 5
left are interconnected to provide the connection in series of the cells I and IV; the contacts 1
and 9 are connected making the “+” general output contact of the device, and the contacts 8
and 12 are connected making the “−” general output contact.

The cells’ materials must be chosen in such a way that the cells II and III comprising a traditional
tandem device absorb equal amount of photons of the solar spectrum and produce the same
photocurrent; the cells I and IV are also connected in series, so they have to absorb equal
amount of photons and give the equal photo current, but this photon amount (and the photo
current) is not necessarily equal to the amount of photons absorbed by the cells II and III and
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their photo current. Thus in the present design, we have additional degree of freedom in
division of solar spectrum among the active cells and more options for the efficiency optimi-
zation.

Again, the sequence of layers can be reversed without any principal changes (i.e., each of the
semiconductor “p” layers might be substituted for the “n” layer, and vise versa). In relation to
the antireflection coating, there is no difference from the traditional multi-junction device;
again, the insulating layers with high refractive index must be recommended. Having only
one tunnel junction instead of 3, our device is capable of having higher conversion efficiency
than the traditional four-junction tandem solar energy converter.

2.2. Auto-concentrating multi-junction solar system

All the constructions above are assumed to be the monolithic devices similar in this sense to
the traditional tandems; on the other hand, they can work either under normal or concentrated
solar radiation, again as the traditional ones. Physical separation of the entrance solar cell (the
one with p-i-n junction made of semiconductor material with the largest band gap) analyzed
in this section presents additional degrees of freedom in total system’s design and some new
possibilities of application.

The following construction is anticipated. The converter includes several entrance cells that
are working in non-concentrated sunlight (cells I in Figure 6) and form the concentrating
reflector for the part of solar spectrum that is not absorbed in these entrance cells, i.e., composed
of photons with energies below the value of their band gap. For that, each entrance cell is
designed in such a way that it specularly reflects the part of solar radiation with the photon
energies below its band gap that is not absorbed by the cell. In the focal plane of this concen-
trator, the two-junction tandem converter is positioned (II and III in Figure 6). As illustrated
in Figure 7, the cell I with the largest band gap possesses the interference antireflection coating
2 adjusted to minimize reflection of the solar radiation (1) with photon energies above the band
gap, i.e., in the cell’s working spectral region, which is approximately 2–3 eV. The mean value

Figure 6. Auto-concentrating device.
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for the wavelength in this region is λ1 ≅ 500 nm; from the condition of destructive interference
of the light beams reflected from the two sides of the coating, we get the optimal thickness d
= λ1/4N (N—refractive index of the coating material).

Figure 7. Construction of entrance cell I.

The other parts of the cell I are as follows: the top contacts 3, the semiconductor “p” layer 4,
“i” layer 5, the “n” layer 6 and the back electrode 7. As in the previous cases, the sequence of
layers can be reversed. The transparent conductive layer can be added at the top of the layer
4, to improve the contact electrical quality. The metal back electrode 7 has a mirror finish and,
except for being a contact, serves as a mirror giving a specular reflection of the light passing
the cell without absorption. This refers to the light with the photon energies smaller than the
band gap EgI (which is around 2 eV).

In relation to the photons with energies larger than EgI, which are absorbed producing the
photo voltage, cell I can be made with the active layers thickness half of that used in the
traditional cell design, because in our cell, the light passes the active region twice. Except for
the thickness reduction, this effect gives the more uniform photo excitation of the cell.

In the working region of the cells II and III (the mean photon energy is around 1.2 eV, the
corresponding λ2 ≅ 1000 nm), the antireflection coating 2 of a cell I acts like a mirror: Here, the
conditions for the constructive interference are held, d = λ2/2n. This together with the mirror
back electrode creates favorable condition for the specular reflection from the cell I of the major
part of solar radiation not absorbed within the cell I. The reflected radiation is directed to the
two-junction (cells II–III) device which scheme is not different from that shown in Figure 1.

Now, we add some details to the general scheme of the device discussed that is shown in
Figure 6. Several cells I form concentrating reflector having the two-junction device with cells
II–III in its focal plane. The area of each cell I is equal to the area of the two-junction device,
and each cell I reflects its part of the incident solar radiation flux onto the II–III device; thus,
the amount of light reflected by each cell I and falling onto the II–III device is multiplied by
the number of these cells. All the cells of the device form a rigid construction; it is kept oriented
to the Sun by the two-axis Sun tracking system (see [11, 12]).

The working region of the tandem II–III in the scheme of Figure 6 corresponds to infra red
radiation; some kind of heat engine can be used instead of this tandem (thermoelectric
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generator TEG, Stirling engine, etc.) that will convert a device into an efficient hybrid solar
system. Several example of this construction were analyzed in papers [13, 14].

2.3. Summary

We have demonstrated that our original approach in construction of multi-junction solar
energy converters allows wider choice of semiconductor materials and techniques of their
production in comparison with the traditional design. As an immediate consequence, more
economic converters can be developed and built. Our attempts of experimental realization of
the possibilities thus arising are the subject of the following sections.

3. Technologies to realize all advantages of the new architecture

The total production cost of any device is determined by the cost of materials used and of the
technology employed. We have already mentioned that the possibility of utilization of
semiconductor materials of the groups II–VI, IV and IV–VI greatly widens the choice of
economic and abundant raw materials for the energy converting devices. On the other hand,
the corresponding technologies must be also economic, easily scalable, consuming small
amount of energy and ecologically friendly: Devices for production of clean energy demand
clean technologies. Below, we briefly describe the available technologies of this kind, in
particular, their versions that we have employed and developed.

3.1. Eco-friendly chemical and photo chemical bath deposition; SILAR

Chemical bath deposition is a well-known and used more than 100 years technique (see
review [15]), previously for production of photo detectors such as PbS and PbSe, and more
recently, in thin film solar cells. Nowadays, it became much more popular because with it the
nanocrystalline or nanoporous materials can be grown. It is easily scalable, low temperature
and little energy consuming. It is not necessarily ecologically pure. For example, chemically
deposited CdS window layers have been used in the last years in high efficiency CdTe/CdS
and CIGS/CdS solar cells. However, the chemical deposition of CdS thin films by generally
accepted CBD recipes at large scale could raise serious environmental problems because this
process usually utilizes ammonia which is highly volatile, toxic and thus harmful to the
environment. Furthermore, the volatility of ammonia changes the pH of reaction solution
along the deposition process and hence results in irreproducible film properties [16]. Thus, the
search for new chemical deposition processes to obtain chalcogenide semiconductor films with
applications in large scale, which involve some solutions to the environmental issues, is now
of great practical interest.

In the last few years, in our group, we have developed convenient alternative CBD processes
for the growth of good quality CdS and CdSe thin films (see, for example, [16, 17]). We found
that ammonia-free chemically deposited CdS layers perform quite well as window layers in
CdTe/CdS solar cells and as semiconductor active layers in thin film transistors [18, 19]. Below,
we give some examples of application of CBD and its derivatives (PCBD and SILAR) for
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production of material such as CdS, CdSe, CdTe, PbS, PbSe, PbTe and some devices based on
them. In particular, we developed CdS/PbS solar cell with energetic efficiency of 1.6% and
quantum efficiency of 25% (Figures 8 and 9) using only ammonia-free CBD process [20].

Figure 8. Construction of CBD CdS/PbS cell.

Figure 9. Cell’s quantum efficiency.

The photo chemical bath deposition (PCBD) process basically repeats a traditional CBD,
with addition of UV illumination. There are two types of UV lamps: the short wave ones
(265 nm) and the long wave (365 nm); both were used. The UV illumination of the solution
has a purpose to promote the reaction, which can be realized without this radiation, but will
take much more time. For example, in the specific case of deposition of plumbonacrite
6(PbCO)3·3(Pb(OH)2)·PbO that can be later used for production of PbS, PbTe, etc., the reac-
tion duration with UV radiation shortens approximately 20 times.

The deposition process was carried out at room temperature (25°C) in a flat beaker with a total
area of 20 cm2; the deposition area is just limited by the size of the beaker and the irradiated
area, so this process can be reproduced in large scale. The plumbonacrite film was deposited
in a solution prepared in a flat beaker by the sequential addition of 20 ml at 0.2 M of
(CH3COO)2Pb·3H2O, (lead acetate, trihydrate), 20 ml at 0.4 M of C6H5Na3O7·2H2O (sodium
citrate, dihydrate), at this point, the solution presents a white color; then, it should be quickly
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added with 20 ml at 0.5 M of KOH (potassium hydroxide) and deionized water to fill a total
volume of 80 ml. Then, the solution was placed under UV radiation with a UV lamp (365-nm-
long wave radiation, 22 W, see Figure 10) at room temperature to realize a PCBD process; a
white dense thin film appears after 5 h. Without illumination, the deposition time necessary
is almost 20 times larger. The dissociation of lead acetate gives the metal ions with the action
of the complexing agent, also provides the basis for the formation of CO3

2− ions, as well as the
KOH provides OH−, O2+ and K− ions, which are employed in the main reaction.

Figure 10. Photo chemical bath deposition scheme and photo of the actual bath.

Figure 11. Simple cluster reaction mechanism.

The next example to illustrate the action of UV illumination in the CBD processes is the
particular case of deposition of PbS film. The standard CBD reaction involves two steps,
nucleation and particle growth. The film growth can take place either by ion-by-ion conden-
sation of materials or by adsorption of colloidal particles from the solution on the substrate [21,
22].
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The PCBD reactions, for this study, follow the same pathway that the CBD one, where the UV
lamp provides energy to the reaction (see explanation below). The CBD reaction involves two
reactions mechanism, the first one consists of simple cluster (hydroxide) mechanism, which
occurs when the formation of the lead hydroxide takes place. Pb2+ ion results from Pb(OH)2 at
basic pH in aqueous solution; Trietanolamine(TEA) inhibits the precipitation of Pb(OH)2 and
allows the hydroxide to break the double bond C=S of thiourea yielding S2− ion. Coupling of
Pb2+ and S2− ions renders PbS. The energy required to break C=S bond is 4.93 eV, this energy
corresponds to photon within the UV region. When the PbS exceeds the solubility constant
(Ks), the PbS starts to precipitate, see Figure 11.

The second reaction mechanism, ion-by-ion mechanism, involves the hydrolysis of the
thiourea [23]. This reaction mechanism generally occurs at acid pH, but the amphoteric
behavior of water triggers the spontaneous hydrolysis of thiourea. For this reaction to occur,
it is also necessary to break the bond between atoms C and S (see Figure 12).

Figure 12. Ion-by-ion reaction mechanism.
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It refers to the hydrolysis of the thiourea. The energy needed to break this bond is 3.81 eV. As
in the simple cluster mechanism, the energy necessary to cleave bonds involved in the reaction
is within the UV spectral region; in this way, UV lamp provides energy to the reaction thus
further promoting the formation of the PbS.

3.1.1. Successive ionic layer adsorption and reaction technique (SILAR)

The SILAR method involves the immersion of the substrate separately into solutions, alter-
nating cationic and anionic ones; besides, a process can involve an inter step between the
cationic and anionic treatment, which usually is an immersion of the substrate into deionized
water in order to remove a solution excess or badly adsorbed particles. For example, we
describe how with SILAR, we obtained cadmium oxide hydroxide that by annealing can be
easily converted to transparent conductive oxide (TCO) CdO for application in solar cells
[24].

The process includes four following steps (highlighted with numbers in Figure 13): (1)
immersing the substrate in the cadmium-rich solution for 20 s to create a thin liquid film
containing a complex that includes cadmium ions onto the substrate; (2) immediately im-
mersing the withdrawn substrates in hydrogen peroxide solution for 20 s to form a
Cd(O2)0.88(OH)0.24 layer; (3) drying the substrate in air for 60 s; and (4) rinsing the substrate in
a separate beaker for 20 s to remove loosely bonded particles. Only three cycles are necessary
to form a white transparent layer of Cd(O2)0.88(OH)0.24 over the substrate. The thickness of the
film is controlled by the number of cycles, thus for a thicker layer, several cycles are needed.
Up to 50 cycles was done in order to study the kinetics of growth.

Figure 13. SILAR cycle.
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An important issue for the development of semiconductor films is the thickness control. In this
regard, SILAR-CBD is a technique that offers an effective and easy way to control the film
thickness by a number of cycles. In particular, for this specific process, each cycle adds 21 nm
of thickness.

The mechanism of Cd(O2)0.88(OH)0.24 film formation by SILAR method can be illustrated as
follows. We used two main solutions; the first one with cadmium ions is composed of cadmium
acetate Cd(CH3CO2)2 (0.1 M) as a source of Cd2+ ions. In order to produce a complexed Cd2+

ion, we add triethanolamine C6H15NO3 (0.5M) as complexing agent (Ph = 9 of solution). Eq.(2)
below describes the chemical reactions.

3 2 2 6 15 3 3 6 13 3Cd(CH CO )  C H NO 2CH COOH  C H CdNOà+ + (2)

When the substrate is immersed in the above solution, these complexed cadmium ions are
adsorbed onto the substrate due to attractive force between ions in the solution and surface of
the substrate. These forces can be Van der Waals forces, cohesive forces or chemical attractive
forces. The substrate is then immersed in dilute H2O2 solution to convert the cadmium complex
into Cd(O2)0.88(OH)0.24 by the following reactions

2 2 2 2 22H O H O 2H O O (OH) H- ++ ® + + + (3)

2
2 0.88 0.24Cd 0.88O 2 0.24OH Cd(O ) (OH)+ -+ + + ® (4)

3.2. Chemical vapor deposition with several evaporation sources

For CVD process, we have built Hot Wall CVD reactor with three sources of hot atomic gas
transported to substrate with a neutral gas flow (nitrogen or argon). The scheme of the reactor
is presented in Figure 14 (here, we show only one Te source).

The actual reactor is a quartz cylinder (Figure 15) with the length of 120 mm and internal
diameter of 74 mm, opened at the top and having four quartz tubes at the bottom with diameter
of 12 mm and length of 335 mm. The tubes serve for transport gas input and exit and for
positioning of the sources for material evaporation.

Thus, three sources could be used simultaneously, with separate regulation of gas flux for each
of them, and with the possibility of using two or three different gases in the same experiment.
The maximum dimensions of the films deposited are restricted by the cylinder’s internal
diameter. The substrate holder for material deposition is placed at the top of reactor. It consists
of graphite ring with graphite plate having four windows of 10 × 10 mm2 each that define
dimensions of actual samples, and the upper vacuum-tight cover that prevents a gas escape
from reactor.
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Figure 14. General scheme of CVD hot wall reactor.

Figure 15. Upper part of quartz reactor with sample holder and substrate.

The reactor is fixed on the metallic base (Figure 16) that contains the elements necessary for
gas input, output and flow control as well as for measurements of the material source’s
temperatures; besides, it has double walls with water circulating between them, to keep the
ambient temperature of the gas leaving the reactor through the water seal thus avoiding a
possible leakage of toxic gases. The active part of the reactor containing sources and substrate
is placed within an oven that is divided in two parts having separate regulation of electric
current passing through their heating resistances, so that necessary temperatures of sources
and of substrate can be chosen and maintained. According to the accepted classification, this
reactor is a hot wall reactor which is surrounded by heating system that can reach a maximum
temperature of 900°C in substrate and source part separately. A special computerized system
was designed and made for programming and automatic monitoring of all stages of the
deposition process. When two atomic sources were used (for example, to deposit CdTe or CdSe
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films), they were placed within Knudsen cells, and the evaporation rate was controlled by the
cells opening diameters, and their temperature. The transporting gas flux was chosen to
provide laminar flow in all parts of the reactor; the character of the flow was studied by
simulation, using program COMSOL Multiphysics 4.4.

Figure 16. Quartz reactor fixed to the base.

Figure 17. X-ray analysis of CdTe samples (see text).
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Figure 17 presents X-ray diffraction pattern obtained on CdTe film deposited in our reactor at
different temperature of both sources of Cd and Te (the temperature is given by the reactor’s
Hot Walls). The character of the pattern showed a polycrystalline nature for all films, which is
consistent with the standard cubical structure of cadmium telluride (PDF 17-0750; the
significant peaks observed at 2θ = 22.73°, 39.31°, 46.44°, 56.83°, 62.45°, 71.11° and 76.25° are
indexed as (111), (220), (311), (400), (422) and (511), respectively).

3.3. Two-stage CBD/CVD technique

We also developed the two-stage process for deposition of II–VI and IV–VI semiconductor
films, namely CdTe, CdSe, PbS, PbSe and PbTe. Here, we illustrate this two-stage process with
an example of obtaining of PbTe films from precursor plumbonacrite deposited by some
variety of chemical bath deposition. In the first stage, plumbonacrite Pb10(CO3)6O(OH)6 was
deposited onto glass substrate by PCBD, using ammonia-free low-temperature process in
alkaline aqueous solution. Then, in the second stage, the obtained film was placed in our CVD
reactor described in the previous section, where it acted as substrate in a reaction of substitution
of nonmetallic film component by Te, thus forming PbTe films. The nitrogen flux of 0.25 lt/min
was used as transporting gas. The source temperature was adjusted between boiling (Tb) point
and melting point (Tm) with the aim to control the flux gas of the source (Te source, Tm =
449.51°C, Tb = 988°C). The substrate temperature was adjusted to improve the quality of the
film (see [25, 26] for details).

Figure 18. Illustration of development of PbTe in CVD reactor.
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XRD patterns for plumbonacrite film and the film after tellurium gas treatment are shown in
Figure 18. The character of the pattern and the peaks intensities show polycrystalline nature
for all films. At the bottom of Figure 18, it is possible to see the plumbonacrite diffraction
pattern which is consistent with the standard hexagonal structure of plumbonacrite (powder
diffraction file 19-0680), and after telluride gas treatment (20, 40 and 60 min), the plumbonacrite
structure suffers a change turning from hexagonal structure to cubical structure of lead
telluride. The total conversion to lead telluride from plumbonacrite takes place at 60 min; the
conversion time depends on the film thickness. For 20 and 40 min of treatment, it is possible
to appreciate that the plumbonacrite film starts to decompose into lead oxides as PbO (PDF
05-0561) and PbO2 (PDF 23-0331), and later these also turn into lead telluride. This fact is
possible to confirm by observation that peaks appearing at 20 min decrease at 40 min and
vanish at 60 min, where only the planes associated with the lead telluride (PDF 38-1435) remain.

In a similar manner, we obtained CdTe and CdSe films using as a substrate in CVD reactor,
the cadmium oxide hydroxide Cd(O2)0.88(OH)0.24 film produced by some of the CBD versions;
the sources of Te and Se were used in a CVD process, correspondingly for CdTe and CdSe.
Using Si as a substrate in the first (CBD) stage, we get rectifying structures as n-Si/p-PbTe acting
as photodiode or a component of multi-junction solar cell.

The SEM images (Figure 19) show that the material precursor is composed of small spherical
grains with an approximate size of 500 nm; after CVD, the resultant CdSe film has a grain size
of 2–3 μm. The composition of the precursor film was studied with EDAX complement to SEM,
and it has shown the composition of the CdSe film with a Se/Cd ratio of 0.915. The lateral
micrograph gives an estimate for the film thickness: The precursor film has a thickness of 15
μm, and the CdSe film has the same thickness after 30 min of CVD. The investigated optical
and structural properties of the films obtained do not differ from those of the bulk material,
evidencing the good quality of the material made.

Figure 19. Left to right: frontal image of precursor film, frontal and lateral views of CdSe film.

3.4. Summary

We see that the techniques described can be successfully used for production of the multilay-
ered (multi-junction) devices for solar energy conversion, providing simple, easily scalable,
economic and ecologically friendly processes.
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4. First results: multilayered photo diodes and solar energy converters
based on II–VI and IV–VI semiconductor materials

In the sections above, we described a variety of semiconductor materials obtained with
ecologically friendly and simple techniques. Application of these materials for design and
construction of economic photo sensitive structures and solar energy converters is a great
project in which we are engaged now. We already mentioned a solar cell based on CdS/PbS
films developed by pure chemical route [20]. Below, we give two examples of the two-layered
devices already developed—a light sensing photo diode based on Si/PbTe, and a CdS/CdTe-
based solar cell.

4.1. Structure and parameters of n-Si/p-PbTe photo diode

The deposition of the main components of the device was described above (that of plumbo-
nacrite on Si substrate by PCBD in 3.1, its transformation to PbTe in 3.3). Hall measurements
show p-type conductivity of PbTe, the results are presented in Figure 20.

Figure 20. Electrical parameters of PbTe film.

Hole concentration in PbTe was increasing with an increase in the treatment time under
tellurium hot gas up to 1016/cm3, with mobility changes from 150 to 700 cm2/V s. The Figure 21
gives the device structure (insert) and the I–V characteristics under illumination with tungsten
lamp providing a total irradiation of 1500 W/m2.
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Figure 21. Current-voltage characteristics of a diode depending on Te gas treatment.

The device was illuminated from the silicon side which has a thickness of 280 μm. The
characteristics observed are typical of a solar cell, but with very poor fill factor and efficiency,
so there is an open field for the cell optimization.

However, if the structure is treated as a light sensor (photodiode), its main parameter is the
photo responsivity (photo current per watt of light intensity); in our case, it is S = 0.1 A/W, quite
comparable with responsivity of commercial photo diodes (for example, commercial GaP/Au
photo diode has sensitivity S = 0.15 A/W [27]). Except for this photo diode, we elaborated two
other bilayered photo diode structures: One with n-Si/p-CdTe active layers having the respon-
sivity S = 1.4 A/W, and another of n-CdS/p-PbS, with S = 1.2 A/W. Thus, we demonstrate that
our sensors photo diodes can be superior to some commercial ones.

4.2. Investigation of CdS/CdTe semiconductor structure for solar cell

The n-CdS/p-CdTe bilayered structure is a core of a special type of solar energy converters that
are already in the market, with relatively large annual production (First Solar Company) and
acceptable efficiency of around 14% [28, 29]. Our purpose was not the repetition of their
construction scheme and techniques, but investigation of the properties of this active bilayered
structure as a function of the deposition parameters which we can control using our technol-
ogies that are different from those employed in First Solar, with an idea that this (or similar)
structure can serve as a part of our future multilayered converter. In particular, we investigated
an effect of CdCl2 treatment upon the structure parameters.

The 300-nm-thick CdS layer was prepared by CBD on glass substrate covered with a thin
conducting layer of ITO (see [20]), and CdTe film was deposited over this layer in our CVD
reactor with two atomic sources. For these sources, we employed Knudsen cell with Cd having
an opening of 1.96 × 10−6 m2, and for Te − 3.17 × 10−5 m2 that gives approximately equal atomic
flux of both components in the deposition region. A special attention was given to the uni-
formity of CdTe film thus obtained: The results of the simulation of the gas flow in the reactor
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were used to adjust the deposition parameters (the temperatures and the neutral gas flow). As
seen in Figure 17 above (Section 3.2), CdTe polycrystalline films with standard cubical structure
were obtained at sources temperatures from 450 to 600°C (the substrate temperature at all cases
was kept smaller by 50°C); average crystal size found from the diffraction peak width was
around 30 nm, growing slightly as the temperature increases.

Figure 22 shows that deposition temperature had a marked effect on the grain size: It increases
as the temperature increases, being 0.37 μm at 450, 1.67 μm at 500, 3.02 μm at 550 and 6.4 μm
at 600°C. It is well-known that large grains are favorable for solar cell’s materials. Optical data
agree with X-ray diffraction giving 1.5 eV band gap that is normal for cubic crystals (see
Figure 23, inset show position of the derivative of absorption coefficient with sharp peak at 1.5
eV).

Figure 22. SEM images of CdTe films at different sources temperature: 450°C (a), 500°C (b), 550°C (c) and 600°C (d).

Figure 23. Reflection spectrum of CdTe film and its derivative (insert).
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Figure 24. Atomic distribution in CdTe (see text). External boundary at the left.

XPS data (Figure 24) give the atomic distribution along the CdTe film. The abscissa shows the
etching time (2000 s with etching rate of 0.66 nm/s gives the film thickness of 1.32 μm, etching
rate was calibrated with Ta2O5 standard). We see a considerable excess of Te, especially in the
internal part of the film (right edge, Figure 24).

The variation of the Te 3d signal binding energies (Figure 25 for Te 3d level; for Cd, we have
similar data) shows the oxidation effects (the presence of oxygen) at near-surface region,
significant at about two thirds of the film’s thickness.

Figure 25. XPS binding energies for Te 3d level in CdTe (see text).

Binding energies for the Te 3d signal of the Te 3d5/2 575 eV and Te 3d3/2 585 eV at the outmost
part of the cell, and shifting to Te 3d5/2 572 eV and Te 3d3/2—582 deeper in the cell. According
to NIST database [30], internal values are those characteristic for the bulk CdTe, external are
shifted to higher energies due to oxidation.

It is known that an excess of Te (vacancies of Cd) produces acceptors in CdTe, but the oxygen
(isovalent impurity) acts as a donor [31], so the resulting conductivity is unclear. Measuring
the sample work function with Kelvin Probe equipment, we came to the conclusion that CdTe
film in our CdS/CdTe system is of n-type, see the band diagram (Figure 26, solid lines).
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Figure 26. Band diagram of a CdS/CdTe structure.

In Figure 26 we see, first of all, the barrier of around 0.25 eV between the c-bands of CdS and
CdTe, and upper curving of both bands of CdTe at its surface near the graphite electrode by
another 0.25 eV. Correspondingly, we observed photo voltage generation of approximately
0.25 V when illuminating the structure from each side.

Figure 27. I–V curves of CdS/CdTe solar cell before (left) and after (right) the CdCl2 treatment.

Slight upper band curving in CdS near contact with ITO is a consequence of higher work
function of the ITO compared to CdS.

Solar cell based on this structure possesses modest characteristics (Figure 27 left) with the
efficiency of less than 1%, the open circuit voltage Voc of 0.3 V and the short circuit current of
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Isc 6 mA/cm2. A standard treatment with CdCl2 (10 min in saturated solution, then rinsing and
annealing at 300°C for 2 h) drastically changes all characteristics, as expected (Figure 27 right,
[32]): much larger values of Isc, Voc and efficiency. Since the mechanism of this treatment action
is still not quite clear, we perform some study to find out just what parameters are affected by
the treatment. It is already known that the treatment enhances grain growth. Our SEM images
show that, indeed, after the treatment much larger grains appear.

Besides, these images show (Figure 28) that before the treatment (left image), the definite
boundaries separating individual grains are observed, but after treatment (right image) the
grain separation practically disappear, as if the grains were melted. The other factors that we
found are an increase in the photoconductivity of the CdTe film (i.e., increase the lifetime of
nonequilibrium charge carriers) and improvement of the stoichiometry: According to the
EDAX data, the atomic ratio of Cd and Te was 0.953 before treatment, and became 0.977 after
it. The CdTe film remained of n-type, but the barrier between the c-bands of CdS and CdTe
increased to 0.5 eV as shown in Figure 26 by the dashed lines, giving the corresponding increase
in the cell’s open circuit voltage. The fact that the Fermi level in CdTe lies above the middle of
the band gap agrees with observation made in Ref. [33].

Figure 28. Effect of CdCl2 treatment upon morphology of CdTe.

We see that the standard construction of CdS/CdTe cell made with standard treatment is not
ideal for solar energy conversion, giving the incorrect conductivity type of the main absorber
material, and having additional serial resistivity at the ITO/CdS contact. Therefore, we plan to
study the different constructions with the different treatment for application in the multilay-
ered solar energy converter.

4.3. Summary

It is shown that with technologies utilized, efficient photo sensors can be made based on
semiconductors II–VI and IV–VI, with better parameters than devices present in the market
made of III–V semiconductor GaP. It is also evident that these techniques have a great potential
in development of efficient and economic solar energy converters.
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5. Conclusions

We demonstrated that following our original approach in construction of multilayered
semiconductor photovoltaic devices and using ecologically friendly and small energy con-
suming technologies, particularly the ammonia-free chemical routes and photo chemical bath
deposition technique developed in our group, economic and efficient devices can be made. We
believe that this is the way towards the economic and efficient solar energy converters for
terrestrial applications.
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Abstract

The high penetration of photovoltaic (PV) systems led to their growing impact on the
planning and operation of actual distribution systems. However, the uncertainties due
to the intermittent nature of solar energy complicate these tasks. Therefore, high-quality
methods for forecasting the PV power are now essential, and many tools have been
developed in order to provide useful and consistent forecasts. This chapter deals with
probabilistic forecasting methods of PV system power, since they have recently drawn
the attention of researchers as appropriate tools to cope with the unavoidable uncer-
tainties of solar source. A new multi-model probabilistic ensemble is proposed; it prop-
erly combines a Bayesian-based and a quantile regression-based probabilistic method as
individual predictors. Numerical applications based on actual irradiance data give
evidence of the probabilistic performances of the proposed method in terms of both
sharpness and calibration.

Keywords: smart grids, distributed power generation, forecasting methods, forecast
uncertainty, photovoltaic systems

1. Introduction

Several kinds of distributed energy resources currently are involved in modern electrical
distribution system development, allowing to enhance the overall system efficiency and to
reduce overall greenhouse gas emissions. However, the integration of distributed energy
resources into power networks is a challenging task in the view of their planning, manage-
ment, and operation; thus, new research contributions are strongly encouraged in this area [1–
3].

Photovoltaic (PV) and wind power plants are acknowledged to bring technical, environmental,
and economic benefits to power systems, and their diffusion has straightforwardly grown
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during past years. Unfortunately, the intermittent and random nature of both solar and wind
energy negatively affects the efficient, reliable and secure operation of electrical power sys-
tems. Then, accurate methods for forecasting wind and PV power generation, as well as
appropriate measures to quantify the goodness of the previsions in both technical and eco-
nomic terms, are mandatory. In particular, forecasting methods should be fitted to operate on
different time horizons, as they are involved in several real-time, scheduling, and planning
power system tasks; also, since electrical power has become a necessity with a specific and
strongly variable value, the economic impact of forecasts cannot be neglected.

More in detail, with the deregulation of energy market in the 1990s and the widespread
dissemination of renewable generation at the beginning of the twenty-first century, the use of
performing tools for load and generation power forecasting is becoming more and more
important from System Operators to Electric Utilities and Energy Traders, Independent Power
Producers and Consumers [4–8]. Accurate forecasting of renewable generation also helps
industrial customers/prosumers to better control their operational processes, thanks to
demand response activities and electrical storage system use, and schedule and plan appro-
priate energy market bidding and maintenance strategies.

Forecasts are also needed when the solar/wind power producers do not participate directly in
the markets, as is the case in some countries. For example, Italian wind/solar producers are not
yet allowed to participate directly in the shorter time-period markets for deviations and
adjustments (short-term balancing markets) and deliver instead their powers to the “Gestore dei
Servizi Energetici” (GSE), the Italian state-owned company that promotes and supports
renewable energy sources. GSE, in turn, sells the wind/solar power at the day-ahead market
and, then, needs accurate forecasting tools for optimizing offers [9]. However, Italian Author-
ity started a test program in June 2016 in order to allow renewable producers to participate
also to dispatching markets [10] within the end of 2018. Thus, the requirements in terms of
forecast performances will surely increase during this period.

Many deterministic and probabilistic methods for forecasting wind and PV power have
been proposed in the relevant literature [11–15]. The outputs of deterministic methods are
single values of power, and no further information on the uncertainty of the prediction is
provided. Nowadays, the development of probabilistic tools is strongly encouraged, since
they completely address the unavoidable uncertainties related to wind and solar source; this
facilitate the operators’ decisions, especially in risk-related tasks such as electrical market
bidding [16, 17]. Two subcategories of probabilistic methods can be distinguished: the first
is based on an underlying deterministic model and provides the uncertainty of the error
usually expressed in terms of prediction intervals or quantiles, while the second is based on
a direct approach that directly provides the predictive probabilistic representation of the
wind or PV power (i.e. through a predictive probability density function or cumulative
distribution function).

Probabilistic forecasts can be provided by either a single predictor or through a convenient
combination of multiple deterministic or probabilistic predictors. The latters are known in the
relevant literature as “ensemble forecasts” and are expected to perform better than each of the
single predictors [13].
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This chapter deals with the problem of direct probabilistic forecasting of PV power. A new
multi-model ensemble forecasting method (MEM) is proposed and is used to properly com-
bine two probabilistic base predictors. The base predictors are a Bayesian-based method (BM)
and a quantile regression-based method (QM); both were successfully used for the forecasting
of PV power in the relevant literature [18–21]. Numerical applications were performed to
validate the method on the basis of actual solar measurements; the performances of the
proposed method are quantified numerically in terms of a proper score [i.e. the pinball loss
function (PLF)] and graphically through diagrams (PIT histograms and reliability diagrams),
accounting for probabilistic reliability and probabilistic sharpness of forecasts.

The key result of this chapter is, then, the proposal of a new ensemble probabilistic method for
PV power forecasting, based on the aggregation of two probabilistic methods. Outputs of the
single base predictors were processed and combined through the application of a linear pool
technique [22–24] based on the minimization of the PLF. The proposed method seems partic-
ularly useful for both forecasters and forecast users being the method characterized by good
reliability and sharpness, for a wide range of short-term forecasting intervals.

The remainder of the chapter is organized as follows. Base predictors are briefly recalled in
Section 2, and also the proposed MEM for PV power forecasting is shown in Section 2.
Numerical applications are shown in Section 3, Section 4 provides our conclusions, and some
definitions about the forecast properties are explained in Appendix.

2. Probabilistic forecasting methods

Various methods were proposed for the forecasting of PV power, and the relevant literature
shows a wide range of papers dealing with this subject. The majority of the proposed methods
are deterministic in nature even though recently a great attention was paid to the probabilistic
forecast that is object of interest in this chapter.

Probabilistic forecast usually takes the form of a predictive probability density function and
has the general goal of maximizing the sharpness of the predictive distribution, subject to
calibration (also addressed as reliability) [25, 26]. Sharpness is related to the concentration of
the predictive probabilities and is an intrinsic property of the forecast alone, while calibration
corresponds to the probabilistic correctness of the forecasts, i.e. refers to the statistical consis-
tency between probabilistic forecasts and observations. Reliability can be assessed via reliabil-
ity diagrams or probability integral transform (PIT) histograms. Sharpness, in the case of
density forecasts for a real-value variable, can be assessed in terms of the associated prediction
intervals (see Appendix). Proper scoring rules,1 such as the continuous ranked probability

1
Given an observation of a random variable extracted from a distribution F, a score for this observation is defined
“proper” if its maximum (or minimum depending on the nature of the score) value is obtained when the probabilistic
forecast is the distribution F. The score is defined “strictly proper” if all of its values are lower (or higher) than its
maximum (or minimum) when the probabilistic forecast is a distribution G≠F [27].
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score (CRPS) and the PLF (Appendix), can be used for assessing both sharpness and calibra-
tion simultaneously.

In this section, we first briefly recall the BM and QM, as we use them as probabilistic base
predictors in the new MEM; then, we present the MEM with extensive details.

In the following, we suppose that the forecaster performs the PV power forecast at time t ¼ h−k
for the time horizon t ¼ h, with k being the lead time (1, 2, …, 24, … h) (Figure 1).

2.1. The Bayesian forecasting method

The BM provides a predictive PDF of the PV power applying the Bayesian inference of a data
set of past observations [18, 19].

This method is based on a two-step procedure:

Step 1—An analytic PDF is selected to model the randomness of PV power.

Step 2—The parameters of the PDF selected at Step 1 are predicted.

In the relevant literature [28], the normalized Beta distribution was suggested as an adequate
PDF to characterize the solar irradiance random variable. When the PV generation system is
equipped with a maximum power point tracker (MPPT), the output active power of the PV
system at hour,PPVt , is a linear function of the total irradiance Iβt (in kW/m2) at hour t on a
surface with an inclination β to the horizontal plane [28, 29]:

PPVt ¼ SCηIβt (1)

where SC is the surface area of the panel array (in m2), and η is the total efficiency of the PV
system. As the relationship (Eq. 1) is linear, also the PV power can be modelled through a Beta
distribution; consequently, the normalized Beta distribution for the PV power at the time
horizon t ¼ h is:

f BMh
ðPhjσh,ϕh,PrÞ ¼

Ph
Pr

� �σh−1 � 1− Ph
Pr

� �ϕh−1

Pr � Bðσh,ϕhÞ
(2)

where σh,ϕh are the shape parameters, Pr is the maximum value of power produced by the PV
installation (Ph is therefore defined over the range [0, Pr]), and Bð�, �Þ is the Beta function (see

Figure 1. Forecast time scale.
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Appendix for its mathematical explanation). The maximum value of power Pr produced by the
PV installation is assumed known. The shape parameter ϕhin Eq. (2) can be expressed as a
function of the mean value mBMh

and of the shape parameter σh of the Beta PDF, i.e.:

ϕh ¼
σh � ðPr−mBMh

Þ
mBMh

: (3)

Then, a re-parameterization of the PDF (Eq. 2) in terms of mBMh
, σh leads to the knowledge of

the predictive PDF if the mean value mBMh
and the shape parameter σh are known for each time

horizon of interest.

The mean value mBMh
can be estimated through a time series model, which links the mean

value mBMh
of PV power at hour h to the measurements of, respectively, the last U known

values of PV power and of other exogenous inputs; for example, assuming the cloud cover cc
and air temperature at, which are collected until the hour t ¼ h−k, as exogenous inputs, it is:

mBMh
¼ γ1Ph−k þ⋯þ γUPh−k−Uþ1 þ δ1cch−k þ⋯þ δUcch−k−Uþ1

þδUþ1ath−k þ⋯þ δ2Uath−k−Uþ1 þ γ0
(4)

where γ0,…,γU, δ1,…, δ2U are the 3U þ 1 coefficients of model. These coefficients can be
estimated by solving a least square minimization problem in the forecasting training period,
assuming the realizations of the random variable to be known.

Then, the remaining unknown shape parameter σh in the PDF of PV power given by Eq. (2) is
estimated in the Bayesian inference framework.

Let:

i. PM
h,k be the vector the elements of which are the G measurements of PV power observed

until the time, t ¼ h−k, i.e. PM
h,k ¼ {PM

h−k−Gþ1, :::,P
M
h−k};

ii. pðσhjzσÞ be the assigned prior distribution of the unknown shape parameter σh with
zσ ¼ {z1σ ,…, zHPσ }, i.e. the vector of its hyper-parameters2; and

iii. pðPhjσhÞ be the PDF (Eq. 2) in which the mean value mBMh
is assigned and given by Eq. (4).

The posterior predictive distribution pðPhjPM
h,k, zσÞ of PV power, i.e. the desired forecasted

probability density function, can be calculated through the total probability theorem as:

2
Prior parameter knowledge is expressed through corresponding prior distributions, whose parameters are usually called
hyper-parameters, and they are denoted by an upper hyphen. The choice of prior distributions depends on the degree of
prior confidence the forecaster puts into each parameter. Uninformative prior distributions are selected when no or few
prior knowledge is available on the specific parameters; Jeffreys distribution was specifically proposed for such kind of
Bayesian applications, but also uniform distributions or Normal distributions with large variance have been used.
Instead, when a significant prior knowledge is available, informative prior distributions can be selected (e.g., Normal
distribution with small variance) [30, 31].
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pðPhjPM
h,k, zσÞ ¼ ∫ pðPhjσhÞpðσhjPM

h,k, zσÞdσh (5)

The Bayesian inference of PV power measurements PM
h,k on the prior distribution pðσhjzσÞ

allows the computation of the posterior distribution pðσhjPM
h,k, zσÞ of the shape parameter σh

in Eq. (5), as follows:

pðσhjPM
h,k, zσÞ ¼

pðPM
h,kjσhÞ � pðσhjzσÞ

∫ pðPM
h,kjσhÞ � pðσhjzσÞ � dσh

(6)

where pðPM
h,kjσhÞ is the likelihood function of the samples in PM

h,k, given the shape parameter σh,
as follows:

pðPM
h,kjσhÞ ¼ ∏

G

m¼1
pðPM

m jσhÞ (7)

Unfortunately, since pðPhjσhÞ is a Beta distribution, no conjugate prior distribution for σh can be
found analytically; then, Eq. (6) and therefore Eq. (5) cannot be calculated in closed form.
However, the un-normalized posterior distribution qðσhjPM

h,k, zσÞ of the scale parameter σh can
always be provided; it is given by:

qðσhjPM
h,k, zσÞ ¼ pðPM

h,kjσhÞ � pðσhjzσÞ (8)

Once known the un-normalized posterior distribution qðσhjPM
h,k, zσÞ given by Eq. (8), two sam-

pling methods (i.e. the Metropolis-Hastings (MH) algorithm and the Gibbs algorithm [30, 31])
are commonly used in the literature to obtain samples of the posterior distribution pðσhjPM

h,k, zσ).
The MH algorithm was used in the numerical applications of this chapter. Eventually, once
samples from the posterior distribution are obtained, straightforwardly the samples of the
searched posterior PDF pðPhjPM

h,k, zσÞ of PV power can be drawn.

2.2. The quantile regression forecasting method

The BM shown in the preceding subsection requires that an analytic PDF of PV power is
selected in order to estimate the parameters of the selected PDF for the desired time horizon.
To avoid any assumptions on the density functions, one might restrict attention to estimating
only a finite number of quantiles of the distribution [20, 21, 32]. These quantiles can be
estimated using historical data in the QM framework. Indeed, the input of the model is the
column vector of V explanatory variables yh ¼ {yh1 , :::, yhV } linked to the measurements of PV

power and other meteorological quantities.3 In the most general form, the α-quantile PðαÞ
h of PV

power at the time horizon of the forecast t ¼ h can be estimated through a linear regression as:

3
In a regression model, the inputs are usually called “independent variables” and the output is usually called “dependent
variable”. However, the term “explanatory variables” is here preferred to the term “independent variables” in order to
avoid confusion, as it is possible to have two (or more) input variables that are not independent on each other (e.g., some
regression models use measurements of both temperature and squared temperature).
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found analytically; then, Eq. (6) and therefore Eq. (5) cannot be calculated in closed form.
However, the un-normalized posterior distribution qðσhjPM

h,k, zσÞ of the scale parameter σh can
always be provided; it is given by:

qðσhjPM
h,k, zσÞ ¼ pðPM

h,kjσhÞ � pðσhjzσÞ (8)

Once known the un-normalized posterior distribution qðσhjPM
h,k, zσÞ given by Eq. (8), two sam-

pling methods (i.e. the Metropolis-Hastings (MH) algorithm and the Gibbs algorithm [30, 31])
are commonly used in the literature to obtain samples of the posterior distribution pðσhjPM

h,k, zσ).
The MH algorithm was used in the numerical applications of this chapter. Eventually, once
samples from the posterior distribution are obtained, straightforwardly the samples of the
searched posterior PDF pðPhjPM

h,k, zσÞ of PV power can be drawn.

2.2. The quantile regression forecasting method

The BM shown in the preceding subsection requires that an analytic PDF of PV power is
selected in order to estimate the parameters of the selected PDF for the desired time horizon.
To avoid any assumptions on the density functions, one might restrict attention to estimating
only a finite number of quantiles of the distribution [20, 21, 32]. These quantiles can be
estimated using historical data in the QM framework. Indeed, the input of the model is the
column vector of V explanatory variables yh ¼ {yh1 , :::, yhV } linked to the measurements of PV

power and other meteorological quantities.3 In the most general form, the α-quantile PðαÞ
h of PV

power at the time horizon of the forecast t ¼ h can be estimated through a linear regression as:

3
In a regression model, the inputs are usually called “independent variables” and the output is usually called “dependent
variable”. However, the term “explanatory variables” is here preferred to the term “independent variables” in order to
avoid confusion, as it is possible to have two (or more) input variables that are not independent on each other (e.g., some
regression models use measurements of both temperature and squared temperature).
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PðαÞ
h ¼ βðαÞ � yh þ rðαÞh (9)

where βðαÞ is a row vector of V coefficients to be estimated, and rðαÞh is a residual white noise at

time t ¼ h. Starting from Eq. (9), the expected value P̂
ðαÞ
h of PðαÞ

h is given by:

P̂
ðαÞ
h ¼ β̂

ðαÞ � yh (10)

and, then, the problem of quantile estimation reduces to find an estimation β̂
ðαÞ

of the row

vector βðαÞ.

If the data set {P1,…,PD} of D past hourly measurements of PV power and the corresponding
D vectors of explanatory variables y1,…, yD are available for the given forecasting training

period, β̂
ðαÞ

can be obtained by solving the following minimization problem:

β̂
ðαÞ ¼ arg min

βðαÞ
∑
D

d¼1
Id (11)

where each value Id is calculated as:

Id ¼
�
Pd−βðαÞ � yd

�
� ðα−1Þ, if Pd < βðαÞ � yd�

Pd−βðαÞ � yd
�
� α, if Pd≥βðαÞ � yd

:

8<
: (12)

The solution of Eq. (11) can be found in the least square framework; also, an effective solution
to problem (Eq. 11) was proposed in Ref. [20]. Once the selected Q quantiles of PV power are
estimated, the predictive CDF can be obtained through linear interpolation.

2.3. The multi-model ensemble method

Pierre-Simon Laplace came up in 1818 with the idea of merging different forecasts into a new,
combined forecast; obviously, the combined forecast should provide a mean error that is lower
than the error of each constituent individual forecast. This is possible since individual forecasts
usually contain some independent information that can be exploited in a convenient combina-
tion. Bates and Granger then followed up in 1969 with a paper that set standards for the
combination of forecasts. After that, hundreds of relevant studies have been carried out and
applied to a variety of fields of research, including economics, management, systematics,
biomedicine, meteorology, and climatology [13, 33, 34].

Among the large number of possible ensemble methods, in this subsection, we propose a new
multi-model competitive ensemble forecast method that consists in training the two probabi-
listic predictors shown in the previous subsections, and in processing their outputs in such a
way to guarantee adequate sharpness and calibration of the final forecast.

The proposed method consists in three steps (Figure 2):
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Step 1—Collection of the input data: available measurements must be collected and, if necessary,
processed in order to form the data that are used as inputs.

Step 2—Selection and running of base predictors: the base probabilistic models are chosen on the
basis of the forecaster’s experience and the available input data sets; then, the models are
utilized for a training period.

Step 3—Processing of the outputs of the single base predictors: the outputs of all of the base
predictors are aggregated by applying adequate and robust criteria to obtain an ensemble
forecast that operates better than any of the base predictors guaranteeing adequate levels of
reliability and sharpness of forecasts.

The selection of the base predictors (Step 2) and the processing of the outputs of the single
base predictors to obtain a good performing ensemble (Step 3) are obviously particularly
critical.

In the proposed MEM, the chosen base predictors are the BM and QM of Sections 2.1 and 2.2.
Indeed, since diversity is a key feature in competitive ensemble forecasting, it was
experimented that these two predictors return usually different decisions, and then they could
provide a good improvement in terms of their ensemble.

Figure 2. Two-model ensemble forecast.
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With reference to Step 3, as shown in Ref. [22, 24], the linear pooling of base probabilistic
predictors can be suitable for the aggregation. Other approaches (e.g. in the Bayesian frame-
work or through the logarithmic pooling [13, 22, 35]) were also considered in the relevant
literature.

The linear pooling is performed on the cumulative distribution functions (CDFs) obtained
through the base predictors, since they are easier to manage when different kinds of predictors
have to be aggregated. The output of the MEM is the predictive CDF FMEMh,kðPhÞ, i.e. the linear
combination of two predictive CDFs FBMh,kðPhÞ, FQMh,kðPhÞ of the PV power for the horizon
time h. It results in the following weighted sum:

FMEMh,kðPhÞ ¼ w1 � FBMh,kðPhÞ þ w2 � FQMh,kðPhÞ (13)

where the weights are conveniently selected in order to guarantee that the output function is
indeed a CDF defined in the interval ½0,Pr�. To achieve that, each weight must be non-negative
(w1,w2≥0) and their sum must be unitary (w1 þ w2 ¼ 1). Note that the assumption of two base
predictors was made with no loss of generality. Indeed, the same procedure could be applied
for a larger number of predictors, i.e. the predictive CDF would be a weighted sum of Np base

predictive CDFs with weights w ¼ {w1,…,wNp } and∑
Np

i¼1
wi ¼ 1.

The estimation of the weight(s) in the linear pooling MEM should be aimed to produce and
ensemble forecast that performs better than any base predictors, maximizing the sharpness
subject to calibration. In the relevant literature, weights were estimated by minimizing the
CRPS in the forecasting training period [36, 37]. Also, as LPE predictions may be over-
dispersed,4 if single predictors are neutrally dispersed, some techniques shown in Ref.
[22, 39] (e.g. Beta-transformation or multi-objective procedures) may be applied to overcome
this problem.

In this chapter, we use a further proper score, i.e. the PLF, which penalizes for observations
lying far from a given quantile.

Thus, the estimation of weight w1 in Eq. (13) is the solution of the following minimization
problem:

ŵ1 ¼ arg min
w1

1
D
∑
D

d¼1
∑
J

j¼1
PLFðPðλjÞ

d ,P�
dÞ (14)

where PLFðPðλjÞ
d ,P�

dÞ is the PLF at the dth hour for the λj-quantile, as defined in (A.6), and J is the
total number of considered quantiles. The estimation ŵ2 of w2 is then trivially obtained as
ŵ2 ¼ 1−ŵ2, for the assigned weight properties.

4
Neutral dispersion is a necessary but not sufficient condition for high-quality forecasts. Definitions of over-dispersion,
neutral dispersion, and under-dispersion are provided in Definition 2.6 of Ref. [38].
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3. Numerical applications

Values of solar irradiance were measured from 1 January 2012 to 31 December 2013 at the
National Renewable Energy Laboratory in USA (39.74° N lat., 105.18° W long.) [40]. Measure-
ments were collected with a 1-min resolution but were then averaged and pre-processed in
order to obtain 17544 hourly values with no outliers or bad data. Also measurements of cloud
cover and air temperature were selected in order to be used as exogenous variables in the base
predictors forecasting procedures. The rated power of the considered PV installation was set to
Pr = 110 kW.

Probabilistic forecasts were performed through the multi-model ensemble method presented
in Section 2.3 in order to validate the usefulness of the procedure. Forecasts were performed
for several lead times k, and results for k ¼ 24 hours (next day forecast) are initially shown with
extensive details in this section; then, results for k ¼ 1 hour (next hour forecast) are also pro-
vided, but with less details, for the sake of conciseness. In particular, the PV power output was
forecasted from February to December 2013 (11 months of forecasting), and results for May
2013 are shown below. In this case, the interval used to train the base predictor methods was
made of eleven months (from May 2012 to March 2013), while the calibration of base pre-
dictors and the choice of weights of the multi-model ensemble method were performed in the
following month (April 2013).

The proposed multi-model ensemble method is compared to both probabilistic base predictors
and also to a benchmark based on the probabilistic persistence method (PPM) [41], in order to
verify its usefulness. The comparison is performed numerically in terms of PLF and graphi-
cally through the inspection of PIT histograms [42] and reliability diagrams [43]. Also, the
maximum deviation from perfect reliability (MDPR; see Appendix) is considered in order to
compare different forecasts. In all numerical applications, night-time hours were not consid-
ered for forecast, as the total PV power output was set equal to zero, and therefore, they were
not considered in indices and diagrams evaluation.

Table 1 shows the results in terms of PLF and MDPR for BM, QM, MEM, and PPM, and
Table 2 shows the corresponding estimated weights obtained in the MEM procedure for the
next-day forecast. From the analysis of Table 1, the proposed method appears to improve the
performances of base predictors. Indeed, the PLF decreases by about 2% and also the MDPR is

Index BM QM MEM PPM

PLF (kW) 53.65 53.97 52.50 68.14
MDPR (%) 4.15 3.46 2.07 12.44

Table 1. Pinball loss function and maximum deviation from perfect reliability of next-day forecast in May 2013.

Ŵ 1 Ŵ 2

Estimated weight (–) 0.219 0.781

Table 2. Estimated ensemble weights of next-day forecast in May 2013.

Sustainable Energy - Technological Issues, Applications and Case Studies148



3. Numerical applications

Values of solar irradiance were measured from 1 January 2012 to 31 December 2013 at the
National Renewable Energy Laboratory in USA (39.74° N lat., 105.18° W long.) [40]. Measure-
ments were collected with a 1-min resolution but were then averaged and pre-processed in
order to obtain 17544 hourly values with no outliers or bad data. Also measurements of cloud
cover and air temperature were selected in order to be used as exogenous variables in the base
predictors forecasting procedures. The rated power of the considered PV installation was set to
Pr = 110 kW.

Probabilistic forecasts were performed through the multi-model ensemble method presented
in Section 2.3 in order to validate the usefulness of the procedure. Forecasts were performed
for several lead times k, and results for k ¼ 24 hours (next day forecast) are initially shown with
extensive details in this section; then, results for k ¼ 1 hour (next hour forecast) are also pro-
vided, but with less details, for the sake of conciseness. In particular, the PV power output was
forecasted from February to December 2013 (11 months of forecasting), and results for May
2013 are shown below. In this case, the interval used to train the base predictor methods was
made of eleven months (from May 2012 to March 2013), while the calibration of base pre-
dictors and the choice of weights of the multi-model ensemble method were performed in the
following month (April 2013).

The proposed multi-model ensemble method is compared to both probabilistic base predictors
and also to a benchmark based on the probabilistic persistence method (PPM) [41], in order to
verify its usefulness. The comparison is performed numerically in terms of PLF and graphi-
cally through the inspection of PIT histograms [42] and reliability diagrams [43]. Also, the
maximum deviation from perfect reliability (MDPR; see Appendix) is considered in order to
compare different forecasts. In all numerical applications, night-time hours were not consid-
ered for forecast, as the total PV power output was set equal to zero, and therefore, they were
not considered in indices and diagrams evaluation.

Table 1 shows the results in terms of PLF and MDPR for BM, QM, MEM, and PPM, and
Table 2 shows the corresponding estimated weights obtained in the MEM procedure for the
next-day forecast. From the analysis of Table 1, the proposed method appears to improve the
performances of base predictors. Indeed, the PLF decreases by about 2% and also the MDPR is

Index BM QM MEM PPM

PLF (kW) 53.65 53.97 52.50 68.14
MDPR (%) 4.15 3.46 2.07 12.44

Table 1. Pinball loss function and maximum deviation from perfect reliability of next-day forecast in May 2013.
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reduced by about 2 and 1.4% with respect to the BM and QM, respectively, with a relative
reduction of 50 and 40%, respectively. Base predictors and the proposed MEM outperformed
the PPM benchmark in terms of PLF by about 22–23%. Also, even if the performances in terms
of PLF are quite similar for BM and QM, they are weighted differently in the MEM, with a
prevalence of QM as shown in Table 2.

Selected base predictors are acknowledged in the relevant literature as very competitive
forecasting tools. Then, also a not impressive reduction in terms of PLF is a valuable contribu-
tion toward well-performing methods for PV power forecasting. Further improvements could
be obtained by merging more base probabilistic predictors in the MEM.

We outline that MDPR gives a rough evaluation on the performances of probabilistic methods
in terms of reliability, but it is important to evaluate also how the probabilistic method
performs in each individual quantile. Thus, reliability diagrams for base predictors, MEM
and PPM are shown in Figure 3, while PIT histograms show the relative frequencies of these
methods in Figure 4. From the graphical inspection of Figure 3, base predictors appear to
perform well in terms of reliability, especially for higher quantiles and with only a little
deviation in lower quantiles. The MEM also shows good performances, as estimated coverages
are very close to the ideal ones on overall. PPM instead appears to provide under-dispersed
forecasts.

This trend is also confirmed by the inspection of Figure 4, as base predictors and MEM appear
to be normally dispersed, i.e. a necessary condition for the overall reliability. The under-
dispersion trend seen in the PPM reliability diagram is confirmed in the graphical inspection
of PPM PIT histogram.

Figure 3. Reliability diagrams of base predictors, multi-model ensemble method, and probabilistic persistence method,
compared to ideal reliability in May 2013.
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As a further comment on numerical simulations performed from February to December 2013,
we note that the MEMwas able to outperform both base predictors in terms of PLF in 9 months
on 11; in the other 2 months, the results are only slightly worse. A slight prevalence of QM
weight was observed with respect to the BM weight. In 4 months, the resulting ensemble
forecast was affected by a slight over-dispersion, due to the normal-dispersion of base pre-
dictors; this will need some techniques to be developed in order to overcome this problem.

Finally, also simulations for different lead times were performed. In particular, the results for
k ¼ 1 hour are particularly significant for comparison. In this case, only in 5 months the weight
of BM was different from zero. This was due the different behaviour of BM and QM for next-
hour forecasting, as the performances of QM were particularly better than BM in terms of PLF.
In three of these five months the proposed MEM led to a better forecast in terms of PLF than
both base predictors, and only in one month the problem of over-dispersion of ensemble
forecasts was detected.

Figure 4. PIT histograms of base predictors (BM and QM), multi-model ensemble method (MEM), and probabilistic
persistence method (PPM) in May 2013.

Index BM QM MEM PPM

PLF (kW) 50.22 28.39 27.49 53.96
MDPR (%) 3.46 3.23 4.84 10.37

Table 3. Pinball loss function and maximum deviation from perfect reliability of next-hour forecast in March 2013.

Ŵ 1 Ŵ 2

Estimated weight (–) 0.186 0.814

Table 4. Estimated ensemble weights of next-hour forecast in March 2013.
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As an example, Table 3 shows the results in terms of PLF and MDPR for BM, QM, MEM, and
PPM, and Table 4 shows the corresponding estimated weights obtained in the MEM proce-
dure during March 2013 for next-hour forecast. The PLF performance differences are very clear
between BM and QM; however, the BM weight is still not negligible and the MEM has better
performances than both predictors in terms of PLF, thus leading to a greater value of MDPR.

4. Conclusions

In this chapter, we dealt with the problem of short-term forecasting of PV power in electrical
power systems. In the frame of the smart grid paradigm, the needing of accurate, reliable, and
sharp probabilistic forecasting is particularly enhanced for industrial operators that are inter-
ested in optimally manage their grids and actively participating to liberalized electricity
markets. As well-known, probabilistic forecasts can be obtained from single probabilistic pre-
dictors or from an ensemble of multiple probabilistic or deterministic predictors. The variabil-
ity of information available in different predictors would likely contribute to produce forecasts
that are better, or at least as good as one of the base predictors.

In this chapter, a proposal of a MEM based on BM and QM predictors was presented, and its
effectiveness was evaluated through a large number of numerical applications based on actual
irradiance data. The ensemble forecasts were constructed by the application of the linear pooling
technique, through a minimization procedure that aims to minimize the PLF, that is a proper
score. Results of the numerical applications proved the usefulness of the procedure on actual
data, thus sometimes leading to a slight over-dispersion of resulting forecasts. Significantly,
better forecasts were obtained for the next day while less significant performances were obtained
in case of next hour forecast. The above problems will surely be addressed in new researches.

Appendix

A.1. Probabilistic forecast indices and properties

Two major requirements must be met simultaneously by all probabilistic forecasts, i.e. the
forecasts must be sharp and also calibrated (or equivalently reliable) [25, 26], as defined at
beginning of Section 2. Note that sharpness and reliability are not distinct one each other, as
one property significantly influences the other, and vice versa.

A.1.1. Sharpness

Sharpness is a property of the forecast alone, as the realization of the random variable is not
involved in its definition. Sharpness, in the case of forecasts for a real-value variable, can be easily
assessed in terms of the associated prediction intervals. The narrower the intervals, the better is
the forecast (if the corresponding coverage is, however, coherent, as shown in the following
subsection [26]). Usually, 50, 90, 95 and 99% prediction intervals are considered for probabilistic
forecasting. Prediction intervals can be easily extracted from a forecasted predictive distribution.
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A.1.2. Reliability

Reliability is a property of the probabilistic forecast and of the realization. It involves the
correspondence between estimated coverages and actual coverages.

Indeed, let us suppose that a 50% prediction interval is provided for a random variable; the
forecast is therefore considered reliable if the observation of the random variable lies in that
interval with probability 0.5 for the given time horizon.

The same property can be defined also for predictive quantiles; e.g. if the 0.5-quantile (median)
is predicted for a given horizon time, the realizations should be equal or lower than the 0.5-
quantile in 50% of cases [20, 21, 32].

Reliability diagrams are very effective tools to evaluate the reliability of a probabilistic method
[21, 42, 44]; they show the estimated coverage versus the nominal one, for various nominal
coverage values (usually from 0.05 to 0.95, with a 0.05 step, or from 0.1 to 0.9 with a 0.1 step).

The estimated coverages can be found from a predictive distribution in a very intuitive

manner. Let PðλÞ
h be the forecasted λ-quantile extracted from the forecasted distribution of the

random variable at the desired time horizon h. The indicator IðλÞh is defined from the compar-

ison between the actual value P�
h and the forecasted quantile PðλÞ

h , as follows:

IðλÞh ¼ 1, if P�
h ≤ PðλÞ

h

0, if P�
h > PðλÞ

h

(
(A.1)

and, consequently, the estimation λ̂ of the actual coverage λ based on a set of Ntot forecasts is:

λ̂ ¼ 1
Ntot

∑
Ntot

h¼1
IðλÞh : (A.2)

Obviously, the probabilistic forecasting method is considered reliable if the estimated cover-
ages do not significantly differ from the nominal ones. A necessary condition for the probabi-
listic calibration is the normal dispersion of forecasts, and this results in a reliability curve that
is close to the 45° diagonal line (representing the ideal reliability). Instead, over-dispersed
forecasts (usually due to lack of sharpness) result in an inverse S-shaped reliability curve,
while under-dispersed forecasts (usually due to too much sharpness) result in a S-shaped
reliability curve. Biased forecasts are easily recognized, as the corresponding reliability dia-
grams strongly differ from perfect curve. Figure A1 shows examples of reliability diagrams for
reliable, over-dispersed, under-dispersed and biased forecasts.

The MDPR is straightforwardly defined as the maximum error between estimated coverages
and nominal coverages; i.e.:

5
In a nutshell, the PIT is the value that the predictive CDF attains at the observation, with suitable adaptions at any points
of discontinuity [25].
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MDPR ¼ maxfjλ1−λ̂1j,…, jλJ−λ̂Jjg (A.3)

Also PIT histograms [25, 42] can be used to empirically check the calibration of forecasts. In
these histograms, the PIT values5 are plotted: for a probabilistically calibrated forecast, the PIT
histogram is statistically uniform. Even if the uniformity of PIT histograms is a necessary, but
not sufficient condition for the forecast to be perfect [42], from the behaviour of PIT

Figure A2. Examples of PIT histograms for calibrated, over-dispersed, under-dispersed and biased forecasts.

Figure A1. Examples of reliability diagrams for calibrated, over-dispersed, under-dispersed and biased forecasts.
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histograms, can be derived useful information; in particular, U-shaped histograms indicate
under-dispersed predictive distributions as well as inverse U-shaped histograms suggest that
the predictive distributions are over-dispersed. Biased predictive distributions have a very
irregular PIT histograms. Figure A2 shows examples of PIT histograms for reliable, over-
dispersed, under-dispersed, and biased forecasts.

Anyway, formal tests of the hypothesis that a given forecasting method is probabilisti-
cally calibrated are also available, provided that these tests account for complex depen-
dence structures. The reader can refer to the specialized literature to deepen this subject
[21, 25].

A.1.3. Proper scores

Probabilistic forecasts can be assessed numerically through the evaluation of proper scores
[27]. Two of the most common and versatile proper scores are the PLF and the CRPS, simulta-
neously addressing both calibration and sharpness [27, 45].

In practice, the CRPS compares the predictive distribution with the observation, both in terms
of cumulative distribution functions. In particular, the CDF of the observation is a Heaviside
function Hð�Þ centred in the observation P�

h, and the CRPS probabilistically accounts for the
error area between predictive and actual CDFs (Figure A3).
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From the analysis of Eq. (A.4), it clearly appears that the CRPS is linked to the total area
between the predictive CDF and the Heaviside function. It can be seen that the area (and,
consequently, the CRPSh) decreases as the predictive distribution approximates the step func-
tion. The calculation of the CRPSh will result in a value that has the units of the forecast
variable. For a total number D of forecasts, the average CRPS is:

CRPS ¼ 1
D
∑
D

d¼1
∫
þ∞

−∞
½F̂dðPdÞ−HðPd−P�

dÞ�2dPd (A.5)

and it can be interpreted as a probabilistic version of the mean absolute error [25].

The PLF is another widely used proper score [14, 27, 46]. As we defined PðλÞ
h to be the

λ-quantile extracted from the predictive distribution of PV power at the desired time
horizon h and P�

h to be the corresponding actual value of PV power, the PLF is defined as
follows:

PLFðPðλÞ
h ,P�

hÞ ¼
ð1−λÞ

�
PðλÞ
h −P�

h

�
, if P�

h < PðλÞ
h

λ
�
P�
h−P

ðλÞ
h

�
, if P�

h≥P
ðλÞ
h

8><
>:

(A.6)

Summing up the PLFs across all considered quantiles and averaging them throughout the
forecast horizon, the PLF of the corresponding probabilistic forecasts is obtained.

A.2. Gamma and beta functions

The Gamma function ΓðxÞ of the complex number x, with x∈C−f0, −1, −2,…g, is defined as
follows:

ΓðxÞ ¼ ∫
þ∞

0
tx−1e−tdt: (A.7)

The Beta function Bðx, yÞ of two complex numbers x, y, with Refxg,Refyg > 0, is defined as
follows:

Bðx, yÞ ¼ ∫
1

0
tx−1ð1−tÞy−1dt (A.8)

and its equivalent form in terms of Gamma function is:

Bðx, yÞ ¼ ΓðxÞΓðyÞ
Γðxþ yÞ : (A.9)
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Abstract

With the fast progression of renewable energy markets, the importance of combining 
different sources of power into a hybrid renewable energy system (HRES) has gained 
more attraction. These hybrid systems can overcome limitations of the individual gener-
ating technologies in terms of their fuel efficiency, economics, reliability and flexibility. 
One of the main concerns is the stochastic nature of photovoltaic (PV) and wind energy 
resources. Wind is often not correlated with load patterns and may be discarded some-
times when abundantly available. Also, solar energy is only available during the day 
time. A hybrid energy system consisting of energy storage, renewable and nonrenew-
able generation can alleviate the issues associated with renewable uncertainties and fluc-
tuations. Large number of random variables and parameters in a hybrid energy system 
requires an optimization that most efficiently sizes the hybrid system components to real-
ize the economic, technical and designing objectives. This chapter provides an overview 
of optimal sizing and optimization algorithms for hybrid renewable energy systems as 
well as different objective functions considered for designing such systems.

Keywords: hybrid energy system, objectives, optimization, renewable energy, sizing

1. Introduction

Use of solar and wind power has become more and more significant, attractive and less 
expensive, since the oil crises in the early 1970s. Even though there is a need to use renew-
able energy sources, the main problem with it is the dependency on environmental condi-
tions like solar irradiance and wind speed. The individual energy sources cannot provide 
continuous power supply to the load because of the uncertainty and on-and-off nature of the 
environmental  conditions [1]. Combining intermittent renewable energy sources with other 
dispatchable sources of energy such as biogas and fuel cells as well as energy storage  systems 
provides a solution to address this challenge. Hybrid renewable energy system (HRES) is 
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a term to describe the combination of two or more renewable and nonrenewable energy 
sources. Basic components of such systems are power sources (wind turbine, diesel engine 
generator and solar arrays), the battery and the power management center, which regulates 
power production from each of the sources [1]. As an example of such systems, microgrid is 
an integrated energy system that includes energy resources, loads and storages. Microgrids 
found popularity over the years due to the needs for distributed generation and with the 
integration of HRESs including photovoltaic (PV) and wind generators as well as the battery 
storage devices. The microgrids have many benefits for both utility grids and customers, such 
as higher power quality, reduction in carbon emission, energy efficiency and reduced costs. 
Another capability of microgrids is islanding which allows the microgrid to be disconnected 
from the utility grid in the case of upstream disturbances or voltage fluctuations [2].

Operating an HRES requires optimizing its performance while satisfying its physical and 
technical constraints. Therefore, optimization tools, techniques and applications have found 
popularity to achieve these goals [3].

This chapter provides an overview of the optimization techniques, optimization objectives and 
component sizing for hybrid renewable energy systems. Section 2 summarizes optimal sizing 
results of hybrid renewable energy systems in different studies. Section 3 describes the three 
commonly used algorithms to optimize the operation and modelling of hybrid energy systems: 
classical algorithms, metaheuristic algorithms and hybrid algorithms. Section 4 reviews differ-
ent objective functions, constraints and indexes in use for the hybrid system optimization.

2. Optimal sizing for hybrid renewable energy systems

HRESs require an optimal design for their component sizing to economically, efficiently and 
reliably meet the objectives outlined in Section 4. Table 1 provides examples of studies related 

References Components of the hybrid system Load specifications Sizing results

[4] Wind turbine (WT), photovoltaic (PV) 
and battery

225 kW peak, 25 kW base 195 kW WT, 85 kW PV, 230 kW 
microturbine, 2.14 kAh battery

[5] WT, PV, microturbine and battery 1.5 kW constant 6 kW WT, 12.8 kW PV, 6 kAh 
battery

[6] WT, PV, diesel and battery 26 kW peak, 5 kW base 15 kW WT, 24 kW PV50 kW 
diesel, 151 kWh battery

[7] WT, PV and battery 1500 W 78 × 100 W PV, 2 × 6 kW WT, 5000 
Ah (24 V) battery

[8] PV, diesel and battery 3.5 kW peak, 0.25 kW base 2.8 kW DG, 4.2 m2 PV, 2.75 kWh 
battery

[9] Wind, PV and energy storage 1 MW peak, 0.4 MW base 2.096 MW wind, 0 MW PV, 6.576 
MWh energy storage

[10] Wind, PV and energy storage 2.42 MW wind, 0 MW PV, 6.7878 
MWh energy storage

Table 1. Optimal sizing of HRESs.
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to HRES optimal sizing along with details regarding the hybrid system components, their 
load characteristics and sizing results.

3. Optimization algorithms for hybrid renewable energy systems

Optimization algorithms are ways of computing maximum or minimum of mathematical func-
tions. Different objectives can be considered when optimizing a system’s design. Maximizing 
the efficiency of the system and minimizing the cost of its production are examples of such 
objectives. Optimization methods and techniques can help to solve complex problems. When 
designing a HRES, we have to consider its components’ performances. The main goal is to 
have a better performance with reduced costs. These goals can be achieved through optimal 
modelling of the system [11]. The three commonly used modelling and optimization tech-
niques for hybrid systems are classical algorithms, metaheuristic methods and hybrid of two 
or more optimization techniques.

3.1. Classical techniques

Classical optimization algorithms use differential calculus to find optimum solutions for 
differentiable and continuous functions. The classical methods have limited capabilities for 
applications whose objective functions are not differentiable and/or continuous. Several con-
ventional optimization methods have been used for hybrid energy systems. Linear program-
ming model (LPM), dynamic programming (DP) and nonlinear programming (NLP) are 
examples of classical algorithms widely in use for optimizing HRESs.

Linear programming model (LPM) studies the cases in which the objective function is linear 
and the design variable space is specified using only linear equalities and inequalities.

This model has been used in several studies for HRES optimization [12–17]. These studies 
take advantage of the LPM capabilities to stochastically perform reliability and economic 
analysis. However, the energy delivery capability of the overall system is adversely affected 
by failure of any of the renewables to function properly [11].

Nonlinear programming (NLP) model studies the general cases in which the objective func-
tions or the constraints or both contain nonlinear parts. This model has been used in some 
studies [18, 19]. The model enables solving complex problems with simple operations. 
However, high number of iterations for numerical methods such as NLP increases the com-
putational burden of the problem [11].

Dynamic programming (DP) studies the cases in which the optimization strategy is based 
on splitting the problem into smaller subproblems. This method helps solving sequential or 
multistage problems in which the stages are related together. One advantage of DP is the 
ability of optimizing each stage. Therefore, it can address the complexity of larger systems. 
However, high number of recursive functions for DP makes the coding and implementation 
complex and confusing [11]. Ref. [20] provides an example of studies that uses DP for HRES 
optimization.
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3.2. Metaheuristic techniques

Metaheuristic search techniques have been extensively used for optimizing complex sys-
tems such as HRESs due to their capabilities to give efficient, accurate and optimal solu-
tions. These algorithms are nature-inspired as their developments are based on behaviour of 
nature. Examples of metaheuristic optimization in use for HRESs include genetic algorithm 
(GA), particle swarm optimization (PSO), simulated annealing (SA) and ant colony (AC) 
algorithm.

Genetic algorithm (GA) is an evolutionary population-based algorithm that includes sev-
eral operations such as initialization, mutation, crossover and selection to ensure finding an 
optimal solution to a given problem. Several studies used GA to optimize the design and 
operation of HRESs [21–28]. GA may result in local optima if it is not initialized or designed 
properly.

Particle swarm optimization (PSO) simulates the social behaviour of how a swarm moves to 
find food in a specific area. It is an iterative algorithm with the goal of finding a solution for a 
given objective function within a given space. Its application for optimizing HRESs has been 
investigated in several studies [29–34]. PSO is efficient in solving the scattering and optimiza-
tion problems. However, it requires several modifications due to its complex and conflicted 
nature [11].

Simulated annealing (SA) is based on the metal annealing processing. A metal gets melted at 
a very high temperature and then it gets cooled down and finally gets frozen into a crystal-
line state with the minimum amount of energy. As a result, the metal develops larger crystal 
sizes with a minimum amount of defects in its metallic structure. SA has been used for hybrid 
system sizing in several studies such as [35].

Ant colony (AC) algorithm is based on behaviour of ants to use a specific pheromone to 
mark the path for other ants. More pheromones are left on the path as more ants follow the 
same path. On the other hand, if a path is not used, then the smell of the last pheromone 
will disappear. Ants are more attracted to the paths with the most pheromone smells and it 
usually leads them to places with most foods. By following this method, ants mark the short-
est path towards food. AC simulates this behaviour to find the most optimal solution for a 
given objective function [36]. This algorithm has been used for size optimization for hybrid 
systems [37]. AC algorithms have high convergence speed but require long-term memory 
space [11].

3.3. Hybrid techniques

Combination of two or more optimization techniques can overcome limitations of the 
individual techniques mentioned above to provide more effective and reliable solu-
tions for HRESs. This combination is referred to as hybrid techniques. Examples of such 
 techniques are SA-Tabu search; Monte Carlo simulation (MCS)-PSO; hybrid iterative/GA; 
MODO (multiobjective design optimization)/GA; artificial neural fuzzy interface system 
(ANFIS); artificial neural network/GA/MCS; PSO/DE (differential evolution); evolutionary 
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 algorithms and simulation optimization-MCS which have been used in several studies for 
optimizing HRESs [38–47]. Although hybrid techniques enhance the overall performance 
of the optimization, they may suffer from some limitations. Examples of such limitations 
are the partial optimism of the hybrid MCS-PSO method in [40], suboptimal solutions 
of the hybrid  iterative/GA in [41], cost-sizing compromise of the hybrid methods in [42, 
43], design complexity of the hybrid ANN/GA/MCS method in [44], random adjusting 
of the inertia weight of the evolutionary algorithm in [46] and coding complexity of the 
 optimization-MCS in [47].

4. Optimization objectives for HRESs

Various criteria are considered for optimal design and component sizing of HRESs. These 
criteria can be broadly categorized as economic and technical. Economic criteria are used to 
minimize costs of HRESs. Technical criteria include reliability, efficiency and environmental 
objectives to supply the load demand of HRESs at desired reliability levels with maximum 
efficiency and minimum greenhouse gas emissions.

4.1. Cost optimization

HRESs often times include higher capital costs and lower operation and maintenance 
(O&M) costs which require an optimization to determine the compromise solution between 
the costs and benefits. Cost optimization of hybrid renewable energy systems includes 
minimizing energy cost, net present cost (NPC) and any other costs associated with such 
systems.

4.1.1. Energy cost minimization

Several studies have investigated minimizing levelized cost of energy (LCE) for HRESs. LCE 
is the ratio of total cost of the hybrid system to the annual energy supplied by the system. 
Table 2 summarizes the related research works, their objective functions, techniques in use 
for optimization and their main findings.

4.1.2. Net present cost minimization

Net present cost (NPC) of an HRES is defined as the total present value of the system that 
includes the initial cost of the system components as well as the replacement and mainte-
nance cost within the project lifetime. The objective here is to minimize the NPC of HRESs. 
Table 3 summarizes the related research works, their objective functions, techniques in use 
for  optimization and their main findings.

4.1.3. Other cost-related optimization

Other cost-related optimizations include minimizing life cycle cost (LCC), levelized unit 
 electricity cost (LUEC), annualized cost of the system (ACS), capital cost (CC) of the hybrid 
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balances are evaluated for 
optimal configurations of 
hybrid PV/wind systems.
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system, total cost of the system (TCS) and average generation cost (AGC). Table 4 summa-
rizes the related research works, their objective functions, techniques in use for optimization 
and their main findings.

4.2. Technical optimization

Besides the cost optimization explained in Section 4.1, technical objectives can be also 
 optimized when designing an HRES. Technical objectives include, but are not limited to, 

Table 2. Optimization of HRESs for minimizing LCE.
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 satisfying desired reliability levels based on loss of power supply probability (LPSP) or loss 
of load probability (LOL) [64–66], minimizing cost/efficiency ratio [67], minimizing carbon 
emissions [68] and maximizing power availability [69]. Table 5 summarizes the related 
research works, their objective functions, techniques in use for optimization and their main 
findings.
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t = the project life time
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salvage costs, respectively.

Two scenarios are modeled for 
stand-alone hybrid renewable 
systems with hydrogen production 
and storage. The hybrid wind/
PV model was found to provide 
the optimal configuration for the 
study area.

Table 3. Optimization of HRESs for minimizing NPC.
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ACS = annualized cost of the system;
Ccap = the initial capital cost of each component;
Yproj = the component lifetime, year;
Camain = annualized maintenance cost;
Yrep = the component (battery) lifetime, year;
Crep = replacement cost of the component (battery);
i = annual interest rate.

GA Optimal PV module 
number and slope angle, 
wind turbine number and 
installation height and battery 
capacity are calculated to 
design a hybrid system for 
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w, s, b = the wind power, solar power and battery 
storage, respectively;
 Ii, Spi, OMpi = the initial cost, present worth of 
salvage value and present worth of operation and 
maintenance (OM) cost for equipment i.

PSO Total cost of a stand-alone 
hybrid power generation 
system is reduced while 
maximizing its reliability.

Optimizing Hybrid Renewable Energy Systems: A Review
http://dx.doi.org/10.5772/65971

169



References Objective function Optimization 
technique

Findings

[64] ( ) ( )( )0
. .  

 
T

supplied neededt
Power failure time P t P t

LPSP
N

=
<

=
∑

N = the number of time intervals;
t = time, h;
T = temperature, K;
Psupplied = power supplied from the hybrid system;
Pneeded = power needed.

GA Optimal sizing of HRES 
is achieved for a custom 
required loss of power supply 
probability.

[65] ( ) ( )( )1
 

 
n

supplied neededi
hours I t I t

LOLP
n

=
<

=
∑

LOLP = loss of load probability;
Ineeded(t) = the current required for the load at hour t;
Isupplied(t) = the current supplied by HRES at hour t;
n = number of samples.

Lower levels of LOLP result 
in higher costs of the hybrid 
system and vice versa.

[66] { }= ≤≤,   Pr  ,   b t B minLSPS E E for t T

Eb,t = energy stored in the batteries in hour t;
EBmin = battery minimum allowable energy level.

GA The total capital cost is 
minimized while satisfying the 
constraint of the loss of power 
supply probability (LPSP).

[67]

η= =

 
 
 
 

∑∑
6 1

1 1

ij

ij
ij

j i

C
x

C = unit cost of the system;
ŋ = efficiency of the system;
i = renewable energy system;
j = end use; 
x = quantum of renewable energy.

Multiobjective 
programming 
(MOP)

Analysis was done to find out 
the reliability factor of solar 
PV power plant and wind 
turbine generator.

[68] =
2 22 ,(E xR )co i ic oo cCPC

2coC  = the gravimetric cost penalty for carbon emissions;

2coCP =  monetary cost of co2;

Ei = the annual system component power consumption/
utilization (kWhr);

2,i coR  = specific co2 emission rate.

PSO A multiobjective optimization 
is developed to meet the 
load and water desalination 
demand of an HRES.

Table 4. Optimization of HRESs for minimizing other costs.

References Objective function Optimization 
technique

Findings

[63] ( )
( )

( )

1

1 1
min  

87.6

n

i in i

av
i ii

r r
m P R

r
C

R K

 + + 
+ −  =

∑

∑
Cav = the average generation cost;
i = the summation index to include all devices;
Ki = the load factor for ith device;
m= the operation and maintenance charge rate in 
per unit;
n = the amortization period in years;
Pi = the capital cost for the ith device;
Ri = the rating in kW of the ith device.

An integrated renewable 
energy optimization model 
(IREOM) is developed to size 
renewable energy systems for 
desired reliability levels.

Sustainable Energy - Technological Issues, Applications and Case Studies170



References Objective function Optimization 
technique

Findings

[64] ( ) ( )( )0
. .  

 
T

supplied neededt
Power failure time P t P t

LPSP
N

=
<

=
∑

N = the number of time intervals;
t = time, h;
T = temperature, K;
Psupplied = power supplied from the hybrid system;
Pneeded = power needed.

GA Optimal sizing of HRES 
is achieved for a custom 
required loss of power supply 
probability.

[65] ( ) ( )( )1
 

 
n

supplied neededi
hours I t I t

LOLP
n

=
<

=
∑

LOLP = loss of load probability;
Ineeded(t) = the current required for the load at hour t;
Isupplied(t) = the current supplied by HRES at hour t;
n = number of samples.

Lower levels of LOLP result 
in higher costs of the hybrid 
system and vice versa.

[66] { }= ≤≤,   Pr  ,   b t B minLSPS E E for t T

Eb,t = energy stored in the batteries in hour t;
EBmin = battery minimum allowable energy level.

GA The total capital cost is 
minimized while satisfying the 
constraint of the loss of power 
supply probability (LPSP).

[67]

η= =

 
 
 
 

∑∑
6 1

1 1

ij

ij
ij

j i

C
x

C = unit cost of the system;
ŋ = efficiency of the system;
i = renewable energy system;
j = end use; 
x = quantum of renewable energy.

Multiobjective 
programming 
(MOP)

Analysis was done to find out 
the reliability factor of solar 
PV power plant and wind 
turbine generator.

[68] =
2 22 ,(E xR )co i ic oo cCPC

2coC  = the gravimetric cost penalty for carbon emissions;

2coCP =  monetary cost of co2;

Ei = the annual system component power consumption/
utilization (kWhr);

2,i coR  = specific co2 emission rate.

PSO A multiobjective optimization 
is developed to meet the 
load and water desalination 
demand of an HRES.

Table 4. Optimization of HRESs for minimizing other costs.

References Objective function Optimization 
technique

Findings

[63] ( )
( )

( )

1

1 1
min  

87.6

n

i in i

av
i ii

r r
m P R

r
C

R K

 + + 
+ −  =

∑

∑
Cav = the average generation cost;
i = the summation index to include all devices;
Ki = the load factor for ith device;
m= the operation and maintenance charge rate in 
per unit;
n = the amortization period in years;
Pi = the capital cost for the ith device;
Ri = the rating in kW of the ith device.

An integrated renewable 
energy optimization model 
(IREOM) is developed to size 
renewable energy systems for 
desired reliability levels.

Sustainable Energy - Technological Issues, Applications and Case Studies170

Author details

Mahmoud Ghofrani* and Negar Niromand Hosseini

*Address all correspondence to: mrani@uw.edu

Electrical Engineering, Engineering and Mathematics Division, School of STEM, University of 
Washington Bothell, Bothell, WA, USA

References

[1] Shivarama Krishna K., Sathish Kumar K. A review on hybrid renewable energy systems. 
Renewable and Sustainable Energy Reviews 2015; 52: 907–916.

[2] Parhizi S., Lotfi H., Khodaei A., Bahramirad S. State of the art in research on microgrids: 
a review. IEEE Access 2015; 3: 890–925.

[3] Fathima A., Palanisamy K. Optimization in microgrids with hybrid energy systems – a 
review. Renewable and Sustainable Energy Reviews 2015; 45: 431–446.

[4] Kalantar M., Mousavi S.M.G. Dynamic behaviour of a stand-alone hybrid power gen-
eration system of wind turbine, microturbine, solar array and battery storage. Applied 
Energy 2010; 87: 3051–3064.

Table 5. Optimization of HRESs for technical objectives.

References Objective function Optimization 
technique

Findings

[69]
1  DNMA

D
= −

( ) ( ) ( ) ( )

( ) ( ) ( )
 

1

  (    

 ) 

T

Batt Batt PV wind
t MIN SOC

Grid D

DNM P t P t P t P t

P t P t u t
=

= − − + +

− ×

∑

DNM = demand not met (kWh/year);
A = index of availability;
D = yearly demand;

( )Batt
MIN

P t  = minimum allowable storage level at time t;

( )Batt
SOC

P t  = state of charge of battery bank at time t;

PGrid(t) = power purchased from utility at time t;
Pwind(t) = wind power at time t;
PD(t) = demand at time t;
PPV(t) = photovoltaic power at time t;
T = operational duration under consideration;
U(t) = the step function which is zero if the supply 
power is greater than or equal to demand and one if 
the demand is not met.

Multiobjective 
genetic 
algorithm 
(MOGA)

A multiobjective optimization 
is developed that considers the 
availability of the generated 
electricity and cost of the 
equipment for the system 
design.

Optimizing Hybrid Renewable Energy Systems: A Review
http://dx.doi.org/10.5772/65971

171



[5] Yang H., Zhou W., Lu L., Fang Z. Optimal sizing method for stand-alone hybrid solar–
wind system with LPSP technology by using genetic algorithm. Solar Energy 2003; 82: 
354–467.

[6] Boonbumroong U., Pratinthong N., Thepa S., Jivacate C., Pridasawas W. PSO for ac-
coupling standalone hybrid power system. Solar Energy 2011; 85: 560–569.

[7] Hongxing Y., Zhou W., Chengzhi L. Optimal design and techno-economic analysis of a 
hybrid solar–wind power generation system. Applied Energy 2009; 86: 163–169.

[8] Zhang X., Tan S.C., Li G., Li J., Feng Z. Components sizing of hybrid energy systems via 
the optimization of power dispatch simulations. Energy 2013; 52: 165–172.

[9] Arabali A., Ghofrani M., Etezadi-Amoli M., Fadali M.S., Baghzouz Y. Genetic-algorithm-
based optimization approach for energy management. IEEE Transactions on Power 
Delivery 2013; 28(1): 162–170.

[10] Arabali A., Ghofrani M., Etezadi-Amoli M., Fadali M.S. Stochastic performance 
assessment and sizing for a hybrid power system of solar/wind/energy storage. IEEE 
Transactions on Sustainable Energy 2014; 5(2): 363–371.

[11] Siddaiah R., Saini R. A review on planning, configurations, modeling and optimization 
techniques of hybrid renewable energy systems for off grid applications. Renewable and 
Sustainable Energy Reviews 2016; 58: 376–396.

[12] Ramakumar R., Abouzahr M., Ashenay K. A knowledge-based approach to the design 
of integrated renewable energy systems. IEEE Transactions on Energy Conversion 1992; 
7(4): 648–659.

[13] Akella A.K., Sharma M.P., Raini R.P. Optimum utilization of renewable energy sources 
in a remote area. Renewable and Sustainable Energy Reviews 2007; 11(5): 894–908.

[14] Hennet J.C., Samarakou M.T. Optimization of a combined wind and solar power plant. 
Energy Research 1986; 10(2): 181–188.

[15] Gupta A., Saini R.P., Sharma M.P. Optimized application of hybrid renewable energy 
system in rural electrification. In: Proceedings of India International Conference on 
Power Electronics. IEEE, Chennai, India, 2006.

[16] Kanase-Patil A.B., Saini R.P., Sharma M.P. Integrated renewable energy systems for off 
grid rural electrification of remote area. Renewable Energy 2010; 35(6): 1342–1349.

[17] Nagabhushana A.C., Rohini R., Raju A.B. Economic analysis and comparison of pro-
posed HRES for stand-alone applications at various places in Karnataka state. In: 
Proceedings of IEEE PES Innovative Smart Grid Technologies. IEEE, Kerala, India; 2011.

[18] Ashok S. Optimized model for community-based hybrid energy system. Renewable 
Energy 2007; 32: 1155–1164.

[19] El-Zeftawy A.A., Abou El-Ela A.A. Optimal planning of wind-diesel generation units in 
an isolated area. Electric Power Systems Research 1991; 22(1): 27–33.

Sustainable Energy - Technological Issues, Applications and Case Studies172



[5] Yang H., Zhou W., Lu L., Fang Z. Optimal sizing method for stand-alone hybrid solar–
wind system with LPSP technology by using genetic algorithm. Solar Energy 2003; 82: 
354–467.

[6] Boonbumroong U., Pratinthong N., Thepa S., Jivacate C., Pridasawas W. PSO for ac-
coupling standalone hybrid power system. Solar Energy 2011; 85: 560–569.

[7] Hongxing Y., Zhou W., Chengzhi L. Optimal design and techno-economic analysis of a 
hybrid solar–wind power generation system. Applied Energy 2009; 86: 163–169.

[8] Zhang X., Tan S.C., Li G., Li J., Feng Z. Components sizing of hybrid energy systems via 
the optimization of power dispatch simulations. Energy 2013; 52: 165–172.

[9] Arabali A., Ghofrani M., Etezadi-Amoli M., Fadali M.S., Baghzouz Y. Genetic-algorithm-
based optimization approach for energy management. IEEE Transactions on Power 
Delivery 2013; 28(1): 162–170.

[10] Arabali A., Ghofrani M., Etezadi-Amoli M., Fadali M.S. Stochastic performance 
assessment and sizing for a hybrid power system of solar/wind/energy storage. IEEE 
Transactions on Sustainable Energy 2014; 5(2): 363–371.

[11] Siddaiah R., Saini R. A review on planning, configurations, modeling and optimization 
techniques of hybrid renewable energy systems for off grid applications. Renewable and 
Sustainable Energy Reviews 2016; 58: 376–396.

[12] Ramakumar R., Abouzahr M., Ashenay K. A knowledge-based approach to the design 
of integrated renewable energy systems. IEEE Transactions on Energy Conversion 1992; 
7(4): 648–659.

[13] Akella A.K., Sharma M.P., Raini R.P. Optimum utilization of renewable energy sources 
in a remote area. Renewable and Sustainable Energy Reviews 2007; 11(5): 894–908.

[14] Hennet J.C., Samarakou M.T. Optimization of a combined wind and solar power plant. 
Energy Research 1986; 10(2): 181–188.

[15] Gupta A., Saini R.P., Sharma M.P. Optimized application of hybrid renewable energy 
system in rural electrification. In: Proceedings of India International Conference on 
Power Electronics. IEEE, Chennai, India, 2006.

[16] Kanase-Patil A.B., Saini R.P., Sharma M.P. Integrated renewable energy systems for off 
grid rural electrification of remote area. Renewable Energy 2010; 35(6): 1342–1349.

[17] Nagabhushana A.C., Rohini R., Raju A.B. Economic analysis and comparison of pro-
posed HRES for stand-alone applications at various places in Karnataka state. In: 
Proceedings of IEEE PES Innovative Smart Grid Technologies. IEEE, Kerala, India; 2011.

[18] Ashok S. Optimized model for community-based hybrid energy system. Renewable 
Energy 2007; 32: 1155–1164.

[19] El-Zeftawy A.A., Abou El-Ela A.A. Optimal planning of wind-diesel generation units in 
an isolated area. Electric Power Systems Research 1991; 22(1): 27–33.

Sustainable Energy - Technological Issues, Applications and Case Studies172

[20] Das T.K., Chakraborty D., Swapan S. Energy consumption and prospects for renewable 
energy technologies in an Indian village. Energy 1990; 15(5): 445–449.

[21] Hochmut G.C.S. A combined optimization concept for the design and operation strategy 
of hybrid-PV energy systems. Solar Energy 1997; 61(2): 77–87.

[22] Zhao B., Zhang X., Chen J., Wang C. Operation optimization of stand alone micro-grids 
considering life time characteristics of battery energy storage system. IEEE Transactions 
on Sustainable Energy 2013; 4(4): 934–943.

[23] Liao G.C. Solve environmental economic dispatch of smart microgrid containing dis-
tributed generation system—using chaotic quantum genetic algorithm. International 
Journal of Electrical Power and Energy Systems 2012; 43(1): 779–787.

[24] Katsigiannis Y.A., Georgilakis P.S., Karapidakis E.S. Multi objective genetic algorithm 
solution to the optimum economic and environmental performance problem of small 
autonomous hybrid power systems with renewables. Renewable Power Generation 
2010; 4(5): 404–419.

[25] Abbes D., Martinez A., Champenois G. Eco-design optimisation of an autonomous hybrid 
wind–photovoltaic system with battery storage. IET Renewable Power Generation 2012; 
6(5): 358–371.

[26] Koutroulis E., Dionysian K., Antonis P., Kostas K. Methodology for optimal sizing 
of stand-alone photovoltaic/wind-generator systems using genetic algorithms. Solar 
Energy 2006; 80(9): 1072–1088.

[27] Koutroulis E., Kolokotsa D. Design optimization of desalination systems power- supplied 
by PV and wind energy sources. Desalination 2010; 258: 171–181.

[28] Zeng J., Li M., Liu J.F., Wu J., Ngan H.W. Operational optimization of a stand-alone 
hybrid renewable energy generation system based on an improved genetic algorithm. 
Proceedings of IEEE Conference, 2010.

[29] Wang L., Singh C. Multi criteria design of hybrid power generation systems based 
on a modified particle swarm optimization algorithm. IEEE Transactions on Energy 
Conversion 2009; 24(1): 163–172.

[30] Hakimi S.M., Moghaddas-Tafreshi S.M. Optimal sizing of a stand-alone hybrid power 
system via particle swarm optimization for Kanauji area in South-East of Iran. Renewable 
Energy 2009; 34(7): 1855–1862.

[31] Lee T.Y., Chen C.L. Wind-photovoltaic capacity coordination for a time-of-use rate 
industrial user. IET Renewable Power Generation 2009; 3(2): 152–167.

[32] Ardakani F.J., Gholamhossein R., Mehrdad A. Design of an optimum hybrid renewable 
energy system considering reliability indices. In: Proceedings of ICEE. IEEE, Isfahan, 
Iran, 2010.

[33] Amer M., Namaane A., M’Sirdi N.K. Optimization of hybrid renewable energy systems 
(HRES) using PSO for cost reduction. Energy Procedia 2013; 42: 318–327.

Optimizing Hybrid Renewable Energy Systems: A Review
http://dx.doi.org/10.5772/65971

173



[34] Askarzadesh A., dos Santos Coelho L. A novel frame work for optimization of a grid 
independent hybrid renewable energy system: a case study of Iran. Solar Energy 2015; 
112(1): 383–396.

[35] Fung C.C., Hoand S.C.Y., Nayar C.V. Optimisation of a hybrid energy system using 
simulated annealing technique. IEEE TENCON 1993; 5: 235–238.

[36] Wu Y., Lee C., Liu L., Tsai S. Study of reconfiguration for the distribution system with 
distributed generators. IEEE Transactions on Power Delivery 2010; 25(3): 1678–1685.

[37] Fetanat A., Ehsan K. Size optimization for hybrid photovoltaic-wind energy system 
using ant colony optimization for continuous domains based integer programming. 
Applied Soft Computing 2015; 31: 196–209.

[38] Sunanda S., Chandel S.S. Review of recent trends in optimization techniques for solar 
photovoltaic–wind based hybrid energy systems. Renewable and Sustainable Energy 
Reviews 2015; 50: 775–769.

[39] Katsigiannis Y.A., Georgilakis P.S., Karapidakis E.S. Hybrid simulated annealing Tabu 
search method for optimal sizing of autonomous power systems with renewable. IEEE 
Transactions on Sustainable Energy 2012; 3(3): 330–338.

[40] Bashir M., Sadeh J. Optimal sizing of hybrid wind/photovoltaic/battery considering 
the uncertainty of wind and photovoltaic power using Monte Carlo simulation. In: 
Proceedings of IEEE International Conference. IEEE, Venice, Italy, 2012.

[41] Khatib T., Mohameda A., Sopian K. Optimization of a PV/wind micro-grid for rural 
housing electrification using a hybrid iterative/genetic algorithm: case study of Kuala 
Terengganu, Malaysia. Energy and Buildings 2012; 47: 321–333.

[42] Abbes D., Martinez A., Champions G. Life cycle cost embodied energy and loss of power 
supply probability for the optimal design of hybrid power systems. Mathematics and 
Computers in Simulation 2014; 98: 46–62.

[43] Rajkumar R.K., Ramachandaramurthy V.K., Yong B.L., Chia D.B. Techno-economical 
optimization of hybrid PV/wind/battery system using neuro-fuzzy. Energy 2011; 36(8): 
5148–5153.

[44] Lujano-Rojas J.M., Dufo-Lopez R., José L., Agustin B. Probabilistic modelling and analy-
sis of stand-alone hybrid power systems. Energy 2013; 63: 19–27.

[45] Sanchez V.M., Chavez-Ramirez A.U., et al. Techno-economical optimization based on 
swarm intelligence algorithm for a stand-alone wind-photovoltaic-hydrogen power 
system at south-east region of Mexico. International Journal of Hydrogen Energy 2014; 
39(29): 1646–1655.

[46] Maleki A., Pourfayaz F. Optimal sizing of autonomous hybrids photovoltaic/wind/
battery power system with LPSP technology by using evolutionary algorithms. Solar 
Energy 2015; 115: 471–483.

Sustainable Energy - Technological Issues, Applications and Case Studies174



[34] Askarzadesh A., dos Santos Coelho L. A novel frame work for optimization of a grid 
independent hybrid renewable energy system: a case study of Iran. Solar Energy 2015; 
112(1): 383–396.

[35] Fung C.C., Hoand S.C.Y., Nayar C.V. Optimisation of a hybrid energy system using 
simulated annealing technique. IEEE TENCON 1993; 5: 235–238.

[36] Wu Y., Lee C., Liu L., Tsai S. Study of reconfiguration for the distribution system with 
distributed generators. IEEE Transactions on Power Delivery 2010; 25(3): 1678–1685.

[37] Fetanat A., Ehsan K. Size optimization for hybrid photovoltaic-wind energy system 
using ant colony optimization for continuous domains based integer programming. 
Applied Soft Computing 2015; 31: 196–209.

[38] Sunanda S., Chandel S.S. Review of recent trends in optimization techniques for solar 
photovoltaic–wind based hybrid energy systems. Renewable and Sustainable Energy 
Reviews 2015; 50: 775–769.

[39] Katsigiannis Y.A., Georgilakis P.S., Karapidakis E.S. Hybrid simulated annealing Tabu 
search method for optimal sizing of autonomous power systems with renewable. IEEE 
Transactions on Sustainable Energy 2012; 3(3): 330–338.

[40] Bashir M., Sadeh J. Optimal sizing of hybrid wind/photovoltaic/battery considering 
the uncertainty of wind and photovoltaic power using Monte Carlo simulation. In: 
Proceedings of IEEE International Conference. IEEE, Venice, Italy, 2012.

[41] Khatib T., Mohameda A., Sopian K. Optimization of a PV/wind micro-grid for rural 
housing electrification using a hybrid iterative/genetic algorithm: case study of Kuala 
Terengganu, Malaysia. Energy and Buildings 2012; 47: 321–333.

[42] Abbes D., Martinez A., Champions G. Life cycle cost embodied energy and loss of power 
supply probability for the optimal design of hybrid power systems. Mathematics and 
Computers in Simulation 2014; 98: 46–62.

[43] Rajkumar R.K., Ramachandaramurthy V.K., Yong B.L., Chia D.B. Techno-economical 
optimization of hybrid PV/wind/battery system using neuro-fuzzy. Energy 2011; 36(8): 
5148–5153.

[44] Lujano-Rojas J.M., Dufo-Lopez R., José L., Agustin B. Probabilistic modelling and analy-
sis of stand-alone hybrid power systems. Energy 2013; 63: 19–27.

[45] Sanchez V.M., Chavez-Ramirez A.U., et al. Techno-economical optimization based on 
swarm intelligence algorithm for a stand-alone wind-photovoltaic-hydrogen power 
system at south-east region of Mexico. International Journal of Hydrogen Energy 2014; 
39(29): 1646–1655.

[46] Maleki A., Pourfayaz F. Optimal sizing of autonomous hybrids photovoltaic/wind/
battery power system with LPSP technology by using evolutionary algorithms. Solar 
Energy 2015; 115: 471–483.

Sustainable Energy - Technological Issues, Applications and Case Studies174

[47] Chang K., Lin G. Optimal design of hybrid renewable energy systems using simulation 
optimization. Simulation Modelling Practice and Theory 2015; 52: 40–51.

[48] Yang H., Lu L., Zhou W. A novel optimization sizing model for hybrid solar-wind power 
generation system. Solar Energy 2007; 81: 76–84.

[49] Ramakumar R., Butler N.G., Rodriguez A.P., Venkata S.S. Economic aspects of advanced 
energy technologies. In: Proceedings of the IEEE Conference; 1993.

[50] Diaf S., Diaf D., Belhamel M., Haddadi M., Louche A. A methodology for optimal sizing 
of autonomous hybrid PV/wind system. Energy Policy 2007; 35: 5708–5718.

[51] Diaf S., Notton G., Belhamel M., Haddadi M., Louche A. Design and techno-economi-
cal optimization for hybrid PV/wind system under various meteorological conditions. 
Applied Energy 2008; 85: 968–987.

[52] Bilal B.O., Sambou V., Kebe C.M.F., Ndiaye P.A., Ndongo M. Methodology to size an 
optimal stand-alone PV/wind/diesel/battery system minimizing the levelized cost of 
energy and the CO2 emissions. Energy Procedia 2012; 14: 1636–1647.

[53] Ouedraogo B.I., Kouame S., Azoumah Y., Yamegueu D. Incentives for rural off grid elec-
trification in Burkina Faso using LCOE. Renewable Energy 2015; 78: 573–582.

[54] Ranaboldo M., Domenech B., lberto G.A., Reyes Ferrer-Mart L., Moreno Rafael P., 
Alberto G. Off-grid community electrification projects based on wind and solar ener-
gies: a case study in Nicaragua. Solar Energy 2015; 117: 268–281.

[55] Carroquino J., Rodolfo D., Bernal-Austin Jose L. Sizing of off-grid renewable energy 
systems for drip irrigation in Mediterranean crops. Renewable Energy 2015; 76: 
566–574.

[56] Upadhyay S., Sharma M.P. Development of hybrid energy system with cycle charg-
ing strategy using particle swarm optimization for a remote area in India. Renewable 
Energy 2015; 77: 586–598.

[57] Olatomiwa L., Mekhilef S., ASN H., Ohunakin O.S. Economic evaluation of hybrid 
energy systems for rural electrification in six geopolitical zones of Nigeria. Renewable 
Energy 2015; 83: 435–446.

[58] Lujano-Rojas J.M., Rodolfo Dufo-Lopez, Bernal-Agustín J.L. Technical and economic 
effects of charge controller operation and Columbic efficiency on stand-alone hybrid 
power system. Energy Conversion and Management 2014; 86: 709–716.

[59] Kalinci Y., Hepbasli A., Dincer I. Techno-economic analysis of a stand-alone hybrid 
renewable energy system with hydrogen production and storage options. Hydrogen 
Energy 2015; 40: 7652–7664.

[60] Kaabeche A., Belhamel M., Ibtiouen R. Sizing optimization of grid-independent hybrid 
photovoltaic/wind power generation system. Energy 2011; 36: 1214–1222.

Optimizing Hybrid Renewable Energy Systems: A Review
http://dx.doi.org/10.5772/65971

175



[61] Borowy B.S., Salameh Z.M. Methodology for optimally sizing the combination of a 
battery bank and PV array in a wind/PV hybrid system. IEEE Transactions on Energy 
Conversion 1996; 11(2): 367–375.

[62] Wang L., Singh C. Compromise between cost and reliability in optimum design of an 
autonomous hybrid power system using mixed-integer PSO algorithm. In: Proceedings 
of the IEEE Conference. IEEE, Capri, Italy; 2007.

[63] Kanase-Patil A.B., Saini R.P., Sharma M.P. Development of IREOM model based on sea-
sonally varying load profile for hilly remote areas of Uttarakhand State in India. Energy 
2011; 36: 5690–5702.

[64] Yang H., Wei Z., Chengzhi L. Optimal design and techno-economic analysis of a hybrid 
solar-wind power generation system. Applied Energy 2009; 86(2): 163–169.

[65] Deshmukh M., Deshmukh S. Modeling of hybrid renewable energy systems. Renewable 
and Sustainable Energy Reviews 2008; 12(1): 235–249.

[66] Xu D., Kang L., Chang L., Cao B. Optimal sizing of standalone hybrid wind/PV power 
systems using genetic algorithms. In: Proceedings of the IEEE on Electrical and Computer 
Engineering. IEEE, Saskatoon, 2005: 1722–1725.

[67] Iniyan S., Sumathy K. An optimal renewable energy model for various end-uses. Energy 
2000; 25(6): 563–575.

[68] Clarke D.P., Al-Abdeli Y.M., Kothapalli G. Multi-objective optimization of renewable 
hybrid energy systems with desalination. Energy 2015; 88: 457–468.

[69] Shadmand M.B., Balog R.S. Multi-objective optimization and design of photovoltaic-
wind hybrid system for community smart DC microgrid. IEEE Transactions on Smart 
Grid 2014; 5(5): 2635–2643.

Sustainable Energy - Technological Issues, Applications and Case Studies176



[61] Borowy B.S., Salameh Z.M. Methodology for optimally sizing the combination of a 
battery bank and PV array in a wind/PV hybrid system. IEEE Transactions on Energy 
Conversion 1996; 11(2): 367–375.

[62] Wang L., Singh C. Compromise between cost and reliability in optimum design of an 
autonomous hybrid power system using mixed-integer PSO algorithm. In: Proceedings 
of the IEEE Conference. IEEE, Capri, Italy; 2007.

[63] Kanase-Patil A.B., Saini R.P., Sharma M.P. Development of IREOM model based on sea-
sonally varying load profile for hilly remote areas of Uttarakhand State in India. Energy 
2011; 36: 5690–5702.

[64] Yang H., Wei Z., Chengzhi L. Optimal design and techno-economic analysis of a hybrid 
solar-wind power generation system. Applied Energy 2009; 86(2): 163–169.

[65] Deshmukh M., Deshmukh S. Modeling of hybrid renewable energy systems. Renewable 
and Sustainable Energy Reviews 2008; 12(1): 235–249.

[66] Xu D., Kang L., Chang L., Cao B. Optimal sizing of standalone hybrid wind/PV power 
systems using genetic algorithms. In: Proceedings of the IEEE on Electrical and Computer 
Engineering. IEEE, Saskatoon, 2005: 1722–1725.

[67] Iniyan S., Sumathy K. An optimal renewable energy model for various end-uses. Energy 
2000; 25(6): 563–575.

[68] Clarke D.P., Al-Abdeli Y.M., Kothapalli G. Multi-objective optimization of renewable 
hybrid energy systems with desalination. Energy 2015; 88: 457–468.

[69] Shadmand M.B., Balog R.S. Multi-objective optimization and design of photovoltaic-
wind hybrid system for community smart DC microgrid. IEEE Transactions on Smart 
Grid 2014; 5(5): 2635–2643.

Sustainable Energy - Technological Issues, Applications and Case Studies176

Chapter 9

Clean Water from Clean Energy: Decentralised

Drinking Water Production Using Wind Energy

Powered Electrodialysis

Payam Malek, Helfrid M.A. Schulte‐Herbrüggen and

Juan M. Ortiz

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/65015

Provisional chapter

Clean Water from Clean Energy: Decentralised Drinking
Water Production Using Wind Energy Powered
Electrodialysis

Payam Malek, Helfrid M.A. Schulte‐Herbrüggen and
Juan M. Ortiz

Additional information is available at the end of the chapter

Abstract

Supply of potable water requires energy and unfortunately most of the countries with
minimal access to safe drinking water are also poor in terms of access to reliable energy
grids. However, many of such regions have access to other sources of water (such as
brackish and groundwater) that can be treated for producing drinking water if correct
treatment systems are put in place. Moreover, many of the electrically remote areas are
rich in terms of renewable energy (RE) resources (such as wind and solar) which can be
potentially employed as the main source of energy for powering water purification
systems.  Therefore,  development  and  implementation  of  off‐grid  RE  powered
contaminant removal systems, for producing freshwater from available resources (such
as  brackish  and  groundwater),  can  be  considered  as  an  effective  and  potentially
sustainable solution for overcoming the drinking water scarcity issue in remote regions
of developing countries. This chapter revises the state of the art related to desalination
systems using electrodialysis technology powered by wind energy for decentralised
water production.

Keywords: electrodialysis, renewable energy, drinking water, brackish water

“On the one hand, the world needs to provide adequate and sustainable access to more than 1.3 billion
people who still lack electricity and to more than 700 million people who lack an improved water supply
today […], on the other hand, to keep up with the growing demand for both water and energy associated
with population growth, rapid urbanization and economic development in a context of increased scarcity
of natural resources, pollution, degraded ecosystems, climate change and regulation of greenhouse gas
emissions….. In fact, there is an urgent need to address water and energy challenges in an integrated and
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coordinated manner to ensure the sustainability of both water and energy services.” (Michel Jarraud, the
Chair of UN‐Water, January 2014)

1. Introduction

Energy and freshwater are undoubtedly the two inseparable and key resources for sustaining
human life on earth. Supply of potable water requires energy and unfortunately most of the
countries with minimal access to safe drinking water are also poor in terms of access to reliable
energy grids. A worldwide map created by Vörösmarty et al. (Figure 1A) suggests high levels
of exposure to water security risks for more than 80% of the world's population [1]. The term
“incident” used in this map refers to exposure to a complex array of stress factors, sourced
from both anthropogenic and natural sources, at a given location. Vörösmarty et al. argued
that developing countries, and in particular the inhabitants of remote locations, suffer more
severely from exposure to water security risks because they do not have the resources necessary
to mitigate pressures on water supplies. However, in contrast, the developed countries often
have the investment required to offset high stressor levels experienced by the human popu‐
lation, even though the actual pressure on water resources may be worse in these countries
compared to the developing countries. Vörösmarty et al. backed up their arguments by
publishing a second map, showing shifts in spatial patterns of threat to drinking water scarcity
after accounting for water technology benefits (Figure 1B). According to the recent report by
World Health Organisation [2, 3], around 768 million people lack access to freshwater sources,
83% of whom live in remote areas of developing countries. The problem of freshwater scarcity
in remote regions is exacerbated by the fact that more than 84% of 1.3 billion people who have
limited access to electricity, also live in these locations [4].

While the lack access to improved water supply is significantly acute in remote locations, many
of such regions have access to other sources of water (such as brackish and groundwater) that
can be treated for producing drinking water if correct treatment systems are put in place [5–
9]. Moreover, many of the electrically remote areas are rich in terms of renewable energy (RE)
resources (such as wind and solar) which can be potentially employed as the main source of
energy for powering water purification systems [10–16]. Therefore, development and imple‐
mentation of off‐grid RE powered contaminant removal systems, for producing freshwater
from available resources (such as brackish and groundwater), can be considered as an effective
and potentially sustainable solution for overcoming the drinking water scarcity issue in remote
regions of developing countries.

Trace inorganic ions are among the main sources of contamination in groundwater. The levels
at which these contaminants exist in groundwater depends on the geological (e.g. leaching
from surrounding rocks) or anthropogenic (e.g. industrial or domestic effluents) sources that
these contaminants are discharged from [6, 17, 18]. Consumption of water containing trace
inorganic contaminants, such as fluoride (F−) and nitrate (NO3

−), at concentrations above their
recommended levels by drinking water guidelines may result in severe short and long‐term
physical and nervous disorders [19–24]. There are some other common inorganic ions in
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brackish and groundwater which are of no significant health concern, but their excess con‐
centrations in a water resource can make the water resource undrinkable (e.g. due to high salt
content, taste issue or colour problem). Chloride (Cl−) and sulphate (SO4

2‐) are in this category,
for which only drinking water guideline limits for taste have been proposed [21]. Concerns
over the toxicity and chemistry of inorganic contaminants in brackish and groundwater have
resulted in increased interest in development of cost‐effective desalination techniques in the
recent years.

Figure 1. Worldwide incident threat to water security (A) before and (B) after, accounting for water technology benefits
(adapted with permission from [1]).

2. Desalination system powered by renewable energy

Renewable energy (RE) powered membrane systems are promising technologies for brackish
water desalination in remote regions due to their flexibility to be designed according to the
number of inhabitants, available water supply and energy resources [10, 11, 16, 25–27].
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Moreover, the application of membrane technologies for brackish water desalination was
shown to be energetically less expensive (reverse osmosis (RO): 1.5–3.0 kWh/m3 and electro‐
dialysis (ED): 0.7–2.5 kWh/m3) compared to other alternative technologies such as multistage
flash distillation (MSF: 19.5–27.3 kWh/m3), vapour‐compression evaporation (VC: 7.0–16.2 
kWh/m3) and multi‐effect distillation (MED: 14.5–21.6 kWh/m3) methods [10, 12, 13]. Among
several membrane systems, electrodialysis (ED) has been established as a feasible desalination
technique due to its simple ion recuperation, high ion selectivity and efficient ionic separation
[28–31]. The high water recovery of 85–94%, the low maintenance required, the long lifetime
of ion‐exchange membranes due to their strong mechanical and chemical stability plus their
tolerance for operation at high temperatures (up to 50°C) and extreme pH levels are features
that make ED a particularly suitable desalination system for the use in remote regions with
limited water resources. Moreover, the easy start up and shut down of ED makes this system
suitable for direct coupling to fluctuating and intermittent sources of energy, such as renewable
energies [30, 32, 33].

Figure 2. Schematic representation illustrating the ion transport principle across the ion‐exchange membranes in an ED
system (AM: anion exchange membrane. CM: cation exchange membrane, ER: electrode rinse).

ED is an electrically driven ion separation technique with a well‐established use in many
industrial applications such as brackish water desalination [34–36], wastewater treatment [28,
37–39], desalting of amino acids and organic solutions [40–43] and salt production [44–46]. An
ED system consists of a number of alternatingly positioned cation and anion exchange
membranes that are stacked together between two electrodes and are separated from each
other by flow spacers [28, 30, 34, 47, 48]. The ion removal principle in an ED system is illustrated
in Figure 2.
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The salt solution is fed into the ED stack in a direction parallel to the ion‐exchange membranes.
Once a potential difference is applied across the electrodes, each ion in the solution starts to
travel toward an oppositely charged electrode. While the passage of the ions is permitted
through the oppositely charged ion‐exchange membranes, their travel is terminated once they
reach a similarly charged ion‐exchange membrane. This results in the formation of a series of
alternatingly positioned concentrate and diluate channels within the ED stack, through which
the ion separation process takes place. This process continues in a batch circulating mode until
the target salt concentration, which is often application dependent, is obtained in the diluate
stream.

Most of the studies carried out on ED over the last 40 years focused on the conventional mode
of operation where a constant voltage or current source is used for operating the membrane
system [28, 30, 48–51]. The available studies on renewable energy powered ED technologies
are very limited. Lundstrom [52] was the first to present the application of a renewable energy
powered ED system for water purification purposes. He demonstrated the use of an off‐grid
photovoltaic (PV) powered ED system for brackish water desalination in remote regions in the
south‐western states of the USA where access to reliable electricity grid is minimal but the
solar radiation is abundant. Later, Ishimaru [53] presented a study in which a series of PV cells
were applied to charge a set of battery banks, which were subsequently used for powering an
ED system to desalinate brackish water (TDS ≤ 1500 mg/L). The system showed reliable
performance, producing freshwater in the range of 150–400 m3/day, depending on the season
and the solar irradiation, during the two‐year period of testing. Although using deep cycle
lead‐acid batteries governs uninterrupted operation in indirect configuration of RE‐membrane
system coupling, they result in reduced robustness, lower efficiency, associated with continu‐
ous DC‐AC‐DC conversions and charging‐discharging losses, plus increased capital and
running costs [54–56]. The impacts of applying pulsed electric fields on minimising concen‐
tration polarisation [32, 57–60] and fouling mitigations [33, 61–65] in ED processes were
investigated in a number of studies. The satisfactory operation of ED, despite having fluctua‐
tions in the energy source in these studies, suggests the possibility of coupling ED directly to
fluctuating energy sources such as renewable energies (REs). Direct coupling of ED to an RE
source can eliminate the need for having energy storage facilities (e.g. lead‐acid batteries and
flywheels); hence to minimise the aforementioned adverse behaviours linked with using such
systems [54, 66]. More importantly the fact that ED operates with direct current (DC) [28, 30]
makes this system particularly favourable for direct coupling to RE sources, as in such
configuration no need for DC‐AC conversion systems exists. AlMadani [67] was among the
first who developed a directly coupled PV‐ED system consisting of four hydraulic and two
electric stages and demonstrated the impacts of process parameters, i.e. flow rate and tem‐
perature on removal of salt from groundwater. Ortiz et al. [68, 69], Uche et al. [70] and Cirez
et al. [71] developed mathematical models describing the behaviour of different directly
connected PV‐ED systems. The models employed to predict the quality of the water product,
the rate of desalination and specific energy consumption under given meteorological condi‐
tions and PV cell configurations. The results from these models showed very good corrobo‐
ration with the experimental findings obtained in desalinating of real brackish water using the
PV‐ED systems.
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3. Wind energy as suitable power source for desalination technology

Wind energy is particularly abundant on islands, coastal areas and mountain stations [72–76],
and thus it is a favourable source of energy for desalination in such environments. As opposed
to solar energy where availability is limited to the availability of sunlight during daytime, wind
energy is readily available to be harvested over both day and night, assuming the wind system
is well‐sited [77]. This makes wind energy a superior alternative, in locations which are rich
in terms of wind resources, compared to solar power for continuous powering of different
processes, with less need for long‐term energy storage. The use of wind energy for powering
membrane‐based desalination technologies was investigated by a number of researchers [14,
27, 78–84] and was proven to be economically feasible for some technologies including
ultrafiltration (UF) and reverse osmosis (RO) [10, 14, 85] (Figure 3).

Figure 3. Main components of a small scale 1 kW Future Energy wind turbine (adapted with permission from [86]).

Comparisons made between the solar powered and wind powered membrane techniques
show slightly lower specific energy consumption (SEC) for the wind powered membrane
systems (e.g. 3.4 kWh/m3 for a wind‐RO system versus 4 kWh/m3 for a PV‐RO system, using
the same RO module in both of the setups and desalinating from similar seawater feeds
(32,800–34,300 mg/L TDS)) [80, 87–89]. The overall cost of desalination was also suggested to
be lower when using wind energy as opposed to solar energy for powering the membrane
systems [90]. In a review by El‐Ghonemy [91], the cost of water production from brackish
water desalination at the rate of 250 m3/day using PV‐RO and wind‐RO systems were reported
to be 6.7 and 2.7 US$/m3, respectively. Despite the advantages that wind energy has over solar
energy, the number of wind‐membrane systems developed and commercialised so far are
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very limited compared to the solar powered membrane techniques. This can be partially
attributed to the extreme fluctuations and intermittencies inherent to wind, making the
harvesting of wind energy and coupling the wind turbines to the membrane systems
technically very difficult. The latter is expected to be particularly challenging for pressure
driven membrane systems (e.g. RO) that require constant power supply to perform satisfac‐
tory desalination [92, 93]. However, the extreme variations in the energy supply are expected
to be less problematic for electrical driven techniques (e.g. ED) as their desalination perform‐
ance has shown to be relatively robust despite energy fluctuations [33, 59–62, 65] (Figure 4).

Figure 4. Worldwide average wind speed map, created based on wind speed measurements at the height of 80 m [94].

Up to date, no work on directly coupling ED with wind energy has been done. Veza et al. and
Carta et al. [83, 95] studied a large‐scale wind energy powered electrodialysis reversal (EDR)
system, where a flywheel was employed as an intermediate temporary energy storage/energy
buffering device between the wind turbines and the EDR stack (i.e. an indirect coupling of the
renewable energy source with the membrane system). The aim was to develop automatic
control electronics to allow the system to operate optimally, producing maximum volume of
freshwater with minimum energy consumption. Although good quality drinking water was
obtained using the wind energy powered membrane system, the field pilot nature of these
tests did not allow drawing systematic and comprehensive understanding on how ion
transport is influenced by wind speed fluctuations. Moreover, the fact that intermediate
devices such as maximum power tracking and energy buffering systems (i.e. flywheel) were
involved, it was difficult to specify the direct impacts of actual wind speed fluctuations on the
ED performance.

The power produced from a permanent magnet generator‐based wind turbine is principally
dependent not only on the available wind condition but also on the resistance of the load
directly connected to the wind system [96, 97]. Therefore, when connecting a wind turbine
directly to an ED system, the power performance of the wind turbine is expected to vary with
the change in the resistance of the ED stack during the desalination process. The latter is
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expected to happen due to the change in the feed concentration or the flow rate of the diluate
and concentrate streams. The change in the power performance of the wind turbine can result
in further variations in the desalination characteristics of the membrane system and influence
the energy expense of the desalination process. The potential behaviours to be seen from the
membrane system in direct connection with a wind resource operating at steady wind speed
conditions are yet unknown, hence they require systematic studies to be fully understood.

4. Direct desalination using electrodialysis powered by wind energy

As mentioned before, the main challenge in using a wind turbine for direct coupling with the
membrane system, with no form of energy storage or energy regulator, is associated with the
fluctuations and intermittencies inherent to the wind resource. These fluctuations are a result
of movements of large bulks of air over long periods (tens to hundreds of hours) and turbulence
and gusts over short periods (seconds to a few minutes) [98–100]. The direct coupling of the
wind system to the ED stack can inevitably result in fluctuations in the voltage and the current,
ranging from mild fluctuations at low turbulence intensities to cycling on/off incidences
occurring at extreme fluctuations. In order to establish solid understandings on how and in
what extent the wind fluctuations affect the process of the ED system, it is necessary to carry
out desalination studies using the membrane system over a range of wind speed fluctuations
and intermittencies.

Figure 5. Schematic diagram of the wind‐ED experimental setup used in [103].
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The extremity and unpredictability of wind speed fluctuations [14, 77, 83, 98], and their
significant variations from one location and season to another [73, 75, 76, 101, 102], restrict the
choices of desalination technologies (e.g. RO, thermal or ED) that can handle such extreme
energy variations, while exhibiting satisfactory desalination performance, when directly
connected to wind turbine systems.

The direct connection of the wind turbine to a batch recirculating ED system (see Figure 5) was
studied by Malek et al. [103] in a novel attempt in terms of coupling a wind turbine to a varying
resistance load; since in all previous applications, wind turbines were mainly used to power
constant resistance loads, these being either electricity grids or in smaller scales battery banks
and supercapacitors [55, 98, 99, 104].

Figure 6. Steady state performance of the wind‐ED system in desalinating from a feed of 5000 mg/L NaCl at constant
wind speeds of 3, 5, and 8 m/s plotted as (A) NaCl concentration in both the diluate (solid symbols) and concentrate
(hollow symbols) streams; (B) ED stack resistance; (C) current driven by the ED stack from the wind turbine; (D) angu‐
lar velocity of the rotor (ωr); (E) voltage; (F) wind‐ED operating power (mode of operation: batch) [103].
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Figure 6 shows the results obtained from systematic investigations of the wind‐ED system
performance under various wind speed conditions (from 2 to 10 m/s) with the aim of deter‐
mining the impacts of low and high wind speeds on the desalination performance of ED by
measuring clean water production and specific energy consumption (SEC) under constant
wind speed conditions.

The results suggest that the desalination performance of the wind‐ED system is mainly
influenced by the wind speed when operating in the first power region, where no constraints
have yet been posed on the voltage increase and, thus, the current transfer across the mem‐
branes varies primarily as a result of the wind speed. However, the dependency of the
desalination performance on the wind speed diminishes significantly once the torque control
system on the frequency inverter is activated to limit the voltage increase, as a result of which
the power and correspondingly the desalination performance of the wind‐membrane system
begin to be principally controlled by the Rstack variations [103].

Figure 7. SEC (A) and water production (B) from desalinating feed solutions of 5000 and 10,000 mg/L NaCl over a
range of constant wind speeds: 2–10 m/s at the flow rate of 7 L/min. I and II mark the two distinct behavioural regions
for operating below and above the rated wind speeds, respectively (mode of operation: batch).
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begin to be principally controlled by the Rstack variations [103].

Figure 7. SEC (A) and water production (B) from desalinating feed solutions of 5000 and 10,000 mg/L NaCl over a
range of constant wind speeds: 2–10 m/s at the flow rate of 7 L/min. I and II mark the two distinct behavioural regions
for operating below and above the rated wind speeds, respectively (mode of operation: batch).
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The ED system has been demonstrated to be an energetically robust system, performing
effectively in the safe operating window when connected to renewable energy sources (wind
power has the most extreme fluctuations among renewable energy alternatives). The main
challenge in the direct coupling of the membrane system with a RE resource was seen to be
not the size of the fluctuations but the impact of the power cycling off during long oscillation
periods, which resulted in reduced water production and increased SECs (Figure 7).

5. Conclusions

Renewable energy powered membrane systems are considered as sustainable, energy efficient
and reliable solutions for tackling the emerging issue of drinking water scarcity [10, 25, 27,
78]. Development and implementation of such technologies are of particular importance to
remote arid areas of developing countries where people suffer the most from the lack of access
to safe potable water. In Malek et al. [103], the direct coupling of wind energy with membranes
was proposed as a solution to reduce the system costs as well as technical drawbacks associated
with using intermediate energy storage systems such as acid‐lead batteries, supercapacitors
and flywheels.

5.1. Advantages of ED over other common desalination technologies for coupling with RE
sources

Advantages for ED, in comparison with other common desalination technologies, for direct
coupling to renewable energy (RE), can be deduced as specified in points 1–4, below:

1. Flexibility in operation with any amount of available energy

Common desalination technologies (i.e. RO, Thermal Vapour Compression, MED and MSF)
[100, 105–107] often require a minimum level of energy to perform satisfactorily; which limits
the employment of such technologies in direct coupling with RE systems for desalination in
locations where sufficient RE may not be available throughout the year. To address this
problem, some studies have proposed the use of energy storage systems [80, 82, 104]. However,
energy storage systems increase both the capital and maintenance costs of the operation and
also reduce the sustainability of the technology [55, 56]. Therefore, a better approach would
be to use an energetically flexible technology, such as ED, that can operate more suitably in
direct connection to RE sources with no need for energy storage devices. In terms of a safe
operating window, the direct wind‐membrane system produced good quality drinking water
(<600 mg/L NaCl) over the wide range of wind speeds (2–10 m/s) and regardless of the initial
feed concentration or the flow rate.

2. Robustness with respect to fluctuations and intermittencies in the RE source

Extreme fluctuations were shown to lead to reduced permeate quality and increased SEC in
RO systems [100, 108, 109]. The use of temporary energy storage systems (e.g. supercapacitors)
and energy buffering devices (e.g. flywheels) were proposed in some studies, as useful
methods for governing uninterrupted operation of the desalination technologies powered
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from fluctuating energy sources [66, 83, 95, 104]. However, as mentioned before, the use of
energy storage systems is not favourable, as it leads to increased capital and maintenance costs
as well as reduced sustainability. Using ED may again be a solution, as the SEC of this technique
when directly powered from a wind resource was found to be relatively unaffected by
fluctuations of any size (i.e. wind energy exhibits the largest fluctuations among the all REs).
Therefore, ED can be introduced as an energetically robust desalination system, suitable for
direct coupling with renewable energy sources.

3. Mechanical solidity against energy fluctuations

Energy fluctuations in some studies were suggested to cause reduction in the lifetime and
efficiency of the pumps [110, 111] and produce fatigue damage to the membrane polymers [80].
Such problems can be significantly detrimental to the long‐term operation of pressure driven
technologies such as reverse osmosis. However for ED, since it is not a pressure driven process
the ion‐exchange membranes are expected to remain relatively unaffected by the fluctuations.
Moreover, if the pumps of ED are powered by renewable energies, because they often operate
at very low pressures, they are expected to be much less influenced by the fluctuations in the
RE resource, compared to the pumps in a RO system.

4. Specific energy consumption (SEC)

SEC of the ED process increased with the wind speed, from 2.52 at 2 m/s to 4.15 kWh/m3 at
10 m/s, when desalinated a feed solution of 5000 mg/L NaCl. The SEC values obtained were
within the range reported in the literature for the ED process (2.64 and 5.5 kWh/m3) when
desalinating brackish waters containing 2500–5000 mg/L total dissolved solids (TDS) [10, 112].
These SEC values were also very close to the minimum SEC reported by Park et al. (2.8 
kWh/m3) for desalinating feeds of 2500–5500 mg/L TDS, using a directly powered wind‐reverse
osmosis system (wind‐RO) [14]. A comparison between the obtained SEC values in direct
wind‐energy electrodialysis and the ones reported in the literature for other common desali‐
nation techniques suggests that ED is energetically competitive with RO (1.5–3.0 kWh/m3) and
significantly more efficient than common distillation‐based desalination systems (i.e. MSF:
19.5–27.3 kWh/m3, MED: 14.5–21.6 kWh/m3 and VC: 7.0–16.2 kWh/m3) for treating brackish
groundwater containing 5000 mg/L or lower TDS [10, 11, 113, 114].

The overall conclusion is that the wind‐ED system is an energetically robust and technically
reliable off‐grid desalination method for the use in brackish water desalination applications in
water stressed remote regions in both developing and developed countries.
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