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Preface

X-ray scattering techniques are a family of nondestructive analytical techniques. Using these
techniques, scientists obtain information about the crystal structure and chemical and physi‐
cal properties of materials. Nowadays, different techniques are based on observing the scat‐
tered intensity of an X-ray beam hitting a sample as a function of incident and scattered
angle, polarization, and wavelength.

This book is intended to give overviews of the relevant X-ray scattering techniques, particu‐
larly about inelastic X-ray scattering, elastic scattering, grazing-incidence small-angle X-ray
scattering, small-angle X-ray scattering, high-resolution X-ray diffraction (XRD), and, finally,
applications of X-ray spectroscopy to study different biological systems.

Section I: Inelastic X-ray Scattering

Chapter 1 reviews some relevant experimental contributions brought about by inelastic X-ray
scattering (IXS). The development of inelastic X-ray scattering (IXS) has substantially expand‐
ed the potentialities of modern spectroscopy, thus providing an unprecedented detailed
mapping of such a crossover. A better understanding of the line-shape evolution is deemed
to improve our knowledge of all dynamical processes occurring in a fluid from macroscopic
to microscopic scales.

Section II: Grazing-Incidence Small-Angle X-ray Scattering

Chapter 2 reviews the current trends of time-resolved grazing-incidence small-angle X-ray
scattering (GISAXS) studies. After an introduction to the GISAXS technique, the authors
present exemplary results of metallic and organic thin-film preparation, wet deposition of
polymer thin films, and self-assembly of colloidal thin films, as well as examples of thin-film
modification in, e.g., microfluidic channels and within working devices. Finally, they provide
an overview of the future perspectives in the field.

Chapter 3 introduces recent advances in grazing-incident small-angle X-ray scattering (GI‐
SAXS) experiment utilizing low-energy X-rays. GISAXS probes the complex nano- and micro‐
phase-separated structure in polymer thin films. Especially, tuning the energy of GISAXS in
the tender and soft X-ray regime allows the tailoring of X-ray penetration depth and contrast
and thereby the probing of more complex morphologies in polymer thin films. Grazing-inci‐
dence-resonant soft X-ray scattering (GI-RSoXS) is applied for polymer blend thin films with
low contrast in the real part of the refractive index for the hard X-rays but with significant
differences in the soft X-ray regime. Furthermore, the X-ray penetration depth is drastically
affected by the changes in the X-ray photon energy across the K-edge. The surface- and vol‐
ume-sensitive structure of polymer blend films is analyzed using this technique.

Chapter 4 provides practical design considerations for X-ray based on microfluidic systems
and examines some of the existing microfluidic platforms used in conjunction with small-an‐
gle X-ray scattering (SAXS). As the exclusive advantages of microfluidics become recognized



and accessible, the prevalence of microfluidic sample environments in X-ray scattering meas‐
urements will hopefully increase.

Section III: Small-Angle X-ray Scattering

Chapter 5 focuses on the study of form factor of a variety of nanostructures (spheres, pro‐
lates, core-shell spheres, core-shell cylinders, and lamellae) using the small-angle X-ray scat‐
tering (SAXS) technique, getting started with a monodisperse distribution of the size of the
nanostructure, to unimodal distribution with a narrow standard deviation or widespreading
distribution and finally to the discrete distribution that can be evaluated by the computation‐
al parameter fitting to the experimentally obtained SAXS profile.

Chapter 6 presents theoretical aspects, experiment design, and applications of both techni‐
ques for the development of delivery systems for bioactive molecules. Small-angle X-ray scat‐
tering (SAXS) and X-ray diffraction (XRD) have presented important contribution to the
study of organization phase of nanocarriers such as organic/inorganic nanoparticles, micelles,
liposomes, cyclodextrins, polymers, and their interaction with drugs and other bioactive mol‐
ecules.

Section IV: High-Resolution X-ray Diffraction

Chapter 7 gives an overview on the basic experimental apparatus and theory element of
high-resolution X-ray diffraction method applied to III–V semiconductor thin films. Also,
treat several examples in order to determine the effect of doping, composition, and strain on
structural properties of crystal. Analyzed layers were grown by metal-organic vapor-phase
epitaxy (MOVPE). Films treated as examples are selected in order to bring the utility of char‐
acterization technique. The authors investigate GaAs/GaAs(001), GaAs:C/GaAs(001), GaN/
Si(111), GaN:Si/Al2O3(00.1), GaAsBi/GaAs(001), and InGaAs/GaAs(001) heterostructures by
using different scans for studying numerous structural layer and substrate parameters.

Section V: Applications of X-ray Spectroscopy to Study Different Biological Systems

Chapter 8 summarizes the latest efforts in applying X-ray spectroscopy to study different bio‐
logical systems starting from the impact of different damaging agents on the model of DNA
molecule, followed by the chemical speciation in the studies of cancerous cell lines and hu‐
man tissues. Chosen topics show the variety of medically important subjects that can be stud‐
ied with X-ray spectroscopy and its undeniable role as a technique complementary to
classical methods.

Chapter 9 presents the principle, methodology, and limitations of solving biological struc‐
tures by crystallography. Knowing the three-dimensional structure of biological macromole‐
cules, such as proteins and DNA, is crucial for understanding the functioning of life.
Biological crystallography, the main method of structural biology, which is the branch of bi‐
ology that studies the structure and spatial organization in biological macromolecules, is
based on the study of X-ray diffraction by crystals of macromolecules.

Prof. Dr. Alicia Esther Ares
Materials Institute of Misiones (CONICET–UNaM)

Posadas, Misiones
Argentina
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Chapter 1

Inelastic X-Ray Scattering as a Probe of the Transition
Between the Hydrodynamic and the Single Particle
Regimes in Simple Fluids

Alessandro Cunsolo

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/66126

Abstract

In the last few decades, the study of the spectrum of density fluctuations in fluids at the
transition from the continuous to the single particle regimes has attracted an increas‐
ing interest. Although the shape of the spectrum is well known in these two extreme
limits, no theory firmly predicts its evolution in the broad crossover region. However,
the development of  inelastic  X-ray scattering (IXS) has substantially expanded the
potentialities  of  modern  spectroscopy,  thus,  providing  an  unprecedented  detailed
mapping of such a crossover. A better understanding of the line-shape evolution in this
intermediate regime is deemed to improve our knowledge of all dynamical processes
occurring in a fluid from macroscopic to microscopic scales. The aim of this chapter is
to review some relevant experimental contributions brought about by IXS in this field
since its development toward the end of past millennium.

Keywords: inelastic X-ray scattering, simple fluids, hydrodynamics, single particle
limit, collective excitations

1. Introduction

In the last 50 years, the short-time collective dynamics of molecules in fluid and glassy systems
has been in the focus of a thorough experimental, theoretical, and computational scrutiny, yet
it still has many unsettled aspects. This mostly owes to the lack of a large-scale symmetry in
the structure of these systems and to the often exceptionally complex movements of their
microscopic  constituents.  Among  various  variables  providing  insight  into  the  dynamic
behavior of a disordered system, density fluctuations are a particularly well-suited subject to

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



study, as they can be directly accessed by several independent investigation methods. Indeed,
the most significant advances made in the field of dynamics of liquids have been achieved
thanks to the critical comparison of parallel experimental and computational results. In fact,
both spectroscopy experiments and molecular dynamics simulations provide direct access to
the Fourier transform of correlation functions between density fluctuations, i. e., the dynam‐
ic structure factor,  S(Q,ω).  This variable is a unique function of the energy, ħω,  and the
momentum ℏQ

→
 exchanged between the probe and the sample in a scattering event; here

ℏ=h / 2π with h  being the Planck constant.

In general, the shape of S(Q,ω) is reasonably understood both at quasi-macroscopic distances,
over which the fluid appears as a continuum, and at truly microscopic scales where instead
the single particle dynamics is probed.

The evolution of the S(Q,ω) shape in the whole crossover between these two limits still
represents a theoretical challenge. This particularly applies to the so-called “mesoscopic”
regime, corresponding to distances and timescales roughly matching first neighboring
molecules’ separations and cage oscillations periods, respectively. From the experimental side,
the study of S(Q,ω) in liquids at mesoscopic scales has been for long time an exclusive domain
of inelastic neutron scattering (INS), a technique already in its mature phase, having been
developed in the mid-1950s [1]. The complementary mesoscopic technique, inelastic X-ray
scattering (IXS), is instead relatively young, since its first demonstration dates back to the last
decade of the past millennium [2, 3]. Its implementation was enabled by the advent of
synchrotron sources with unprecedented brilliance and by parallel advances in crystal optics
fabrication. Furthermore, the improved performance of X-ray sources has greatly increased
the level of statistical accuracy typically achieved by inelastic scattering measurements, thus
enabling more detailed and physically informative modeling of the spetral shape. Across the
years, this new spectroscopic tool allowed the scientific community to gain a deep-seated
knowledge of the mesoscopic dynamics of disordered systems. Nowadays, IXS experiments
have reached the level of statistical accuracy required for extremely detailed and informative
line-shape analyses, thus representing a valuable test for the most advanced theories of liquid
dynamics.

As a simple example of possible IXS applications, this chapter will provide a concise overview
of relevant IXS investigations of the S(Q,ω) across the transition from the hydrodynamic to the
single particle regimes. Looking at the available literature results from a global perspective
has a relevant scientific interest since a better understanding of this crossover can shed further
insight into the various dynamic events occurring in a fluid from macroscopic to microscopic
scales.

2. Generalities on an inelastic scattering experiment

In a scattering experiment, a beam impinges on the sample exchanging with it, an energy of
ħω and a momentum of ħ Q

→
. It can be shown that intensity measured in a spectroscopy

X-ray Scattering4
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experiment from GHz frequencies [4] to THz ones [5–7] is proportional to the spectrum of
density fluctuations, or dynamic structure factor:

*( , ) = ( , ) ( ,0) exp ( )
V

S Q dr r t r i Q r t dtw dr dr w
+¥

-¥
é ù× -ë ûò ò
rr r r r (1)

with δρ(r→ ,t) being the space (r→ ) and time (t) dependent density fluctuation of the target sample
within the volume V. The term δρ(r→ ,t) appearing in Eq. (1) may represent either a spontaneous
or a scattering-induced density fluctuation, in either case its amplitude is assumed small
enough to induce a linear response on the target sample. Under this condition, the response
of the latter can be expressed in terms of correlation functions calculated at its equilibrium.
Note that for isotropic systems as liquids and glasses, only the amplitude Q = |Q

⇀ | of the
exchanged wave-vector Q

⇀
 counts, the actual direction being irrelevant. For this reason, while

dealing with these systems, it is customary to express the dynamic structure factor as S(Q,ω)
rather than S (Q

⇀
, ω).

Typically, in a scattering experiment the sample is kept at a constant temperature T and
therefore the correlation function, defined by the symbol ...... , can be calculated as a thermal
average over the initial states of the target atoms. For a classical system, this sum can be
performed using the counting factor n(EI )=exp(−βEI ) /∑I exp(−βEI ), with β = 1/kBT, where EI is

the energy of the I-th initial state and kB, the Boltzmann constant. From the above formula, one
readily recognizes that the scattering of a plane wave at an energy (frequency) and a direction
(wavevector) different from the initial ones is caused by a density fluctuation δρ(r→ ,t). If, for
instance, if the probe is visible light, the occurrence of a density fluctuation causes a local
variation of the index of refraction, thereby disrupting the optical homogeinity of the medium.
By virtue of the scattering event, according to the Huygens principle (see, e.g., [8]), the target
sample becomes the source of spherical wave: ψsc∝ e ikr / r  with r being the distance from the
origin, that is the location of the probe-sample collision.

The photoms deviated at an angle 2θ, after passing through an analyzer filter are ultimately
counted by the detector. If the latter intercepts only a very small portion of the solid angle, it
can be safely assumed that the wavevector of photons impinging on its sensitive area is
constant and orthogonal to the front wave (plane wave approximation). Consequently, the
scattering process can be treated as a transition between two distinct plane waves.

Given the above general considerations, we can now attempt a course derivation of the
frequency distribution of the scattering from a density wave to achieve a rough estimate of the
shape of S(Q,ω).

As apparent from Eq. (1), S(Q,ω) is connected to density fluctuations through the space and
time Fourier transform of their correlation function. Its determination thus provides a snapshot
of this correlation function over timescale ~ ω−1 and distances ~ Q−1. For small Q and ω, the
target system is “perceived” by the probe as a continuous and homogeneus medium, whose
dynamic response is averaged over long times. This continuous limit can be probed, for

Inelastic X-Ray Scattering as a Probe of the Transition Between the Hydrodynamic and the Single...
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instance, by illuminating the sample with the visible light beam emitted by a laser. In fact, Q
values typical of visible light scattering measurements span the 10−3–10−2 nm−1 range, corre‐
sponding to sub-μm to μm lengthscales. These distances are sufficiently smaller than the
sample size, yet still much larger than first neighboring atoms’ separations. Clearly, at these
scales the detail of the microscopic structure and dynamics cannot be directly observed, since
only long distances and times effects on the dynamics can be captured by the probe.

Over long distances density fluctuations in a liquid can, for instance, have the form of density
(acoustic) waves propagating throughout the medium with the speed of sound, cs. Since cs is
much smaller the speed of light in the medium a given density wave is “seen” by the incident
photons as essentially static, i. e., stationary, perturbation.

We can now focus on the intensity scattered, e.g., by successive crests of the density wave, as
illustrated in Figure 1. The interference between these successive reflections is constructive
whenever the difference in their optical paths (namely, the two red segments in the scheme of
Figure 1) equals an integer multiple of the incident wavelength in the medium. Considering
the smallest of these integer numbers, one has:

Figure 1. Schematics of the interaction between a density wave and a photon beam (see text) causing a scattering at an
angle 2θ.

2 sin 4 sins
s

s

c
n
l l J p J

w
= = (2)

where λ and λ/n are, respectively, the wavelength of light in vacuum and in the target medium,
with n being the refractive index of the sample; furthermore, λs, cs, and ωs are the wavelength,
the speed and the angular frequency of the acoustic wave with λs = 2πcs/ωs. The scattering-
genearted acoustic wave has a wavevector of amplitude amplitude = Q, therefore it propagates
at a frequency ωs = csQ. From Eq. (2) it follows that the amplitude of the exchanged wavevector
is Q = (4πn/λ) sinθ.

From a physical point of view, the acoustic wave can be considered as a source of scattered
radiation traveling with a velocity cs. As well known from Physics textbooks, the frequency of
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is Q = (4πn/λ) sinθ.

From a physical point of view, the acoustic wave can be considered as a source of scattered
radiation traveling with a velocity cs. As well known from Physics textbooks, the frequency of
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the radiation emitted by a moving source is frequency-shifted by the Doppler effect. This
ultimately causes a ± csQ offset of the frequency of scattered wave with respect to the one of
the incident beam; here the signs “+” and “−“ refer to the acoustic wave propagating toward
or away from the detector, respectively. From these very general arguments, one can expect
the frequency distribution of the scattered intensity, i.e., the spectrum, to be dominated by two
peaks symmetrically shifted by an amount ± csQ from the center of the spectrum, ω = 0.

These peaks are customarily quoted as “inelastic” insofar their energy is either lower or higher
(by an amount E = ħcsQ) than the energy of the impinging beam.

The two symmetric side peaks are named Brillouin peaks after their prediction by L. Brillouin
in the early 1920s [9] and, as discussed in the following, their position and width convey insight,
on the frequency and the lifetime of acoustic waves, respectively.

Let us now consider the case of diffusive, rather than propagating, density fluctuations. These
can be for instance those generated by local temperature gradients causing transient density
inhomogeneities. Their time evolution can be described by the Fick‘s law [10], which predicts
a simple exponential time decay. The corresponding spectral shape is the Fourier transform
of such an exponential law, namely a Lorentzian centered at w = 0. Since this position corre‐
sponds to the absence of energy-transfer, the corresponding peak is thus customarily referred
to as quasi-elastic. Here the prefix “quasi-” alludes to the nonvanishing width of the peak and
to its wings extending to the inelatic region of the spectrum (w ≠ 0).

Since in general density fluctuations in a fluid can have either a diffusive, or a propagating
character, one can anticipate that the spectrum of density fluctuations has a triplet shape
composed by a quasi-elastic peak—connected to internal diffusive motions—and two symm‐
metric side peaks— arising from acoustic modes.

A physically more informative description of the spectral shape in the continuous limit
requires a detailed knowledge of the thermodynamic and transport properties of the sample.
As well assessed both experimentally and computationally, the hydrodynamic theory for
continuous media can be consistently used to describe the spectral shape in this limit.

This theory stems from an explicit expression of the conservation laws of the density of mass,
momentum, and energy of the target sample [4, 11]. These can be described by few independent
equations, which, however, do not form a complete set unless complemented by two so-called
constitutive equations: the Navier-Stokes equation and the heat transfer one. The spectrum of
density fluctuation can be ultimately obtained through Fourier and Laplace transforms of this
set of equations. The result can be conveniently expressed in terms of a hydrodynamic matrix,
whose eigenvalues define the modes dominating the spectral shape. As shown in Ref. [4] these
long-lived, or quasi-conserved, collective modes are customarily referred to as “hydrodynamic
modes,” and appear in the spectrum as a triplet, well approximated by the following expres‐
sion:
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where the shape parameters ωs, zh and zs represent the acoustic frequency and the inverse
lifetime of the quasi-elastic and inelastic modes, respectively. All shape parameters in Eq. (3)
are in general Q dependent, even if such dependence is not explicitly mentioned in the notation.

At low Q values, such a Q-dependence can be made explicit using a polynomial Q-expansion
(see, e.g., [12]), which to the lowest order yields:

hyd
s s sc Qw w» = (4a)

( ) 21 2hyd
s s T Lz z D Qg n» = é - + ùë û (4b)

2hyd
h h Tz z D Q» = (4c)

with cs, DT, and υL being, respectively, the adiabatic sound velocity, the thermal diffusivity,
and the longitudinal kinematic viscosity.

One readily recognizes that Eq. (3) consists of these components (from left):

1. The so-called Rayleigh, or central, peak (term ∝ Ah) which relates to entropy (heat)
fluctuations diffusing at constant pressure (P).

2. The two Brillouin side peaks (term ∝ AS), connected to P-fluctuations propagating at
constant entropy, and

3. An additional contribution (term ∝ ASb) asymmetric around the Brillouin peaks position
having negative tails. This term distorts the Lorentzian terms (1) and (2) ultimately

enabling the convergence of spectral moments ∫−∞
+∞
ω nS (Q, ω)dω for n ≤ 2. The latter imposes

the following constraint: b = Ah zh / (1− Ah ) + zs /ωs.

The Rayleigh-Brillouin triplet in Eq. (3) is customarily quoted to as either generalized or simple
hydrodynamic spectrum, respectively with or without the lowest order Q approximation in
Eqs. (4a)–(4c).

It is worth stressing that the shape in Eqs. (3) and (4a)–(4c) provides an accurate description
of the spectrum only when DT Q 2, ΓQ 2 < <csQ, or, equivalently, as long as the lifetime of
hydrodynamic modes is much longer than the acoustic period. In this regime the spectrum is
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dominated by three sharp peaks, forming the so-called Rayleigh-Brillouin triplet, typically
measured in Brillouin light scattering (BLS) experiments.

Figure 2 displays the generic shape of the Rayleigh-Brillouin triplet from a liquid along with
its three individual spectral components.

Figure 2. Typical shape of the Rayleigh-Brillouin triplet measured by Brillouin light scattering. The separate contribu‐
tions to the total shape are represented by lines of different color, as indicated in the legend.

In general, the shape of the spectrum determined by a scattering experiment strongly depends
on the probed space and time (or, equivalently, Q and ω) window, however the analytical form
of such a dependence is generally unknown. Indeed, this is exactly known only at extreme Q
and ω values: either extremely small (hydrodynamic limit-discussed above) or extremely large
(single particle limit, to be discussed in Section 5).

At the crossover between these two limits, the shape of S(Q,ω) becomes highly sensitive
complex dynamical processes involving inter and intramolecular degrees of freedoms. The
coupling of density fluctuation with the mesoscopic dynamics of fluids makes the investigation
of their spectrum of prominent interest.

3. The persistence of hydrodynamic modes beyond the continuous limit:
first INS results

In principle, a “bare” extension of the hydrodynamic description of S(Q,ω) to the so-called
mesoscopic regime would appear suspicious, since at those scales the matter can no longer be
considered as continuous, or stationary. In fact, this regime corresponds to distances and times
comparable with atomic separations and cage oscillations periods, respectively. Nonetheless,
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sound arguments can still be used in support of a suitably generalized hydrodynamic
description in this range. To understand this point, it is useful to recognize that for a dense
liquid the mean free path can span the (10−1 nm) window, thus possibly becoming even smaller
than interatomic separations. Under these conditions, the movements permitted to the atoms
mainly resemble rapid, vibration-like, cage oscillations in the 0.1 ps window.

Consequently, even at mesoscopic (nm, ps) scales the response of the system is still “averaged”
over a large number of elementary dynamic interactions, as required by a suitably generalized
hydrodynamic description to hold validity. Based upon the above argument, possible
reminiscences of Brillouin peaks in the THz spectrum of fluids appeared as an intriguing, yet
somehow realistic, possibility since the early development of INS methods, which motivated
several pioneering INS investigations in the mid-1960s.

Figure 3. Few representative INS spectral line shapes of Ar measured by Bafile et al. [19] at low exchanged wave-vec‐
tors. Reported spectra have a mutual vertical offset for clarity.

Unfortunately, the first results reported in the literature were mutually inconsistent. In fact,
the persistence in the spectrum of side shoulders reminiscent of hydrodynamic modes was
suggested by Chen et al. [13] and successively confuted by Kroô et al. [14]. The former INS
work focused on several samples having a strongly coherent neutron-scattering cross-section,
as Ne, Ar, and D2, and showed that, at low Qs, the frequency shift of side peaks approached
from the above linear hydrodynamic law predicted by Eq. (4a) This pinpointed a link between
these high frequency spectral features and the Brillouin peaks dominating the spectrum at
much lower Qs. In a further INS work on Ar in both liquid (at T = 94 and 102 K) and solid (at
T = 68 and 78 K) phases, Sköld et al. [15] found close resemblances between the phonon
dispersion curves of a liquid and the one of a solid, thus suggesting that the local pseudo-
periodicity of the liquid structure gives rise to quasiperiodic zones reminiscent of the Brillouin
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zones of a crystal. A similar conclusion was previously reached by an INS investigation on
liquid Pb [16], as well as a computer simulation on liquid Rb [17].

Coming back to noble gases, the first convincing evidence of well-defined inelastic peaks
beyond the hydrodynamic regime is suggested by an INS measurement of Bell and collabo‐
rators on supercritical neon [18]. The low Q values explored in such a work (0.6 nm−1 ≤ Q ≤ 1.4
nm−1) substantially reduced the dynamic gap between neutron and visible light Brillouin
scattering techniques. The results demonstrated that the simple hydrodynamic theory
consistently describes the spectral shapes well beyond the continuous limit and at least down
to few nanometers distances. In particular, the inelastic shift of side peaks had, reportedly, a
linear Q-dependence, whose slope is consistent with the adiabatic sound velocity.

Almost two decades after the measurement by Bell et al. on Ne, further low Q INS measure‐
ments were performed by Bafile et al. on supercritical Ar [19]. Again, the spectral line-shape
measured in this work clearly confirmed the persistence of extended Brillouin peaks beyond
the hydrodynamic limit (see Figure 3).

Figure 4. Shape parameters of the S(Q,ω) reported by Refs. [18, 19] for Ne and Ar, respectively, under the indicated
thermodynamic conditions. Data are normalized to the corresponding hydrodynamic values as derived from Eqs.
(4a)–(4c). Transport parameters in Eqs. (4a)–(4c) were extracted either from original works or from the database of the
National Institute of Standards and Technology (NIST).

The extremely low Q range explored by this work (0.35 nm−1 ≤ Q ≤ 1.25 nm−1) further reduced
the gap separating standard INS measurements from light scattering ones. The INS investi‐
gation of Bafile and collaborators took full advantage of the improved statistical accuracy in
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the beam counting and the unprecedented fine Q-grid. Both these assets enabled a very precise
determination of the Q-dependence of line-shape parameters in Eq. (3).

Best-fit values of such parameters derived from [19] are reported in Figure 4 after normaliza‐
tions to the respective simple hydrodynamic predictions, expressed by Eqs. (4)–(4). The
corresponding quantities derived by Bell and collaborators for neon [18] are also reported for
comparison.

Data reported in Figure 4 demonstrate that the simple hydrodynamic laws in Eqs. (4a)–(4c)
derived for continuous media hold validity up to the ≈ 1 nm−1 mesoscopic Q-range. This result
is certainly surprising since at these Q’s the spectral peaks gradually transform into broad
features (see, e.g., Figure 3) for which the simple hydrodynamic approximation
( DT Q 2, ΓQ 2 < <csQ) becomes clearly inaccurate. In Ref. [19] these high frequency inelastic
features are quoted to as “extended hydrodynamic modes,” which emphasizes their hydro‐
dynamic-like behavior persistent well beyond the continuous limit.

4. The advent of inelastic X-ray scattering

The only THz spectroscopic technique available until the mid-1990s, INS, is intrinsically
hampered by kinematic limitations (see, e.g., [5] pp. 63–101). These shrink the accessible
portion of dynamic plane (Q,ω) especially at low Qs, where the collective modes dominate.
This problem was successfully addressed by the development of IXS, a technique virtually free
from kinematic limitations [2, 3], apart from, of course, those arising from finite energy
resolution width. Toward the end of past millennium, the availability of this new spectroscopic
tool revitalized the interest toward experimental studies of the transition from the continuous
to the mesoscopic regime. It is important to stress that noble gases present undoubted
advantages in this kind of studies. In fact, at variance of molecular fluids, their microscopic
components lack internal degrees of freedom and contrary to, e.g., metallic liquids, micro‐
scopic interactions are simpler and shorter-ranged. These, for instance, are key assets to reliably
approximate the interatomic potential when performing molecular dynamics (MD) simulation
studies [20]. Another advantage of gaseous systems in general is the large compressibility,
which permits substantial variations of density, that is the strength of atomic interactions, even
with moderate thermodynamic changes.

The first IXS measurement on a dense noble gas was performed on deeply supercritical neon
(T = 295 K, n = 29.1 atoms/nm3) in 1998. Experimental results were discussed in combination
with the outcome of a parallel MD simulation on a Lennard-Jones model representative of the
same sample [21]. In Figure 5, some of the IXS spectra discussed in this work (and, successively
in Ref. [22]) are compared with the best-fitting line-shape obtaining using Eq. (3) as a model,
without any constraint on the Q dependence of shape parameters. In this case the persistence
of a triple peak structure at mesoscopic scale can be inferred at least up to Q = 6 nm−1, while at
Q = 10 nm−1 or higher the two shoulder can be no longer easily discerned in the IXS spectral
shape.
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Figure 5. Some representative spectral shapes (circles) of deeply supercritical neon at P = 3 kbar and ambient tempera‐
ture reported in [22] are compared with corresponding best-fitting line shapes (black lines) and their quasi-elastic
(blue), inelastic (red) and “negative tails” (green line) components. These are obtained using Eq. (3) as a model for the
spectral shape.

4.1. The Q-dependence of the spectral shape parameters

At this stage a question may arise on the Q dependence of inelastic peaks beyond the extremely
low Q ( <1nm−1) extended hydrodynamic regime probed by Brillouin neutron scattering. A
meaningful answer to this question is provided by the IXS results displayed in Figure 6, which
illustrates the results reported in [21] and also discussed in [22]. These data refer to deeply
supercritical neon at room temperature and 3 Kbar pressure. Plotted data appear paradigmatic
of an IXS measurement on a simple, hard sphere-like, system of a supercritical dense gas. The
curves are compared with the trends expected in the simple hydrodynamic limit, as obtained
by inserting in Eqs. (4a)–(4c) the transport parameters derived from the National Institute of
Standards and Technology (NIST). It can be readily noticed that the Q-dependence of ωs is
linear within a Q range extending up to Q ≈ 10 nm−1, the slope being consistent with the
adiabatic sound velocity of the sample (1050 m/s). The Q-interval spanned by this linear trend
corresponds to distances larger than about .6 nm, a value higher, yet comparable, with first
neighboring atoms separations. This indicates that an extended hydrodynamic behavior can
be still observed at Q higher by a decade than those previously investigated by Bell et al. [18]
and Bafile et al. [19].
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Figure 6. Shape parameters of the inelastic modes of S(Q,ω), as derived for supercritical Ne by IXS (circles [22]) and
MD simulations (dots [21]). The solid lines represent the hydrodynamic predictions derived from Eqs. (4a) and (4b),
while inserting in them thermodynamic and transport parameters from [28] and from [29], respectively.

4.1.1. The role of the static structure factor

From Figure 6 one readily notices that beyond Q = 10 nm−1 the extended acoustic frequency ωs

bends down to a minimum at about 22.5 nm−1. This turns out to be the same Q value where
the structure factor S(Q) (not reported in the plot) reaches its first maximum. We recall here
that the static structure factor is related to the S(Q,ω) by the simple relation:

( )( ) ,S Q S Q dw w
¥

-¥

= ò (5)

Upon inserting Equation (1) i the formula above, it readily appears that the ω-integration of

S(Q,ω) introduces a term ∝ δ(t)=1 / 2π ∫
−∞

∞

exp iωt dt , which, as well known, is nonvanishing only

for t = 0. It follows that S(Q) essentially measures the “static” (t = 0) value of density correlations,
rather than the dynamic one probed by S(Q,ω). Therefore, S(Q) carries direct insight into time-
independent or structural properties of the fluid, which justify the name “static structure
factor,” customarily used for this variable. Alternatively, S(Q) is often referred to as diffraction
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profile as directly determined by diffraction measurements. These are frequency integrated
measurements of the scattering and, as such, not directly sensitive to the dynamic (t-depend‐
ent) properties of the sample.

Figure 7. The dispersion liquid neon (bottom panels) are compared with the diffraction profiles S(Q) (upper panels),
both being derived from IXS measurements discussed in Ref. [24] The vertical dashed lines indicates the essentially
coincident Q-position of minima and maxima of ωs and S(Q), respectively. Horizontal lines in the upper plots indicate
the asymptotic large Q unit value. The dispersive effects discussed in the text are labeled and indicated by arrows.

Typical S(Q) profiles of a liquid are reported in Figures 7 and 9. In all reported curve one
readily notices the presence of a sharp maximum at some exchanged wavevector, Q = Qm for
which Qm = 2π/a, with a being the average distance between first neighboring atoms. Further‐
more, it clearly appears from Figure 9 that beyond the first diffraction peak the S(Q) displays
oscillations from the unit limiting value, which is reached at extremely high Q’s. As discussed
in Section 5 in further detail, these oscillations are induced by coherent or “pair” interactions.
In crystalline solid pair, interactions are much stronger and this is reflected by the circumstance
that the diffraction profile, rather than highly damped oscillations, displays narrow and
exceptionally intense spots (Bragg peaks) [23].

4.2. The physical meaning of the dispersion minimum

The coincidence between the positions of the first S(Q) maximum and the ωs minimum is an
ubiquitous feature of liquids, clearly exemplified in Figure 7. There, the dispersion curve and
corresponding static structure factor are compared as derived from the modeling of IXS spectra
of liquid Ne [24]. The vertical dashed line shows unambiguously the coincidence between the
S(Q) maximum and ωs minimum. Indeed, both effects appear as a manifestation of the
interference between the density fluctuations and the pseudo-periodicity of the local structure.
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Specifically, a maximum in S(Q) is observed when the probed distance, Q−1, roughly matches
the first neighboring atoms’ separation. Under this condition, the presence of an “interference
node” (the first neighboring atom) causes a sharp minimum in the density wave dispersion.

This minimum arises from the coexistence of an acoustic wave “transmitted” through the node
— for which ∂ωs / ∂Q > 0 (positive group velocity)—and one reflected by it— for which ∂ωs / ∂Q
< 0 (negative group velocity). It is commonly observed that the sharpness of this minimum
deeply enhances upon approaching the solid phase. This suggests that, at mesoscopic scales,
dispersion of a dense liquid resembles the one of its crystalline counterpart.

4.3. The slowing down of the dynamics

Figure 6 clearly shows that beside the extended sound frequency ωs, also the half-width of the
sound mode, zs, reaches a local minimum at Qm and, although non reported in the figure, a
similar behavior is observed for the quasielastic half-width zh [25]. The occurrence of a
minimum in zh was predicted by De Gennes [26], the effect having been named after him the
“De Gennes narrowing.” More in general, a large body of IXS results on liquids demonstrates
that all relevant timescales defining the dynamics of density fluctuations undergo a clear
enhancement at Qm. This global slowing down of the dynamics stems from the higher corre‐
lation between the movements of the atoms and those of the respective first neighbor cages
for Q = Qm. As noticed by Sköld [27] S(Q) yields a measure of the effective number of atoms
contributing to the scattered intensity at a given exchanged wave vector Q. It seems thus
natural to ascribe the slowing down at Qm to the higher inertia of the target system due to the
larger number of atoms participating to the collective response of the target system. In
particular, first neighbor movements become more correlated when Q matches the inverse of
first neighbor’s separations and S(Q) approaches its first maximum. One can thus identify the
quantity Q*= Q / S (Q) as the momentum “effectively” transferred, where the factor S (Q)
embodies the inertia of the target system [27]. For a perfect crystal, owing to the global
periodicity of first neighbors’ arrangement, such a factor diverges when Bragg conditions are
met. Here the whole target system coherently participates to density fluctuations and,
correspondingly, an infinitely narrow intrinsic spectral linewidth is to be expected. Further‐
more, the effective inelastic shift, proportional to Q*, tends to vanish as 1 / S(Q).

4.4. The onset of viscoelastic effects

A noticeable feature displayed by the left bottom plot of Figure 7 is the clear inconsistency
between the low-intermediate Q region of the dispersion curve and the corresponding linear
hydrodynamic prediction.

Although a detailed description of this effect goes beyond the scope of this chapter, it is useful
to recall here that this is a manifestation of the viscoelastic response induced by the coupling
with a relaxation process.

To better illustrate this point, it is useful to recall that scattering-excited density fluctuation
causes a time-dependent perturbation of the local equilibrium of the target sample. As a
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response, decay channels redistribute the energy from the density fluctuation toward some
internal degrees of freedom, thus ultimately driving the sample to relax into a new local
equilibrium within a timescale τ.

Two limiting scenarios can thus occur:

1. the time-dependent acoustic perturbation has a timescale much longer than any internal
degrees of freedom of the system. Under these conditions, the latter relaxes to equilibrium
“instantaneously” and the density fluctuation propagates or diffuses over successive
equilibrium states (viscous, or liquid-like, limit);

2. If the density fluctuation is instead extremely rapid, it “perceives” internal rearrange‐
ments as frozen-like and does not couple with them thus virtually evolving with no energy
losses (elastic or solid-like limit).

If such considered perturbation has the form of an acoustic wave, its transition from the viscous
to the elastic limit is accompanied by a decrease of dissipation and a consequent increase in
the propagation speed. Therefore a viscoelastic transition manifests itself through a systematic
increase of sound velocity with Q. While the hydrodynamic theory correctly predicts (through
Eq. (4a)) the Q-dependence of ωs in the viscous limit, it fails to predict its elastic value at
intermediate Qs. This explains the discrepancy between the hydrodynamic straight line and
the actual value of the inelastic shift in the 5 nm−1 < Q < 14 nm-1 range, as evidenced in the
bottom left plot of Figure 7.

5. Moving toward the single particle limit

Upon reaching extremely high Q values, the probed dynamic event gradually reduces to the
free recoil of the single particle after the collision with the probe particle and before any
successive interactions with the first neighbors’ cage.

Within these short times, the struck atom can be assumed to freely stream without interacting
with the neighboring cage, its equation of motion being thus expressed as R

⇀
j(t)=v⇀ jt .

This merely “ballistic” behavior can be easily understood for a system of hard spheres, in which
microscopic interactions essentially consists of atomic collisions, i.e., interactions instantane‐
ous and localized in space. For a more realistic system, atomic interactions can no longer be
considered as “close contact”, rather spanning finite distance and time lapses. However, if the
energy transferred in the scattering event is much larger than any local interaction, the struck
particle can still be “perceived” as freely recoiling from the collision with the probe. In this so-
called impulse approximation (IA) regime it can be safely assumed that no sizable external
force acts on the isolated system formed by the incident photon and the struck atom.

Within the unrealistic hypothesis that the target atom is exactly at rest, its response function
would reduce to a delta function centered at the recoil energy. More realistically, one can
assume that the initial state of the system is characterized by a distribution of initial momenta,
and the spectrum scattered by this moving source therefore becomes “Doppler broadened.”
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Each possible initial momentum provides a contribution to the scattering intensity and the
shape of the spectrum is directly connected to the momentum distribution of the struck
particle.

For a classical particle this can be assumed to have the form of a Maxwell-Boltzmann distri‐
bution ∝exp(−M v 2 / 2kBT ), where M is the atomic mass. Disregarding the analytical details of
the derivation (thoroughly discussed, for instance, in Ref. [5]), it is here important to mention
that the use of the Boltzmann distribution ultimately yields the following Gaussian shape for
the dynamic structure factor:

1/ 2
2

2 2( , ) exp ( )
2 2IA r

B B

M MS Q
k TQ k TQ

w w w
p p

æ ö é ù
= -ç ÷ ê ú
è ø ë û

h (6)

where the suffix “IA” labels the impulse approximation value of S(Q,ω). One readily recog‐
nizes that profile in Eq. (8) is a Gaussian centered at ω =0 and its variance, kBT Q 2 / M , can be
simply related to the mean kinetic energy of the struck particle ( K .E .  = 3/2kBT for a monatomic
system). It can be shown that for a quantum system, the IA spectrum preserves the Gaussian
shape; however, its variance deviates from the classically expected values being instead simply
determined by the quantum value of K .E . . Since the latter is in general unknown, a useful
application of extremely high Q measurements is to achieve a direct determination of its value
(see, e.g., Ref. [30]). Another interesting application is the determination of actual shape of the
momentum distribution, e.g., in intriguing quantum system as Bose condensates [31].

The study of the spectrum of simple fluids in the IA regime [32] has been for decades an
essentially exclusive domain of deep inelastic neutron scattering (DINS). The first deep
inelastic X-ray scattering (DIXS) investigations of the IA spectrum of liquids were pioneered
by a work on liquid neon at the onset of the new millennium [33].

In this work, it was found that the single particle kinetic energy extracted from the spectral
shape provided clear evidence for quantum deviations.

An example of the gradual evolution of the IXS spectrum toward the single particle Gaussian
shape predicted by Eq. (6) is illustrated in Figure 8.

DIXS experiments are not common in the literature since this technique suffers from major
intensity penalties due to the high Q decay of the form factor. Furthermore, these studies often
deal with samples having a light atomic mass (as He, D2 and H2, and Ne), as better suited to
observe quantum effects. Unfortunately, these systems have also a small atomic number which
makes their IXS cross-section rather weak. Finally, the highest Q’s reachable by DIXS are still
below typical values covered by DINS measurements by more than an order of magnitude.
These intrinsic and practical difficulties explain why DIXS experiments are still sporadic and
this technique is still in its “infancy.”
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Figure 8. The gradual Q-evolution of the IXS spectrum of Ne [33] toward the Gaussian shape characteristic of the sin‐
gle particle regime.

It is important to stress that the IA regime is only joined asymptotically at extremely high Qs.
Before this limit is fully reached, the struck atom cannot be considered as a freely recoiling
object and first neighbor interactions need to be taken into account explicitly. It is usually
assumed that the latter influence only the final (after scattering) state of the struck particle,
while its initial state being still essentially “free.” Among various recipes to handle theoreti‐
cally these “final state effects,” the so-called additive approach [34], is the one used in the very
few extremely high Q IXS measurements available [33, 35, 36]. This approach stems from an
expansion of the intermediate scattering function in time cumulants, in which only the first
few lower order term are retained. As a results of this perturbative treatment, deviations from
a perfect Gaussian shape can be easily linked to the lowest order (n) spectral moments and
contain valuable information on meaningful physical parameters as, e.g., the mean force acting
on the atom and the mean square Laplacian, both providing a meaningful and unique
characterization of quantum effects (see, e.g., [33]).

5.1. The case of molecular systems

After the work of Monaco et al. on a monoatomic fluid [33], a successive DIXS work [35] aimed
at investigating the next simplest case of a diatomic homonuclear system as liquid iodine. In
this work, no signature of quantum effects was reported due to both the larger molecular mass
and the higher temperature of the sample.

Even in the absence of quantum deviations, the interpretation of the IXS spectrum of a
molecular fluid is overly complex, owing to the coupling of the spectroscopic probe with all
molecular degrees of freedom [37] as well as their mutual entanglement. In the simplest
assumption that all degrees of freedom are decoupled and belong to very disparate energy
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windows, the observed response strongly depends on how the exchanged energy, E compares
not only with centers of mass translational energies, Et, but also with intramolecular rotational
and vibrational quanta, ℏωr  and ℏωv, respectively.

Specifically, three complementary IA regimes can be identified:

• When Et < < E < <ℏωr ,ℏωv the struck molecule is “seen” by the probe as an object with
spherical symmetry experiencing a merely translational recoil induced by the collision with
the probe. The energy of such a recoil energy is ℏ2Q 2 / 2M , with M being the molecular mass.
Here the scattered intensity carries direct insight into the merely translational momentum
distribution of the molecular centers of mass.

In an intermediate window ( Et ,ℏωr < < E < <ℏωv), usually referred to as the Sachs −Teller(ST)
regime [38], the molecule behaves as a freely recoiling rigid roto-translator. In this Sachs-
Teller regime, the rotational component of the recoil can be written as ℏ2Q 2 / 2MST , in which
the effective, or Sachs-Teller mass, MST, is determined by the eigenvalues of the molecular
tensors of inertia. In this regime, the spectral density becomes proportional to the distribu‐
tion of roto-translational momenta of the molecules. The DIXS work in Ref. [35] demon‐
strated that the Sachs-Teller theory provides a consistent interpretation of the spectral shape
of iodine at the largest Q values covered by state-of-art IXS spectrometers.

• Eventually, when the E > >ℏωr ,v condition is matched, the exchanged energy becomes
overwhelmingly stronger than any intramolecular and intermolecular interaction, there‐
fore, the nucleus inside the molecule is for short-time freed from its bound state experiencing
a recoil as a free particle. Under these conditions, the scattering intensity becomes propor‐
tional to the single proton initial momentum distribution.

In principle, at higher exchanged energies and momenta higher-level IA regimes can be
probed. This happens when energies transferred in the scattering event are much larger than
intranuclear interaction and, correspondingly, subnuclear particle start experiencing free
particle recoils. These phenomena belong to a domain of physics complementary to
condensed matter Physics and rather fitting in the fields of high energy and particle physics.

6. Summarizing the state of the art of IXS technique

In conclusion, the relevant phenomenology of the spectral evolution from the hydrodynamic
to the single particle regime discussed in this chapter is summarized in Figure 9. There, the
whole crossover of the spectral shape from the hydrodynamic Brillouin triplet to the single
particle Gaussian is reported as determined in separate inelastic measurements. The corre‐
sponding Q window are indicated in reference to the various regions of the diffraction profile
S(Q), reported in the center of the figure. It can be readily noticed that, while “climbing” the
wings of the first diffraction peak, the sharp Brillouin triplet (Panel A) gradually transforms
into a more complex shape in which the side peaks appear as broad features (Panels B). When
Q values become comparable or higher than the position of the dominant S(Q) peak (Panel C),
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these shoulder can no longer be resolved due to their intrinsic overdamping. The best-fit
components of the spectrum, also reported for the spectra in Panel C, can help to better identify
the presence of these “generalized hydrodynamic” modes. Upon further increasing Q,
“coherent” oscillations of S(Q) gradually damp out and correspondingly the shape of the
spectrum transforms into a Gaussian centered at the recoil energy (Panel D). This gradual
evolution can be readily captured by comparing the measured shape with the Gaussian profile
in Eq. (6).

Great expectations are raised by the advent of new generation IXS spectrometers further
reducing the dynamic gap separating IXS from Brillouin light scattering [39]. This will possibly
revitalize the dream of entire generations of condensed matter physicists: a single inelastic
spectrometer covering the relevant portion of the crossover from the hydrodynamic to the
single particle regimes. Parallel advances in the theory of the spectrum of fluids and the
empowering of simulation methods are deemed to improve our understanding of this
crossover and all dynamical phenomena happening in a fluid from macroscopic to microscopic
scales.

Figure 9. Overview of experimental spectra measured in several Q windows across the transition from the hydrody‐
namic to the single particle regime in monatomic fluids. Panel A reports Brillouin light scattering spectra of liquid Ar
[40]. Panel B displays INS measurements on supercritical Ne [18] with the red line roughly indicating the linear disper‐
sion of side peaks. Panel C shows IXS spectra on liquid Ne [24]) with corresponding best-fitting line shapes and indi‐
vidual spectral components. Finally, Panel D displays IXS spectra of liquid Li from [41] along with the single particle
Gaussian shape (red line) predicted by Eq. (9).
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Abstract

With the advent of third-generation synchrotron sources and the development of fast
two-dimensional X-ray detectors, X-ray scattering has become an invaluable tool for in-
situ time-resolved experiments. In the case of thin films, grazing incidence small angle
X-ray scattering (GISAXS) constitutes a powerful technique to extract morphological
information not only of the thin film surface but also of buried structures with statistical
relevance. Thus, recently in-situ GISAXS experiments with subsecond time resolution
have enabled investigating the self-assembly processes during vacuum deposition of
metallic and organic thin films as well as the structural changes of polymer and colloidal
thin films in the course of wet deposition. Moreover, processing of thin films has also
been investigated in-situ employing GISAXS. In this chapter, we review the current
trends of time-resolved GISAXS studies. After an introduction to the GISAXS techni‐
que, we present exemplary results of metallic and organic thin film preparation, wet
deposition of polymer thin films and self-assembly of colloidal thin films, as well as
examples of thin film modification in, e.g., microfluidic channels and within working
devices. Finally, an overview of the future perspectives in the field is provided.

Keywords: GISAXS, thin films, time-resolved experiments, kinetics, processing

1. Introduction

Nanostructures have become commonly used in our daily lives because of the novel proper‐
ties arising at the nanoscale. These are mainly associated to the object size offering a higher
surface-to-volume ratio than macroscopic entities and, thus, surface processes become more
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and more crucial as the material size is reduced. Furthermore, during the last half century several
ways of manipulating the materials at the nanometer scale have been developed to control the
nanostructure morphology on demand via either building up the nanostructures by atomic
manipulation or exploiting self-assembly concepts. The latter presents clear advantages over
atomic manipulation such as less demanding fabrication steps and easier scale-up for industri‐
al production. Nevertheless, much is yet to be understood concerning self-assembly. In this
sense, apart from the manipulation of materials at the nanoscale, an appropriate and accurate
characterization of nanostructures is crucial, especially for studying the kinetics both during
fabrication and processing of the nanostructures.

To properly characterize nanostructures, two questions need to bear in mind: what is the size/
shape of the nanostructure and how do they separate from each other. The former is critical
since nanostructure geometry strongly influences, e.g., the geometric confinement of the
electronic structure [1], the catalytic activity [2, 3] or the optical properties [4, 5]. The latter is
important since different physical properties may arise from particular nanostructure ar‐
rangement or in the space confined between the nanostructures, e.g., highly ordered arrays of
plasmonic nanostructures present a collective plasmonic behavior [6], an efficient arrangement
of the nano-objects may expose higher surface area on a macroscopic level for catalysis
applications [7] or polymers within nanostructured media may show different glass transition
temperatures and chain mobility due to confinement [8].

Within a non ideal material system, the size of the nanostructures and the spatial arrangement
present a distribution over micro/macroscopic regions. Thus, the collective effects of nano‐
structured objects call for sound statistic evaluation. In this respect, grazing incidence small
angle X-ray scattering (GISAXS) is nowadays one of the most interesting techniques for
studying the morphology of nanostructured thin films. As its counterpart, transmission SAXS
[9], it is sensitive to the size and shape of the nanoparticles and to the correlation distances
between them, being capable of resolving objects and distances ranging from few nanometers
to several hundreds of nanometers, in real space. In contrast to SAXS, GISAXS inherently
presents high surface sensitivity as a consequence of the measurement geometry employed.
In GISAXS, the incident X-ray beam impinges the sample at shallow angles, thus total external
reflection on the surface may take place. In addition, this implies that the beam footprint on
the sample probes macroscopic areas which, together with the nature of reciprocal space
techniques, ensure that high sampling statistics is achieved.

GISAXS was first demonstrated by Levine et al. using a lab source [10]. However, the full
potential of GISAXS is realized when a synchrotron is used as X-ray source. This is due to
several reasons. First, a high photon flux is required to probe the surface structures, which
may be only present in small amount in comparison to the bulk substrate, thus presenting a
weak scattering signal; second, highly collimated beams are demanded to improve the
reciprocal space resolution, thus the low emittance, small divergence, and partially coherent
beams provided by synchrotron radiation sources are in great favor; third, synchrotron sources
provide tunable X-ray wavelength, which may be used to probe the chemical composition in
parallel to exploring the morphology.
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The high X-ray photon flux of synchrotron sources extremely diminishes the acquisition time
of a GISAXS pattern. This fact, along with a high flexibility in sample environments—e.g.,
vacuum chambers, liquid cells, heating stages, vapor exposure chambers, etc.—makes GISAXS
a very powerful tool for acquiring morphological information on kinetic processes, which is
extremely relevant to elucidate self-assembly processes. Additionally, the combination of
parallel characterization techniques—e.g., optical spectroscopy and microscopy, electrical and
magnetic characterization—allows correlating the structural information to the properties of
the thin films, of utmost importance for tailoring the thin film functionality.

However, to carry out in-situ GISAXS, the high quality X-ray beam offered by synchrotron
sources is not sufficient. The development of the 2D pixel detector, especially single photon
counter, has played an important role. The high quantum efficiency and fast read-out time of
2D photon-counting pixel detectors can be translated to lower acquisition times—in compar‐
ison with CCD detectors; however, at present, CCD cameras offer small pixel size, implying
higher resolution in reciprocal space. The low acquisition time renders a faster capture of the
morphological features and the fast detector read-out time and efficiency enable high acquis‐
ition rates, thus it is possible to promptly track morphological development and/or modifica‐
tions.

In this chapter, we will present the current trends of in-situ time-resolved GISAXS investiga‐
tions during thin film preparation and processing. The chapter is structured as follows. Section
2 briefly introduces the GISAXS theory and analysis of GISAXS patterns. In Section 3, selected
examples of in-situ GISAXS studies during the vacuum deposition of metals and organic thin
films, as well as in-situ GISAXS investigations of wet deposition processes, are presented. Some
exemplary studies of thin film processing and in-operando devices in which the use of in-situ
GISAXS has resulted essential are compiled in Section 4. Finally, the conclusions and future
perspectives of the field, according to the authors' opinion, are summarized in Section 5.

2. Grazing incidence small angle X-ray scattering

In this section, the basics of GISAXS will be shortly described. For more detailed information
on the GISAXS theory, the readers are referred to [11–13].

2.1. Geometry, index of refraction and penetration depth

The main particularity of GISAXS lies on the geometry employed. Whereas in SAXS a
transmission geometry is used, in GISAXS the X-ray beam impinges on the sample surface
under a shallow incident angle, αi, typically of tenths of a degree. The intensity scattered by
the sample is then collected with a two-dimensional (2D) detector as a function of the exit, αf,
and out-of-plane, ψ, angles being the scattering plane that defined by the incident and
specularly reflected X-rays. Typical sample-to-detector distances are in the range of 2–5 m and
typical values of the scattering vector modulus q are 1–0.01 nm-1, i.e., structures in the range
of one to several hundred nanometer size in real space are probed by GISAXS.
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The coordinate system usually selected in GISAXS presents the x-axis in the direction of the
X-ray beam, the y-axis parallel to the sample surface and the z-axis along the surface normal.1

The scattering geometry is depicted in Figure 1.

Figure 1. Sketch of the GISAXS scattering geometry. The sample is inclined by a small angle αi with respect to the in‐
coming X-ray beam and the diffuse scattering is recorded using a 2D detector as a function of the exit angles αf and ψ.
Typical sample-to-detector distances range from 2 to 5 m. Experimentally, the specular and the direct X-ray beams are
commonly blocked by beamstops (the specular beamstop is the dark blue circle in the GISAXS pattern shown whereas
the direct beamstop is not shown) to prevent the detector from oversaturation due to its strong intensity.

Within this coordinate system, the scattering vector, q→ , i.e., the wave vector transfer due to
the scattering event, in the case of monochromatic X-rays with an incident wave vector k

→
i

and wave number k0 = 2π/λ scattered along the k
→

f direction is given by
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Due to the small incident and exit angles involved in the GISAXS geometry a description of
the sample based on a mean refractive index is sufficient and basically scattering arises from
the variations in refractive index2

1 For reasons out of our knowledge, the axes of the coordinate system commonly employed, and more often found in the

literature, form an inverse trihedral angle—i.e., the axes are defined by the vector product , where,  and 
represent the axis unit vectors—instead of the usual direct trihedral angle. Anyway, since all the angles involved in
GISAXS geometry are small, qx is negligible (Eq. (1)) and this axis selection is not particularly relevant.
2 Strictly, the responsible for the scattering events is the variation in electron density, which in a simplified manner is
taken into account using a mean refractive index.
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where δ(λ) and β(λ) represent the dispersion and absorption parts of X-rays, respectively,
and are given by the following expressions:

2 0[ ( ) ( )]( )
2
l l ld l r
p

¢S +
=

S
e k k k

k k

r f f
M (3)

2 ( )( )
2
l lb l r
p

²S
=

S
e k k

k k

r f
M (4)

in which re = e2/4πε0mec2 is the classical electron radius, λ the wavelength, ρ the material
mass density and Mk the atomic mass. f k

0 is the nonresonant term of the atomic scattering
factor and can be approximated by the number of electrons Zk whereas f ′

k  and f ″
k  are the

dispersion corrections. The summations are performed over all k atoms within the unit cell,
molecule or, in the case of polymers, repeating unit.

Since diffuse scattering can be ascribed to changes in the refractive index any type of surface
roughness or electronic contrast variation gives rise to diffuse scattering which contains the
morphological information of the probed film.

On the other hand, in the case of X-rays the refractive index is less than unity, implying that
total external reflection takes place for angles below the critical angle αc(λ) of the material,
which is given by

2a d=c (5)

The diffuse scattering at αi,f = αc presents a maximum that is referred to as the Yoneda peak [14]
and its position is dependent on the material3, as is evident from Eqs. (3) and (5). The X-ray
penetration depth varies from several nanometers, for incident angles below αc, to several
microns, for incident angles above αc. In the ideal case of a perfectly flat film the penetration
depth, Λ, defined as the depth at which the X-ray intensity is attenuated by 1/e, for αi, αc ≪ 1
and αi = αf adopts the following expression4 [16, 17]:

3 Experimentally, the Yoneda peak is found at αY = αi + αc with respect to the direct beam on the detector, since it is the
sample which is tilted whereas the incoming X-ray beam remains normal to the detector plane. At an angle αi from the
direct beam position the so-called sample horizon is found and the scattering below the sample horizon is mainly due to
scattering through the sample, i.e., in transmission geometry, especially for angles well above the critical angle of the
probed film. See [15].
4 Actually, the depth probed in GISAXS depends on both the incident and exit angles since it is defined as the inverse of
the imaginary part of qz that presents a dependence on both angles. The probed depth is a combination of the penetration
depth—incoming beam—and the depth from which scattering escapes the sample—exit beam. See [16, 17].
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where β is the imaginary part of the refractive index. Thus, by varying the incident angle
different film depths can be probed (Figure 2).

Figure 2. Penetration depth for αi, αc ≪ 1 and αi, αf as a function of the incident angle at different X-ray energies for (a)
polystyrene (PS) and (b) Si. In (a), a mass density of 1.04 g/cm3 has been assumed. The dots represent the penetration
depth at αc for each energy.
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From the scattering geometry alone, two major advantages of GISAXS over standard micro‐
scopic techniques are easily inferred. First, due to the small incident angle used, scattering
comes from all the illuminated area within the X-ray footprint—in the order of several mm
even for microfocus GISAXS (μGISAXS), i.e., GISAXS performed with X-ray beam sizes of few
tenths of microns or lower in both the horizontal and vertical directions—thus providing
information of statistical relevance. Second, information not only from the surface but also
from buried structures is accessible simply by tuning the incident angle of the X-ray beam with
respect to the sample surface normal.

2.2. Scattering intensity: form factor and structure factor

The fact that GISAXS is performed at incident angles close to the critical angle implies that
reflection on the surface can occur and thus multiple scattering effects take place. As a
consequence the Born approximation (BA) is no longer valid and the diffuse scattering is
typically analyzed within the framework of the distorted-wave Born approximation (DWBA)
to account for reflection/refraction effects. Nevertheless, the basic concepts from the analysis
of transmission scattering still apply, namely the use of a form factor and a structure factor.
At present, several software packages are available for modeling of GISAXS data employing
the DWBA [18–21].

In the simple BA, the form factor is the Fourier transform of the shape function of the scattering
object

3( ) exp( )= ×ò
r r r

F q iq r d r (7)

X-ray Scattering34



where β is the imaginary part of the refractive index. Thus, by varying the incident angle
different film depths can be probed (Figure 2).

Figure 2. Penetration depth for αi, αc ≪ 1 and αi, αf as a function of the incident angle at different X-ray energies for (a)
polystyrene (PS) and (b) Si. In (a), a mass density of 1.04 g/cm3 has been assumed. The dots represent the penetration
depth at αc for each energy.

2 2 2 2 2 2

2
4 ( ) 4 ( )
l
p a a b a a

L =
- + - -i c i c

(6)

From the scattering geometry alone, two major advantages of GISAXS over standard micro‐
scopic techniques are easily inferred. First, due to the small incident angle used, scattering
comes from all the illuminated area within the X-ray footprint—in the order of several mm
even for microfocus GISAXS (μGISAXS), i.e., GISAXS performed with X-ray beam sizes of few
tenths of microns or lower in both the horizontal and vertical directions—thus providing
information of statistical relevance. Second, information not only from the surface but also
from buried structures is accessible simply by tuning the incident angle of the X-ray beam with
respect to the sample surface normal.

2.2. Scattering intensity: form factor and structure factor

The fact that GISAXS is performed at incident angles close to the critical angle implies that
reflection on the surface can occur and thus multiple scattering effects take place. As a
consequence the Born approximation (BA) is no longer valid and the diffuse scattering is
typically analyzed within the framework of the distorted-wave Born approximation (DWBA)
to account for reflection/refraction effects. Nevertheless, the basic concepts from the analysis
of transmission scattering still apply, namely the use of a form factor and a structure factor.
At present, several software packages are available for modeling of GISAXS data employing
the DWBA [18–21].

In the simple BA, the form factor is the Fourier transform of the shape function of the scattering
object

3( ) exp( )= ×ò
r r r

F q iq r d r (7)

X-ray Scattering34

In the DWBA, for the case of a simple object located on a solid substrate, this form factor is
replaced by the coherent sum of four terms to take into account different scattering events that
involve the reflection of the incident or scattered X-ray beam on the substrate.5 Thus, the form
factor adopts the following expression
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being R(αi) and R(αf) the Fresnel reflection coefficients of the substrate. These four terms are
schematically represented in Figure 3.

Figure 3. Schematic representation of the four terms involved in the scattering of a supported object on a solid sub‐
strate. The scattering event is represented by the color change of the arrows.

The first term is the simple BA and for αi,f ≫ αc Eq. (8) resembles the BA since R(αi) = R(αf) = 0.
In this case—where the BA is valid and reflection/refraction effects can be neglected—the so-
called effective layer approximation can be used and the differential cross-section for diffuse
scattering can be written as [24, 25]:
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where C is the illuminated surface area, λ the wavelength, Ti,f the Fresnel transmission func‐
tions and P(q→ ) is the diffuse scattering factor. Within this simplification, the diffuse scatter‐
ing factor can be expressed in terms of the product of a form factor F (q→ ) of individual
scattering objects and a structure factor S (q→ ||) that accounts for the spatial arrangement of
the scattering objects on the substrate surface and the interference between individual scat‐
tering events.6 The structure factor is the Fourier transform of the so-called pair correlation

5 In the more general case, transmission has to be taken into account and the Fresnel transmission coefficients appear also
in the expression of the form factor. See, e.g., [22, 23].
6 For this reason, the structure factor, S (q→ ||), is also often called interference function.
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function g(r) that describes the spatial arrangement of scattering entities in real space and
several ad hoc pair correlation functions can be used to analyze the GISAXS data.7 The dif‐
fuse scattered intensity I (q→ ) for a lateral electron density fluctuation on the surface can be
then expressed as

2
||( ) | ( ) | ( )µ á ñ

r r r
DWBAI q F q S q (10)

In highly diluted systems S (q→ ||) tends to 1 since there is no interference between the scattered
photons. In these cases, the scattering pattern—being only proportional to F (q→ ) reflects the
shape of the scattering objects. Opposite, in the case of concentrated systems F (q→ ) and S (q→ ||)
are strongly correlated.

2.3. Coupling of form and structure factors: approximations

Although sometimes useful for the analysis of horizontal line cuts—i.e., the intensity distri‐
bution as a function of qy at constant qz extracted from the 2D scattering pattern—the expression
derived for the diffuse scattering intensity in the previous section (Eq. (10)) is a crude simpli‐
fication since small angle scattering is comprised of a coherent term, which is the product of
the form factor and structure factor, and an incoherent one that appears as a consequence of
polydispersity in the size distribution of the scattering objects. The incoherent term weaves
the form and structure factors and is very difficult to evaluate analytically, thus several
approximations have been developed to consider the correlation between the scattering objects
and their spatial positions.

The simplest one is the so called decoupling approximation (DA) that assumes that there is no
correlation between the kind of scattering object and its position. This approximation is usually
applied when the size polydispersity is small or the surface density of scattering entities is low
(Figure 4(a)).

Opposite to DA, when the polydispersity is high, a full correlation of the size of the scattering
object and its position is assumed in the local monodisperse approximation (LMA). LMA
considers that within the coherence length of the X-ray beam neighboring objects present the
same size and shape, i.e., the polydisperse scattering objects are clustered in monodisperse
domains whose scattering intensities are incoherently summed up (Figure 4(b)).

In between these extreme cases, the size-spacing correlation approximation (SSCA) [26] was
developed to account for more realistic correlations between the size and separation of the
scattering entities. Its formalism is derived from the paracrystal theory and introduces a partial
correlation of sizes and positions in a probabilistic way. Shortly, within the SSCA, given a
scattering object of distinct size and position and a description of the size polydispersity by a

7 Some of the more commonly applied are the Debye hard core interference function, the Gaussian pair correlation
function, the gate-pair correlation function, the Lennard-Jones pair correlation function, etc. See [12] and references
therein.
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statistical function, the probability of finding neighboring objects of particular size and
positions with respect to the first scattering object is obtained, considering a particular
probability distribution. Thus, both size-dispersion and position disorder are propagated
statistically along the arrangement of scattering entities and long-range order is gradually
destroyed in a probabilistic way (Figure 4(c)).

Figure 4. Schematic representation of the size-space correlation of scattering entities within (a) the decoupling approxi‐
mation (DA), (b) the local monodisperse approximation (LMA), and (c) the size-spacing correlation approximation
(SSCA). In (b), the red dotted circles represent the coherent X-ray domains.

3. In-situ GISAXS during deposition processes

During the last decade or so, GISAXS has been established as a very powerful technique to
reveal the kinetics of deposition processes for thin film preparation employing different
approaches. In particular, GISAXS is strongly contributing to reveal the mechanism of thin
film growth and self-assembly both for vacuum and wet deposition processes that are relevant
not only from a fundamental point of view but also for technological development. GISAXS
presents two decisive advantages over standard microscopic techniques for the investigation
of the growth kinetics and self-assembly: first, it provides averaged information over a large
sample area—the beam footprint on the sample—thus the information acquired is of statistical
significance; second, time resolutions down to several milliseconds are accessible due to the
high X-ray intensities offered by third-generation synchrotron sources and the development
of fast 2D X-ray detectors, thus fast kinetic processes can be studied.

In this section, exemplary results will be presented illustrating the strong capabilities of in-situ
time-resolved GISAXS for the investigation of the stages governing the kinetics of thin film
growth and self-assembly, both phenomena of high importance to gain control over the
processes so as to tune the thin film properties to the required functionality.

3.1. Vacuum deposition of nanostructured metallic thin films

Vacuum deposition of nanostructured metallic films constitutes a very important technolog‐
ical and research field with applications ranging from coatings for antibacterial activity and
catalysis to plasmonics, optoelectronics and sensors. In most cases, the morphology is closely
related to the functionality of the film. Therefore, it is extremely important to achieve a deep
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understanding of the growth mechanism and morphological development of the nanostruc‐
tures so as to allow for tailoring the nanostructured metallic thin film to the desired application.

In order to investigate in-situ vacuum deposition processes using GISAXS, deposition
chambers have been specifically designed to be installed at synchrotron beamlines [27–29]. In
addition, a growing amount of systems have been investigated during the last years—some
examples can be found in [30–33] —from which, in the following, only some selected results
will be discussed.

In-situ μGISAXS has been applied to study the sputter deposition process of both Au and Ag
on SiOx with time resolutions of 15 and 100 ms, respectively [34, 35]. The growth kinetics of
these two systems has been probed to proceed in a similar way and in-situ μGISAXS has
contributed to elucidate the growth regimes and the associated kinetic thresholds of the
systems. The analysis of the temporal evolution of the main scattering features – namely the
position and full-width-at-half-maximum (FWHM) of the out-of-plane scattering peak (line
cuts of the 2D scattering pattern along qy at constant qz) together with the evolution of the
scattering profile of the so-called detector cuts and off-detector cuts (line cuts of the 2D
scattering pattern along qz at qy = 0 and at constant qy ≠ 0, respectively) —led to identify four
different growth stages dominating the morphological development of Au and Ag thin films,
from the nucleation phase to the formation of a complete layer (Figure 5).

Figure 5. (a) Selected 2D μGISAXS patterns during sputter deposition of Ag on SiOx. The deposition process was con‐
tinuously monitored with a time resolution of 100 ms. The effective film thickness is indicated in each GISAXS pattern.
The dotted lines on the right pattern mark the positions where line cuts were performed to evaluate the data. (b) Out-
of-plane (along qy) line cuts versus sputtered thickness at the Si Yoneda peak (qz,c(Si; 13 keV) = 0.733 nm−1). The evolu‐
tion of the out-of-plane scattering peak from large qy toward lower values is related to an increase in the mean distance
between Ag nanoclusters as a consequence of the increase in clusters size. When the percolation threshold is reached,
the peak gets arrested at a nearly constant value. A quantitative analysis of the mean distance D between nanoclusters
can be performed from the peak maximum applying qy ≈ 2π/D. (c) Off-detector (along qz) line cuts versus sputtered
thickness at qy = 0.112 nm−1. As the deposition proceeds, the maximum intensity changes from the Si Yoneda peak to
the Ag Yoneda peak and vertical modulations related to the formation of Ag layers appear. (d) Intensity of the charac‐
teristic SERS bands of thiophenol shown in the inset for different Ag thickness. The dashed lines are Voigt fittings to
the data. IDG: intermodule detector gap. Y(Si): Si Yoneda peak. Y(Ag): Ag Yoneda peak. Adapted with permission
from Santoro et al. [35] with the permission of AIP Publishing.
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The growth kinetics of Au during sputter deposition, apart from being of industrial and
technological relevance, is of significant importance from a basic point of view. To simulate
the complete 2D μGISAXS patterns along the deposition process, a geometrical model based
on the 2D hexagonal paracrystalline arrangement of hemispherical clusters was developed
[34] allowing for extracting important parameters such as the surface coverage, film porosity
or cluster density, thus enabling to predict morphology-dependent properties of the thin film
such as the optoelectronic response.

Since the growth of Ag on SiOx proceeds in a similar manner, the geometrical model proposed
by Schwartzkopf et al. [34] has been also successfully applied to the deposition of nanostruc‐
tured Ag thin films on SiOx for surface enhanced Raman spectroscopy (SERS) (Figure 5(d))
[35]. A key point in SERS, whose underlying main mechanism is the enormous enhancement
of the local electromagnetic field in the vicinity of nanostructured noble metal surfaces due to
localized surface plasmons, is the gap between nanostructures. At the nanostructure gaps—
the so-called “hot-spots” —the electromagnetic enhancement is maximum. In this case, in-situ
μGISAXS during sputter deposition of Ag allowed not only identifying the main growth
regimes and thresholds but also to correlate the developed morphology to the SERS activity.
By modeling the full 2D μGISAXS patterns within the DWBA and the SSCA, a maximum SERS
enhancement was found for a mean gap of 1 nm between Ag nanoclusters, corresponding to
an effective film thickness of 5.6 nm.

On the other hand, the deposition kinetics of Au on a quasi-regular hexagonal array of self-
assembled cadmium selenide (CdSe) quantum dots has also been investigated by in-situ
μGISAXS [36]. Opposite to the growth of Au and Ag on SiOx, in the early deposition stage the
out-of-plane peak did not change in position but remained fairly constant. The deposition of
Au only led to an increase in electronic contrast, thus, of the diffuse scattering intensity
produced by the underlying array of CdSe quantum dots. This implies that the quantum dots
act as nucleation sites for Au growth. Subsequently, lateral growth and coalescence of Au/
CdSe-dot clusters were observed forming a compact Au/CdSe-dot layer. Finally, Au growth
proceeded in the surface normal direction developing a capping layer on the CdSe quantum
dots array.

In-situ GISAXS has also contributed to shed light on an intriguing issue during the growth of
metallic thin films, namely the influence of the chemical affinity between the metal and the
substrate on the deposition kinetics and thin film morphology. This is highly important in the
case of, e.g., the deposition of metallic electrodes on organic solar cells or light emitting diodes
where, in some cases, the electrodes represent the limiting factor in device performance. The
great capabilities of in-situ GISAXS studies for this purpose has been demonstrated during the
sputter deposition of Al and Ag on tris(8-hydroxyquinolinato)aluminum (Alq3), a key material
in organic light emitting diodes. Alq3 presents a strong chemical interaction with Al whereas
it interacts weakly with Ag, which translates into different growth mechanisms. In the case of
Al deposition, three different stages of growth were identified and modeling of the 2D patterns
revealed the formation of Al nanopillars after diffusion of Al in Alq3 and subsequent metal
complex agglomeration [37]. On the other hand, without diffusing into the Alq3 thin film, Ag
presents a morphological transition from truncated sphere clusters to cylindrical nanostruc‐
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tures upon surpassing the Ag percolation threshold at an effective film thickness of 5.0 nm
(Figure 6), which was attributed to the different Ag-Ag and Ag-Alq3 interactions [38].

Figure 6. Morphological transition in cluster shape upon surpassing the percolation threshold (effective film thickness
of 5.0 nm) during sputter deposition of Ag on a 36.0 nm thick Alq3 film. (a–c) Experimental 2D μGISAXS pattern, si‐
mulated 2D μGISAXS pattern and geometrical model used to simulate the data, respectively, at an effective Ag film
thickness of 1.0 nm. (d-f) Experimental 2D μGISAXS pattern, simulated 2D μGISAXS pattern and geometrical model
used to simulate the data, respectively, at an effective Ag film thickness of 7.6 nm. In both cases, the DWBA and the
LMA were employed to simulate the scattering patterns. Adapted and reprinted with permission from Yu et al. [38].
Copyright 2015 American Chemical Society.

The differences in metal interaction and nanocluster diffusion coefficient on different materials
can be exploited to tailor the thin film morphology. In this sense, an interesting approach
consists in employing polymer thin films as templates in the nanoscale, given the known ability
of block copolymers to spontaneously form nanostructures due to phase segregation. In
general, when employing vacuum deposition of metals on organic thin films, in a first
deposition stage, the metal diffuse into the film which influences the subsequent growth
kinetics and, in the case of block copolymers, a selective wetting of the metal on one of the
domains is commonly observed, which is ascribed not only to the different metal-polymer
interaction but also to the differences in metal diffusion in each of the blocks. From in-situ
μGISAXS measurements, the surface diffusion coefficient of Au on polystyrene (PS) has been
extracted and a correlation of the developed Au morphology with the optical properties of the
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film could be achieved by combining μGISAXS with real-time UV-Vis spectroscopic meas‐
urements during the growth [39].

On the other hand, Metwalli et al. [40] have taken advantage of the selective wetting of Co on
spontaneously nanostructured polystyrene-block-poly(ethylene oxide) (PS-b-PEO) to prepare
ordered Co nanoclusters along highly oriented PS domains. The morphology of the polymer
thin film consisted of alternating highly oriented crystalline PEO and PS domains with a
periodicity of around 30 nm and the in-situ GISAXS experiments demonstrated that selective
wetting occurred below the Co thin film percolation threshold. They also elucidated the growth
kinetics of Co on the block co-polymer nanostructured template.

A thorough study on the nanostructure development of transition metals on a PS-b-PEO
template has also been recently reported [41]. It has been clearly revealed that the growth of
Au, as a fairly inert element, was not influenced by the template, whereas Ag demonstrated
slightly improved wetting on the PS domain, forming clusters. In the case of reactive metals,
e.g., Fe, Ni, and Pt, well-defined and uniform nanocluster patterns were grown selectively on
the PS domains. Additionally, by performing in-situ GISAXS experiments, it has been found
that the substrate temperature plays an important role in shaping the metal clusters, showing
that above the glass transition temperature, Tg, of PS, Ag clusters become more irregular. In
addition, for Fe, flat nanodots with a low surface-to-volume ratio morphology were grown at
substrate temperatures above Tg whereas a higher surface-to-volume ratio morphology is
obtained for a substrate at room temperature during deposition. This is ascribed to the changes
in diffusion coefficient with temperature, so that above Tg a higher diffusion coefficient of metal
atoms and clusters during the deposition led to a lower surface-to-volume ratio cluster
morphology.

The complicated growth kinetics of hierarchical anisotropic gold nanostructures on polystyr‐
ene-block-poly(methyl methacrylate) (PS-b-PMMA) thin films has been also studied with in-
situ GISAXS [42]. An anisotropic shape of the deposited metal clusters was achieved by
employing a glancing angle deposition (GLAD) geometry. In GLAD, the deposition plume is
positioned at an oblique angle regarding the sample surface, which produced nonsymmetric
Au clusters and its anisotropic shape manifested as nonsymmetric 2D scattering patterns with
respect to the scattering plane (qy = 0). In addition, a hierarchical ordering of the anisotropic
Au was achieved benefiting from the selective wetting of Au on the PS domains. The aniso‐
tropy of this hierarchical nanostructure was also reflected in the anisotropic optical response
of the system.

3.2. Vacuum deposition of organic thin films

Organic thin films are especially important since they are increasingly used in devices. In
particular, organic semiconductors are employed in organic light emitting diodes (OLEDs),
organic field-effect transistors (OFETs), and organic solar cells (OSCs). However, the basic
processes of molecular thin film growth are still far from being understood and connecting
molecular and nanoscopic/microscopic processes such as molecular diffusion and island size
evolution, remains a major challenge. To this purpose in-situ GISAXS, being a non-invasive
technique, is increasingly contributing.
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As in the case of vacuum deposition of metals, several organic deposition chambers have been
designed and built so as to perform in-situ X-ray scattering and/or diffraction measurements
at synchrotron beamlines [43, 44].

To study these particular systems, in-situ grazing incidence X-ray diffraction (GIXD) and in-
situ X-ray reflectivity (XRR) are most commonly applied [45–48], though the information
provided by in-situ GISAXS is also very valuable since the dimensions probed are different.
Whereas GIXD provides access to the crystal structure and molecular arrangement, GISAXS
gives complementary information on the island shape and island-island distances as well as
on the island electron density. Therefore, the combination of both techniques provides the
necessary information to make a link between the molecular and micrometer size crystallite
regimes.

These systems are usually investigated in the so called anti-Bragg geometry, i.e., at incident
angles so that the specular peak corresponds to the anti-Bragg point of a given (h k l) permitted
Bragg reflection of the molecular crystalline structure. The anti-Bragg points correspond to
|q→ anti−Bragg | = 1

2 |q→ Bragg |  and are especially surface sensitive8 [17]. From a practical point of view,
for a selected (h k l) Bragg reflection, αi is chosen so that at αi = αf and ψ = 0 − i.e., the specular
peak position—the following relationship is satisfied

2 4 1(sin( ) sin( )) sin( ) | |
2

p pa a a
l l

= + = =
r

z i f i Braggq q (11)

Note that in Eq. (11) only qz is involved since for specular reflection qx = qy = 0 (Eq. (1)).

At this particular geometry, the specular intensity presents an oscillatory behavior during the
growth—the so-called growth oscillations—which arises from destructive interference
between neighboring odd and even monolayers (MLs) —lattice planes—so that the scattering
from the first, third, fifth ML is cancelled by the growth of the second, fourth, sixth ML, etc.
[49]. In the common case of (initial) layer-by-layer growth in organic heteroepitaxy, the
periodicity of the oscillations consists in 2 MLs although interference between reflections at
the growing surface, the substrate and the interfaces between different film layers can lead to
more complex oscillatory behavior.9 Through correct modeling of the growth oscillations, more
complicated epitaxy growth models can be derived making assumptions about the intralayer
and interlayer diffusion [50]. Therefore, additional information for the refinement of these
models is very useful and can be obtained by performing GISAXS at the anti-Bragg geometry,
which allows concurrently following the changes in the specular intensity—the growth
oscillations—and the diffuse scattering [51–54].

8 An introduction to surface X-ray diffraction, including the evanescent wave method that corresponds to GIXD, can be
found in [17].
9 For instance, considering an out-of-phase reflection on the substrate, the oscillations maxima appear at even instead of
at odd numbers since an additional reflection occurs or, e.g., the oscillations period can change to 1 ML in the case of
homoepitaxy. See [49].
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The abovementioned geometry has been applied to investigate, e.g., the growth of multilayers
of fullerene C60 molecules on mica in real time [55]. From the growth oscillations, a layer-by-
layer growth was deduced whereas from the in-situ μGISAXS data the mean island distance
was extracted and converted into surface island density assuming a hexagonal island arrange‐
ment. Interestingly, the GISAXS out-of-plane peaks present intensity oscillations with a period
of 1 ML, in contrast to the 2 ML period of the specular intensity at the anti-Bragg point
(Figure 7). This is due to the fact that diffuse scattering occurs only for uncomplete layers since
this is the situation where a lateral variation in electron density—or, in other words, in
refractive index—is present, whereas the growth oscillations are due to interference from the
reflections at layer interfaces—plus at the substrate and at the growing layer—i.e., diffuse
scattering is probing lateral contrast whereas the specular peak probes the structures in the
surface normal direction. Through kinetic Monte Carlo simulations and a comparison to the
experiments, values of the energy barriers were obtained—namely, the diffusion barrier and
lateral binging energy for intralayer events and an Ehrlich-Schwoebel barrier for interlayer
diffusion—and, more importantly, this set of parameters was demonstrated to be sufficient to
describe the growth of a C60 layer on underlying C60 layers, of crucial importance so as to predict
the growth dependence on the deposition rate and substrate temperature.

Figure 7. (a) Scattering geometry employed showing the simultaneous acquisition of specular and diffuse scattering.
The incident angle is chosen so that the specular peak corresponds to the anti-Bragg position of the C60 (1 1 1) reflec‐
tion. (b) Intensity at the anti-Bragg point qz = 0.38 Å−1 as a function of the molecular exposure during the film growth. A
damping of the growth oscillations from the third monolayer on is due to surface roughening since an imperfect layer-
by-layer growth for high number of MLs occurs, providing a measurement of the roughening onset. (c) Oscillations of
the out-of-plane GISAXS intensity as a function of the molecular exposure. From the out-of-plane peak position, the
mean island distance can be extracted by qy ≈ 2π/D. © 2014 S. Bommel, N. Kleppmann, C. Weber, H. Spranger, P. Schä‐
fer, J. Novak, S.V. Roth, F. Schreiber, S.H.L. Klapp and S. Kowarik. Adapted with permission from Bommel et al. [55];
originally published under Creative Commons Attribution 4.0 License. Available from: 10.1038/ncomms6388.
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The simultaneous acquisition of the specular intensity and GISAXS signal has also been
applied to in-situ investigate the molecular diffusion and island evolution during the growth
of diindenoperylene (DIP, C32H16) on SiOx [56]. Opposite to the C60 molecule, DIP presents
shape anisotropy imposing additional degrees of freedom—tilting and bending—which
increases the complexity of the growth process. In this case, above a surface coverage of 3 MLs
the GISAXS out-of-plane peak oscillations vanished and the peak position remained constant,
meaning a constant island center-to-center distance. This is a clear signature of a transition
between a layer-by-layer to a three dimensional (3D) growth, i.e., formation of molecular
islands with a fixed surface island density. Additionally, effective activation energies for island
nucleation of DIP on SiOx and of DIP on DIP could be extracted from the mean island diameter
—derived from the diffuse scattering peak position—at 0.5 ML and 1.5 ML surface coverage,
respectively, by varying the deposition substrate temperature.

Another organic semiconductor with rod-like morphology whose growth has been in-situ
investigated performing GISAXS using the anti-Bragg geometry is N,N'-dioctyl-3,4,9,10-
perylene tetracarboxylic diimide (PTCDI-C8, C40H42N2O4) [57]. It has been shown that PTCDI-
C8, as is the case for DIP, underwent a transition from a layer-by-layer growth to a 3D growth
but in a smoother fashion. This manifested both as a slow increase in the mean roughness of
the completed MLs—derived from the growth oscillations—as well as in a smooth leveling off
of the island density—derived from the out-of-plane GISAXS peak position by assuming a
hexagonal arrangement of islands. Moreover, the island density extracted from the diffuse
scattering at different substrate temperatures, allowed demonstrating higher molecular
mobility of PTCDI-C8 on PTCDI-C8 than that of PTCDI-C8 on SiOx, which is responsible for the
decreased island density observed in upper MLs.

3.3. Wet deposition of polymer and colloidal thin films

Wet deposition encompasses a collection of different methods for the fabrication of thin solid
films from a liquid solution and/or suspension as precursor. All of them exploit self-assembly
concepts to prepare thin films such as colloidal crystals, thin polymer films and nanocompo‐
sites with applications ranging from photonic crystals to polymer solar cells and superhydro‐
phobic or superhydrophilic coatings. During wet deposition, the interaction between the
suspended particles—or the dissolved compounds—together with the liquid flow—respon‐
sible of internal mass transport—govern the drying kinetics and self-assembly. Hence, tuning
these parameters makes it possible to control the self-assembly, thus adjusting the morphology
of the dried thin film (ideally) on demand.

Grazing incidence X-ray scattering (GIXS) techniques has been applied to study wet deposition
processes such as solution casting [58, 59], spin-coating [60], dip-coating [61, 62], and blade
coating [63]. Nevertheless, although these deposition methods are very useful for device
fabrication at research scale, they are not easily scaled-up and/or they are restricted to specific
substrate geometries. In this sense, it is important to explore other wet deposition methods of
potential industrial relevance.

In recent years, spray coating is gaining interest due to its easy scale-up and integration into
production lines as well as to its lack of substrate geometry/size constrains. Moreover, it has
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already been successfully applied to fabricate operating devices such as polymer solar cells
[64–66]. Nevertheless, although there are evident similarities to, e.g., solution casting, the
drying kinetics present some particularities still not well understood. To this respect, GISAXS
has been used to study the self-assemble of colloidal particles during spray coating [65, 67,
68]. In particular, Herzog et al. [67] were able to identify three different stages during the spray
deposition of polystyrene (PS) nanoparticles and subsequent drying corresponding to the
formation of a structureless thin liquid film, which subsequently breaks up into small droplets
allowing for possible transient nanoparticle ordering and a final freezing of a self-assembled
colloidal nanostructure once the solvent is fully evaporated, respectively. These three stages
were revealed in the in-situ μGISAXS patterns as first, a decrease in the overall scattered
intensity due to the homogeneous liquid film right after a 100 ms spray shot; second, an
increase and broadening of the Yoneda peak ascribed to the homogeneity loss of the liquid
film that breaks into small droplets as the solvent evaporation proceeds and last, the emergence
of well-defined out-of-plane symmetric peaks regarding the scattering plane (Figure 8). In
addition, controlling the evaporation rate by adjusting the substrate temperature the assembly
process of the nanocolloids can be managed to achieve different film morphologies, what has
been investigated in-situ by μGISAXS as well [68].

Figure 8. (a) Out-of-plane cuts (along qy) at the Si Yoneda peak (qz,c(Si; 13 keV) = 0.733 nm−1) as a function of time dur‐
ing spray deposition of PS nanoparticles with a nominal diameter of 100 nm. The vertical dotted lines indicate the tran‐
sitions between drying stages. (b) Individual out-of-plane cut of the dried sample at 15 s after spray deposition
displaying side maxima corresponding to the most prominent lateral length scale of ≈ 90 nm. (c) Representative 2D
GISAXS patterns of each of the three identified drying stages. Below each pattern a sketch of the corresponding drying
stage in real-space is depicted. Reprinted (adapted) with permission from Herzog et al. [67]. Copyright 2013 American
Chemical Society.

Apart from spray coating, another interesting approach for large scale low-cost production of
organic photovoltaic (OPV) devices is inkjet printing, a method that has drawn considerable
attention from an industrial point of view as the field of organic flexible electronics is maturing.
As in the case of spray coating, GIXS has been applied to in-situ investigate the structure
development during inkjet printing of, e.g., conductive polymer thin films widely used as
electrodes in OPV devices [69] as well as of the active layer in bulk-heterojunction (BHJ)
polymer solar cells [70]. The film morphology in OPV devices has a direct relationship with
its performance and the combination of in-situ wide- and small angle scattering (GIWAXS/
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GISAXS) allowed developing qualitative models of the structural evolution of the semicrys‐
talline polymer thin films morphology.

Finally, although it does not present the current large-scale production promises of spray
coating and inkjet printing, an interesting approach for wet deposition consist in employing
microfluidics, which may be critical for lab-on-chip applications. Here, the peculiarity lies in
the nondrying nature of the deposition, i.e., the self-assembly process on the substrate does
not take place during solvent evaporation but at the liquid-solid interface during liquid flow.
In order to in-situ follow deposition processes using microfluidics by GISAXS—among others;
see Section 4—special flow cells have been designed [71]. In this kind of experiments, it is
extremely important to adjust the X-ray beam footprint on the substrate to the size of the fluidic
channel so as to prevent an overillumination of the sample not in contact with the fluid, thus
minimizing undesired signal that could obscure the accessible information. Therefore, the use
of μGISAXS becomes essential [72]. This specific setup has been used to investigate the
attachment of Au nanoparticles to a polymer thin film (Figure 9) and different stages could be
identified, namely the dried polymer film before the liquid inlet was opened (denoted as 1 in
Figure 9), a wetted film by the liquid vapor once the liquid inlet was opened (denoted as 2 in
Figure 9) and the attachment of Au nanoparticles once the liquid flow reached the probed thin
film position (denoted as 3 in Figure 9). Moreover, the increase in intensity of the out-of-plane
peak as the experiment proceeded indicated a cumulative deposition of the Au nanoparticles
from which it is possible to analyze the deposition kinetics.

Figure 9. (a) Sketch of the μGISAXS setup with microfluidic cell. (b) Illustration of the X-ray beam transmitting the
channel walls and the footprint on the sample surface. For clarity the incident angle and X-ray beam size are not in
scale. (c) Detector cuts (along qz at qy = 0) as a function of time while 10 nm diameter Au nanoparticles attach to a
poly(ethyleneimine) (PEI) thin film on a SiOx substrate. Black regions correspond to the specular beamstop and the
intermodule detector gaps. (d) Out-of-plane cuts (along qy) at the Si Yoneda peak (qz,c(Si; 13 keV) = 0.733 nm−1) as sum
of 10 consecutive measurements. The curves are vertically shifted for clarity. The numbers denote the deposition
stages. Reprinted from Santoro et al. [72], with the permission of AIP Publishing.
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4. In-situ GISAXS during thin film processing

In addition to the aforementioned deposition processes, a different kind of studies in which
in-situ GIXS is increasingly contributing consist in thin film processing. GIXS has been
performed during thin film nanostructuring in order to gain insight into the morphology
transformation processes, e.g., metal nanocluster formation through high temperature
annealing induced dewetting [73, 74], dewetting of organic multilayer films [75], or refinement
of block co-polymer thin film morphology during solvent vapor annealing [76]. Furthermore,
working devices have also been investigated by in-situ GIXS so as to identify the structural
changes that the active thin film undergo during operation with the aim of improving the
device design and final performance, e.g., catalysis on nanoparticles [77], roughening of
surfaces during electrodeposition [78], electrochemistry in ionomer matrices of interest in fuel-
cell devices [79], or BHJ polymer solar cells [80, 81]. As in the previous section, the development
of specific environmental cells to be installed at synchrotron beamlines commonly constitutes
a prerequisite to conduct this kind of experiments. In the following, we will shortly describe
some recent exemplary results of in-operando and in-situ GISAXS during thin film processing.

As mentioned in the previous paragraph, a well-known way of producing – or modifying the
morphology of—metal nanoclusters on a surface consists in the thermal induced dewetting of
metallic thin films. This process has been in-situ investigated by GISAXS for the case of Au on
Si (1 1 1) up to the bulk eutectic point Te of the Au/Si system [82]. After the deposition of Au
thin nanostructured films by thermal evaporation, a linear increase of the mean distance
between Au nanoclusters was observed—associated to an increase in cluster size—together
with an increase in the mean cluster height as the temperature approached Te, which jointly
translated to an increase in the contact angle of the nanoclusters. More interestingly, from the
Au nanoclusters contact angle at Te, the liquid-solid interface tension of nanometer-sized Au
clusters was calculated and it was found to be larger than that of macroscopic Au droplets on
Si (1 1 1). Additionally, the work of adhesion of an Au nanodroplet at the system eutectic point
was derived.

In the case of semiconductor materials, ion beam bombardment is a very useful process to
induce surface nanostructuring. During the erosion of a surface by accelerated ions, the
produced instabilities can lead to the formation of self-assembled patterns of nanostructures
and different surface topographies can be obtained as a function of the ion mass, ion energy
and bombardment geometry. In-situ GISAXS with partially coherent X-ray beams (Co-
GISAXS) has been employed to study the nanodot formation on a gallium antimonide (GaSb)
(0 0 1) surface by normal incidence bombardment of 500 eV Ar ions [83]. The use of partially
coherent beams allows not only accessing the kinetic phenomena but also the dynamics. Under
a coherent illumination, the scattered intensity consists of a speckle pattern (Figure 10) and
the speckle distribution and speckle intensity fluctuations reflect the underlying dynamics of
the surface morphology [84]. From a kinetic point of view—GISAXS analysis—the mean size
and distance of the nanodots as a function of time was extracted and the kinetic regimes and
onsets derived. More interestingly, though the characteristic GISAXS signal remained stable
after saturation of the nanostructuring process, the dynamics showed that ageing—slow down
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of the dynamics—was occurring, mainly ascribed to hindered mass redistribution phenomena.
The dynamics was extracted from the speckle analysis through the so-called two-time
correlation function that accounts for the fast variation of intensity redistribution within the
scattering peak with respect to the averaged intensity distribution over time. Finally, a
dynamical transition to a regime dominated by the build-up of stress at the surface was
identified.

Figure 10. Left: Evolution of the GISAXS out-of-plane peak as a function of ion bombardment time. The onset of sur‐
face nanostructuring is evidenced by the emergence of the side peak 1 min after erosion started. After around 5 min
the out-of-plane peak remained at constant position revealing the saturation of the nanostructuring process. The upper
inset show the speckle distribution within the out-of-plane peak at t = 47 min whereas the lower inset shows the real-
space morphology as revealed by atomic force microscopy. Right: Normalized two-time correlation function calculated
around the out-of-plane GISAXS peak. The black and white lines mark the start and end of aging, respectively, where‐
as the black and white dots correspond to the average times where a change in the correlation time occurred (change in
dynamical regimes). The inset shows cuts of the two-time correlation function as function of δt = t2 − t1 (hollow blue
dots and hollow red squares). A good fitting was achieved using exponential decay functions. © 2013 O. Bikondoa, D.
Carbone, V. Chamard and T.H. Metzger. Adapted from Bikondoa et al. [83]; originally published under Creative Com‐
mons Attribution 3.0 Unported License. Available from: 10.1038/srep01850.

On the other hand, nanostructuring of polymer thin films is an intense field of research and
different strategies are being employed, e.g., nanoimprint lithography, porous anodic alumi‐
num oxide (AAO) templating or, as mentioned in Section 3.1, the design of block co-polymer
morphologies. An interesting approach consists in the formation of nanostructured surfaces
by the so-called laser-induced periodic surface structure (LIPSS) formation, a technique that
has been used for years to nanostructure metals and semiconductors but has only recently
been applied to polymers [85, 86]. In LIPSS, a pulsed laser of a definite polarization is shined
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on the material at fluences (optical energy per surface area) well below the ablation threshold
and the material surface gets nanostructured by interference of the incoming and scattered
electromagnetic wave through a feeding mechanism not yet well understood. In the common
case of linearly polarized incident light the process induces ripple formation on the surface
with a periodicity resembling the wavelength of the laser employed. By performing in-situ
GISAXS measurements while irradiating a poly(trimethylene therephthalate) (PTT) thin film
the onset of ripple formation at different laser repetition rates and fluences has been revealed
[87]. Moreover, the results support a feeding mechanism based on a local heating of the
polymer thin film so that LIPSS formation becomes more efficient the shorter is the laser pulse
separation, whereas for long enough laser pulse separation heat dissipation takes place
between pulses hindering the ripple formation.

A different way in which polymer thin films are processed does not consist in the promotion
of structuring to tailor the material properties but in the processes that polymeric materials
undergo during operation. For instance, in several applications the polymeric material is in
contact with fluids, e.g., in the case of polymeric materials used in human implants. Here, the
combination of μGISAXS and microfluidics offers unique capabilities for investigating the
morphological changes of polymer thin films in contact with a fluid flow.

A model system comprising of a thin film of sodium alginate with embedded dispersed PS
nanoparticles have been investigated by in-situ μGISAXS during water flow in a microfluidic
device [88]. This system served as a model to investigate the detachment of thin films and
nanoparticle aggregates therein by a fluid flow, both with and without additional sodium
alginate cross-linking. More interestingly, the combination of in-situ μGISAXS and a micro‐
fluidic cell have resulted in the accurate description of the swelling behavior of the thermo-
responsive poly(N-isopropylacrylamide) (PNIPAM) polymer, a well-known hydrogel when
cross-linked [89]. An important feature observed in the GISAXS pattern of soft thin films
deposited on rough surfaces is the correlated roughness of the film, i.e., the soft matter thin
film present a roughness that replicates that of the substrate. Thus, the film shows X-ray wave-
guiding effects producing scattering with partial coherence and resonant diffuse scattering is
observed [13]. In this case, the diffuse scattering with partial phase coherence coming from the
different interfaces concentrates into narrow sheets parallel to the qx direction and appear in
the 2D GISAXS pattern as intensity modulations in the scattering plane (along qz at qy = 0).
These modulations enable a direct determination of the distance between the correlated
surfaces by qz = 2π/dcorr (Figure 11(a) and (b)). It is important to calculate dcorr for large qz values
so that the Yoneda peak intensity does not introduce an additional signal that could distort an
accurate determination of dcorr. From the in-situ μGISAXS measurements, neither the thickness
nor the topography of the PNIPAM thin film was observed to change during exposure to
highly undersaturated water vapor. However, as early as the film is brought in contact with
liquid water it starts swelling mostly in a 1D manner, i.e., mainly an increase of film thickness
occurs, being the restructuration of the surface topography (surface flattening) slightly
retarded but obviously correlated to the swelling process (Figure 11(c)).
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Figure 11. (a) Experimental (upper row) and simulated (lower row) 2D μGISAXS patterns during swelling of a PNI‐
PAM thin film under water flow in a microfluidic cell. The scattering patterns correspond to exposure to water vapor
(left), after 30 s of water flow (middle) and after 48 s of water flow (right). The GISAXS patterns were continuously
acquired before and during water flow with a time resolution of 1 s. The DWBA and the LMA were employed to simu‐
late the scattering patterns. (b) Schematic drawings of the glass-supported, as-spun PNIPAM film, possessing partially
correlated interfaces (left) and the corresponding morphological model used in the simulations (right). The parameters
that were varied to simulate the water uptake process are the thickness of the PNIPAM layer, d, and the diameter of
the PNIPAM discs, D. (c) Illustration of the surface restructuration in the course of the swelling of the thin, glass-sup‐
ported PNIPAM film. Left: sorption of liquid water, filling the accessible free PNIPAM volumes and inducing the de‐
vitrification of its near-surface layer. Right: mainly 1D swelling occurs as the gel-glass phase boundary propagates into
the depth of the film; the surface flattens as the mobility of the macromolecules is sufficient. Reprinted (adapted) with
permission from Philipp et al. [89]. Copyright 2015 American Chemical Society.

Other polymeric thin films that have been investigated by in-situ GISAXS during operation
are the active layers of BHJ polymer solar cells (Figure 12). In general, although polymer solar
cells hold the promise of future low-cost flexible solar cells, a major problem of these OPV
devices is the performance loss during operation. In this sense, in-operando μGISAXS studies
have revealed that the active layer suffer from morphological changes during operation [90].
These morphological changes are directly related to the decrease in short-circuit current
density (SCCD) that was derived from the simultaneous measurement of current-voltage
curves while the device was illuminated by a solar simulator. In order to demonstrate this
unequivocal relationship between performance loss and morphological transformation,
Monte Carlo (MC) simulations of the SCCD were performed using the structural parameters
extracted from modeling of the μGISAXS patterns. The agreement between the MC simula‐
tions and the measured SCCD was excellent (Figure 12(c)) concluding that an increase in P3HT
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domain size and separation during illumination is responsible for the decrease of effective
light harvesting area, thus decreasing the exciton splitting events, whereas the PCBM domain
size and distance remained fairly constant. Moreover, a temperature effect was ruled out since
the solar cell did not exceed 45°C during the experiments due to Peltier cooling.

Figure 12. (a) 2D μGISAXS pattern of the polymer solar cell before illumination. (b) Difference scattering patterns, i.e.,
2D μGISAXS measurements obtained at different operation times after subtraction of the initial scattering pattern
within the marked window (red box) in (a). Negative values mean a loss of signal with respect to the initial measure‐
ment. (c) Simulated (black dots) and measured short-circuit current density (red line). The simulated short-circuit cur‐
rent density was derived from the morphological parameters extracted by μGISAXS. The insets show the inner film
morphology at different times as generated by the Monte Carlo simulations. The inset on the right presents the domain
morphology model used in the simulations and extracted from the μGISAXS experiments: red correspond to the core
of P3HT domains, green to the effective light harvesting area and blue to the non-active effective area of the solar cell.
Reproduced with permission from Schaffer et al. [90]. Copyright 2013, John Wiley and Sons.

5. Conclusions

In this chapter, we have reviewed the current trends in the application of time-resolved
GISAXS for in-situ and in-operando studies during thin film formation and processing. It has
been shown that GISAXS presents unique capabilities as a noninvasive technique with intrinsic
statistical relevance and time resolutions down to the millisecond regime. Moreover, GISAXS
constitutes a very versatile technique that can be applied to a large variety of materials with a
vast range of applications, and the relative easiness of combining it with other characterization
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techniques for simultaneous measurements offers the possibility of correlating the film
structure to its properties, of utmost importance in most of the applications of thin films.

In the near future, the present developments for the next generation of 2D X-ray photon
counting pixel detectors will allow investigating even faster processes since frame rates higher
than 10 kHz with large detector dynamic ranges are foreseen. Additionally, the application of
present technique improvements to in-situ studies will further contribute to gain deeper
knowledge of thin film fabrication and processing. In this sense, the present advances in
grazing incidence resonant soft X-ray scattering (GI-RSoXS), with its inherent material contrast
through tuning the incident beam energy to one of the absorption edges of the materials under
investigation, will certainly help in understanding, e.g., alloying, blending or phase segrega‐
tion phenomena in-situ with adequate time resolution. Furthermore, the decrease in beam
emittance at synchrotrons is currently enabling longer sample to detector distances—up to
several tens of meters—which translates in access to lower q ranges (of the order of 0.001 nm
−1 or even lower, i.e., real space sizes in the micron range) by performing grazing incidence
ultra-small angle X-ray scattering (GIUSAXS) experiments. Thus, through the combination of
in-situ GIWAXS (q ≈ 1–50 nm−1), GISAXS (q ≈ 0.01–1 nm−1) and GIUSAXS (q ≈ 0.01–0.0001 nm
−1) real space structures from 1 Å to 10 μm will be accessible, which will provide a complete
morphological description of the processes from the atomic structure to the microscopic regime
allowing to establish an extremely important link between atomic, nanoscopic and macro‐
scopic ordering, which is not yet fully developed.

Finally, the development of new magnet arrays in storage rings is currently taking place and
diffraction-limited sources are not far from becoming available. This will provide an enhanced
coherence of the X-ray beams and therefore, it is not difficult to anticipate a growth in the
application of time-resolved coherent GISAXS (Co-GISAXS). So far, most of the GISAXS
experiments are noncoherent, thus the scattered photon phase is lost making modeling
indispensable during data analysis. On the contrary, in Co-GISAXS the phase information can
be directly retrieved via mathematical algorithms so that, to some extent, the morphology of
the scattering entity can be directly reconstructed from the experimental data. Furthermore,
as already known from other X-ray coherent techniques such as X-ray photon correlation
spectroscopy (XPCS), not only kinetics but also dynamics of the nano-objects may be probed.
However, a good resolution of the speckles is necessary to guarantee an accurate determination
of the dynamical processes. This requires a high q resolution that corresponds to small detector
pixel size and for fast dynamic processes 2D X-ray photon counting pixel detectors with pixel
sizes comparable to those of CCD detectors will be indispensable.
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Abstract

The intricate nanoscopic morphology of soft materials such as block copolymer and
polymer blend system successfully analyzed by small angle X-ray scatterings (SAXS).
In thin films, those soft material systems have attracted great attention because of a
potential for practical use of functional materials. The morphology has been revealed
by grazing-incidence (GI) methods. Recently, advanced grazing-incidence technique for
analysis  for  surface-,  volume-,  and  material-sensitive  method  (high  time,  spatial,
and/or material resolution) has been reported. Using low X-ray photon energy, tender
X-ray (1–4 eV) and soft X-ray near K-edge carbon, allows probing a complex nanomor-
phology with those sensitivity. In this chapter, recent GI-SAXS with tender X-ray and
resonant  soft  X-ray  (GI-RSoX)  will  be  picked  up  to  open  for  discussion  on  new
possibility of structural analyses.

Keywords: grazing-incidence X-ray scattering, organic thin film, block copolymer,
tender X-rays, depth profiling

1. Introduction

Block copolymer (BCP) composed of two (more) immiscible polymers form variety structures
with the periodicity of several tens nanometer both in bulk and thin films. BCP thin film has
attracted great  attention as  an applicable  material  to  various fields,  e.g.,  solar  cell  [1–3],
nanolithography [4–6], and size-selective separation [7, 8]. In bulk state, microphase-separated
structure is predicted by the Flory-Huggins interaction parameter, the degree of polymeriza-
tion, and the volume fraction of blocks [9], whereas in thin film, film thickness [10, 11] and
substrate-polymer interaction and/or  also  polymer-air  interaction[12]  must  be  taken into
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consideration. Controlling morphology, orientation and size of the structures are necessary
for  practical  use although phase-separation behavior  of  BCP in thin film becomes more
complicated. This has motivated numerous orientation control methodology studies that have
examined the influence of film thickness [10, 11, 13, 14], surface/or interfacial free energy [14–
17], surface topology [15, 18, 19], external applied fields (shear-induced [4, 20], electric field
[21], magnetic field [22], and light-driven [23, 24]), solvent vapor or thermal annealing[25–30],
and  directional  solidification  [31–33].  Since  functionality  and physical  property  are  also
strongly related to the structure and the mobility in the vicinity of interface, revealing structure
in  detail  is  required.  Suitable  characterization  techniques  are  required  to  monitor  the
structures of BCP both laterally and in-depth. Several approaches have been used to find BCP
structures. Atomic force microscopy (AFM), electron microscopy, dynamic secondary ion
mass spectrometry (DSIMS), X-ray photoelectron spectroscopy (XPS), grazing incidence small
angle X-ray or neutron scattering (GISAXS, GISANS), X-ray or neutron reflectivity (XRR, NR),
etc. have been used to study the structure of BCP thin films. AFM can enable an access of the
information only near the surface although the surface structure can be directly observed and
easily understandable. Electron microscopy is a powerful tool for visually examining a cross-
sectional view of polymeric thin films in two-and three-dimensional real space [34]. DSIMS
can elucidate the BCP morphology and the self-diffusion of polymer chains in thin films along
a depth direction [35]. Time-of-flight (ToF) SIMS using ion cluster beam was reported to be a
particularly well-suited technique that enables the in-depth profiling of polymers [36, 37]. X-
ray  photoelectron  spectroscopy  depth  profiling  with  C60+  sputtering  revealed  the  ion
distribution in lithium salt-doped BCP thin films [38, 39].Electron microscopy, DSIMS, and
XPS  techniques  are  essentially  accompanied  by  the  destruction  of  specimen  because  of
processing such as sectioning or etching for analysis. In particular, it is important to take into
account  the  deformation  and losing  of  a  precise  original  spatial  coordinate  induced  by
sectioning and chemical reactions induced by etching in the analysis of results obtained by
these techniques. In contrast, neutron reflectivity (NRR) measurements enable a practically
nondestructive analysis of depth profiles and ordering of microphase-separated structure in
BCP thin films [40, 41]. However, the NRR provides structural information (density profile)
only in the vertical direction to the sample surface and lateral information of the structure is
inaccessible.  In  addition,  accuracy  of  the  density  profile  (depth-resolved  information)
perpendicular to the surface becomes worse when the film thickness is large for analyzing
periodicity of microphase-separated structure. Generally, NRR depth profiling is suited for
very thin film (less than 100 nm) as in the above case. GISAXS is another very powerful tool
for understanding the nanostructure in both vertical and lateral directions of organic thin film
(BCP thin film). And GISAXS is essentially nondestructive method under the condition of the
no radiation damage of X-rays [42–47]. Commonly, SAXS and GISAXS methods have been
conducted using hard X-rays with energy range of 6–14 keV. However, under these conditions,
the penetration depth of X-rays rapidly reaches the thickness scale of the organic materials in
the vicinity of the critical angle C of total reflection at the polymeric surface, which is making
depth-resolved GISAXS measurements with hard X-rays totally impractical. A depth-sensitive
GISAXS method using tender X-ray (1.77 keV) was first reported for the BCP thin film by
Okuda et al. [48] and Wernecke et al. [49]. They investigated the structural relaxation near the
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surface and the dynamic heterogeneity of polymer chains in thin films. At even lower X-ray
photon energies, near the adsorption K edges of the polymeric materials (the oxygen, nitrogen,
and carbon K edges), the fine structure of the adsorption edge can be utilized in GISAXS as
reported by Ruderer et al. [50]. The grazing-incidence resonant soft X-ray (GI-RSoXS) has been
applied for polymer blend thin films with low contrast in the real part of the refractive index
for the hard X-rays but with significant differences in the soft X-ray regime. Furthermore, the
X-ray penetration depth is drastically affected by the changes in the X-ray photon energy
across the K-edge. The surface-and volume-sensitive structure of polymer blend films had
been analyzed using this technique [50]. Similar to the GISAXS, GISANS has been developed
by Müller-Buschbaum and co-workers. GISANS is a perfectly nondestructive approach for
structure analysis and has essentially the same capability for surface-sensitive [51], interface-
sensitive (structural information near the polymer-substrate interface enabled by the ability
of  the  neutrons  to  go  through the  substrate)  [52,  53],  and depth-sensitive  analysis  [54].
Moreover, in time-of-flight mode GISANS (ToF-GISANS) [52, 55] a broad wavelength band is
used instead of a single neutron wavelength, i.e., a range of different scattering vectors is
directly probed by the measurement under a fixed angle of incidence. At an appropriate
incident angle, it is possible to simultaneously conduct surface- and bulk-sensitive measure-
ments.  While  GISANS  possesses  advantages  as  compared  with  the  GISAXS,  GISANS
experiments still remain very rare because GISANS requires very high-flux sources to measure
the much weaker signals in grazing-incidence geometry and the need for deuterium labeling
(in some cases, of course, this is beneficial for structure analysis by tuning the contrast). These
GISANS techniques have been well summarized in the reviews [56].

In this chapter, recent advanced GISAXS experiment utilizing low-energy X-rays will be
introduced. GISAXS probes the complex nano- and microphase-separated structure in
polymer thin films. Especially, tuning the energy of GISAXS in the tender and soft X-ray regime
allows to the tailoring of X-ray penetration depth and contrast and thereby the probing of more
complex morphologies in polymer thin films. GI-RSoXS has been applied for polymer blend
thin films with low contrast in the real part of the refractive index for the hard X-rays but with
significant differences in the soft X-ray regime. Furthermore, the X-ray penetration depth is
drastically affected by the changes in the X-ray photon energy across the K-edge. The surface-
and volume-sensitive structure of polymer blend films had been analyzed using this technique.

2. Grazing-incidence small angle X-ray scattering

Incident X-ray beam goes into the sample surface at a very shallow angle i (normally less than

1°). Scattering is measured with a two-dimensional detector as a function of the exit angle f
(out-of-plane angle) and the in-plane angle 2Θ. The magnitude of the scattering vector is given
by q = 4πsinθ/λ(λ: wavelength of X-ray, 2θ: scattering angle). The scattering vector qz means
the component vertical to the film surface. The qx and qy are the components of scattering
vectors in the sample surface, perpendicular to and directed to the X-ray beam, respectively.
For each data set I(y, z), pixels of the detector were converted into exit angle f normal to the
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sample surface and a scattering angle 2Θ parallel to the surface by simple geometrical consid-
eration. The amplitude of scattering vector q is composed of qx, qy, and qz related to the
experimental angles by

(1)

As shown in Figure 1, typical sample-to-detector distances (SSD) for GISAXS are of the order
of 1–2 m. In the case of small angle scattering, the two-dimensional detector probes mainly the
qy and qz information because qx is very small and the curvature of the Ewald sphere is
negligible. The calculation of the out-of-plane scattering vector is considerably complex. Above
critical angle C of polymeric materials, the theoretical penetration depth is much larger than

the film thickness (order of micro-meter) (when hard X-ray is normally used) as shown in
Figure 2. The transmitted wave can therefore be reflected at the polymer-substrate interface
in combination with diffraction from the structures in the thin film. Under the assumption that
each X-ray scatters no more than once from the objects and there is no transmission through
the substrate, there are four possible scattering events to happen, additionally refraction at the
sample surface (air-polymer interface) (Figure 3).

Figure 1. Schematic illustration of the scattering geometry used in GISAXS. The sample surface is inclined by incident
angle with respect to the horizon. The exit and in-plane angles are denoted i and 2Θ, reepectively.
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negligible. The calculation of the out-of-plane scattering vector is considerably complex. Above
critical angle C of polymeric materials, the theoretical penetration depth is much larger than

the film thickness (order of micro-meter) (when hard X-ray is normally used) as shown in
Figure 2. The transmitted wave can therefore be reflected at the polymer-substrate interface
in combination with diffraction from the structures in the thin film. Under the assumption that
each X-ray scatters no more than once from the objects and there is no transmission through
the substrate, there are four possible scattering events to happen, additionally refraction at the
sample surface (air-polymer interface) (Figure 3).

Figure 1. Schematic illustration of the scattering geometry used in GISAXS. The sample surface is inclined by incident
angle with respect to the horizon. The exit and in-plane angles are denoted i and 2Θ, reepectively.
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Figure 2. Penetration depth calculated for a block copolymer (S2VP) film for different X-ray energies, 12.397, 8.265,
3.60, and 2.40 keV.

Figure 3. Four scattering events, demonstrating different combinations of reflection from the substrate with diffraction
from the objects.

3. Depth-resolved structure analysis of microphase-separated structures in
block copolymer thin film by grazing-incidence small angle X-ray
scattering utilizing tender X-ray

3.1. Cylindrical microdomain in block copolymer thin film [57]

In this section, GISAXS measurement with low energy (tender) X-ray (2.40 keV) is introduced
in order to precisely elucidate the depth profile of a microphase-separated structure (hexago-
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nally packed cylinders) of a polystyrene-b-poly (2-vinylpyridine (S2VP) thin film on a silicon
wafer with the cylindrical microdomains (poly (2-vinylpyridine): P2VP) oriented parallel to
the substrate after the appropriate thermal annealing in vacuum. The cylindrical domains in
the S2VP thin film were preferentially oriented parallel to the surface of the substrate induced
by the surface free energies and/or an interfacial interaction between S2VP and the substrate.
In GISAXS, the structural parameters of the cylindrical domains in both the lateral and vertical
directions are accessible because the diffraction spots appear with the offset in the qy direction.

S2VP thin film (number average molecular weight Mn = 26,400, molecular weight polydisper-
sity index = 1.24, and ϕPS = 76.3 vol%) was prepared by spin casting from toluene solution (10
wt%) of S2VP onto a silicon wafer substrate at 3000 rpm for 30 s. Subsequently, the S2VP thin
film was thermally annealed under vacuum at 170 °C for 48 h. The sample surface was
composed of PS component (X-ray photoelectron spectroscopy and water contact angle [58],
predicted by surface free energies of components [59]) was a very flat and smooth examined
by atomic force microscopy and optical white-light interferometer microscopy measurements.

Tender X-ray GISAXS measurement (room temperature) was performed at BL15A2 [60] at the
Photon Factory, KEK, Tsukuba in Japan. The BL15A2 is an undulator beamline where X-rays
in a wide energy range from 2.1 to 15 keV (energy resolution is 2 × 10−4) is available. In this
study, the energy of X-ray was set at 2.40 keV (the wavelength of 5.16 Å) and the sample-to-
detector distance (SDD) was 830 ± 5 mm. The accuracy of the camera lengths arises from the
scattering vector calibration on a detector with a standard specimen and a footprint of the
incident beam on the sample surface (sample size of c.a.1 cm). The X-ray incident angle was
varied between 0.290° and 0.620° and PILATUS 2M designed for usage in vacuum was used
as a detector for the 2D scattering pattern. X-ray exposure time of 300 s was sufficient to obtain
a clear scattering pattern. Hard X-ray (wavelength 1.0 Å) GISAXS measurements were
performed at BL10C in Photon Factory and BL03XU57 in SPring-8, Harima, Japan using
PILATUS 2M and CCD (Hamamatsu Photonics) detectors with SDD of 2.3 m. All detectors
were calibrated using lead stearate prepared in-house (d = 5.01 nm, calibrated).

The X-ray penetration depth Λ is defined as the depth at which the X-ray intensity is attenuated
by 1/e. The value of Λ depends on X-ray energy (wavelength λ), the critical angle, C, of total

reflection, and the incident angle i. Surface roughness influences practically the penetration

depth of X-rays because various i are provided. The roughness of the surface used here is

regarded as sufficiently small to estimate the penetration depth as evidenced by the clear
observation of the critical angle in XRR. Under experimental conditions with the ideally flat
surface, Λ is given by

(2)
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where β is the imaginary part of the complex refractive index. The critical angle C is specified

as c   2δ where δ is deviation from the real part of the refractive index, δ and β are given

by
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where re is the classical electron radius (2.82 × 10−5 Å), A is Avogadro’s number, ρM is the mass

density,  is the fraction of element Z, , is the relative atomic mass,  0 is the nonresonant

term of the atomic scattering factor corresponding to the atomic number, and ′   and ′′ 
are the real and imaginary parts of the anomalous dispersion for the incident X-ray energy E,
respectively. For example, here we used 4.1468 × 10−5 for δ and 7.0239 × 10−7 for β of PS at 2.40
keV. The c value of S2VP thin film using GISAXS and XRR measurements was obtained. The

calculated S2VP penetration depth is shown in Figure 2. It is hard to precisely control the
penetration depth Λ at the nanometer scale for GISAXS experiment conducted using hard X-
rays (8–12.4 keV) because the value of Λ rises steeply at C. On the other hand, as the X-ray

energy decreases, Λ changes more gradually near the critical angle and shows decreased depth
values at angles even greater than C. Hence, better control ofΛ is expected for depth-resolved

GISAXS measurements using tender X-ray (2.40 keV) because of the critical angle and
attenuation coefficient values that are much greater than those for the hard X-rays.

GISAXS measurements of the S2VP thin film (thickness of 420 nm) using tender X-ray were
performed at various incident angles and many Bragg spots were measured as shown for large i in Figure 4. All spots were assigned to parallel oriented hexagonally packed cylinders.

GISAXS patterns at approximately qy of 0.26 nm−1 are presented in Figure 4(c) and (d) and show
a remarkable elongation of the Bragg spots in the qz direction for smaller i. One-dimensional

scattering profiles vertically cut at qy = 0.26 nm−1 with various incident angles are shown in
Figure 5. Bragg peaks were assigned to the scattering from transmitted (denoted by T) and
reflected (denoted by R) beams by the substrate. These two scattering events are typically
noticeable in GISAXS measurements [45, 46]. The second-order peaks derived from (11)
reflection at qz approximately 0.6 and 0.7 nm−1 were used for structure analysis because the
primary peak from the (10) plans was partially invisible due to the detector gap. The magni-
tudes of the Bragg spot full widths at half maximum (FWHM) varied in the vicinity of the C, with larger FWHM values observed at smaller incident angles.
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Figure 4. 2D-GISAXS (with λ of 5.166Å) patterns of S2VP-25k thin film annealed for 48 h at 170°C. (a) i was set at

0.62° (i > C), (b) 0.54°(i > C), (c) 0.52°(i < C), and (d) 0.49° (αi > αC). Schematic illustration represents the

cross section of cylindrical microdomains in the thin film forming HEX aligned parallel to the substrate.

Figure 5. One-dimensional GISAXS profiles along qz direction obtained by vertical cut at qy = 0.26 mn−1. Reprinted with
permission from Saito et al. [57]. Copyright 2015 American Chemical Society.

The observed peak broadening can be interpreted by the change in the penetration depth.
While generally such broadening can be understood by either the grain size effect and/or
disordering of the crystal lattice, the FWHM in the qy indicated no change irrespective of the
incident angles as shown in Figure 6, eliminating the influence of the lattice disordering
because the broadening was mainly seen in the qz direction and the size effect was dominantly
considered. Rather, the broadening in this case is because of the reduction in the size of the
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observed region. The FWHM of a scattering peak depends on the grain size of a crystal, as
expressed by the Laue function, L(q)

Figure 6. FWHM values of (11) Bragg spots obtained experimentally and calculated using Eq. (6). Reprinted with per-
mission from Saito et al. [57]. Copyright 2015 American Chemical Society.
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where N is the number of the reflection plane and b is the unit lattice vector related to z-direction
normal to the surface. Here, the X-ray wave decays exponentially, and considering attenuation
decay, the Laue function can be re-expressed as

(6)

where 01 is the periodicity of the (01) plane. Since the scattering intensity is proportional to

the square of the Laue function, the FWHM can be calculated simply. The FWHM of the Bragg
spots of the T (11) plane in qz direction experimentally obtained is shown in Figure 6. The
calculated values for FWHM in the qz direction for the penetration depth Λ given by Eq. (2)
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are also plotted in Figure 6. The change in the calculated width shows the same trend as the
experimental results, indicating that the broadening of the Bragg spots can be explained by
the size effect determined by the depth Λ. Thus, the observed region of GISAXS measurement
can be controlled with the incident angle, enabling depth-resolved GISAXS.

When i < C, X-rays travel on the surface of the film and cannot propagate in the film. Only

the evanescent wave can penetrate from the sample surface into the film. In this situation, the
scattering peak z along the qz direction is observed at the position given by the sum of the

incident angle and the true scattering angle S derived from the period of the observed

structure. Thus, αs can be given as follows:

S Z ia a a= - (7)

Using above relation, the true qz value of the (11) spot can be estimated from the experimental
peaks. On the other hand, in the case of i < C, an X-ray wave can travel into the film. The X-

ray first refracts at the sample surface, goes through the film, is reflected by the interface
between the sample and substrate, and finally exits out of the film surface with refraction as
shown in Figure 3. Normally, some scattering events in GISAXS experiments occur because of
the refracted X-rays at the polymer surface and reflected X-ray on the substrate surface,
resulted in appearance of a number of scattering peaks. The scattering cross-section for GISAXS
of the block copolymer thin film has been calculated within the framework of the distorted
wave Born approximation (DWBA) [61]. Lee et al. [44], Yoon et al. [44, 45], and Busch et al. [46,
47] introduced the DWBA (or a combination of Bragg’s and Snell’s laws, refraction and
reflection) to estimate the scattering peak positions. Scattering intensity due to the incident X-
ray (transmission) and reflected X-ray (reflection) were pronounced. Debye-Scherrer rings of
the block copolymer films with powder-like orientation of lamellar domains. The scattering
peaks arising from transmitted and reflected X-rays at the substrate can be calculated follow-
ing [53]

(8)

where m represents the peak order, which is 31/2 for the (11) plane in hexagonally packed
cylindrical microdomains. The upper (−) and lower (+) branches in the equation indicate the
Bragg diffraction of the transmitted and reflected X-rays, respectively. D is the characteristic
length of the given plane. As for the (11) plane, Eq. (9) can be derived from Eq. (8) as follows:

(9)
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where D corresponds to the 01 in this case. When the 01 was set to 18.8 nm, the DWBA

calculation Eqs. ( 8) and ( 9) gave the best representation for all Bragg spots as shown by
crosses in Figure 7.

Figure 7. GISAXS patterns measured with tender X-ray (2.40 keV) at the angle of incidence 0.620. The dotted lines of
the calculated Debye-Scherrer like rings from transmitted (red) and reflected (black) beams obtained using Eq. (8) as
assuming the characteristic length ⊥ (perpendicular to the surface) is smaller than the ∥ (virtual parallel compo-

nent). The ⊥ corresponds to 01. The crosses were obtained using Eqs. (8) and (9).

For GISAXS experiment in the soft X-ray region, the large curvature of the Ewald sphere may
give rise to an apparent distortion of the GISAXS pattern when the measurements are con-
ducted with a fixed angle of incidence and using the area 2D plane detector. Yamamoto et al.
[62] discussed the effect of the Ewald sphere curvature and performed model calculations using
DWBA [61]. At the lower energy of 1.77 keV, while the interparticle interference peaks extended
and bent inward at large qz, (approximately 2.0 nm−1), no bending of the extended peaks was
observed using hard X-rays. In the presence of the Ewald sphere curvature, the unmodified
equation is no longer valid. In this study, Eq. (9) that had been developed for the hard X-ray
regime to explain the experimental GISAXS pattern is confirmed to be valid for this observed
q-range with tender X-ray regime 2.40 keV [57].

The lattice constant b associated with the direction perpendicular to the surface was slightly
smaller than the lateral lattice constant a. The hexagonal lattice was slightly deformed, in
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particular, the nanocylinders were packed into distorted hexagonal lattice that was laterally
elongated and/or vertically collapsed. The distorted hexagonal lattice in polymeric films has
been often observed during the drying of solvents [63]. The lattice constant remained almost
constant with respect to the depth. In contrast, the constant b and the angle φ between the
lattice vectors increased with decreasing depth, i.e., approaching the surface, the lattice
deformation was relaxed to a normal hexagonal lattice (Figure 8).

Figure 8. Lattice parameters plotted against the penetration depth (left). Right illustration indicates parallel-aligned cy-
lindrical domains in thin film and the unit cell. The spacing Dn corresponds to the vertical distance neighboring planes
(1). |an| and |bn| represents the distance between neighboring cylindrical domains. The following relations were ob-
tained by analysis; D1 > D2 > D3 > ⋯ > Dc = ⋯ = Dn. |a0|=|a1|= ⋯ =|an|. | an|>| bn|. Here, Dc means Dn reached constant
value. Reprinted with permission from Saito et al. [57]. Copyright 2015 American Chemical Society.

3.2. Orientation and relaxation behaviors of lamellar microdomains of poly(methyl
methacrylate)-b-poly(n-butyl acrylate) thin film [64]

In this section, we investigated the phase-separation behavior of poly (methyl methacrylate-
b-n-butyl acrylate) (PMMA-PnBA) forming a lamellar structure aligned parallel to the
substrate after appropriate thermal annealing with GISAXS measurement. The structure
development through such as degree of the lamellar orientation and relaxation of the lamellar
domain spacing was inquired. Also, the GISAXS with tender X-ray for depth-sensitive analysis
was conducted to reveal that the difference of the lamellar domain spacing near the surface
from the bulk.

To obtain a thin film of the block copolymer PMMA-b-PnBA (Mn = 32,000, Mw/Mn = 1.17, fPMMA

= 0.44), PMMA-b-PnBA in toluene (5 wt% polymer solution) was prepared. The thin film was
obtained by spin cast on silicon wafer at 3000 rpm for 30 s. The thin films (thickness was 280±30
nm) were dried at room temperature, subsequently thermal annealing was performed at 160°
for given time. GISAXS measurement utilizing hard X-ray and tender (soft) X-ray was
performed. Hard X-ray GISAXS measurement was conducted at beamlines BL6A and BL10C
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in Photon Factory of KEK, Tsukuba in Japan and BL03XU in SPring-8, Hyogo in Japan [65,
66] with wavelength of 0.15 (BL6A), 0.1488 (BL10C), and 0.1 nm (BL03XU), respectively. Tender
X-ray GISAXS measurement was performed at BL15A2 in Photon Factory.

2D GISAXS (hard X-ray) patterns with various annealing times were shown in Figure 9. The
pattern of as-spun sample (Figure 9a) was shaped like an ellipse, which might arise from
kinetically frozen or poorly ordered structure. Partially intense scattering was observed at qz

of 0.25–0.28 nm−1 where was emphasized due to the so-called Yoneda peak, i.e., it did not
indicate specific orientation, suggesting that no orientation of phase-separated structure of
PMMA-b-PnBA appeared without thermal annealing. After the sample was thermally
annealed for even 1 min, the scattering intensity around qy = 0 (near the beam stop) grew. In
addition, two clear ring-shaped scattering patterns like Debye-Scherrer rings were observed.
Each scattering ring was arising from transmitted (denoted by T) and reflected (denoted by R)
beams as described in previous section. The scattering intensity near beam stop became strong
with annealing time. This change in GISAXS pattern indicates the growth of the parallel
orientation of the lamellar microdomain. The development of the normalized scattering
intensity [64] from parallel lamellar structure is shown in Figure 10. Orientation is nearly
complete after annealing for 60 min. The GISAXS measurement gave structure information
about domain spacing of the lamellar morphology. The domain spacing (D) of the lamellar
structures aligned parallel to the surface was estimated. To determine the accurate domain
spacing, the distorted wave Born approximation (DWBA) was applied for analysis of the
GISAXS patterns. The experimentally estimated D values are also plotted as a function of the
annealing time in Figure 10. The value of the D approached to the D0 of the bulk sample
(independently obtained to be 21.6 nm) with an increase in annealing time. The D of the parallel
orientated structure was slightly smaller than D0 even after 4 h thermal annealing, i.e., the
spacing collapsed vertically. Consequently, the lamellar structure was deformed along the
depth direction (similar phenomena as the previous section). Thermal annealing induced the
relaxation of the domain spacing and it seems taking approximately more than 2 h to complete
the relaxation of D (equals to the value of the bulk)

Figure 9. GISAXS patterns (hard X-ray, 1.488 Å) of PMMA-b-PnBA thin film (a) as cast and (b–e) as annealed at 160°C
with given annealing time; (b) 1, (c) 3, (d) 5, and (e) 10 min. R and T denoted the scatterings from reflected and trans-
mitted X-rays, respectively. Reprinted from Saito et al. [64]. Copyright Nature Publishing Group.
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Figure 10. Time evolution of the orientation of the lamellar domain (open circles) and the relaxation of the lamellar D
(filled circles). The solid lines were drawn as a guide to eyes. Dotted line shows the D0 value of the bulk. Open square
indicates the D value near the surface. Reprinted from Saito et al. [64]. Copyright Nature Publishing Group.

As is well known, preferential wetting of surface and substrate interfaces plays an important
role of orientation in thin film [12, 17]. In this case, surface energies of PMMA, PnBA, and Si
substrate are 41.1, 33.7, and 77.4 ± 0.5 mJ/m2, respectively [16]. According to the surface free
energies, it will be predicted that PMMA segregates to the surface of the silicon substrate,
whereas PnBA segregates to air surface. As a result of preferential wetting, the parallel
orientation of lamellar structure is induced at the surface and/or the polymer/substrate
interfaces and the oriented lamellae propagate into the entire film [67]. In fact, XPS measure-
ment proved that surface molar fractions of PnBA (within a few nanometers) were 80 mol%
(repeat unit) in as-cast film and the PnBA component perfectly covered on the surface after
thermal annealing with only 60 s. The segregation of each component, orientation of the
lamellae, and relaxation of the domain spacing occurred in different time scale. It can be
concluded that the PnBA first segregated at air surface within a minute after annealing (PMMA
may segregated at the interface), second the microphase-separated structure aligned parallel
to the surface, followed by relaxation of the domain spacing.

The polymer thin films have reported to have different mobility dependent on the local region,
i.e., near the surface, inside, or near the polymer/substrate interface. It is quite intriguing to
investigate that the depth dependence of structure difference exists, in other words, whether
there are difference between the structure (orientation, morphology, d-spacing, etc.) in the
vicinity of the surface and inside of the film, or not. The GISAXS measurements of PMMA-b-
PnBA thin film thermally annealed for 2 h with tender X-ray was performed with various
incident angles. As shown in Figure 11(a) and (b), in the case of αi < αc, the scattering (marked
arrows) of the lamellar structure oriented parallel to the substrate was considerably diffuse
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Figure 10. Time evolution of the orientation of the lamellar domain (open circles) and the relaxation of the lamellar D
(filled circles). The solid lines were drawn as a guide to eyes. Dotted line shows the D0 value of the bulk. Open square
indicates the D value near the surface. Reprinted from Saito et al. [64]. Copyright Nature Publishing Group.
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and broaden, while in the case of αi > αc, the scattering became clear and sharp. The FWHM
values of scattering peak (parallel lamellar domains) in the one-dimensional GISAXS profile
obtained vertically cut at various incident angles can be simulated as the same manner of the
size effect of measured region as discussed in the previous section (modified the Laue
function). Thus, the penetration depth was controlled by changing the incident angle. At near
the critical angle, the surface-sensitive measurement is possible as predicted from Eq. (2).
The true qz value of the oriented lamellar structure parallel to the substrate is estimated using
the experimentally observed peaks, i.e. D near the surface can be estimated. At αi of 0.525°
(penetration depth Λ of 32.4 nm), D was obtained to be 21.6 nm which is equal to the D0 value
(21.6 nm) of the bulk sample. The value of D near the surface is slightly larger than the value
21.4 nm obtained from DWBA calculation (inside the whole film). This means that relaxation
of the domain spacing near the film surface preceded that of the inside. According to previous
reports, polymer chain near the surface indicates higher mobility (lower glass transition
temperature or viscosity) [68–70]. Moreover, the lamellar structure started to orient from both
the air/polymer and polymer/substrate interfaces, which was induced by segregation of one
component in the BCP. Therefore, that the faster relaxation of the D of the lamellar structure
near the surface was caused by the faster orientation and higher mobility in the vicinity of the
surface.

Figure 11. Tender X-ray (2.40 keV) GISAXS patterns of PMMA-b-PnBA thin films annealed at 160 °C for 2 hours at
incident angles (a) 0.525° and (b) 0.625°. Reprinted from Saito et al. [64]. Copyright Nature Publishing Group.

3.3. Evaluation of mesogen orientation in thin films of polyacrylate with cyanobiphenyl side
chain [71]

Understanding the orientation behavior of polymer chain in the vicinity of interfaces (both
substrate and free surfaces) is of practical importance in organic thin film technologies such
as coating and photoresisting processes. Thus, a large amount of fundamental knowledge has
been ever accumulated. It has been broadly recognized that diverse physical properties of

Grazing-Incidence Small Angle X-Ray Scattering in Polymer Thin Films Utilizing Low-Energy X-Rays
http://dx.doi.org/10.5772/65090

75



polymeric materials in ultrathin film state are very different from those in the bulk state.
Compared with the vast amount of studies for amorphous and crystalline (LC) polymers,
studies on the anomaly in structure and orientation of side chain liquid crystalline polymers
in ultrathin film states are rather unexplored. A large number of data related to mesogen
orientation have been reported [72–78]. Accordingly, the side chain LC polymers are mostly
aligned homeotropically [23, 79–81] The significant effect of the sample surface is apparent
from the fact that the mesogen orientation changes to a planer orientation as the sample surface
is covered by another layer or material [23, 82–84]. A cyanobiphenyl(CB)-containing polyme-
thacrylate (PCBMA) exceptionally indicated the planar orientation regardless of the fact that
the homologous polyacrylate (PCBA) oriented homeotropically [33]. This unexpected orien-
tation behavior is responsible for the difference in the main chain rigidity (but still no rational
explanation). In these contexts, the investigation to reveal in detail the orientation of PCBA is
proceeded by the GISAXS measurements by systematically changing the film thickness.
Additionally, GISAXS with hard (8.05 keV) and tender (2.30 keV) X-rays were carried out.

The side chain LC polymer PCBA (chemical structure shown in Figure 12, Mn = 12,000, Mw/Mn

= 1.83, glassy state – 13°C (Tg: glass-transition temperature)–smectic A - 95°C (Ti: isotropization
temperature)) films on quartz plates were prepared by spin-casting from 0.12–3.0 wt %
chloroform solutions to make different thickness samples. The spin-cast film samples were
annealed at 135 °C, cooled to a target temperature, kept for 10 min, and then subjected to the
measurements. The layer spacing of the smectic A of LC polymers in the bulk was estimated
to be 4.6 nm (SAXS). GI-SAXS experiments with hard X-rays (Cu Kα radiation (λ = 0.154 nm))
were conducted with a FR-E X-ray diffractometer equipped with two-dimensional imaging
plate R-AXIS IV detector (Rigaku). GI-SAXS experiments using low-energy X-rays were
performed at BL-15A2 [60] at the Photon Factory, KEK, Tsukuba, Japan. Experimental details
of the GI-SAXS measurements were described in previous sections.

Figure 12. Chemical structure of the side chain LC polymer.

Figure 13 indicates GI-SAXS data measured with hard X-rays (λ = 0.154 nm) for 30 nm thick
at 80 °C. For 140 nm thick film, the scattering peaks corresponding to d (smectic layer) = 4.6
nm (100) and 2.3 nm (200) were clearly seen in both out-of-plane and in-plane directions. The
intensity of the peaks in the out-of-plane direction was significantly small in 30 nm thick film
(as peaks was weakly shown in 1D profile), and no peaks were essentially recognized for 15
nm thick film, although those in the in-plane direction were clearly seen. These results
evidently indicate the coexistent of planarly and homeotropically oriented CB in the films with
film thickness greater than 30 nm, and that the CB mesogens were oriented only planarly at
15 nm thickness.
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Figure 13. 2D GI-SAXS (Cu Kα) patterns (a) of PCBA films with a thickness of 30 nm at 80 °C. Lower figure (b) indi-
cates 1D intensity profiles (black: in-plane; red: out-of-plane directions). Reprinted with permission from Tanaka et al.
[71]. Copyright 2016 American Chemical Society.

GI-SAXS measurements with synchrotron tender X-rays (λ = 0.539 nm, 2.30 keV) were achieved
at various αi. Figure 14 shows the 2D GI-SAXS images for 30 nm thick film at room temperature.
The CB mesogens at this thickness as mentioned before are oriented both in the homeotropic
and planar directions (coexistence). The αc in this sample was estimated at about 0.54° for this
X-ray energy. Under conditions of αi < αc (αc is about 0.54° for 2.30 keV), the scattering signals
in the thin film was observed only the out-of-plane direction as shown in Figure 14a and b,
where Λ is estimated as in the range less than 10–20 nm in these experimental conditions. It is
apparently indicated that the CB mesogens adopt homeotropic orientation in the free surface
region. When αi > αc, the out-of-plane scatterings were split into double peaks in the qz direction
as shown in Figure 14c–e. The split double peaks originate from the transmitted X-ray through
the film and then reflected on the substrate [44]. Hence, the high qz peak of the double peaks
can be assigned to the scattering from the reflection path on the film surface. The split spots
means that the X-ray beam actually travelled through the overall film thickness and reached
the sample/substrate interface. When αi > αc (Λ > 100 nm), the peaks appeared in-plane
direction due to the planar orientation were clearly observed as shown in Figure 14d–f with
arrows. These signals undoubtedly originate from the mesogens near the polymer/substrate
interface.
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Figure 14. Two-dimensional GI-SAXS patterns for PCBA thin film with 30 nm thickness using tender X-rays (0.539
nm). Measurements were conducted at αi = 0.48 (Λ = 11 nm) (a), 0.50 (Λ = 16 nm) (b), 0.56 (Λ = 167 nm) (c), 0.74 (Λ = 453
nm), and (d). Note that αc (0.54°) is positioned between (b) and (c). Reprinted with permission from Tanaka et al. [71].
Copyright 2016 American Chemical Society.

From the overall data of UV-vis absorption spectroscopic [71] and the GISAXS measurements
utilizing hard and tender X-rays, the orientation structural models of CB mesogens in PCBA
thin films are schematically illustrated in Figure 15. In thick films with 140 nm, the CB
mesogens are almost aligned homeotropically. However, a considerable number of the CB
mesogens planarly anchored exist near the substrate (polymer/substrate interface) as revealed
by GI-SAXS measurements with hard X-rays (Figure 13). At a thickness of 30 nm, the amounts
of homeotropically and planarly oriented CB mesogens is comparable, where depth-resolved
information is obtained by GI-SAXS with tender X-ray experiments (Figure 14). In the film
thickness of 10–15 nm, the CB mesogens adopt almost planar alignment. When the film
becomes further thinner from the critical level of 7 nm, the planar alignment near the surface
disappears where the liquid crystal structuring (antiparallel packing of the CB mesogens) is
lost.

Figure 15. Schematic illustration of orientation of the CB mesogens in films with film thickness 30 nm. Purple circles
indicate the cyano group at the terminal of mesogen. Note that the antiparallel interactions (LC structuring) are kept
among the CB mesogens at thickness above 10–15 nm. Such LC structuring is lost at thickness of 7 nm. Reprinted with
permission from Tanaka et al. [71]. Copyright 2016 American Chemical Society.
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4. Grazing-incidence resonant soft X-ray scattering [50]

The GI-RSoXS is a novel technique, which is in particular suited for more complex system such
as multicomponent block copolymer and polymer blend films. Resonant soft X-ray scattering
has already been successful for probing morphology and spatial structure in organic photo-
voltaic (OPV) systems [85, 86] and triblock copolymer system [87]. GI-RSoXS allows for
detecting near surface and inner structure separately at fixed incident angle by tuning X-ray
photon energy because the penetration depth of the X-ray beam is drastically affected by the
change in X-ray photon energy across the adsorption edge. Adsorption K edge for organic
materials composed of mainly carbon, nitrogen, and oxygen are 284, 409, and 543 eV. The fine
structure of the adsorption edge can be utilized in GISAXS measurements. Near edge X-ray
adsorption fine structure (NEXAFS) spectrum needs to be probed for the polymeric materials
in order to estimate the complex refractive index of X-ray that becomes important for depth-
sensitive and component sensitive analyses. Typically, the NEXAFS spectra of polymers, which
have low contrast in the real part of the refractive index in the hard photon energy regime,
indicate considerable differences in the soft X-ray regime. In this section, investigation of
nanostructure in the polymer blend thin film, poly(3-hexylthiophene) (P3HT) and poly[5-(2-
ethylhexyloxy)-2-methoxycyanoterephtalylidene] (MEH-CN-PPV), is introduced as an
example of GI-RSoXS experiment carried out by Ruderer et al. [50].

GI-RSoXS measurements with soft X-ray were conducted at the synchrotron beamline 11.0.1.2
of the advanced light source (ALS) at the LBNL in Berkeley (USA) [88, 89]. Due to the high
adsorption of soft X-ray in air, full setup (sample and X-ray detector) was kept in high vacuum.
The energy of X-ray was used in the range of 280–320 eV (λ: 4.4–3.9 nm). Sample-to-detector
was 18.5 cm that was sufficient for detecting length scale in the range from 21 nm to a few
micron meters. An incident angle αi = 2°, which is near the critical angle αC of 2.3° for 280eV
and 1.5° for 283 eV. The both polymers (P3HT and MEH-CN-PPV) were dissolved in chloro-
form. The thin film of polymer blend was prepared by spin coating from the solution; the
thickness was controlled to be about 70 nm. The films were annealed at 200 °C for 10 min in
air without degradation. The NEXAFS spectroscopy measurement was conducted for taking
the wavelength dependent refractive index (n = 1 − δ + iβ) of polymers used here for electro-
magnetic radiation near the adsorption edge. NEAXFS spectra were also obtained at the same
beam line of the ALS. The sample environment is identical to the GI-RSoXS setup. The polymer
thin films were prepared on silicon nitride membranes and measured in transmission geom-
etry. The adsorption part β of the refractive index was obtained through Beer’s law. The real
part δ of the refractive index was calculated from the β using Kramers-Krongis relation.

Figure 16a shows the X-ray energy dependence of the dispersion δ and the adsorption β of
P3HT and MEH-CN-PPV homopolymer. The spectra of respective homo polymers are
different. NEXAFS spectra of the blend system with different blend ratio can be obtained by
a linear superposition of the spectra of P3HT and MEH-CN-PPV homopolymer weighted
with the corresponding blend ratio. The dispersion δ spectra of P3HT and MEH-CN-PPV
reveal positive and negative values and differ strongly depending X-ray energy. Therefore,
the scattering contrast depends on the X-ray energy. Using the adsorption β spectra, the
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penetration depth Λ of the soft X-rays into the blend film is calculated as shown in Figure
16b. Figure 17 indicates the GI-RSoXS patterns of as spun P3HT/MEH-CN-PPV bulk
heterojunction films with a P3HT content of 70 wt% for different energies from 280 to 289 eV
(wavelength of X-rays from 4.43 to 4.29 nm). Although the wavelength is varied by only 3%,
the scattering patterns significantly change. For energy below 284 eV, an intensity oscillation
in vertical direction is observed, which comes from the correlated roughness originating from
the interference of scattered X-rays from different interfaces. The correlated roughness
vanishes with increasing energies of the X-rays. It indicates no scattering signal from the
substrate interface is detected and X-ray penetrates near the surface as shown in Figure 17.
The low scattering intensity of GI-RSoXS at 284 eV (Figure 17c) is due to the very low incident
intensity at this energy. The reduction of the intensity at 286 eV (Figure 17e) can be ascribed
to the significant low contrast between P3HT and MEH-CN-PPV at this energy. Thus, the
surface structure is accessible at 286 eV. The change in the total scattered intensity was
attributed to the changed contrast conditions from the contrast variation.

Figure 16. (a)Dispersion δ and the absorption β of P3HT (red solid lines) and MEH-CN-PPV (blue solid lines) as a
function of the X-ray energy. For comparison, the calibrated P3HT spectra (dashed lines) from the database [90] are
drawn. (b) Penetration depth of X-ray of P3HT (red) and MEH-CN-PPV (blue) as a function of X-ray energy. Reprinted
with permission from Ruderer et al. [50]. Copyright 2016 American Chemical Society.
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Figure 17. Two-dimensional GI-RSoXS patterns of as-spun P3HT: MEH-CN-PPV film with a P3HT content of 70 wt%
with different X-ray energies. The X-ray energy: (a) 282, (b) 283, (c) 284, (d) 285, (e) 286, (f) 287, (g) 288, and (h) 289 eV.
Copyright American Chemical Society, Ruderer et al. [50].
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Abstract

Small-angle X-ray scattering is a well-established biophysical technique, whilst micro-
fluidics is proving to be a convenient technology for creating miniaturised multifunc-
tional  devices.  Both  fields  are  highly  versatile  and  find  use  in  multiple  scientific
disciplines.  Together,  they  offer  the  potential  to  obtain  structural  information  on
biomacromolecules, nanoparticles and condensed matter, in a high-throughput manner
and with enhanced time-resolution capabilities. This chapter provides practical design
considerations for X-ray-based microfluidic systems and examines some of the existing
microfluidic platforms used in conjunction with small-angle X-ray scattering. As the
exclusive advantages of microfluidics become recognised and accessible, the prevalence
of microfluidic sample environments in X-ray scattering measurements will hopefully
increase.

Keywords: microfluidics, high throughput, time-resolved SAXS, continuous flow,
laminar flow, hydrodynamic focusing, turbulent mixing, structural biology

1. Introduction

1.1. Principles and potential of microfluidics

The interdisciplinary field of microfluidics encompasses the science and technology underly-
ing the development of devices that process and manipulate small volumes of fluids within
micron-scale channels. A microfluidic ‘chip’, so-called because its fabrication method was
adapted from that  used to  manufacture  computer  microchips [1],  can be designed with
interconnected networks of channels and chambers. These designs can integrate a range of
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functions on a single, microsized ‘lab-on-a-chip’ device, also known as a ‘micro total analysis
system’ (μTAS).  Along with  the  ready possibility  of  automation and potential  for  high-
throughput screening that  microfluidics  presents,  other general  benefits of  scaling down
include lower sample consumption and consequently lower cost. In addition, microfluidic
devices offer precise control over fluid flow and mixing, shorter processing times and hence
more rapid results. Accordingly, the technology of microfluidics is influencing many areas of
science, from materials to microbiology.

1.1.1. Physics of fluid flow on the microscale

In contrast to fluids moving in large channels, which mix turbulently, a key property of fluid
flow in microchannels is that it is laminar. Laminar flow occurs in smooth parallel streams with
no significant mixing between streams other than by diffusion [2]. This is a result of the ratio
of inertial to viscous forces, described by the Reynolds number (Re), which for small channel
dimensions is low, meaning that viscous forces dominate. The Reynolds number is defined by

 vwRe r
m

= (1)

where ρ is the fluid density,  is the flow velocity,  is the characteristic dimension of the flow
geometry and μ is the fluid viscosity [3]. A Re of <1–100 corresponds to pure laminar flow,
whilst a Re of >1000–2000 is approaching turbulent flow. The low Reynolds number flow
property of microchannels can be exploited, but is not ideally suited to all applications.

1.2. The combination of microfluidics and small-angle X-ray scattering

Small-angle X-ray scattering (SAXS) is a valuable and versatile technique. SAXS is utilised by
biochemists and material physicists alike, providing both quantitative and qualitative struc-
tural information about biomacromolecules, nanoparticles and condensed matter [4–13]. In
structural biology, although SAXS is unable to afford atomic resolution, it serves as a comple-
mentary technique to X-ray crystallography and nuclear magnetic resonance (NMR) and
compensates for limitations of these techniques, by enabling structural parameters to be
determined in biologically relevant solutions, without the size restriction typically imposed
by NMR and with no requirement for extrinsic biomolecule labelling or crystals. Further, SAXS
allows the characterisation of conformational changes, dynamics and interactions of biomo-
lecules in response to different experimental conditions, which makes it ideally suited to
monitoring important biochemical events, such as protein folding, ligand binding and
association/dissociation reactions.

1.2.1. Why incorporate microfluidics into SAXS?

SAXS already involves the manipulation of relatively small volumes of fluid; however, the
typical solution sample environment for SAXS is based on thin-walled quartz capillaries. These
offer a convenient method to acquire SAXS data on solutions, but they do have a number of
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restrictions. Microfluidic devices offer the opportunity to develop customised systems with
the flexibility to enable advanced sample handling, such as concentrating, diluting, mixing
and filtering, in line with the SAXS measurement. Unsurprisingly, given its broadly applicable
advantages, microfluidics has been incorporated into several other techniques in assorted
scientific fields and within structural biology, including for screening of protein crystallisation
conditions, for a closely related technique, X-ray crystallography [14], and with few perceivable
disadvantages, the question really becomes, why not SAXS? Indeed, several groups have
already recognised the potential benefits and taken advantage of microfluidics, successfully
demonstrating its use with SAXS for studying a diverse variety of specialised systems [12],
including the assembly of biomacromolecules such as intermediate filaments [15] and silk
fibres [16]; the growth of gold nanoparticles [17]; the rheology of complex fluids, such as liquid
crystals [18, 19] and wormlike micelles [20]; as well as numerous studies on protein [21–29]
and RNA folding [30, 31]. Perhaps the most obvious, more general advantage that microfluidics
can offer SAXS, as it has offered many other techniques, is the potential to provide automated,
high-throughput platforms which minimise sample consumption and shorten measurement
times whilst maintaining a high level of accuracy and reproducibility, and researchers have
begun to lay the groundwork for devices of this type [32–34].

1.2.2. What makes microfluidics particularly well-suited to SAXS?

Several fundamental aspects of these technologies are exceptionally compatible. First, the size
of the X-ray beam relative to the size of the channels within a microfluidic chip is quite
comparable. Thus beam is not being used to measure extraneous material, and conversely, all
of the sample molecules are in the beam interaction volume. Therefore the sample is providing
the optimal amount of signal, without being wasted. Second, the continuous flow typical
within these systems mitigates radiation damage to samples, improving the reliability and
data quality obtainable from SAXS measurements. Moreover, the high-throughput potential
mentioned above is especially important for synchrotron-based techniques such as SAXS,
where the experiment time is often limited, as a microfluidic sample-handling platform could
help to ensure maximum use of the allocated beam time [33, 35]. This is what prompted Lafleur
et al. and, very recently, Schwemmer et al., to develop their respective microfluidic high-
throughput sample-handling environments [33, 34], which will be discussed. Microfluidics
also offers the opportunity to extend the time-resolution capability of SAXS. Various groups
have demonstrated the possibility to study reaction kinetics of protein and RNA folding events
or complex fluids, using alternative microfluidic approaches to prevail over commercially
available stopped-flow devices which fall short of the requisite microsecond time range, and
this will be covered in the latter part of this chapter.

2. Incorporating microfluidics into SAXS

In the first part of this section, some general design considerations for microfluidic systems in
the context of SAXS will be discussed. In subsequent sections, existing examples of microfluidic
chips and how they have been applied using SAXS in order to increase either the throughput
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or the time resolution will be examined. As well as providing some background and giving an
overview of the current status of the field, it is hoped that this chapter will contain practical
information for those looking to realise the benefits of incorporating microfluidic technology
into SAXS.

2.1. Design considerations for SAXS microfluidic systems

Whilst the specifications of the system will differ depending on the particular application, some
generally applicable guidelines are given here, supplemented with specific examples. As for
any analytical microfluidic setup, there are three main aspects of the system which need to be
considered: (i) the design and fabrication of the microfluidic chip itself, (ii) the sample delivery
system and method of fluid control and (iii) integration with the experimental apparatus, in
this case, the SAXS beamline (although the possibility of an on-chip X-ray source has been
envisaged [36]). Each aspect will be discussed separately here whilst bearing in mind that these
aspects are all interrelated and will have certain SAXS-specific requirements that differ from
other light-based detection methods.

2.1.1. Chip design and fabrication

The first key consideration regarding the microfluidic chip is the choice of material, the
properties of which, in this case, must be compatible with X-rays. The possibilities will be
further narrowed down by practical considerations specific to the particular application, e.g.
if high flow rates are required for mixing or time-resolution purposes, the chip material and
bonding must be robust enough to withstand the subsequent high pressure generated, without
deformation of the microchannels [20, 27]. Cost, both in terms of fabrication time and resources,
will also likely factor into material choice, and the type of material will dictate the method of
fabrication, which may be limited by available facilities. Microfabrication does require some
special equipment and sometimes a clean room, commonplace in a nanofabrication facility,
but not found in the average biochemistry lab. If access to the necessary facilities is not
available, there are several microfluidic manufacturing companies offering custom microfab-
rication services.

Microfluidic chips were originally manufactured from silicon using standard photolithogra-
phy and often bonded to glass, which is not an ideal window material for SAXS [36]. The first
microfluidic device used in conjunction with SAXS comprised a silicon chip and silicon nitride
windows [21], but in more recent times, silicon has been exchanged for synthetic polymer
materials, such as thermoplastics, e.g. polymethyl methacrylate (PMMA), or the silicone
elastomer, polydimethylsiloxane (PDMS). The latter is cast from a replication master mould,
which can be fabricated using similar lithographic techniques, whilst the former can be
fabricated by a range of micromachining methods (milling, electric discharge, laser ablation)
and templating techniques (thermoforming, transfer moulding). Both options are cheaper than
silicon chips and highly flexible in terms of the possible channel geometries.

Unfortunately, there are two major limitations of PDMS for microfluidic SAXS devices: its low X-
ray transparency [36] and its low X-ray endurance—continuous X-ray exposure rapidly
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deteriorates this material [20]. Nevertheless, PDMS can be utilised for channel structures, as long
as appropriate X-ray compatible material is chosen for sample observation windows, as Dootz
et al. demonstrated [19]. As another example, Stehle et al. used a PDMS chip for a microfluidic
droplet-forming module, separate from the thin-walled glass capillary used for SAXS detection
[12]. The large dead volumes that are introduced via the connecting tubing in this system are the
disadvantage of this approach. PDMS also finds use in other constituents of a microfluidic system,
as its elasticity and adhesive properties render it useful for valves and seals [33].

Kapton (polyimide) has commonly been used for X-ray-related applications due to its high X-
ray resistance and low X-ray absorption [19]. However, in a qualitative assessment of the
suitability of various polymer materials for SAXS microfluidic chips by Toft et al., the SAXS
profile obtained from a 100 μm thick Kapton foil revealed a diffuse diffraction peak that occurs
at in the middle of biologically relevant q-ranges [32]. Given that biological scattering is
relatively weak, this feature was suggested to perhaps cause issues with background subtrac-
tion [32]. In spite of this, Barrett et al. have fabricated a microfluidic device out of two 150 μm
thick Kapton films bonded together, using laser ablation techniques to produce the channels,
whilst Graceffa et al. used Kapton windows for their stainless steel turbulent-flow mixing chip
[27], as did Dootz et al. for their PDMS chip [19].

Greaves and Manz deemed polycarbonate (PC) to be the best chip-building material in terms
of X-ray transmission, with PMMA a close second [36]; however, PC and PMMA were rated
poorly by Toft et al., in terms of X-ray endurance and cleaning, and PC was also judged as poor
for bonding and machinability, although both materials display low small-angle X-ray
scattering [32]. Ultimately, polystyrene (PS) was the polymer of choice for Toft et al., meeting
all the criteria for their ‘BioXTAS’ chip [32, 33], whilst Lafleur et al. selected PMMA for a mixing
attachment containing rotary valves by virtue of its superior machinability [33]. Combinations
of different plastics have also been demonstrated successfully by Møller et al., who used a
PMMA substrate with PS windows, developing a strong PS to PMMA bonding procedure for
this design [37].

A second, crucial consideration relating to SAXS chip design concerns the size of the sample
detection compartments versus the size of the X-ray beam. For maximum signal, the depth of
the sample compartment should be as close to the optimal pathlength as practically possible.
The scattering volume and the beam energy both factor into determining the optimum
pathlength. Conversely, using smaller compartments results in lower sample consumption. A
finite constraint is that the dimensions of the beam must be smaller than the dimensions of the
channel or chamber to minimise background intensity resulting from X-ray interaction with
the substrate wall, and the X-ray focusing or slitting down ability and resultant flux of
individual beamlines will set a lower limit on these dimensions. It is important to note that the
beam dimension under consideration is the total beam width, as opposed to the commonly
defined full width at half maximum, as the weak outer beam background will still cause
parasitic scattering from the chip which will affect data quality. Thus the design must be
optimised to the expected beam dimensions and balance signal requirements against sample
consumption.
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2.1.2. Sample input and fluidic control

For continuous flow systems, fluid delivery via pumps would ideally be controlled remotely
by software, so as to facilitate fast sample turnover time and minimise the need to access the
beamline hutch, thereby increasing the efficiency of the experimental procedure. This is
essential for time-resolved measurements, where data acquisition must be initiated immedi-
ately after sample mixing. Toft et al. developed software to couple control of commercial
syringe pumps delivering samples and buffer to the chip with the beamline shutter system,
thereby coordinating sample preparation and data collection [32], whilst Lafleur et al. devel-
oped both the software and hardware, including the individually controlled syringe pumps
used in conjunction with integrated rotary valves, for their next-generation setup [33]. For
stopped-flow systems, sample introduction to the chip and any on-chip processes such as
mixing, diluting could be done prior to chip introduction to the beamline, provided that time-
resolved data are not required. Alternatively, Schwemmer et al. eliminate the need for pumps
and tubing altogether (along with any associated plumbing problems) by depositing samples
directly into reservoirs on their ‘LabDisk’ using regular pipettes. This keeps all fluids confined
entirely to the chip and relies on centrifugal forces to transport fluids through the mixing
channels, though this does require a custom-built processing device to spin the disk at preset
rotational frequencies [34].

2.1.3. Interfacing to a SAXS beamline

Once the chip is fabricated and fluidic control is established, the final considerations to
complete the microfluidic SAXS experimental setup and ensure optimal ease of use involve
appropriate interfacing to the beamline. This may require some adjustments to the conven-
tional beamline setup to accommodate the microfluidic system. At a minimum, a chip holder,
which allows for any necessary inlet and outlet tubing connecting to the fluid delivery system,
is needed for stable attachment to an adjustable stage (ideally motor-controlled) to facilitate
precise alignment with the X-ray beam. More advanced chip holder designs have included a
borescope or camera for sample visualisation and to assist with chip positioning [34, 37]. For
the best-quality data, the beamline setup should ensure a vacuum along the complete X-ray
flight path, from synchrotron to microfluidic sample chip to detector to avoid air scatter, and
contain a minimum of extra window components to reduce background intensity [34].
Temperature control is another important consideration, particularly for unstable biological
samples, and has been achieved via a channel in the chip holder through which a cooled
solution can be passed [37].

2.2. Microfluidics for high-throughput SAXS sample handling

Prior to the development of sample-changing robots at synchrotron SAXS beamlines, loading
samples by hand was a tedious and time-consuming process, especially with the necessary
sample cell cleaning and drying steps between each sample [35]. This motivated Toft et al. to
develop a microfluidic front end, the BioXTAS chip, along with software for external control
of the syringe pumps regulating fluid flow through the chip [32]. At the time, this was a
considerable improvement upon manual sample handling, with the added benefit of elimi-
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nating the inherent human error associated with sample preparation, such as that of a dilution
series, which is generally still a manual task, at present. The first-generation BioXTAS chip
(Figure 1A) contained four fluidic inlets, providing the option to utilise up to three different
solutions that are premixed prior to merging with the sample solution, an extended serpentine
mixing channel in which homogenous mixing of sample and buffer solutions occurs via
diffusion, with the mixing ratio determined by the flow rate, and a 200 nl sample chamber,
where the sample is exposed to the X-ray beam and scattering data is collected whilst flow is
stopped [32]. In this setup, samples are stored in syringes connected to the chip by a 30 cm
length of tubing which requires 150 μl of solution to fill, and following a 15 min pressure-
equilibration period, 6 min is required to fill the sample chamber, at a flow rate of 6 μl/min [32].
Consequently, whilst only 36 μl of sample is consumed per measurement, and reasonable
quality data has been shown from a mere 200 nl sample volume (of 1–10 mg/ml protein),
unfortunately this sample economy is compromised by the dead volume contained in the
syringe and tubing, as well as by the pressure-equilibration time. Although the stopped flow
during data collection strategy contributes to low sample consumption, it does increase the
susceptibility of the sample to radiation damage, particularly with long exposure times.
Nevertheless, this BioXTAS chip represents a respectable first proof of concept of a microfluidic
alternative for SAXS sample handling and has subsequently been utilised for a study on the
oligomeric state of cancer-related protein, as further demonstration of its practicality and
promise [37].

Figure 1. Microfluidic answers to the demand for automated, high-throughput, low consumption sample-handling
systems for SAXS. (A–C) The BioXTAS chip by Toft et al. [32] and additions by Lafleur et al. [33] and Skou et al. (2014)
[38]. (D and E) The LabDisk for SAXS by Schwemmer et al. [34]. See text for details.
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The first-generation BioXTAS chip was subsequently developed to incorporate an additional
mixing module (Figure 1B), which contains an on-chip sample reservoir and motor-controlled
rotary valves to enable more precise fluidic control, in addition to integrated UV absorbance
detection capabilities by means of optical fibres built into the separate sample detection chip,
enabling UV absorbance measurements to be acquired concurrently with scattering data [33].
The option for data acquisition in continuous flow mode, which would reduce radiation
damage, albeit at the expense of sample consumption, is made available in the custom-
developed control software [33]. With much shorter exposure times on a more powerful X-
ray source and a faster flow rate, the complete experimental cycle time (including cleaning)
was considerably reduced from 28 to 3 min whilst consuming slightly less sample than for the
first-generation chip [32, 33]. The on-chip sample reservoir does enable a reduction in the dead
volume of the system, although external syringe pumps and associated tubing are still
required to supply the buffers and pressure on the protein sample, so in order to take full
advantage of the on-chip reservoir to minimise the sample volume, the suggestion is made to
use an immiscible fluid to supply the necessary volume in the tubing syringe for injecting the
sample [33].

Related to this idea of introducing a second fluid phase is the droplet-based microfluidic
approach, in which discrete droplets of one liquid are generated, dispersed in and carried by
a second, immiscible fluid within a microchannel [12]. These microdroplets can be used to
compartmentalise samples, which can then be manipulated as individual vessels: for sorting,
splitting, merging and even for performing chemical or biological assays [12]. The usefulness
of this approach in association with SAXS was demonstrated by Stehle et al., who used it to
analyse gold nanoparticles encapsulated by water droplets dispersed in oil, with each SAXS
measurement comprising data averaged from ~ 9000 droplets, over a 15 min period [12]. In
view of the available sample-changing robots, which have similar sample requirements and
low dead volumes and perform all of the necessary cleaning in a fully automated fashion,
distinct advantages of microfluidic devices for SAXS may have thus far been unclear, whereas
discrete droplet formation is an example of an exclusive capability of microfluidic approaches
which highlights the versatile possibilities created by this technology and which the standard
SAXS setups lack. Another example is provided by Skou et al., who adjusted the second-
generation BioXTAS design to incorporate a sample dialysis chip, comprising two PDMS
sheets: one which contains channels for a polyethylene glycol (PEG) solution and the other
which contains channels for the protein sample solution and a dialysis membrane sandwiched
in-between (Figure 1C) [38]. When utilised with SAXS, this additional microfluidic module
offers the unique ability to gradually concentrate protein samples as structural information is
continually acquired, to reveal changes in protein oligomeric state and detect concentration-
induced protein aggregation early in the experiment. Alternatively, if a different buffer is used
instead of a PEG solution, the device can be used to monitor the effect of different experimental
conditions, such as a change in ionic strength or pH, during buffer exchange [38]. Further
advanced sample-handling features envisaged for microfluidic SAXS include on-chip size
exclusion chromatography [32].
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Although the BioXTAS chip readily facilitates mixing of multiple solutions with small volumes
of a single sample and prepares dilutions with ease (simply by varying the flow rate), in order
to properly meet the high-throughput objective, the BioXTAS system would require further
development to increase its sample capacity or the means to enable easy and rapid sample
changing, to bring it up to par with current autosampler robots. Schwemmer et al. presented
an innovative centrifugal microfluidic platform, ‘LabDisk for SAXS’, which overcomes some
of the shortcomings of the BioXTAS system by having six sample modules on a single chip
(Figure 1D), each containing on-chip reservoirs for sample, buffer and screening agents and
requiring only 2.5–3.5 μl of solution, with dead volumes of just over 1 μl, which is the allowance
for pipetting errors and guaranteeing complete filling of channels and chambers [34]. The
sophisticated fluidic geometry (Figure 1E) enables aliquoting and mixing of fixed combina-
tions of protein, buffer and screening agents, simultaneously generating 15 different sample
conditions and the five corresponding buffer solutions for background subtraction, with a high
degree of accuracy and precision, in under 5 min [34]. Short (20 × 50 ms) exposures make for
fast readouts, with the experimental time currently limited by manual positioning of the
measurement chambers in the X-ray beam, although this is expected to be automated in due
course [34]. Higher noise in the data collected on the LabDisk than the conventional sample
changer is attributed to factors relating to the air gap in which the LabDisk is operated, which
results in higher background, as well as the shorter pathlength of the measurement chamber
and smaller X-ray beam, which result in lower signal [34]. Owing to the relatively low signal
of biomolecules, composed of light, weakly scattering atoms, the background subtraction,
which accounts for both the solvent and the instrumentation, needs to be carried out as
precisely as practically possible. As such, the use of the same sample compartment for both
sample and background measurements is considered important, to avoid introducing anoma-
lies due to subtle differences in sample cell [35]. However, the LabDisk has separate readout
chambers for samples and buffers, which has potential to cause issues with background
subtraction.

2.3. Microfluidics for time-resolved SAXS

The suitability of microfluidic devices for time-resolved studies was recognised early on in the
rise of microfluidics, and it has played a key role in increasing the time resolution attainable
by SAXS. Whilst stopped-flow techniques have been extensively used for time-resolved SAXS
studies, predominantly of protein folding [39–45], since Moody et al. reported the first device
used in conjunction with SAXS in 1980 [46] and stopped-flow apparatus specifically for SAXS
are commercially available [13], these have only been able to achieve dead times of 0.5 ms at
best. Microfluidics offers the potential to extend the accessible time resolution of SAXS to the
microsecond time range; however, rapid mixing, which is a crucial requirement, is the
challenge, due to the low Reynolds number flow in microchannels.

The two main microfluidic approaches are both continuous flow-based techniques but differ
in their mixing strategy; the turbulent-flow approach aims to generate high Reynolds number
flow in microchannels, whilst the laminar-flow approach utilises the inherent low Reynolds
number flow. The common underlying principle is that data collected at different distance

Microfluidics for Small-Angle X-ray Scattering
http://dx.doi.org/10.5772/65678

97



points along an observation channel after mixing correspond to different time points over the
course of the reaction, with the flow velocity determining the temporal resolution. This
approach has been coupled with various techniques, such as circular dichroism and fluores-
cence spectroscopy [29], but with SAXS, the radius of gyration represents an easily determined
parameter which can be monitored, whilst the data also provide low-resolution structural
information, making it useful for monitoring structural changes such as folding, oligomeriza-
tion and ligand-induced rearrangements. As previously mentioned, continuous flow offers the
SAXS-specific advantage of lower radiation damage but disadvantage of higher sample
consumption, particularly at the high flow rates required for the turbulent mixing approach.

Rapid turbulent mixing in a multicapillary device was pioneered by Regenfuss et al. [47], who
credits Moskowitz and Bowman [48], and this idea has since been developed by several groups,
with various devices emerging [49, 50], including microfabricated versions of the original
capillary-based mixer [51, 52]. The ‘T-mixer’ produced by Takahashi et al. [51] (Figure 2A) was
subsequently utilised with SAXS to study the folding dynamics of various proteins [23–26,
31], achieving dead times as low as 160 μs [23]. The T-shaped geometry of this microfluidic
device forces two solutions flowing at high velocities to meet at a junction and change direction,
resulting in rapid mixing, before being transported through to the observation channel, where
measurements are obtained [51]. Bilsel et al. advanced this design by altering the angle of the
input channels such that they form an arrow-shaped junction (Figure 2A inset), which forces
the two fluids to undergo a greater change in momentum, theoretically giving rise to more
efficient mixing [52]. Using a device of this type, with channel widths of 75 μm, at a flow rate
of 10 ml/min, the Reynolds number is calculated to be 2000, and the mixing time was demon-
strated to be ~50 μs [52]. For time-resolved SAXS studies of protein folding, the dimensions of
the observation channel were increased to 100 μm wide by 400 μm deep to increase the signal
to noise, whilst the width of the input channels and mixing region was 30 μm, resulting in a
dead time of ~100 μs at flow rates of 10–20 ml/min [27] (Figure 2B). Whilst these microfluidic
setups are impressive in terms of the time resolution they can achieve, their major drawback
is the large sample quantities necessitated by the high flow rates.

The laminar-flow-based rapid-mixing approach, introduced by Knight et al. in 1998, is referred
to as ‘hydrodynamic focusing’ [53]. This approach relies solely on diffusive mixing, without
introducing turbulence, taking advantage of the natural mixing process in microfluidic chips
that function at low Reynolds numbers. For the hydrodynamic focusing geometry, two input
fluids approach a central input fluid from either side, squeezing the central fluid into a thin,
focused stream, across which diffusion occurs on a relatively short timescale [21, 53]. SAXS
investigations of protein and RNA folding have subsequently been carried out using this type
of device [21, 22, 30], achieving a minimum dead time of 240 μs [22]. This is a significant
improvement on stopped-flow devices, but has not been improved further to match turbulent-
flow mixers, at least, not in combination with SAXS. The hydrodynamic focusing approach for
time-resolved SAXS is substantially limited by the size of the X-ray beam, as in order to access
shorter timescales, the focused stream must be made even narrower; however, without the
matching ability to adequately focus the X-ray beam, the system will suffer from low signal to
noise. To complicate matters further, even if the beamline optics allow adequate microfocus-
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sing, radiation damage to the slowly flowing sample becomes a particularly severe issue.
Hydrodynamic focusing has been used with alternative detection methods [54], which have
been able to accomplish mixing times as short as 10 μs [55], demonstrating the potential of this
microfluidic approach for time-resolved measurements and providing incentive to work
towards optimising optical designs of future SAXS beamline setups to overcome current
technical barriers and take full advantage of it.

Figure 2. Two alternative rapid-mixing approaches in microfluidic channels for time-resolved SAXS. (A) Turbulent-
flow mixing using the T-mixer [23] and arrow-shaped geometry [27] (inset). (B) Laminar-flow hydrodynamic focusing
[21].

3. Conclusions and outlook

Over the last two to three decades, since microfluidics arose, various groups have recognised
the advantage offered by this miniaturised technology and have successfully demonstrated its
incorporation with SAXS. In particular, its high-throughput sample-handling potential and
time-resolution–enhancing abilities have begun to be exploited. However this is still an
emerging field, and microfluidic technology continues to push the boundaries and open up
new possibilities, some likely yet to be conceived. With the current technology, 100 μs time
resolution for SAXS studies on protein folding has been achieved. Although the turbulent- and
laminar-flow mixers discussed above have been the most popular microfluidic approaches
thus far, others have been looking to develop new mixing strategies, which could reduce dead
times further, whilst the development of smaller, more highly focussed X-ray beams will be
key to accessing faster timescales.
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Abstract

Size distribution is an important structural aspect in order to rationalize relationship
between structure and property of materials utilizing polydisperse nanoparticles. One
may come to mind the use of dynamic light scattering (DLS) for the characterization of
the size distribution of particles. However, only solution samples can be analyzed and
even for those, the solution should be transparent or translucent because of using visible
light. It is needless to say that solid samples are out of range. Furthermore, the size
distribution only in the range of several tens of nanometers can be characterized, so DLS
is useless for particles in the range of several nanometers. Therefore, the small-angle
X-ray scattering (SAXS) technique is much superior when considering the determination
of the size distribution in several nanometers length scale for opaque solutions and for
solid specimens. Furthermore, the SAXS technique is applicable not only for the spher-
ical particle but also for platelet (lamellar) and rod-like (cylindrical) particles. In this
chapter, we focus on the form factor of a variety of nanostructures (spheres, prolates,
core-shell spheres, core-shell cylinders and lamellae). Also getting started with a mono-
disperse distribution of the size of the nanostructure, to unimodal distribution with a
narrow standard deviation or wide-spreading distribution and finally to the discrete
distribution can be evaluated by the computational parameter fitting to the experimen-
tally obtained SAXS profile. In particular, for systems forming complicated aggrega-
tions, this methodology is useful. Not only the size distribution of ‘a bunch of grapes’
but also the size distribution of all ‘grains of grapes in the bunch’ can be evaluated
according to this methodology. This is very much contrasted to the case of the DLS
technique by which only ‘a bunch of grapes’ is analyzed but ‘grains of grapes in the
bunch’ cannot be. It is because the DLS technique in principle evaluates diffusion
constants of particles and all of the grains in the same bunch of grapes diffuse as a
whole. Thus, the methodology is important to highlight versatility and diversity in real
materials, especially in soft matter, both in the liquid and in the solid states.

Keywords: SAXS, form factor, sphere, cylinder, lamella, prolate, core-shell sphere, core-
shell cylinder, discrete distribution function
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1. Introduction

In recent years, controlling of nanostructures has been more significantly considered in the
field of materials science, especially relating to the soft matter [1]. Versatile properties or
functions can be obtained through designing nanostructures in solid-state materials, as well
as nanomaterials dispersed in liquid-state substance. Even for contradictory properties such as
hard and soft, they may be coexistent in one material when fabricating so-called inclined
nanostructures (for instance, nanoparticle size is gradually changing as a function of the
position in material). This in turn indicates that size distribution of the nanostructures should
be rigorously evaluated for better understanding effects of nanostructure on properties and
functions. For biological systems or supramolecular organizations, situation is very much
contrast to the other ubiquitous materials as described above because they form spontaneously
a regular aggregation. Therefore, the size distribution is narrow and follows a simple mathe-
matical function with a comparatively small standard deviation. By contrast, discrete distribu-
tion of the size is required to determine for the ubiquitous materials. However, even for regular
nanostructures, the determination of the discrete distribution of the nanostructure size is
needed to reveal a transient state upon transition from the state 1 to the state 2, being triggered
by sudden change in temperature, pH, or other external parameters.

It is well known that the size distribution of particles can be evaluated by the use of
dynamic light scattering (DLS). However, only solution samples can be analyzed and even
for those, the solution should be transparent or translucent because of using visible light.
It is needless to say that solid samples are out of range. Furthermore, the size distribution
only in the range of several tens of nanometers can be characterized, so DLS is useless for
particles in the range of several nanometers. Therefore, the small-angle X-ray scattering
(SAXS) technique is much superior when considering the determination of the size distri-
bution in several nanometers length scale for opaque solutions and for solid specimens
[2]. Furthermore, the SAXS technique is applicable, not only for the spherical particle but
also for platelet (lamellar) and rod-like (cylindrical) particles and it enables us to deter-
mine the thickness distribution of lamellae or the cross-sectional radius distribution of
cylinders. Namely, the SAXS technique does not matter types of particle shape even for
hallow cylinders or hollow spheres [3].

The principle is simple. Scattering comprises not only contribution from regularity of
space-filling ordering (the lattice factor) of particles but also from a single particle (the
form factor). The particle scattering can be mathematically formulated depending on the
type of particle shape (lamella, cylinder or sphere). In the block copolymer microdomain
systems, the Gauss distribution of the particle size has been assumed. Only recently, direct
determination of the discrete size distribution has been available by conducting fitting
theoretical scattering function to the experimentally obtained SAXS profile (the plot of the
scattering intensity as a function of the magnitude of the scattering vector, q [= (4π/λ) sin
(Θ/2) with Θ and λ being the scattering angle and the wavelength of X-ray, respectively]
where the abundance of the particle having a given size was treated as a floating param-
eter with a step of 1 nm (the step can be more precise). In this chapter, getting started
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with nanoparticles with a narrow size distribution, we will see characteristic shape of the
form factors for protein self-assembly, block copolymer microdomains and peptide amphi-
phile nanofibers. Then, we shift our target to the evaluation of discrete distribution of size
of nanostructures by SAXS. The examples shown are thickness distribution of the crystal-
line lamellae of polyethylene glycol in polymer blends and thickness distribution of the
hard segment domains for supramolecular elastomers (starblocks of soft polyisobutylene
and hard oligo(β−alanine) segments). Other notable examples are sterically stabilized
polypyrrole-palladium (PPy-Pd) nanocomposite particles, hybrid amphiphilic poly(N-
isopropylacrylamide)/metal cyanide complexes and the cobalt(II) terpyridine complexes
with diblock copolypeptide amphiphiles. For this example, this methodology is useful.
Not only the size distribution of ‘a bunch of grapes’ but also the size distribution of all
‘grains of grapes in the bunch’ can be evaluated according to this methodology. This is
very much contrasted to the case of the DLS technique by which only ‘a bunch of grapes’
is analyzed but ‘grains of grapes in the bunch’ cannot be. It is because the DLS technique
in principle evaluates diffusion constants of particles and all of the grains in the same
bunch of grapes diffuse as a whole. Thus, the methodology is important to highlight
versatility and diversity in real materials, especially in soft matter, both in the liquid and
in the solid states.

2. Nanoparticles with a narrow size distribution

First of all, some typical examples of the experimentally observed form factor are demon-
strated. The samples are self-assembly of proteins, block copolymer microdomains and pep-
tide amphiphiles. Apoferritin is a protein having ability to store iron atoms and it is referred to
as ferritin when iron atoms are bound. Apoferritin forms a spherical shell as a self-assembled
nanostructure with a very uniform size. As indicated in Figure 1 (pH-dependence of SAXS
profiles), its SAXS profiles (apoferritin, 24-mer) exhibit characteristic features with many peaks
due to its uniform shape for pH ≥3.40 [4]. Dramatic change in the SAXS profile is detected
between pH = 1.90 and 3.40. This means that apoferritin is disassembled for acidic condition.
Time-resolved SAXS measurements have been utilized to study disassembling and
reassembling process upon the change in pH [4, 5]. In Figure 1, the curve shows the result of
the SAXS modeling by the scattering program GNOM [6]. Since protein molecules produce the
typical form factor, it is frequently used to obtain commissioning data for newly launched
SAXS beamline or apparatus [7–9].

It is known that block copolymer spontaneously forms a regular nanostructure with a narrow
size distribution. Figure 2 shows examples of the SAXS profiles for sphere-forming block
copolymer (SEBS; polystyrene-block-poly(ethylene-co-butylene)-block-polystyrene triblock
copolymer) having Mn = 6.7 + 104, Mw/Mn = 1.04, PS volume fraction = 0.084) [10], where
Mn and Mw denote number-average and weight-average molecular weights, respectively. In
Figure 2, the solid curve is the results of the model calculation for the spherical particle, but not
only the form factor, but also the lattice factor of BCC (body-centered cubic) is taken into
account. The full equation is as follows [11–14]:
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Figure 1. pH-dependence of SAXS profiles for an apoferritin aqueous solution. The symbols indicate the experimental
data, and the solid lines indicate the fits obtained using the GNOM program. The solid lines without symbols are the
theoretical SAXS curves calculated from the crystal structure of apoferritin and its subunit crystal (PDB code 3F32). For
clarity, each plot is shifted along the log I axis [4].
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Figure 2. SAXS profiles for SEBS-8 specimens (sphere-forming triblock copolymer) annealed at 130 and 150°C for 10 h
[10].
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IðqÞ−〈jf 2ðqÞj〉−j〈f ðqÞ〉j2 þ j〈f ðqÞ〉j2ZðqÞ (1)

where <x> is the average of the quantity of x. f(q) and Z(q) are particle and lattice factor,
respectively, designating the scattering amplitude due to the intraparticle interference and the
scattering intensity due to the interparticle interference, respectively. The form factor f(q) for a
spherical particle with its radius, R, can be given as

f ðqÞ ¼ AeΔρ V
3½ sin ðqRÞ−qR cos ðqRÞ�

ðqRÞ3 (2)

where Ae is the scattering amplitude of the Thomson scattering, Δρ is the difference in the
electron density between sphere and matrix, V is the volume of the spheres. Here, the Gauss
distribution is used for R with σR being the standard deviation. On the other hand, the lattice
factor Z(q) is given by Eq. (3) with Eulerian angles, θ and φ, which define orientation of the
unit cell of a given grain with respect to the experimental Cartesian coordinates:
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with

Fk ¼ exp −
3
16

g2d2q2ðα2 þ β2 þ γ2Þ
� �

(4)

and g = Δd/ <d> which is the degree of the lattice distortion (Δd denotes the standard deviation
in d due to the paracrystalline distortion). In Eq. (4),

α ¼ sin θ cos φþ sin θ sin φþ cos θ (5)

β ¼ −sin θ cos φ−sin θ sin φþ cos θ (6)

γ ¼ −sin θ cos φþ sin θ sin φ−cos θ (7)

for the bcc lattice and

α ¼ sin θ sin φþ cos θ (8)

β ¼ −sin θ cos φþ cos θ (9)

γ ¼ −sin θ cos φþ sin θ sin φ (10)

for the fcc lattice. In Eqs. (3) and (4), d denotes the Bragg spacing. The spacing for {110} and
{111} planes for the bcc and fcc lattices, respectively, gives rise to the first-order peaks. For
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randomly oriented polygrains in actual samples, the scattering is isotropic. Therefore, Z(q,θ, φ)
is averaged with respect to θ and φ to obtain isotropic Z(q):

ZðqÞ ¼ 1
4π

ð2π
0

ðπ
0
Zðq,θ,φÞ sinθdθdφ (11)

As clearly observed in Figure 2, the broad peak around q = 0.71 nm−1 is due to the form
factor. The model curve is the result of calculation with <R> = 7.90 nm for 130°C annealed
specimen and <R> = 8.10 nm for 150°C annealed specimen and the standard deviation of
the size distribution (σR) being 1.09 and 1.10 nm, respectively. Thus, evaluated value of
<R> is consistent with the result of transmission electron microscopic observation (as
shown in Figure 3). Note also here that the order-disorder transition temperature locates
between 130 and 150°C, so that bcc ordering is quite regular for the specimen annealed at
130°C, while it is poor for 150°C annealed specimen. The SAXS profile for the 130°C
annealed specimen displays clear lattice peaks at the relative q values of 1:√2:√3, indicat-
ing high regularity of the bcc ordering. The sphere-forming block copolymers exhibit
mostly the bcc ordering due to the entropic profit [14] and the fcc ordering has been
found for some particular case. Comparison between the results shown in Figures 1 and
2 clearly indicates that many peaks for monodisperse particle are easy to collapse to
become more featureless when the size distribution is incorporated even if it is small.
Nevertheless, it is characteristic for the block copolymer microdomains that one peak can
be discernible for the form factor.

Very recently, it has been found that PS spherical microdomains were deformed upon the
uniaxial stretching of the SEBS-8 film specimens [15]. Since SEBS triblock copolymer with the
glassy PS spherical microdomains can be used as a thermoplastic elastomer (TPE), the film

Figure 3. TEM micrographs for SEBS-8 specimens annealed at (a) 130 and (b) 150°C for 10 h. The polystyrene
microdomains were stained with ruthenium tetroxide [10].
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specimen can be stretched. In Figure 4, 2D-SAXS patterns are displayed to recognize the
deformation of the round shape form factor upon the uniaxial stretching. Figure 4a shows the
2D-SAXS pattern for the SEBS-8 film specimen. Here, it is clearly observed that the round
shape form factor appears at q = 0.77 nm−1. The round peak of the form factor is deformed to
become an ellipsoid in Figure 4b upon uniaxial stretching of the film specimen up to the strain
of 3.65 (stretching ratio is 4.65) at room temperature. The peak position in the q−direction
parallel to the stretching direction (q//SD) is lower than that in the q−direction perpendicular
to SD (q⊥SD). This means that the size of the particle in the q// direction is bigger than that in q⊥
direction, which in turn implies deformation of the spherical particles. Therefore, the model
calculation of the form factor, P(q), for prolate was conducted using the mathematical equation
as follows:

PðqÞ ¼
ð2π
0

ðπ=2
0

ð∞
0

ð∞
1
f 2ðq, ν,Rmin,φÞ ΩðvÞ ΞðRminÞ ΨφðφÞΨμðμÞ sinφ dv dRmin dφdμ (12)

f ðq, ν,RminÞ ¼ V
3ð sinU−U cosUÞ

U3 (13)

Uðq, ν,Rmin,φÞ ¼ qRmin
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min ¼ 4π

3
νR3

min and ðvolume of the prolateÞ (16)

Figure 4. 2D-SAXS patterns for SEBS-8 specimens (a) unstretched state and (b) being stretched at the strain of 3.65 at
room temperature [15].
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Figure 4. 2D-SAXS patterns for SEBS-8 specimens (a) unstretched state and (b) being stretched at the strain of 3.65 at
room temperature [15].
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Here, Rmaj and Rmin stand for the radius of the longer axis and the radius of the shorter axis
of the prolate, respectively (Figure 5) and φ is the angle between the q direction and the long
axis of the prolate. To fit the SAXS profile with the model calculation, the distributions in
Rmin, ν and φ are required. Note here that the distributions in φ and μ define the orienta-
tional distribution function: Ψφ(φ) and Ψμ(μ), respectively. However, for this particular case,
φ can be considered to be zero with no distribution, namely perfect orientation of the pro-
lates with their log axes parallel to SD because the uniaxial stretching prolongs spherical
microdomains to result in prolates with their long axes parallel to SD, which in turn enables
us to set Ψμ(μ) = 1 regardless of μ. Therefore, due to decreased numbers of the parameters,
the situation became easier to evaluate the average values of Rmin and ν with their distribu-
tions (ΞRmin and Ω(ν)).

The results for the 1D-SAXS profiles in q// and in q⊥ directions are shown in Figure 6a and
b, respectively. In the both cases, the 1D-SAXS profile for the unstretched film specimen
(before the stretching) is shown together. It is clearly observed that the peak of the form
factor moved toward lower and higher q range upon the stretching in q// and in q⊥
directions, respectively. Furthermore, both of the SAXS profiles can be fit by the prolate
model, using Eqs. (1), (12)–(16) with the bcc lattice factor. Here, the <Rmin> = 6.44 nm and
<ν> = 1.20 were used for the model calculation. Note that <Rmin> = 6.85 nm for the
unstretched specimen. Moreover, the distributions in Rmin and ν (ΞRmin and Ω(ν)) used
for the calculation are plotted in Figure 7a and b, respectively. Such a mathematical
function for the size distribution is enough to explain the experimentally observed SAXS
profile under the stretched state. However, it should be noted that both of the distribu-
tions were required and otherwise, the model SAXS curve did not fit well the experimen-
tal results for both the q// and q⊥ directions. Figure 6a and b also includes the SAXS
profiles measured after complete removal of the stretching force. At a first glance, the
peak positions of the form factor in Figure 6a and b seem to recover its original position
for the unstretched specimens. However, this does not imply the recovery of the original
spherical shape upon the removal of the load because the deformation of the glassy PS
microdomains is permanent. Then, why did the form factor recover its original peak
position? It may be ascribed to randomization of the prolates orientation upon the
removal of the load. To check this speculation, we conducted the SAXS modeling of the
prolate form factor by setting Ψ(φ) = 1 irrespective of φ but with keeping the size
distribution Rmin and ν (ΞRmin and Ω(ν)) unchanged. The results of the modeling are
shown with the red curves in Figure 6a and b, indicating clearly good agreements with
the experimentally obtained SAXS profiles. This in turn confirms the speculation of ran-
domization of the prolates orientation upon the removal of the load.

Core-shell sphere and cylinder models are significantly important for the amphiphilic self-
assembly. For the core-shell sphere [16, 17], the form factor is formulated as:

PðqÞ ¼ ðρC−ρSÞVC
3½ sin ðqRCÞ−qRC cos ðqRCÞ�

ðqRCÞ3
þ ðρS−ρ0ÞVS

3½ sin ðqRSÞ−qRS cos ðqRSÞ�
ðqRSÞ3

( )2

(17)
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Figure 5. Prolate model used for the SAXS modeling. Here, Rmaj and Rmin stand for the radius of the longer axis and the
radius of the shorter axes of the prolate, respectively. Eulerian angles, μ and φ, define orientation of the prolate with
respect to the experimental Cartesian coordinates [15].
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Figure 5. Prolate model used for the SAXS modeling. Here, Rmaj and Rmin stand for the radius of the longer axis and the
radius of the shorter axes of the prolate, respectively. Eulerian angles, μ and φ, define orientation of the prolate with
respect to the experimental Cartesian coordinates [15].
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Figure 7. Evaluated Ξ(Rmin) and Ω(ν) of the prolate for SEBS-8 specimens stretched at the strain of 3.65. For comparison,
the size distribution function for the radius of sphere is shown together for the unstretched specimen [15].

Figure 6. 1D-SAXS profiles extracted from the SAXS patterns as shown in Figure 5 in (a) q// and in (b) q⊥ directions. Black
dots are for the experimentally obtained SAXS profiles, and red curves are calculated SAXS profiles [15].

SAXS Evaluation of Size Distribution for Nanoparticles
http://dx.doi.org/10.5772/105981

117



if the homogeneous densities in the core and in the shell can be assumed with ρc and ρs,
respectively. Here, Vc and Vs designate the volume of the core and the shell, respectively.
Moreover, Rc and Rs denote the radii of the core and the shell, respectively. ρ0 is the electron
density of the matrix. On the other hand, when the shell density changes as a function of r
(the core density is homogeneous) as defined with ρs (r), then the form factor is formulated
as [18, 19]:

PðqÞ ¼ ðρC−ρSÞVC
3½ sin ðqRCÞ−qRC cos ðqRCÞ�

ðqRCÞ3
þ 4π

ðRS

RC

�
ρSðrÞ−ρ0

�
r2

sin ðqrÞ
qr

dr

( )2

(18)

As for core-shell cylinders, the form factor is:

PðqÞ ¼
ðπ=2
0

(
ðρS−ρsolvÞVS

sin
qHS cosθ

2

� �� �

qHS cosθ
2

2J1ðqRS sinθÞ
qRS sinθ

þ

ðρC−ρSÞVC

sin
qHC cosθ

2

� �� �

qHC cosθ
2

2J1ðqRC sinθÞ
qRC sinθ

g2

sinθdθ (19)

where J1(x) is the first-order Bessel function. θ is defined as the angle between the cylinder
axis and q. RC and RS are the core and shell radii, respectively. HC and HS are the core and
shell lengths, respectively. VC and VS are the core and shell volumes, respectively
(Vx ¼ πR2

xHx; x = C, S, or solv; C: core, S: shell, solv: solvent). ρx is the electron density of the
core, shell, or solvent.

Matson et al. [20] have reported the SAXS modeling of the form factor of the core-shell cylinder
for self-assembling peptide amphiphiles (PAs) as shown in Figure 8A and B. The molecules
self-assembled into the core-shell cylinder are illustrated in Figure 8C. Such cylinders can be
detected with cryogenic TEM as shown in Figure 9. The SAXS profile is shown in Figure 10
with the model curve, where the size distribution in the core radius is modeled using a log-
normal distribution with the polydispersity being around 27–30% (see Table 1 for the struc-
tural parameter determined by the SAXS modeling), while the radial shell thickness is
assumed to be monodisperse. Although the modeling results explain very well the experimen-
tally obtained SAXS profiles, the fact that the radial shell thickness is assumed to be monodis-
perse means it is difficult to determine individually two distributions in inner and outer
radius. For more detailed structure analyses, more experimental variations are required to
gather information from different kinds of aspects, like the example shown in Figure 6a and
b (parallel and perpendicular to SD).
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Figure 8. (A) Chemical structure of self-assembling peptide amphiphiles (PA: E2 C16V2A2E2). (B) The different regions
of the PA are highlighted in a space-filling model. (C) Schematic illustration of a self-assembled PA nanofiber [20].

Figure 9. Cryogenic TEM of (A) PA 5, (B) PA 6, (C) PA 7, and (D) PA 8 as 1: 3 w/w mixtures with E2 PA [20].
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3. Concept of evaluation of discrete distribution by SAXS

In this section, the concept of evaluation of the discrete distribution of the size of the
nanostructure is explained. As an example, the lamellar model calculations are displayed in
Figure 11, for which the mathematical equation is [21]:

PðqÞ ¼ q−2L2½{ sin ðqL=2Þ}=ðqL=2Þ�2 (20)

where L is the lamellar thickness and the prefactor (q−2) is the so-called Lorentz factor which
is required to randomize the orientation of the lamellar particle. Here, it was assumed that
the lamellar particle has infinitely large extent in the direction parallel to the lamellar surface.

Figure 10. I SAXS profiles of PAs 5-8 (A-D) fitted to a polydisperse core-shell cylinder model. The solid red line represents
the best fit to a core-shell cylinder form factor, where the core was allowed to be polydisperse according to a log-normal
distribution. The solid black line represents the portion of the curves where fits were performed [20].

PA 5 6 7 8

Mean core radius (A) 12 12 12 12

Radial shell thickness (A) 29 27 25 25

Total diameter (nm) 8.2 7.8 7.4 7.4

Radial polydispersity (σ) 0.3 2.7 0.3 0.28

NaOH without CaCl2 (from Ref. [20]).

Table 1. Selected SAXS data from PAs 5–8 at 0.25% in 4 mM.
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Figure 11a and b shows the calculated profiles when L was set to 10 and 20 nm, respectively.
It can be seen that the characteristics in the shapes of lamellar form factor are similar to the
case of spherical form factor. As a matter of fact, many peaks appear. Summing up these two
profiles gives the one, which is also shown in Figure 11c. This in turn means that the form
factor is as shown in Figure 11c when the lamellar thickness distribution is as shown in the
inset of Figure 11. It is noteworthy that the characteristic shape of the one shown in
Figure 11c (L = 10 nm + L = 20 nm) is similar to the case of Figure 11a (L = 10 nm). When the
distribution is somewhat modified as indicated in Figure 12b, the form factor is dramatically
altered to the one as shown in Figure 12a. This seems to be no more characteristic form
factor. Thus, the experimentally observed form factor can be a fingerprint and the size
distribution may be evaluated as far as the shape of the nanostructure can be uniquely
assumed.

Figure 12c shows one of the typical results of the SAXS profiles for poly(oxyethylene) (PEG),
which forms lamellar crystallites. The exact sample used for the result of Figure 12c was a
polymer blend of PEG with poly (D, L-lactide) (PDLLA), which is a racemic copolymer and
therefore amorphous. The compositions of PEG/PDLLA were 80/20 (DL20) by weight.
Figure 12c shows the result of the SAXS measurement at 64.0°C in the heating process [22].

Figure 11. Calculated SAXS profiles for lamellar particle with (a) L = 10 nm, (b) L = 20 nm, and (c) L = 10 nm + L = 20 nm.
The inset shows a hypothetical distribution function used for the calculation of the profile shown in Figure 11c.
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At the temperature of 64.0°C slightly below the melting temperature of PEG (64.5°C), the
typical form factor of lamellar particle was observed first time for the crystalline polymer. It
was expected that the thinner lamellar which has a lower melting temperature melted away in
the heating process. The thickest lamellae can only survive at the highest temperature and
therefore, the thickness distribution became sharp. This may be the reason of the observation
of the typical form factor of lamellar particle. As a matter of fact, a very sharp distribution was
evaluated as shown in Figure 12d by the method described below.

Hereafter, the data analysis method for the direct determination of the thickness distribution of
lamellar particle is described. The model particle scattering intensity, I(q), with a distribution of
thicknesses can be given as:

IðqÞ ¼ kΣ½nðLÞPðqÞ� (21)

Figure 12. (a) Calculated SAXS profile for lamellar particle with assuming a hypothetical distribution function as shown
in part (b). (c) One of the typical results of the SAXS profiles for PEG/PDLLA 80/20 blend at 64.0°C in the heating process.
Black dots are for the experimentally obtained SAXS profile, and red curves are the calculated SAXS profile. (d) Evaluated
thickness distribution from the result shown in part (c).
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with P(q) defined by Eq. (20). In Eq. (21), k is a numerical constant and n(L) is the number
fraction of lamella with a thickness of L, providing the thickness distribution of lamellae. A
protocol was employed to directly determine n(L) by fitting the calculated I(q) from Eq. (21) to
the experimentally observed 1D-SAXS profile where the following parameters were being
floated as the fitting parameters: the numerical constant k and n(L = 1 nm), n(L = 2 nm), n(L =
3 nm),…, n(L = 40 nm) which are the abundance number of particles having thickness L in a
step of 1 nm. By this protocol, the best fit was successfully performed, which is shown by the
solid curve on the 1D-SAXS profile in Figure 12c. Although most of the features seem to be
well described by the particle scattering, the first-order peak is not. For some SAXS profiles, the
full calculation including the lattice factor Z(q) and the particle scattering can describe the
SAXS profile well. The mathematical formulation of Z(q) is [23]:

ZðqÞ ¼ 1−jFj2
1−2jFj cos ðqDÞ þ jFj2 (22)

jFj ¼ exp −
g2D2q2

2

� �
(23)

Thus, the thickness distribution as shown in Figure 12d was also evaluated. Although such a
sharp distribution around L = 33.5 nm accounts for the particle scattering dominant SAXS
profile, the presence of thinner lamellae is clearly suggested.

4. Widely spread discrete distribution evaluated by SAXS

4.1. Lamellar case

Tien et al. have reported results of comprehensive studies of the higher-order crystalline
structure of PEG in blends with PDLLA [22, 24, 25]. For several blend compositions, they have
discussed the effects of blending PDLLA on the structural formation of PEG. It is remarkable
that they found more regular higher-order structure for PEG 20 wt % composition (DL20) as
compared to the PEG 100% sample in the as-cast blend sample (cast from a dichloromethane
solution). More interestingly, they reported that the 1D-SAXS profile markedly changed from
lattice peak dominant type to particle scattering dominant type when heating the as-cast
sample, as shown in Figure 13. The compositions of PEG/PDLLA were 100/0, 95/5 (DL5), 90/
10 (DL10) and 80/20 (DL20) by weight. Figure 13 shows the results of the SAXS measurements
in the heating process. Based on the results, we have conducted the evaluation of the lamellar
thickness distribution in the heating process from the as-cast state up to 64°C and succeeded in
showing that the distribution became sharper with the average thickness becoming larger, as
shown in Figure 14. That study is the first showing quantitative evidence of the well-known
concept of ‘lamellar thickening’ when a crystalline polymer is thermally annealed just below
its melting temperature. Tien et al. have also conducted the same evaluation under higher
pressure (5 and 50 MPa) [26].
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Figure 13. SAXS profiles for PEG/PDLLA blends with 100/0, 95/5 (DL5), 90/10 (DL10), and 80/20 (DL20) by weight. The
SAXS measurements were conducted in the heating process. Black dots are for the experimentally obtained SAXS profiles,
and red curves are the calculated SAXS profiles [22].
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Figure 13. SAXS profiles for PEG/PDLLA blends with 100/0, 95/5 (DL5), 90/10 (DL10), and 80/20 (DL20) by weight. The
SAXS measurements were conducted in the heating process. Black dots are for the experimentally obtained SAXS profiles,
and red curves are the calculated SAXS profiles [22].
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Jia et al. [27] have recently evaluated thickness distribution of the hard segment domains for
supramolecular elastomers (starblocks of soft polyisobutylene and hard oligo(β−alanine) seg-
ments). Themolecule is a novel type of supramolecule as schematically shown in Figure 15where
the green chains are soft polyisobutylene. Due to the formation of the lamellar crystallites of oligo
(β−alanine) segments, the specimenhas rubber-like elasticity, that is, supramolecular self-assembly
leads the specimen to TPE. Since such lamellar crystallites can be hardly observed by TEM, the
SAXSmeasurementwas conducted. The result is shown in Figure 16with the evaluated thickness
distribution which is shown in the inset. Almost monodispersed distribution was evaluated with
the peak at L = 2.0 nm (inset of Figure 16), which is in good agreement with the size of the oligo
(β−alanine) contour length. This case clearly demonstrates the significance of the SAXS technique.

Figure 14. Evaluated thickness distribution from the result shown in Figure 13 [22].

Figure 15. Schematic illustrations for supramolecular elastomers (starblocks of soft polyisobutylene and hard oligo(β-
alanine) segments) where the green chains are soft polyisobutylene [27].

SAXS Evaluation of Size Distribution for Nanoparticles
http://dx.doi.org/10.5772/105981

125



4.2. Spherical case

In this subsection, the size distribution of nanoparticles is described. Fujii et al. [28, 29] have
synthesized novel for sterically stabilized polypyrrole-palladium (PPy-Pd) nanocomposite
particles. Such a characteristic particle containing heavy element has recently been attracting
intensively general interests of researchers in many fields under the name of element-blocks
[30]. Figure 17 shows a TEM image of these particles with a schematic of the structure. The
ordinary 1D-SAXS profiles of 1, 2 and 3% aqueous dispersions of the nanocomposite particles
are shown together in Figure 18a as a plot of log[I(q)] versus log q. This plot clearly shows that
the shapes of the profiles are similar. When the curves are vertically shifted, all of the data
collapse onto a single curve (Figure 18b), suggesting that the nanocomposite particles are
dispersed in the aqueous medium without ordering into a lattice, at least up to a particle
concentration of 3%. Thus, the 1D-SAXS profile can be attributed directly to the particle
scattering (the form factor). Although the TEM results revealed that the nanocomposite parti-
cles are not spherical, a mathematical equation describing particle scattering is not available for
such an unusual shape of particles. Therefore, a spherical shape is assumed for simplicity. The
model particle scattering intensity, I(q), with a distribution of thicknesses can be given as:

IðqÞ ¼ kΣ½nðRÞPðqÞ� (24)

The form factor, P(q), for spherical particles is given as:

PðqÞ ¼ ð4πR3=3Þ2½ΦðqÞ�2 (25)

and
ΦðqÞ ¼ 3=ðqRÞ3½ sin ðqRÞ−qR cos ðqRÞ� (26)

Figure 16. SAXS profile for the supramolecular elastomer schematically shown in Figure 15. Black dots are for the
experimentally obtained SAXS profile, and red curve is the calculated SAXS profile. The inset shows the evaluated
thickness distribution [27].
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In Eq. (24), k is a numerical constant and n(R) is the number fraction of spheres with a radius of
R, providing the size distribution of spheres. Attempts to fit a theoretical function given by
Eq. (24) to the measured 1D-SAXS profile assuming a Gauss or Schulz-Zimm-type distribution
for n(R) were unsuccessful. We then employed a protocol in which n(R) was directly determined
by fitting the calculated I(q) from Eq. (24) to the experimentally observed 1D-SAXS profile by the
same method as described above for the lamellar case. The best fit is shown in Figure 18a with
the dotted black curve for the 1D-SAXS profile (3% aqueous solution). The reason of using this
profile is because of being most intense and therefore the most reliable. Thus, the obtained
particle size distribution is shown in Figure 19, where the abundance is shown in the units of
vol%, which was calculated by the following equation from the number fraction n(R):

Figure 17. (a) TEM image of sterically stabilized polypyrrole-palladium (PPy-Pd) nanocomposite particles, and (b) a
schematic of the structure [28].

SAXS Evaluation of Size Distribution for Nanoparticles
http://dx.doi.org/10.5772/105981

127



abundance ðvol%Þ ¼ nðRÞR3=Σ½nðRÞR3� · 100 (27)

Bimodal size distribution was clearly obtained with two peaks at approximately R = 2.5 and 11.5
nm. It is recognized that smaller particles (assuming n(R) with a single peak at approximatelyR =
2.5 nm) could explain the shape of the SAXS profile in the higher q range (see the broken curve in
Figure 18a), whereas larger ones (assuming n(R) with a single peak at approximately R = 11.5
nm) characterized the SAXS profile in the lower q range (see the dotted and broken curve). This
result does not indicate the real distribution of the PPy-Pd nanocomposite particles themselves,
but the additional abundance of tiny Pd nanoparticles existing in the nanocomposite particles.
These speculations are confirmed by TEM observations (Figure 17), indicating that the average
radius was approximately 16 nm with a unimodal distribution and by close examination of the
high-resolution TEM image (R = 2.7 nm; Figure 17). Thus, it was possible to evaluate not only the
size of ‘a bunch of grapes’ but also the size of all ‘grains of grapes in the bunch.’

Figure 18. (a) SAXS profiles of 1, 2, and 3% aqueous dispersions of the PPy-Pd nanocomposite particles as a plot of log
[I(q)] versus log q. The best-fit curve is shown as a dotted black curve on the 1D-SAXS profile for the 3% aqueous solution
(most intense and therefore most reliable). (b) Master curve for the SAXS profile obtained by vertically shifting the three
1D-SAXS profiles in (a) (not shifted in q-axis direction) [28].
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These speculations are confirmed by TEM observations (Figure 17), indicating that the average
radius was approximately 16 nm with a unimodal distribution and by close examination of the
high-resolution TEM image (R = 2.7 nm; Figure 17). Thus, it was possible to evaluate not only the
size of ‘a bunch of grapes’ but also the size of all ‘grains of grapes in the bunch.’

Figure 18. (a) SAXS profiles of 1, 2, and 3% aqueous dispersions of the PPy-Pd nanocomposite particles as a plot of log
[I(q)] versus log q. The best-fit curve is shown as a dotted black curve on the 1D-SAXS profile for the 3% aqueous solution
(most intense and therefore most reliable). (b) Master curve for the SAXS profile obtained by vertically shifting the three
1D-SAXS profiles in (a) (not shifted in q-axis direction) [28].
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Kuroiwa et al. [31, 32] have synthesized novel amphiphilic N-isopropylacrylamide (NIPPAm)
oligomers with dodecyl groups and carboxyl groups, as shown in Figure 20a, by the RAFT
polymerization of NIPPAm with S-1-dodecyl-S’-(α,α′-dimethyl-α”- acetic acid) trithiocarbonate
(DTC). It was interestingly found that the DTC-NIPPAm oligomers form network aggregation
upon addition of Cu2+ ion in an aqueous solution, as revealed by TEM (Figure 20b for the dried
specimen from an aqueous solution of DTS-NIPPAm35 with Cu2+ ions). It seems that the
network diameter is somewhat 30 nm or above. There is a possibility to consider that the
constitutive unit of the network should be a micelle as schematically illustrated in Figure 20c.
Since the TEM observation can be only conducted for the dried specimen, the resultant TEM
image might be quite different from the real structure in the aqueous media. In order to reveal
real structure in the aqueous media, the in situ SAXS measurement was performed at room
temperature. Then, the spherical model fitting was applied to the resultant SAXS profile. Fig-
ure 21 shows the SAXS profile with the model form factor. The experimentally obtained SAXS
curve (black curve) is available for q > 0.06 nm−1 and characteristic dent and hump are observed
around q = 0.15 and 0.50 nm−1, respectively. By assuming the spherical model, the calculated
SAXS profile (red curve) can perfectly fit to the experimental one as displayed in Figure 21. Thus,
evaluated discrete distribution of the radius is shown in Figure 22. Here, the main distribution is
found around 2–7 nm, implying the cores of the micelles. Because the core contains sulfur atoms,
the contrast is considered to be highest and therefore, the core can be the most intense scatterer.
This is the reason of observingmajority in 2–7 nm in the distribution. This in turn implies that the
network aggregation comprises micelles, which can never be detected by TEM. Close examina-
tion of the resultant distribution revealed minor abundance around 17 and 21 nm. This agrees
well with the least radius of the network aggregation in the TEM observation, as mentioned
above. The same distribution is shown in the inset of Figure? with the logarithmic axis for the
abundance. Then, it is clear that not only the minor abundance around 17 and 21 nm, but many

Figure 19. Evaluated particle size distribution based on the result shown in Figure 18 [28].
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minor ones are discernible in the wide range from 17 to 58 nm. As a matter of fact, such big
spheres can be occasionally seen in the TEM image (Figure 20b). Thus, once again for this kind of
complicated aggregation, the method of evaluation of the discrete distribution of size from the
SAXS result is approved to be quite effective [33].

5. Concluding remarks

In this chapter, we focused on the form factor of a variety of nanostructures (spheres, prolates,
core-shell spheres, core-shell cylinders and lamellae). Also getting started with a mono-disperse
distribution of the size of the nanostructure, to unimodal distribution with a narrow standard
deviation or wide-spreading distribution and finally to the discrete distribution can be evaluated
by the computational parameter fitting to the experimentally obtained SAXS profile. In particu-
lar, for systems forming complicated aggregations, this methodology is useful. Not only the size

Figure 20. (a) Novel amphiphilicN-isopropylacrylamide (NIPPAm) oligomers with dodecyl groups and carboxyl groups.
(b) TEM micrograph for the dried specimen from an aqueous solution of DTS-NIPPAm35 with Cu2+ ions. (c) Schematic
illustration of the micelle network [31, 32].
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distribution of ‘a bunch of grapes’ but also the size distribution of all ‘grains of grapes in the
bunch’ can be evaluated according to this methodology. This is very much contrasted to the case
of the DLS technique by which only ‘a bunch of grapes’ is analyzed but ‘grains of grapes in the
bunch’ cannot be. It is because the DLS technique in principle evaluates diffusion constants of
particles and all of the grains in the same bunch of grapes diffuse as a whole. Thus, the method-
ology is important to highlight versatility and diversity in real materials, especially in soft matter,

Figure 21. SAXS profile for an aqueous solution of DTS-NIPPAm35 with Cu2+ ions with the model form factor. The black
curve is the experimentally obtained SAXS profile, and the red curve is the calculated SAXS profile [31, 32].

Figure 22. Evaluated size distribution based on the result shown in Figure 21 [31, 32].
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both in the liquid and in the solid states. At present, however, the shape of the nanostructure is
limited in spherical or lamellar. On extending the methodology to the complicated structures
such as cylinder, prolate, oblate, or core-shell type, there are tremendous difficulties. For cylinder,
prolate, or oblate, difference in the degree of orientation of such particles spoils the methodology
such that the size distributions for two principal directions (height and radius for the cylinder
case/long axis radius and short axis radius for the prolate and oblate cases) cannot be uniquely
evaluated. As for core-shell type particles, the inner and outer radii couple to alter its form factor,
so that the size distributions for them cannot be uniquely evaluated either. As a matter of fact, the
size distribution is introduced with keeping constant of the ratio of the inner and outer radii for
the core-shell spheres [16]. Similarly, for the core-shell cylinders [20], the size distribution in the
core radius is incorporated, while the radial shell thickness is assumed to be monodisperse. For
more detailed structure analyses, more experimental variations are required to gather informa-
tion from different kinds of aspects, like the example shown in Figure 6a and b (parallel and
perpendicular to SD). These difficulties should be overcome.
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Abstract

The advances in nanotechnology have found application in different fields, such as food,
agriculture, materials, chemistry, and medicine. However, one of the most important
approaches  is  the  development  of  nanocarriers  and,  in  order  to  understand  their
structural  organization,  different  physicochemical  techniques  have  been  used.  In
particular, small angle X‐ray scattering (SAXS) and X‐ray diffraction (XRD) have given
important  contribution to the study of  organization phase of  nanocarriers  such as
organic/inorganic nanoparticles, micelles, liposomes, cyclodextrins, polymers, and their
interaction with drugs and other bioactive molecules. In this chapter, we will present
theoretical aspects, experimental design, and the applications of both techniques for the
development of delivery systems for bioactive molecules.

Keywords: drug delivery, diffraction, small angle X‐ray scattering

1. Introduction

The  term  nanocarriers  have  been  used  to  describe  colloidal  systems  (emulsions,  nano‐
spheres, nanoparticles, nanocapsules, liposomes, and micelles) and other compounds such
as natural,  synthetic,  organic,  or  inorganic  materials  (ceramic,  bioglasses,  organometallic
compounds, carbon or peptide nanotubes etc.) with dimensions smaller than 500 nm for
use as biomaterials, depots, implants, biosensors, vaccines, and biomarkers, in chromatog‐
raphy separation,  diagnosis  or  imaging,  and drug delivery  systems (DDS)  for  bioactive

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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compounds such as  peptides,  proteins,  oligonucleotides,  nucleic  acids,  etc.,  as  shown in
Figure  1.  Those  carrier  systems  can  be  formulated  into  various  preparations  including
suspensions, emulsions, capsules, tablets, gels, creams, and ointments for parenteral, oral,
or topical use [1].

Figure 1. Examples of several drug delivery systems [2–20].

The development of new biomaterials, drug delivery systems (DDS), and modified release
pharmaceutical formulations have allowed the modulation of physicochemical and biophar‐
maceutical properties of the several molecules, enhancing their therapeutic effects and
promoting their clinical use. The different drug carriers described in the literature presented
results specifically for molecules with limited aqueous or lipid solubility, low bioavailability,
low stability, and high local or systemic toxicity [21].

The aim is the encapsulation of the bioactive molecule on a specific carrier destined to deliver
it at a controlled rate over a prolonged period. The advantages of some DDS, such as nano‐
particles, are their high circulation‐residence time and drug bioavailability with enhanced
therapeutic efficiency.

Despite several studies that report the physicochemical and biological applications of these
nanocarriers, few studies have presented a relationship between their applications and
structural aspects. In this chapter, our aim is to describe the basic concepts about X‐ray
scattering and its application for structural analysis of drug delivery systems.
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This chapter explains the basic concepts of X‐ray scattering and its applications in drug delivery
systems. The basic equations for converting information obtained during the measurements
in structural parameters of the object are also presented. We shall restrict ourselves to coherent
and elastic small‐angle X‐ray scattering (SAXS), which is used in structural studies of soft
condensed matter and in the X‐ray diffraction (XRD) technique.

2. SAXS: small angle scattering technique

2.1. Introduction

Among drug delivery systems (DDS), carriers such as liposomes, micelles, hydrogels, and
several kinds of hybrid organic‐inorganic nanoparticles [22] can be found. For an effective or
stable carrier, the colloidal size, which goes approximately from 1 nm to 1 µm, is an important
criterion to select the delivery system that can permeate tissues, circulate with body fluids, or
interact with cell membranes. Therefore, the structure is directly correlated with each function
and the structural characterization of colloidal systems is in the range of the electron micro‐
scopy and X‐ray scattering. In this study, we are going to discuss about small angle X‐ray
scattering (SAXS).

Unlike many other characterization techniques, the success of the SAXS study will highly
depend on the prior knowledge available about the system. It means that one has to study
thoroughly the sample preparation history, particle morphology, size distribution, aging
stability, etc., before proposing SAXS method. The size distribution in the range of some
hundreds of nm can be characterized by dynamic light scattering (DLS) [23] and the results
can give a hint about agglomeration of the colloidal system that can favor polydispersity, which
causes trouble in the resolution of the scattering signal in some cases. Mapping the aging
stability is a crucial task in colloidal studies in order to have a fair referential for comparing a
series of samples. Aging of colloidal systems can promote agglomeration or crystallization or
even degradation and for each case, there will be a different scattering pattern. Morphology,
studied using electron microscopy, prior to SAXS measurements, promotes an easier startup
on the SAXS modeling and simulation. Fragile organic colloidal systems are better visualized
through cryo‐TEM (transmission electron microscopy) or cryofracture microscopy [24]. It is
also import to know about the surface electric charges of the particles, through Zeta potential
measurements [25], prior to SAXS measurements in order to facilitate the understanding of
the interaction among all the sample constituents, which helps to build the most likely model
structure to simulate the scattering intensity.

The SAXS technique is a nondestructive method and the experiment of scattering is relatively
simple and fast. All the hard work will be charged on the treatment and analysis of the acquired
data. Measurements taken for few days in a synchrotron lab will be enough for one whole year
of analyzing data. Thus, the more you know about the system prior to the measurements, the
more precise will be the experiment and the earlier you will be compensated by the information
that can be determined through SAXS study.

X‐Ray Scattering Techniques Applied in the Development of Drug Delivery Systems
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2.2. Elements of SAXS theory

There are several good references for studying basic SAXS theory; the most popular is the book
of Glatter and Kratky [26]. For amphiphilic systems, it is worth to check the article, also from
Glatter, published in 1991 [27]; the work from Kratky on biological macromolecules, including
some aspects from neutron scattering [28]; and more recent studies from our collaborators
Trevisan et al. [29], showing the SAXS analysis for an example of modified liposomes after
shearing preparation process, published in 2011; and the article of Oliveira et al. showing an
efficient method to model and simulate SAXS intensity from unilamellar and multilamellar
liposomes [30].

The SAXS technique comes from the fact that X‐rays can interact with the electrons of the
materials. When X‐rays strike any matter, part of the energy is absorbed or transmitted.
However, the part of the energy that is interesting for this technique is the one that scatters
elastically (conserving the original frequency) depending on the structure of the material. The
word “scattering” is already explaining everything about the method: instead of passing
through the material, some photons are deviated (scattered) after the interaction with the
electrons. The angle between the original direction of the photons and the deviation is called
the scattering angle. The structure dimensions of the colloids are in the very size limits of the
SAXS technique. The bigger the scattering objects, the smaller will be the scattering angle; this
is the reason for calling this technique “small angle” scattering in contrast with the “wide
angle” scattering used to study atomic distances.

The aim of the method is to study the scattering angle, or the scattering vector  , in order to
learn the characteristics of the object that caused the scattering. In this technique, the object is
just a bunch of electrons with some structure. SAXS will give knowledge of the electronic
density of the material and its spatial organization.

After X‐rays strike the sample, the amplitude    of the scattered wave in the direction of the

scattering vector   is represented by the expression:

(1)

where ( ) is the average electronic density of the system and   is the position of one atom
of the material. The total amplitude scattered by all atoms of the material will be represented
by the following expression:

(2)

which one can recognize as the Fourier transformation of the electronic density. The inverse
Fourier transformation would yield the electronic density of the material, which is the very
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word “scattering” is already explaining everything about the method: instead of passing
through the material, some photons are deviated (scattered) after the interaction with the
electrons. The angle between the original direction of the photons and the deviation is called
the scattering angle. The structure dimensions of the colloids are in the very size limits of the
SAXS technique. The bigger the scattering objects, the smaller will be the scattering angle; this
is the reason for calling this technique “small angle” scattering in contrast with the “wide
angle” scattering used to study atomic distances.

The aim of the method is to study the scattering angle, or the scattering vector  , in order to
learn the characteristics of the object that caused the scattering. In this technique, the object is
just a bunch of electrons with some structure. SAXS will give knowledge of the electronic
density of the material and its spatial organization.

After X‐rays strike the sample, the amplitude    of the scattered wave in the direction of the

scattering vector   is represented by the expression:

(1)

where ( ) is the average electronic density of the system and   is the position of one atom
of the material. The total amplitude scattered by all atoms of the material will be represented
by the following expression:

(2)

which one can recognize as the Fourier transformation of the electronic density. The inverse
Fourier transformation would yield the electronic density of the material, which is the very
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subject of the study. But the SAXS experiment provides only the intensity of the scattered wave,
which is the square modulus of the amplitude of the wave:

(3)

Extracting the electronic density of the material from the intensity    is not a straight forward
task like the inverse Fourier transformation; it does not give a unique solution because we lost
information of the phase of the wave when we squared the modulus; and that is why we need
the support of the complementary techniques to find a reasonable model for the electronic
density of the material.

On calculating the square modulus of the wave amplitude of Eq. (3), it could be understood
that the expression of the intensity will be dependent not only on the electronic density of one
point of the structure, but there will be a crossing term indicating that the intensity is the sum
over the pair distance distribution function (PDDF) of the system, which expresses a contrast
of the electronic density. This aspect is better explained with some examples of colloidal
systems that naturally have this contrast of electronic density, for example, the contrast of
electrons in proteins and the solution in which they are embedded; or liposomes and the buffer
where they are dispersed; or even the contrast between the hydrogels and the pores that they
form.

As the interaction with electrons is the origin of the phenomenon, the more electrons the
materials have, the higher will be the intensity of the SAXS signal. Organic molecules have low
electronic density compared to inorganic materials, so the signal is weak and the experiment
need high brilliance sources like synchrotron facilities or lab equipment with enhanced optics
for the best performance.

2.3. Experiment

The routine of the experiment is as follows:

Data acquirement: a sample is kept in front of the X‐ray source and the scattering intensity
at all angles is collected by a detector. Several facilities are prepared with special sample
holders, environment conditions, in situ parallel techniques, and efficient detectors, as shown
in Figure 2.

Data treatment: the scattering curve is recovered after data treatment which removes the
background scattering caused by possible air gaps, windows, slits, or other parts of the
instrumentation. Vacuum chambers are strategically placed to remove air gaps and light
materials as beryllium, mica, and polymer films are used as windows to minimize spurious
scattering.

Modeling: from the results of complementary techniques the parameters such as particle size,
interaction among compounds, crystallization, polydispersity, etc., will help to build a model
for the scattering object. For example, one can take a vesicle as a core of water surrounded by
lipid bilayers and this model is known as core‐shell structure. The size of the core and shell,
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as well as the shape of objects interacting with this core‐shell phase or the particles that can
exist dissolved or crystallized in water, will all be a part of the model. There are several known
models to start the approach of the scattering object, for instance, hard or hollow spheres,
cylinders or other shapes, and also combined models for polydispersed systems. The scattering
of these objects are called form factor scattering in contrast with structure factor, which is
related to the periodicity of the shapes that can exist in some systems, for example, in multi‐
layered liposomes.

Figure 2. (a) Laboratory SAXS equipment or Synchrotron SAXS beamline can be used to characterize drug delivery
systems. (b) Sample holder pictures; (c) some results from poloxamer systems used as drug delivery systems obtained
using the SAXS technique [31].

Simulation: after having a model one can calculate the scattering intensity of the model, which
is easier if done by computing programs. There are several software tools on the market for
SAXS analysis that offer ready‐to‐use form factors like the ones that we commented before:
hard spheres, core‐shell, etc. Some software tools even offer possibilities to build your own
form factor, considering more complex models.

Fitting: the final step is to compare the simulated scattering intensity with the experimental
data. If they fit together, this is the end of the process and one can assume that the chosen
model is a reasonable structure supported by all experimental results, not only SAXS, but
everything else that helped to build the model. If the simulation does not fit the experimental
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data, one can make adjustments on the model, make another simulation and compare again
until it fits as good as they want.

In the study of Brzustowicz and Brunger [32], they used a model of hard spheres to fit the
dispersion of stearoyloleoyl phosphatidylserine (SOPS) micelles in buffer. This study used a
monodisperse micelle sample with the main purpose to propose a different approach for
analyzing lipid bilayer SAXS data. The graph of Figure 3 of that paper shows a perfect fitting
between calculated and experimental data. The results were good to determine the size of the
inner core of the liposome and the electronic density profile across the membrane.

A successful SAXS analysis was reported in the work of some collaborators Gasperini et al. [33]
after Balbino et al. [34]. In both cases, a biopolymer was inserted in liposome dispersions,
hyaluronic acid (HA), and DNA, respectively. The results indicate that there are similarities at
low concentration of incorporation of polymer inside the liposome dispersion. The negatively
charged polymers bonded together neighbor unilamellar cationic liposomes like an electro‐
static plastic glue. At higher concentrations of polymer, one can observe distinct behavior for
these two biopolymers: DNA succeeded to disrupt the lipid membrane promoting the
organization of multilamellar liposomes; and HA was able to coat individual unilamellar
liposomes stabilizing the dispersion.

The SAXS analysis of these two studies, together with the results of the complementary
techniques, was able to reveal all these details. For this, the liposome preparation was carefully
controlled to have minimum polydispersity and the systems were studied strictly under the
aging stability period. Several methods were used as complementary techniques such as DLS,
zeta potential, TEM, cryo‐TEM, and chromatography to help build the structure model to
calculate the simulated scattering to be compared to the SAXS experimental data. Reasoning
aspects were considered to minimize fitting parameters to increase the reliability of the results.

For other nanocarriers, such as thermosensitive poloxamer (or Pluronics® ‐PL)‐based micelles
and hydrogels (see Figure 3), SAXS technique have presented important contributions for
understanding the structural changes after the incorporation of drugs/carriers or the formation
of systems composed of PL with different hydrophilic‐lipophilic balance (HLB).

SAXS studies have reported the formation of wormlike micelles for PL‐P84 [35]; the gelation
mechanisms and micelle packing under hexagonal and body‐centered cubic phases for PL‐P85
and PL‐F88, respectively. However, for the PL‐F88/PL‐P85 mixture, the destabilization of the
hexagonal phase after PL‐F88 addition [36], a PL with higher HLB (28) compared to PL‐P85
(16) was observed [37]. Other authors also reported SAXS analysis for PL‐based binary
hydrogels (PL concentrations ranging from 20 to 30% m/v) with different HLB values, such as
PL‐F127/PL‐F68 [38] and PL‐F127/PL‐L81 [39], being observed in the formation of a hexagonal
phase at physiological temperature and their purpose as sumatriptan and ropivacaine delivery
systems for application by infiltrative routes. However, for fluid systems (with PL concentra‐
tions lower than 18% m/v) the binary micelles composed of PL‐F127/PL‐L81 presented a
lamellar phase structural organization, even after the incorporation of the drug chlorproma‐
zine [40].
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Figure 3. Example of successful SAXS analysis of a drug delivery system based on poloxamers (a) poloxamer without
drug; (b) poloxamer with sumatriptane (SMT).

In fact, the drug incorporation of PL‐based systems, studied by SAXS, has been highlighted in
the literature. In a recent work, Avachat and Parpani [41] described the formulation of liquid
crystal nanoparticles for efavirenz oral delivery. The study showed the formation of cubos‐
somes after the incorporation of PL‐F127 and phytantriol, a cosmetic ingredient. Chen et al.
[42] studied the acetaminophen and bifonazole crystallization mechanism within polyethylene
glycol (PEG), polypropylene glycol (PPG), and PL‐F127 matrices, observing an improvement
of crystallization rate for both drugs.

Another innovative approach relates to the combination of different carrier systems (natural
and synthetic, for example) that perform different functions, usually synergistic, in the same
pharmaceutical formulation. These new carriers, hybrid systems, can provide (in combination)
levels of structural organization and different biopharmaceutical properties of the individual
carriers, being used as a strategy to overcome limitations in relation to the physicochemical
properties (such as aqueous solubility), pharmacokinetic (control local absorption and/or
uptake to the bloodstream), pharmacodynamic (increased drug duration of action) or toxico‐
logical properties (improvement in biocompatibility, reduced local and systemic toxicity) [43,
44]. In this sense, the interactions and the structural patterns formed between PL and cyclo‐
dextrins, inorganic nanoparticles, and natural or synthetic polymers have been described in
the literature.
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SAXS studies revealed a face‐centered cubic phase for PL‐F127 hydrogels (30 wt%) after
interaction with PEG 6000 or PEG 35000 and polyvinylpirrolidone [45]. On the other hand, the
PL supramolecular structure was destabilized after incorporation of Fe3O4 nanoparticles into
PL‐F108 hydrogels, showing that the thermogelation is due to the clustering of nanoparticles
into a fractal network [46]. In a different manner, a cubic symmetry was observed by SAXS
characterization of the systems composed of ordered mesoporous silica nanoparticles in PL‐
F127 hydrogels [47].

For other nanocarriers, such as cyclodextrins (CD), different structural arrangements have
been described, being also related to the delivery capability of those systems. Simões et al. [48]
reported the development of a syringeable hydrogel composed of PL‐F127 and α‐CD for the
delivery of vancomycin. In others reports, the incorporation of α‐CD, studied by SAXS, showed
a significant change on gelation behavior of PL‐F68 and PL‐F127 due to the formation of
polypseudorotaxane (interaction of the hydrophobic PL unimers with the hydrophobic cavity
of CDs, stabilized by noncovalent bonds, van der Waals forces, and interactions between the
hydroxyl groups of adjacent CDs and hydrophilic polyethylene glycol polymer unimers)
supramolecular complexes, in a similar manner observed in the interaction between β‐CD and
PL‐F108 [49, 50].

3. X‐ray diffraction

3.1. Introduction

One of the biggest challenges of the pharmaceutical science is to understand how the drugs
interact with the cells in the body. This study is directly linked to physical and chemical
properties of the drugs and the drug delivery systems. Therefore, it is important and necessary
to use appropriate techniques for characterization, suitable for the development and improve‐
ment of the efficacy of the drugs.

For this reason, X‐ray diffraction techniques stands out amongst several characterization
techniques to distinguish the solid forms, like salt, polymorphs, solvates and cocrystal, and
amorphous forms. X‐ray diffraction provides information about the long ordering crystalline
samples and also short ordering in vitreous or amorphous materials. This technique helps to
relate the X‐ray diffraction patterns with the structural ordering or disordering in materials
science. It is worth to note that there is a clear difference between the crystalline materials, and
amorphous and vitreous materials when observed via X‐ray diffractometer. In the X‐ray
diffraction pattern for crystalline materials, several sharp peaks can be observed. On the other
hand, for vitreous or amorphous materials the diffraction pattern display typically three or
less halos (large peaks).

In 1999, Wunderlich [51] proposed a classification system based on the structural ordering and
molecular packing present in the organic forms using three ordering parameters: translation,
orientation, and conformation, as summarized in Table 1.
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Solid form Translation Conformation Orientation

Crystal Long order Long order Long order

Condis Crystal Long order Short order Long order

Plastic Crystal Long order Short order Short order

Liquid Crystal Short order Short order Long order

Vitreous or amorphous Short order Short order Short order

Table 1. Classification system of solid forms as described by Wunderlich [51].

Solid‐form crystals with a long ordering structure can be indexed characterized using X‐ray
powder diffraction technique (XRPD) due to its unique combination of order parameters.
Although the solid forms of amorphous and vitreous materials do not exhibit any long
ordering structure, they can be identified and characterized by their local molecular (short)
ordering.

Some applications of X‐ray diffraction techniques used to analyze the properties of the solid
state of the drugs are: (1) characterizing the ordering in the active pharmacological ingredient
(API); (2) identifying the existence forms in the API; (3) determining the solid form of API in
the final drug product; (4) determining the physical and chemical stabilities; (5) identifying
the components existing in the drug product; (6) detecting impurities or contaminants in the
drug product; (7) monitoring changes in the sold form of the drug due to the fabrication; and
(8) analyzing quantitatively and qualitatively the final drug product.

Based on the sensitivity of the technique to the ordering of structure, with appropriate data
obtained from XRPD, it is possible to determine the structure of the solid forms and also the
packing of the molecules in the solid. This information contributes significantly in the under‐
standing of the chemical content in the solid state of the drug. Moreover, it is also important
from the regulatory perspective.

3.2. Elements of diffraction theory

The X‐ray diffraction technique measures the X‐ray photons after the collision with the
electronic cloud of the sample that changes the photon trajectory, though keeping the same
phase and energy of the incoming photon. This is the key concept of the coherent elastic
scattering process.

In organic samples, there are some specific facts that must be considered:

1. The application of a mathematical simplification known as first Born approximation is
important and useful in the explanation of the X‐ray diffraction process.

2. As expected, the interaction of the solid forms in the organic samples with incoming X‐
ray beam is weak and the amplitude of the multiple radiation scattering is almost
negligible when compared to the simple radiation scattering.
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3. In the presence of crystal defects, grain boundary or disordering systems, the multiple
radiation scattering become even less significant.

Based on these considerations and their limits, we can model the process of diffraction as a
Fourier transform of the electronic density inside the sample.

While each atom is considered a specific source of scattering process, the molecules can also
be reduced to specific sources of scattering, considering that the distribution of the electronic
density of a collective set of atoms is the sum of electronic density distribution attributed to
centralized atoms individually.

Although the atoms in a molecule are not necessary the same as the free atoms, they are
frequently considered as being free atoms. In this way, the ordering of the specific centers of
scattering in the real space produces a group of diffraction events in the reciprocal space that
corresponds to the intensity of the peaks.

A d spacing between the punctual centers (molecules) in the real space corresponds to a peak

of the 2  spacing in the reciprocal space (also called Q‐space).

As the Fourier transform can be applied in any molecular translational ordering that exists
inside a solid form, the diffracted peak positions can be expressed in terms of d‐space, Q‐space
or, more common, in 2θ.

In order to cause a constructive interference of the scattered waves, it is necessary that the
Bragg's law be obeyed. The Bragg's law relates the X‐ray scattering angle θ with the d ‐spacing
parameter, as shown in Figure 4.

Figure 4. Representation of a simple periodic array of an organic molecule with a single orientation and conformation.
The molecules are periodic, separated by a constant spacing d.

(4)
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where λ is wavelength of the incident radiation; n is an integer number; d is interplanar distance
to a set of hkl planes of the crystalline structure; θ is X‐ray incident angle, as shown in Figure 5.

Figure 5. Schematic representaion of the Bragg's law for the X‐ray diffraction.

The samples analyzed by the X‐ray diffraction technique can be in the powder form or solid
with plane surfaces.

Analyzing the diffractogram of a polycrystalline sample, we verify that the peaks related to
different set of planes show different intensities. If we build a diffractogram using just
geometric aspects (Bragg's law), we will expect that all the peaks display the same intensity
since all of them are subjected to constructive interference.

However, there are several physical aspects that influence the intensity of the peaks in a
diffractogram, such as:

• Atomic scattering factor (this value indicates how an atom can scatter to a certain angle in
a certain wavelength).

• Structure factor (quotient of amplitudes of scattered waves by all the atoms in a unit cell and
the amplitude of the scattered wave by on electron).

• Multiplicity factor (there are planes that, for having the same interplanar distance, scatter
to the same peak. This is the case, for instance, of 100, 010, and 001 planes in a cubic cell.
Adding also the planes, qith −1 instead of 1, we have in total six planes contributing to the
same peak, implying in a factor of multiplicity 6).
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In order to get the expression for the intensity, we need three more correction factors: (a)
Lorentz factor, (b) polarization factor, and (c) temperature factor. The first two are related to
the geometric corrections that affect the diffracted intensity. Finally, the last one is related to
temperature process that can cause shift in the position of the peaks, decreasing the intensity
of the peaks and increasing the background.

A more complete explanation of the expression for the intensity and the factor that affects the
intensity can be found in the reference of this chapter [52–57].

3.3. Experiment

The optics and the instrumentation used in the X‐ray diffraction technique are directly related
to the type of the X‐ray source. However, we can define three generic elements: X‐ray source,
sample (including here the sample holder and sample environment, such as furnaces and
cryostat), and detector.

An optimized experiment has as premise the following three conditions:

• Suitable X‐ray source with efficient beam conditioning.

• A sample properly prepared, an optimized sample holder with low background and
minimum influence in the measurement, and an appropriated sample environment that
allows a stabilization of the sample in certain conditions as for example, temperature.

• Optimized detection systems (with or without optics to reduce background and to focus the
scattered beam in order to improve the signal to noise ratio).

3.3.1. Experimental procedures of X‐ray diffraction

The diffractograms show the diffracted intensities as a function of experimental parameter
2θ (angle between the diffracted and undeviated X‐ray waves). The intensity is typically
expressed in counts or counts per seconds while the peaks are listed as positions in degrees or
in d ‐spacing (measured in Å or nm).

3.4. Crystalline materials

For materials with long ordering structure (crystalline materials) the diffractograms show
sharp peaks, which the shape and the width depend on the instrument geometry where the
data were collected. In Figure 6, we display an example of a diffractogram of a drug delivery
system, β‐cyclodextrin. The measurements were performed in a conventional diffractometer
with Cu radiation, and, it was possible to perform a Rietveld refinement to obtain the final
structure (as shown in the insert of Figure 6).

The range of the measurement for crystalline materials depends on the aim of the study. For
example, when we study big molecules (for instance, biological samples), it is beneficial to
measure at low angles, allowed by the geometry of the instrument (approximately 0.5° can be
reached in a typical laboratory configuration in modern instruments or less than 0.5° using
synchrotron sources).
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Figure 6. Diffractogram of crystalline β‐cyclodextrin measured in a conventional diffractometer using Cu radiation. Al‐
so, Rietveld refinement was performed in order to obtain the crystal structure.

The time for collecting the data varies according to the application, for example, to study
polymorphism in drugs. Good diffraction patterns of the crystalline material, using conven‐
tional X‐ray instruments can be obtained in the range of 2–10 min per step. In configurations
that use high efficiency X‐ray sources (synchrotron) to samples mounted in a planar configu‐
ration, the collected time can be less than 1 min. The X‐ray diffraction technique that is typically
nondestructive (if the flux of X‐ray is too high, we can observe the radiation damage effect that
can affect the sample), needs 2–20 mg of sample, depending on the configuration geometry of
the instrument and the application.

The quality of the sample and its correct preparation in order to perform the XRPD experiment
influences significantly in the characterization or identification of the crystalline material. We
can cite two factors related to the preparation of the sample that can affect the results:

1. Orientation of the crystallites: ideal sample has a big number of random oriented crystal‐
lites.

2. Statistics of particles orientation: the reproducibility of an X‐ray pattern depends on the
statistic of the particles orientation when the preferred orientation limits the degree in
which the pattern represents the structure.

For these reasons, one must evaluate the statistics of the particle orientation and the degree of
the preferred orientation before starting the identification and analysis.

The effect of the preferred orientation of the crystallites in a sample can be observed as the
increase in the intensity on some of the peaks and the decrease in the intensity on others. The
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variation of the intensity is proportional to the degree of preferred orientation. In some cases,
the sample holder geometries of the diffractometer can also generate different set of relative
intensities.

Using samples that show a relatively small number of crystallites results in a diffractogram
with poor statistics. If the small population of the big crystallites does not represent all the
possible orientations, the relative intensities will not be reproducible.

The effect of the preferred orientation on the particle orientation can be minimized by spinning
the sample holder.

3.5. Amorphous materials

Amorphous materials (disorder, vitreous or amorphous materials) have characteristic
diffractograms with large halos and do not show sharp peaks in the XRPD patterns. Figure 7(c)
and (d) displays examples of a typical diffractogram of an amorphous material.

However, using suitable computational methods it is possible to extract structural information
from this X‐ray diffraction patterns. In this case, it is necessary a large angular range, typically
from 1 to 100° in 2θ. Besides, the time to collect the data must be longer than the frequently

Figure 7. (a) Diffractogram of bupivacaine (BPV); (b) a physical mixture of BPV and HP‐β‐cyclodextrin; (c) complex of
BPV and HP‐β‐cyclodextrin and (d) diffractogram of HP‐β‐cyclodextrin. Observe the amorphous diffractogram of the
drug delivery systems, HP‐β‐cyclodextrin and the complex (drug delivery with drug).
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used in conventional diffraction, due to the signal‐noise ratio in an amorphous X‐ray pattern
be typically poor.

In order to obtain a good diffractogram through the X‐ray diffraction technique for amorphous
samples, usually one needs 5–100 mg of the samples, depending on the geometry of the
instrument.

XRPD patterns, for crystalline materials or for amorphous materials, contain artifacts from the
instrument, for example, background functions from the instrument, fingerprints from the
sample holder, incoherent scattering (Compton), polarization and Lorenz effects, and air
scattering. A relatively small pattern generated from the samples means that these artifacts
represent a portion bigger of the overall diffracted intensity. Therefore, computational methods
used to analyze amorphous materials are more sensitive to experimental artifacts.

3.6. Instrumentation

X‐ray diffraction instrument used typically in conventional laboratories consists in three parts:
(1) X‐ray source; (2) sample holder, and (3) detector system.

There are several X‐ray sources that it can be possible to use in a conventional laboratory, but
the most common is the copper source (Cu). Slits and optics are used to focus the X‐ray incident
beam in the sample and also, the X‐ray diffracted waves scattered from the sample into the X‐
ray detector. In order to minimize artifacts from the sample (mentioned before), usually, the
sample holder is spinning. The X‐ray detectors can be punctual, linear or area. The detector
area has the advantage of being fast in the data acquisition and also makes it possible to
evaluate the statistics of the particle orientation and preferred orientation of the samples,
through the analysis of the Debye rings in the detector.

Synchrotron sources can be used to measure special systems in order to collect high quality
data.

Diffractometers can be operated typically in reflection (Bragg‐Brentano) or transmission
(Debye‐Scherrer). In the reflection setup, the incident beam is reflected from the surface of the
sample and the scattered beam is focused into the detector.

The X‐ray penetrates several layers below the surface in organic samples. This means that the
average diffracted surface is located below the surface of the sample. This penetration effect
can yield to an error of a displacement of the peak positions in the diffraction pattern of the
tenth of a degree

Errors caused by the displacement of the peaks happen due to the difficulty in the preparation
of the sample in the sample holder (Figure 8(b)). The surface of the sample must be leveled
with the surface of the flat sample holder (where the instrument is focused). Although
computational methods can be used to correct the position of the peaks, the proper preparation
of the sample is the only solution to solve this problem.
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Figure 8. (a) Laboratory XRPD equipment or Synchrotron XRPD beamline can be used to characterize drug delivery
systems and drugs; (b) preparation of samples; (c) some results from a biological material, L‐methionine, measured at
XRPD synchrotron beamline. Also observed the Rietveld refinement and the possible structure of the sample.

Usually measurement at low angles (below 2.5° in 2θ) is not appropriate due to the limitation
of the instrument used mainly for big molecules, where it is expected to find reflections in the
range from 0 to 2.5°. Measurements using the transmission setup can solve this limitation,
when the instrument is properly set. In the transmission setup the X‐ray incident beam pass
through the sample. This configuration is possible for organic samples due to its relative
transparence for X‐rays. In this case, the sample does not need to be leveled with the sample
holder surface, but the thickness of the sample is important and can cause errors in the
displacement of the peaks. Besides, it is essential in this configuration that the sample holder
is transparent to X‐rays. In the case of amorphous materials, it is necessary an extra effort to
operate the instrument in order to improve the quality of the data.
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Abstract

In this chapter, we will address the structural characterization of III–V semiconductor
thin films by means of HRXRD. We first give an overview on the basic experimental
apparatus and theory element of this method. Subsequently, we treat several examples
in order to determine the effect of doping, composition and strain on structural proper-
ties of crystal. Analysed layers were grown by metal organic vapour phase epitaxy
(MOVPE). Films treated as examples are selected in order to bring the utility of charac-
terization technique. Here, we investigate GaAs/GaAs(001), GaAs:C/GaAs(001), GaN/Si(1
11), GaN:Si/Al2O3(001), GaAsBi/GaAs(001) and InGaAs/GaAs(001) heterostructures by
using different scans for studying numerous structural layers and substrate parameters.
Different scan geometries, such as ω-scan, ω/2θ-scan and map cartography, are manipu-
lated to determine tilt, deformation and dislocation density induced bymismatch between
layer and substrate. This mismatch is originated from the difference between the chemical
properties of two materials generated by doping or alloying. Such HRXRDmeasurements
are explored through the angular spacing between peaks of the substrate and layer. The
half of full width maximum (HFWM) of peak layer intensity is a crucial qualitative
parameter giving information on defect density in the layer.

Keywords: HRXRD, thin films, III–V semiconductors, alloys, stress, reciprocal map

1. Introduction

Over the past decade, the epitaxy of structures based on III–V materials has emerge to become
of vital commercial importance within the electronics, optoelectronics and telecommunication
industries. With rapid developments of epitaxy apparatus (such as molecular beam epitaxy or
metal organic chemical vapour epitaxy) and in situ diagnostics (such as RHEED and
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reflectometry), the elaborated active part of heterostructure has now come in the vicinity of
idealism. However, such deviation from ideal properties (structural, optical or electrical) can
reduce the device response. In this way and for economical reasons, it is desirable to character-
ize the as-grown layers prior to further processing. Indeed, high-resolution of X-ray diffraction
(HRXRD) is now one of the widely used tools for non-invasive determination of the composi-
tion, thickness and perfection of the epitaxial layers of compound semiconductors. Recently,
there had been great interest in the use of this technique with different scan geometries.

In this chapter, we will address the structural characterization of III–V semiconductor thin
films by means of HRXRD. We first give an overview on the basic experimental apparatus of
this method. Subsequently, we treat several examples in order to determine the effect of
doping, composition and strain on structural properties of crystal.

2. Experimental details and theory element

All layers investigated in this work are elaborated by metal organic vapour phase epitaxy
(MOVPE) technique [1–8].

For arsenide layers, we use a Bruker D8 diffractometer. An X-ray tube with a copper cathode
generates the incident beam (1.54056 Å). In order to obtain highly monochromatic incident
beam, we use a monochromator constituted by four Ge(022) crystals which gave a resolution
of Δλ

λ < 1:5×10−4. The scattered beam can be detected by a scintillation point detector as
reported in the left of Figure 1. The layer, that shall be examined, is mounted on the sample
holder. As shown in the right of Figure 1, we denote ω as the angle between X-ray beam and
the crystal surface, 2θ, the detector position, ϕ, the rotation angle around the normal of crystal
and τ (or χ), the inclination angle of crystal in a perpendicular plane to the surface. This
configuration gives a coupled and uncoupled scans, such as ω-scan (or rocking curve scan)
and ω/2θ scan.

For nitride layer, HRXRD measurements have been performed with a Bede 200 diffractometer
equipped with a four-crystal monochromator in Si[220] mode.

Figure 1. In the left, optical path of X-ray beam for the used goniometer. In the right, goniometer axes.
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The simple form of Bragg equation for the lattice planes with Miller indices (hkl) and the
distance dhkl between two such adjacent planes is given by

2dhkl sinθ ¼ nλ (1)

where:

• For cubic lattice with lattice constant a,dhkl ¼ affiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2þk2þl2

p ,

• For hexagonal lattice with lattice constant a and c, dhkl ¼ affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4
3ðh2þk2þhkÞþðacÞl2

p .

Differentiation of Bragg equation and subsequent division of the result by the same equation
yields the differential Bragg equation

Δdhkl
dhkl

þ Δθ: cot ðθÞ ¼ Δλ
λ

(2)

In our case, the spectral width of the incident beam is neglected (Δλλ ∼0).

3. Application for thin films

3.1. Bulk films and substrates

Bulk substrates are characterized by a perfect crystallographic structure with an insignificant
defect density. In HRXRDmeasurements, they have been used as a reference for Bragg angular
measurements. But it is vital to minimize intrinsic and extrinsic effects, such as tilt substrate or
tilt substrate-to-holder sample (due to inaccurate sample mounting).

As an example, in order to determine the disorientation of GaAs substrate, the (004) rocking
curves peak angles (ωS) were taken for some azimuthal angle ϕ as shown in Figure 2. As
mentioned earlier, ωS variation follows the relation: ωsð004Þ ¼ 〈ωs〉þ Acosðϕ−ϕ0Þ.
where A is the tilt or the disorientation to the absolute crystallographic substrate orientation.

Similarly, χð004Þ ¼ 〈χ〉þ Asinðϕ−ϕ0Þ or χð004Þ ¼ 〈χ〉−Asinðϕ−ϕ0Þ.
The best fit of experimental data by expression reported below allows the values of
〈ωs〉 ¼ 33:0308� and A ¼ 0:472�. By using Bragg's law, we can measure the lattice parameter

of GaAs substrate as ¼ 2λCuKα1
sin〈ωs〉

¼ 5:6526Å. The manufacturer indicates that this commercial

substrate is exactly orientated to (001) with a tolerance of ±0.5� and the lattice parameter is of

5:6533Å corresponding to a Bragg angle of 33.028�. The difference between the two Bragg
angles represents an error of about 0.003�. Also, the value of tilt A is in the same order of the
tolerance given by the substrate producer.

3.2. Homoepitaxy

Homoepitaxy is the growth of a layer on the substrate where the two materials have the same
physical characteristics (Si/Si, GaAs/GaAs, etc.). Such a structure is characterized by small full-
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width at half-maxima (FWHMs) of measured peaks when growth is perfectly optimized and
no supplementary information is given about the layer properties.

Doping of semiconductors is required to improve the electrical properties of material. In
numerous applications, it is necessary to dope strongly n+ or p+ any part of the structure.
Indeed, for tunnel effect or to obtain ohmic contact in GaAs, doping levels above 1019 cm-3

were needed. This requirement gives rise to a modification in structural properties of the
doped layer. Yet, this deviation to ideal structure is clearly observed when atomic covalent
radius of impurity is smaller or higher compared to atomic radius of matrix constituents. As an
example, the doping of GaAs by carbon (C) gives rise to tetragonal distortion of GaAs caused
by smaller covalent radius of C (rc = 0.77 Å) compared to those of gallium (rGa = 1.26 Å) and
arsenic (rAs = 1.20 Å). HRXRD is sensitive to this smaller deviation and will be used to
determine the doping concentration.

The perpendicular lattice mismatch of C-doped GaAs was investigated by measuring (004)
reflection and according to the following relation:

ε⊥ ¼
�Δa

a

�⊥
¼ −ΔθBcotðθBÞ (3)

where θB ¼ 33:028� is the Bragg angle for (004) reflection.

On the other hand, in order to investigate the conditions of strain relaxation we have measured
the parallel lattice mismatch Δa//. Indeed, to find the in-plane lattice mismatch, an asymmetric
(±1, ±1, ±5) reflection should be determined. The inclination angle ϕ is between a reflection
from a lattice plane and the surface. The measurement of a reflection can be carried out at high

Figure 2. In the left, measured Bragg angle GaAs substrate of (004) rocking curves as a function of the azimuthal angle ϕ
fitted by (the solid line) a sinusoidal equation. In the inset a series of rocking curves are shown. In the right, illustration of
ω-scan around the normal to the substrate.
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angle θB + ϕ or at a low angle θB - ϕ. We can calculate the components of lattice mismatch from
the measured differences in Bragg angle and lattice-plane orientation with regard to the
substrate according to [9]:

ε⊥ ¼ Δa⊥

aGaAs
¼ Δϕtgϕ−ΔθcotθB (4)

ε== ¼ Δa==

aGaAs
¼ −Δϕcotϕ−ΔθcotθB (5)

In our case θB = 45.064� and ϕ =15.791�.

For more details, let Δωa be the angular spacing between peaks of the substrate and of C-
doped GaAs layer in ω=2θ curve, and Δωb the same quantity measured after rotating the
crystal by 180� around the normal to the wafer surface. Then, for (115) reflection

Δϕ ¼ 1
2
ðΔωa−ΔωbÞ, (6)

ΔθB ¼ 1
2
ðΔωa þ ΔωbÞ: (7)

The double determination of ε⊥ from (004) and (115) reflections gives a more precision on its
values than that of ε==.

Based on this result, it is possible to determine the compensation ratio θ of our films using the
Vegard's law in the strained form [10, 11].

Δa⊥

aGaAs

� �

strained
¼ 1þ υ

1−υ

� �
Δa⊥
aGaAs

� �

relaxed
¼ 1:9

Δa⊥
aGaAs

� �

relaxed
: (8)

We assume that the substituted carbon in the gallium site (CGa usually used to estimate the
compensation) is the dominant cause of the compensation described by [12, 13]

Δa⊥

aGaAs

� �

relaxed
¼ 4ffiffiffi

3
p

aGaAsN
ðΔrAs þΘΔrGaÞ pH

ð1−ΘÞ (9)

where ΔrAs= -0.43 Å and ΔrGa= -0.49 Å are the difference between the covalent radii of C and
As and Ga, respectively. N = 2.22 × 1022 cm-3 is the number of gallium or arsenic atoms per cm3

in pure GaAs crystal and ν = 0.31 is the Poisson's ratio.

Figure 3 illustrates a comparison between experimental data results and curves calculated for
strained or relaxed states and with different compensation ratios. Using this dependence

between Δa⊥
aGaAs

and pH, we extrapolate the compensation ratio for any layer. We remark that the

values deduced, using this consideration, are in the same order than that deduced by Hall
Effect or SIMS measurements.
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3.3. Heteroepitaxy

Heteroepitaxy is the growth of a layer on the substrate where the two materials have different
physical characteristics such as GaAs/Si, GaAs/Ge, GaN/Al2O3, etc. This means that the under-
lying substrate and the epitaxial layer are different materials with typically different lattice
constants and perhaps even different crystal symmetry. Generally, this structure is character-
ized by misfit mismatch which generates stress and structural defects. In order to be accom-
modating to the substrate, the layer stays at less energetic equilibrium state which gives rise to
appearance of tilt, twist and curvature of the system {layer + substrate}. HRXRD technique is
able to determine these parameters.

3.3.1. Undoped GaN

III-Nitrides and related alloys cover a wide wavelength domain ranging from the red to the
ultraviolet. Their interesting properties such as large and direct band gap make them attractive
for the development of optoelectronic devices as well as high temperature and high power
electronic applications. The MOVE growth of these materials is completed by using various
substrates. However, the lack of suitable lattice matched substrate constitutes the major obsta-
cle for further improvement in GaN material properties. Several attempts have been achieved
for GaN growth on silicon substrate. Indeed, this choice is motivated by the availability with

Figure 3. Perpendicular lattice mismatch (ε⊥) of GaAs:C epilayers on GaAs substrates as a function of hole concentration
pH. The lines represent the predicted contraction based on Vegard's law for two values of compensation ratios θ = 0 and
θ = 0.25.
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low cost, the large size and high electrical and thermal conductivities of silicon. But, the
success of GaN layer epitaxy requires a special growth procedure by using different processes
(buffer layer, SiN treatment, etc.) in order to reduce the damage effects.

In this section, we focus on GaN layer grown on silicon substrate Si(111) where mismatch is of
about 17%. This difference leads to the formation of a large number of defects (dislocations,
cracks, etc.) and gives rise to layer mosaicity.

The GaN mosaicity can be usually described by two components of the misorientation: one is
the tilt of c-axis with respect to the growth direction and the other is the twist of the columns
orientation about the c-axis. GaN (00.l) ω-scans reflect the mosaic structure of the tilt among the
crystallites. GaN (h0.l) ω-scans reflect the mosaic structure of twist between the crystallites. For
symmetric (00.l) reflections, the full-width at half-maximum (FWHM) of the X-ray rocking curve
(XRC) which characterize the tilt, was found to be around 1800 arcs. Note that both tilt and twist
mosaics contribute to the rocking curve width of asymmetric (h0.l) reflections. For twist mea-
surement, it is necessary to measure a series of reflections and extrapolate to an inclination angle
χ of 90�. The plot of FWHM versus sin (χ) gives rise to an average twist of about 1.9� (Figure 4).
The average twist was determined as half FWHM extrapolated to sin (χ) = 1. This high value of
the twist can be explained by the interaction between hillocks of GaN during the nucleation
process or dislocations which lead to a broad rocking curve width of GaN reflections.

3.3.2. Si doped GaN

In order to study the effect of Si-doping on stress in GaN layers, HRXRD and Raman spectra
measurements were carried out. Figure 5 shows HRXRD patterns measured in θ/2θ scan mode.

Figure 4. Evolution of FWHM (h0.l) plane reflections as a function of inclinations (χ) referring to (00.l) plane. The solid
line represents the best linear fit of experimental data.
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The θ position shifts to the higher angle corresponding to smaller c lattice constant when Si
concentration increases. The asymmetric shape of the ω-scan for high doping levels can be
attributed to a stress gradient normal to the sample surface [14]. The in-plane stress σ// can be
roughly determined from the relationships [15].

σ== ¼ a−a0
a0

C11 þ C12−2
C2
13

C33

� �
, (10)

where Cij are the elastic constants of GaN (C11 = 390 GPa, C12 = 145 GPa, C13 = 106 GPa,
C33 = 398 GPa) [16]. a0 is the lattice constant for strain-free bulk GaN (a0 = 3.189 Å). The values
of the a lattice parameter, measured by HRXRD, and the corresponding stress values σ// show
that the incorporation of silicon not only leads to stress relaxation in GaN layers, but also
induces tensile stress (σ// > 0) for doping levels higher than 1.6 × 1018 cm-3. According to our PL
data analysis (not shown here), we attribute the strong band gap reduction in the Si-doped
GaN layers is essentially due to the relaxation of stress in these layers.

The effect of silicon doping on the mechanism of stress relaxation and defect formation in GaN
is still under discussion. One plausible explanation is that the relaxation increases with Si-
induced defects formed during the cool-down process [17, 18]. Thus, we can assume that the
incorporation of silicon leads to increase of the dislocation density in the GaN epilayer. Note
that the dislocation densities in GaN-based materials have been generally measured by

Figure 5. ω -scans of the Si-doped GaN samples.
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transmission electron microscopy (TEM) and etch pit densities (EPDs). However, as non-
destructive method, X-ray rocking curves (ω-scans) can be used to measure the dislocation
densities with accuracy equal to TEM and EPDs. The theory elements of this technique are
described by Gay et al. [19] and Hordon and Averbach [20], for the case of highly dislocated
metal crystals and extended by Ayers [21] to the case of zinc-blende semiconductors.

The model developed by Ayers uses the rocking curve line width broadening owing to
threading dislocations for calculation of their densities. Then, the square of the measured
rocking curve line width βm for the (hkl) reflection can be written as [21]:

β2mðhklÞ ¼ Kα þ Kε tan 2θ (11)

where Kα ¼ 2πlnð2b2DÞ, Kε ¼ 0:09 b2D j lnð210−7cm ffiffiffiffi
D

p j, b is the length of the burgers vector
and D is the dislocation density. Kα is the rocking curve broadening owing to angular rotation
at dislocations. Kε is the broadening produced by strain surrounding dislocations.

The plot of β2m versus tan2θ should give rise to a straight line. The dislocation densities can be
independently calculated from the slope (Kε) as well as the intercept (Kα). The obtained results
based on the two ways should be identical. A plot according to last equation for various X-ray
peaks is shown in Figure 6. As predicted by the model, the symmetric and asymmetric
reflections are on a single straight line. Dislocation densities calculated according the Ayers
model from the slopes and intercepts of these linear fits are shown in Figure 7.

AFM data corresponding to the densities of surface depressions and pinned steps are
also given for comparison. It is well known that the surfaces of GaN layers grown by MOVPE
are typically dominated by these two kinds of dislocation mediated surface structures
[22]. So, as seen in Figure 7, the dislocation densities calculated from the slopes (Dε = 8.4 × 108

to 7.1 × 109 cm-2) are in same order of magnitude with that obtained by AFM measurements
(DAFM=1.3 × 109 to 8 × 109 cm-2). The lack of internal consistency (Dε slightly different from Dα)
may be explained by the existence of sources of rocking curve broadening other than dislocations
that give rise to different relative amounts of rotational and strain broadening [21].

3.4. Alloys

The III–V materials have raised a fundamental attention in the field of optoelectronics and
rapid electronics. Particularly, the alloy semiconductors have an exceptional amount of inter-
ests owing to the possible adjustment of band gap and lattice parameter by changing chemical
composition. Recently, the technological progress of elaboration and process techniques pro-
vides a great opportunity to design new structure architecture and quantum nanostructure
based on non-conventional semiconductor materials. This fact requires a suitability of charac-
terization tools adapted to this advance.

3.4.1. GaAsBi alloy as a new material

Owing to the large size and core electronic structure of Bi atom, Bi-containing semiconductor
alloy materials exhibit a small or negative band gap. The interesting properties of III–V-Bi alloy
offer a great opportunity for possible design in optoelectronic application devices. Recent
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results from various groups demonstrated that GaAs1-xBix thin films can be produced by
molecular beam epitaxy (MBE) [23–25] or by MOVPE [1, 2, 26–28]. Further, GaAs1-xBix alloy
presents temperature insensitivity of band gap required in the resolution of problems of the
lasing wavelength fluctuations. The quality of epitaxial compound film is governed by thick-
ness uniformity, degree of alloying and substrate temperature. Precisely, the growth behaviour
of GaAs1-xBix was quite different from that of usual ternary semiconductor alloys such as
GaInAs and AlGaAs. A very narrow growth conditions are reported by comparison between
structural and optical characterizations. In this way, HRXRD is comely tool to investigate the
structural properties of this material.

Figure 8 shows the diffraction pattern in the θ –2θ scan of X-ray diffraction measurement for a
GaAs1-xBix layer grown on p-type GaAs substrate. The spectrum shows three resolved peaks
located at 31.627, 66.048 and 65.528� which are associated with the plane diffraction of (002)

Figure 6. Square of rocking curve line width βm (hkl) versus tan2θ for Si-doped GaN samples.
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and (004) GaAs and (004) GaAs1-xBix, respectively (detail is shown in the inset figure). No
other phases were identified.

HRXRD measurements of symmetric (004) and asymmetric (115) plane diffractions were
carried out in order to determine the lattice parameter of GaAs1-xBix and then Bi composition,
as shown in Figure 9. In fact, the presence of two peaks relative to the layer and substrate
diffractions, Pendellösung oscillations, seen in the wings of peaks, reveals a smooth and
coherent interface. From these oscillations, we can calculate the layer thickness from Bragg's

law: t ¼ λγH
Δω sin ð2θBÞ. The period (Δω) is independent of scattering power of layer composition.

2θB is the scattering angle, λ is the wavelength of the X-ray radiation and γH ¼ sin ðθB þ ϕÞ. ϕ
is the angle between the diffraction planes and the surface.

The lattice constants in growth direction (a⊥) and in the plane (a//) of GaAs1-xBix layer were
calculated from the peak separation (ΔθB) between GaAs and GaAs1-xBix. a⊥ is deduced from
the spacing of the layer (004) plane (d004) in the form of a⊥= 4 d004 using a symmetric reflection
(004). From asymmetric reflection (115), a// is deduced from the spacing of the layer (115)

plane (d115), in the form of a== ¼
ffiffiffi
2

p
1

d2
115

− 25
a2⊥

� �ð−12Þ
.

Figure 7. Dislocation densities calculated according to Ayers model from slopes (Dε) and intercepts (Dα). AFM data are
given for comparison.
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The lattice constant (a0) of unstrained cubic GaAs1-xBix is assumed from

a⊥ ¼ a== þ ða0−a==Þ ðC11 þ 2C12Þ
C11

(12)

where C11 = 11.92 and C12 = 5.99 are the elastic constants for GaAs1-xBix which are supposed to
be equal to those of GaAs. The Bi composition x, is calculated from a0 using Vegard's law:

a0 ¼ xaGaBi þ ð1−xÞaGaAs (13)

where aGaBi is the lattice constant of hypothetical zinc-blend GaBi and assumed to be 6.324 Å
[29]. aGaAs= 5.653 Å is the lattice constant of GaAs.

Thickness homogeneity and layer composition were characterized by recording (004) X-ray ω/
2θ curves for several positions in the layer surface. Small changes of 0.001 and 0.002� mm-1

have been detected for Δω and ΔθB, respectively. Bi composition is estimated to 3.7% with a
relative change of about 0.05% per mm. The layer thickness is about 50 nm. These values were
also compared to those deduced from simulated X-ray patterns using the dynamical theory

Figure 8. Diffraction pattern in the θ –2θ scan of X-ray diffraction measurement for a GaAs1-xBix layer grown on (100) Zn
doped GaAs substrate. The inset shows a zoom between 2θ = 63� and 68�.
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be equal to those of GaAs. The Bi composition x, is calculated from a0 using Vegard's law:

a0 ¼ xaGaBi þ ð1−xÞaGaAs (13)

where aGaBi is the lattice constant of hypothetical zinc-blend GaBi and assumed to be 6.324 Å
[29]. aGaAs= 5.653 Å is the lattice constant of GaAs.

Thickness homogeneity and layer composition were characterized by recording (004) X-ray ω/
2θ curves for several positions in the layer surface. Small changes of 0.001 and 0.002� mm-1

have been detected for Δω and ΔθB, respectively. Bi composition is estimated to 3.7% with a
relative change of about 0.05% per mm. The layer thickness is about 50 nm. These values were
also compared to those deduced from simulated X-ray patterns using the dynamical theory

Figure 8. Diffraction pattern in the θ –2θ scan of X-ray diffraction measurement for a GaAs1-xBix layer grown on (100) Zn
doped GaAs substrate. The inset shows a zoom between 2θ = 63� and 68�.
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shown as dotted lines in Figure 9. The tetragonal distortion induced by the epitaxy is taken
into account using the elastic constants of GaAs.

The optimization of GaAsBi MOVPE growth conditions was detailed in our previous works [1,
2]. A good crystalline quality was obtained using a V/III ratio of about 9.5, trimethylbismuth
(TMBi) flow of 0.2 µmol min-1 and a growth temperature of 420�C. The measured Bi content
value is around 3.7%. The epitaxial layers show a low Bi island density on the surface [2]. It
should be noted that small deviations from optimal growth conditions may give rise to a
surface formation of big Bi droplets. The latter appear with a higher density and different
shapes for high TMBi flow (∼3 µmol min-1).

As a demonstrative example, Figure 10 illustrates the diffraction patterns of symmetric (004)
and asymmetric (115) reflections for the as-grown and annealed GaAsBi layers grown with
high TMBi flow. To check thermal stability, GaAsBi layer was annealed at 750�C for 15 min
under AsH3 flow. These curves present more diffraction peaks, other than that of the GaAs
substrate, located at 32.8, 32.5 and 32.12� in the left side of the substrate peak, and denoted as
GaAsBi(1), GaAsBi(2) and GaAsBi(3), respectively. The same diffraction peaks have been
detected in the (115) asymmetric configuration, but more shifted with respect to GaAs

Figure 9. In the top: HRXRD (004) experimental ω/2θ curve (solid line) and simulated curve (dotted line) of
GaAs0.963Bi0.37 layer grown on (100) Zn doped GaAs substrate. In the bottom: optimized scan of HRXRD (11L) reflection
plane. L is changed around 5.
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substrate peak. It seems that these three peaks are linked to different Bi contents in GaAsBi
layer. Based on the Vegard's law we have found: xGaAsBi(1) = 3.7%, xGaAsBi(2) = 8% and xGaAsBi(3)

= 14%. The obtained Bi contents are calculated after the determination of the lattice constants
perpendicular and parallel to GaAsBi surface using HRXRD measurements for the (004) and
(115) planes, respectively. For hypothetical zinc blend GaBi, the lattice constant is estimated to
be 6.324 Å [29]. More calculations details of Bi content are reported in the following Ref. [1].
We have also investigated the structural properties of the annealed layer at 750�C using
HRXRD. The measured diffraction curves show a remarkable stability versus thermal
annealing. In fact, the same curve shape was obtained for annealed sample (Figure 10). Bi
droplets are entirely removed from GaAsBi layer after annealing. This behaviour shows that
the existence of these droplets is not responsible of diffraction peaks appearance and confirms
the structural thermal stability of GaAsBi alloy (Figure 10).

To find out an eventual crystallographic tilting of this sample, we have achieved several ω
scans for different azimuthal angles ϕ for each resolved peak indicated by arrows and shown
in Figure 11. We report in Figure 11, for different azimuthal angles, the diffraction angles
variation of the substrate ωSubstrate and the layer ωGaAsBi for the three aforementioned peaks
(GaAsBi(1), GaAsBi(2) and GaAsBi(3)). All the measured amplitudes of the cosine variation of

Figure 10. HRXRD (004) and (115) experimental ω/2θ patterns of as-grown and annealed GaAsBi layers grown on GaAs
substrate at 420�C under 3 µmol min-1 of TMBi flow.
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ωSubstrate and ωGaAsBi are about 1.18�. Note that the given incertitude on GaAs substrate off cut
angle is about 1�, and then the GaAsBi layer is not tilted with respect to the substrate. The
splitting between the farthest GaAsBi(004) multiple diffraction peaks is about 0.68�. This value
is probably corresponding to a maximum tilt between GaAsBi grains which can be present in
the layer.

Ciatto et al. [30] have investigated the local structure around Bi atoms in GaAsBi layers. Their
X-ray absorption spectrometry results show that at 1.2% Bi content, Bi atoms are randomly
distributed. At 1.9%, Bi atoms tend to form next-nearest-neighbour pairs, and at 2.4% Bi
aggregates appear. In our work, the lowest Bi content in GaAsBi layer is around 3.7%, showing
that necessarily Bi aggregates are already formed in the layer.

X-ray diffraction measurements exhibit that growth under high TMBi flow leads to a compo-
sitional inhomogeneity, as well as the presence of liquid can affect the Bi incorporation. This
fact may be responsible of the XRD pendellösung fringes vanishing, and it was clearly seen
when growing GaAsBi under optimized conditions [1, 2]. Some caution is required when
interpreting X-ray profile of GaAsBi layers. The confusion can arise from metallic Bi diffraction
peak, which can appear in layers having Bi droplet on the surface. Since thermal annealing at

Figure 11. Diffraction angles variation of GaAs substrate (ωS) and GaAsBi layer (ωL) for the three aforementioned peaks
versus azimuthal angles ϕ.
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750�C have completely removed Bi islands from the surface, and diffraction curve are exactly
the same as before annealing, so this confirms that metallic Bi does not contribute to the
diffraction curve.

On interpreting our X-ray profile, the probable assumption is the presence of atomic disor-
der created by Bi during its incorporation in GaAs matrix. Indeed, the disorder becomes
more significant with increasing Bi content. In our case, this content is higher than 3.7%
which explains the important disorder and the appearance of several diffraction peaks.
There are some assumptions, like support phase separation in GaAsBi alloy [27], the pres-
ence of ‘micro regions’ with different Bi contents [31] or a difference in the strain state at
different depths [32].

3.4.2. InGaAs alloys

The lattice mismatch between GaAs and InGaAs alloy layers is relatively small which allows
pseudomorphic growth to take place. But uppermost layer can also be partially relaxed or
completely relaxed depending on the layer thickness and the indium composition. For a
quantitative analysis, the degree of relaxation is given by

R ¼ afilm−asubstrate
arelaxfilm −asubstrate

(14)

where afilm denotes the measured lattice constant of the film and the totally relaxed lattice
constant.R is equal to 1 for fully relaxed films and equal to 0 for pseudomorphic growth.

In this part, we explore a reciprocal space map (RSM) in order to investigate some structural
properties of prototype InGaAs alloys in relaxed or strained states.

The Bragg equation relates every X-ray reflex that can be detected with a set of parallel lattice
plane (hkl). However, the Laue condition attributes every X-ray reflex to reciprocal lattice
point which makes it appropriate to label the reflexes with the indices of their corresponding
reciprocal lattice points HKL. The maximum length of the scattering vector in the case of
backscattering (θB = 90�) is given by Qmax ¼ 2jkj ¼ 4π

λ .

Whenever the scattering vector is equal to reciprocal lattice vector, an X-ray reflex is observed.
As a result, all reflexes which for a given wavelength λ are accessible for diffraction experi-
ments are situated within the hemisphere with radius equal to 4π

λ (in right of Figure 12).

Such a scan can be carried out by combining the ω/2θ-scan with ω-scan mode in the following
way: first for a given length of the scattering angle a ω-scan is accomplished, then the ω/2θ-
scan mode is employed to change the length of the scattering vector by a small amount and
then again a ω-scan is performed and shown as reported in left of the Figure 12. With RSM
measurement, the graph can be presented either in angular coordinates or in reciprocal lattice
coordinates. Angular coordinates RSM is the x- and z-axes can be ω, 2θ, ω/2θ, or 2θ/ω.
Reciprocal coordinates RSM shows the graph in reciprocal lattice unit Qx and Qz, where can
be defined with the following equations [33]:
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QZ ¼ 2
λ
sinθ cos ðω−θÞ

QX ¼ 2
λ
sinθ sin ðω−θÞ

(15)

where λ = 1.5406 Å is the wavelength of CuKα1 radiation, θ = 2θ/2 the angular position of the
detector and ω is the experimental Bragg angle for considered reflection.

ΔQZ and ΔQX are determined from the difference between measured angles for the substrate
and the layer. For (115) reflection on (001) substrate, the perpendicular lattice parameter of the
layer is obtained from ΔQZ ¼ 5

a⊥
− 5
as

where aGaAs=5.6325 Å is the lattice parameter of the GaAs substrate.

Other possible equivalent representations of reciprocal map are accessible, such as by that
representing the Bragg angle change by changing (hkl) indices.

Generally, the reciprocal maps show two intense peaks localized in ΔQX ¼ ΔQZ ¼ 0 relative to
the GaAs substrate and the in ΔQX≠ΔQZ≠0 relative to the layer.

3.4.2.1. InGaAs/GaAs relaxed layer

Figure 13 illustrates an example of 2D and 3Dmap representations for a sample InGaAs/GaAs.
In order to analyse maps topography with more facility, pedagogic representation as contour
curves of iso-intensity is reported in the same figure.

Using RSM, the analysis of material properties can be completed both qualitatively and
quantitatively. The last figure shows the illustration of a qualitative description of the change
of the layer peak position with respect to the substrate peak. Qualitatively, a symmetric RSM
scan can confirm that our sample is tilted or not. However, to determine whether our sample is
strained or relaxed, an asymmetric scan is needed.

Figure 12. Ewald construction illustrating the scattering geometry in the cases of symmetrical and asymmetrical reflexes.
The grey arrows show the scan directions for ω/2θ-scan and a ω-scan. The accessible reflections in conventional scattering
geometry are shown.
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3.4.2.2. InGaAs/GaAs strained layer

InGaAs epitaxial layer on GaAs(100) substrate was investigated by HRXRD in order to deter-
mine the structural properties of this strained structure. Figure 14 shows reciprocal space

Figure 13. 3D and 2D reciprocal space maps of In.08Ga.92As/GaAs structure, recorded around (004) and (115) nodes. In

the bottom, contour curves of iso-intensity are drawn. Diffusion vectors Q
!

ð004Þ and Q
!

ð115Þ were added to corresponding
RSM.
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Figure 14. Reciprocal space mapping of In.08Ga.92As/GaAs structure, recorded around (004), (115) and ð115Þ nodes.

Diffusion vector Q
!

ðhhlÞ was added to the corresponding RSM.
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maps (RSM) of an InGaAs/GaAs sample in two-dimensional representation of iso-intensity

curves around (004), (115) and ð115Þ nodes. Note that both spots of InGaAs active layer and
GaAs substrate, relative to (004) symmetric reflection, were aligned along <001> direction.
The obtained result confirms the absence of tilt between the active layer and the substrate. In

addition, diffraction spots from (115) and ð115Þ asymmetric reflections were also aligned

along the growth direction, which was different from that of scattering vector Q
!
. Sample was

then strained and pseudomorphed. A fully strained epilayer adapts its planar lattice fully with
the planar lattice of the substrate (Figure 14).

4. Conclusions

This chapter has covered a range of applications of HRXRD technique from simple rocking
curve scans (ω and ω/2θ) to space mapping cartography. Routine measurements applied to
particular heterostructures such as GaAs/GaAs(001), GaN/Si(111), GaAsBi/GaAs(001)
and InGaAs/GaAs(001) are reported in order to bring the capability of analysis of this
technique. The former is a powerful tool that can provide accurate information on the
structural properties of the analysed material. Indeed, the method is sensitive enough to
determine the composition, thickness and perfection of the epitaxial layers of compound
semiconductors.

The application of high-resolution diffraction space mapping is more prevalent since it is now
possible to obtain a whole wealth of structural parameters other than just the thickness or
composition. This is a developing field and this technique can be considered to determine the
deviation from perfection.
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Abstract

In the field of biological studies, next to the standard methods, new tools are offered by
contemporary  physics.  X‐ray  spectroscopic  techniques  enable  probing  electronic
structure  of  occupied  and unoccupied  states  of  studied  atom and distinguish  the
oxidation state, local geometry, and ligand type of elements that occur in biological
material. Direct analysis using X‐ray spectroscopy avoids many chemical preparation
steps that might modify biological samples. The information obtained gives us insight
into important biochemical processes all under physiological conditions. In this chapter
we focus our attention to the application of X‐ray spectroscopy to the study of biological
samples, with special emphasis on mechanisms revealing interaction between DNA and
different cytotoxic agents and in the determination of changes in oxidation state of
different elements in pathologically altered human cells and tissue.

Keywords: X‐ray spectroscopy, XAS, XES, DNA, chemical speciation

1. Introduction

X‐ray spectroscopy is a powerful method giving the insight into the chemical and electronic
structure of studied samples. Since twentieth century, it has been extensively used in a plethora
or research fields starting from solid‐state physics [1, 2] and followed by chemical [3] and
environmental sciences [4], archeological and art research [5], as well as biological and health
studies [6]. The advantages of this technique is its elemental specificity and high penetration
depth of probe X‐rays resulting in the possibility to undertake in situ experiments that provide
information about the sample under ambient/operational conditions, that is, direct observation
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preconcentration, extraction, or crystallization [7, 8]. For these reasons, X‐ray spectroscopy has
been recognized as the valuable addition to classical methods used in biological sciences and
many improvements have been made in the experimental techniques as well as data analysis
and interpretation. Research includes the simplest systems, such as single compounds, as well
as more complex and heterogeneous structures such as cells and tissues. The examples of
applications are, among others, the structural characterization of chloroperoxidase compound
I [9], the determination of ligand environment of zinc in different tissues of Zn‐hyperaccumu‐
lating plants [10] and chemical structure of metalloproteins [11]. A lot of researches concern
changes in oxidation states of trace elements in case of different pathologically altered cells and
tissues, for example the studies of differences in iron and zinc oxidation state contained in healthy
and neoplastic tissues of the human brain [12], iron in normal and stenotic human aortic valves
[13] or copper inside single neurons from Parkinson’s disease and control substantia nigra [14].
Another group of application is identification of elements’ chemical species in biological systems,
like sulfur in erythrocytes and blood plasma [15], selenium in human cancer cells [16], as well
as arsenic in various cell structures [17]. X‐ray spectroscopy gives also the opportunity to follow
biologically  relevant  processes  in  time‐resolved experiments  including the  ultrafast  time
domain. The processes studied are for example excitation of Mn cluster in photosystem II [18]
and recombination of myoglobin following the photolysis of NO [19]. The development of new
X‐ray sources and X‐ray free electron lasers (XFELs) will make possible to study the dynamics
of biological systems with femtosecond time resolution, which will elucidate the mechanisms
of many important bioprocesses.

The need for more sensitive research methods in medical sciences is forced mostly by the
increasing incidence rate of the diseases of affluence, primarily cancer and cardiovascular
diseases [20]. These types of studies are focused on two main goals—effective diagnosis on the
early stage of the disease and design of efficient therapy. This can be reached, for example, by
the discovery and validation of new biomarkers to understand the etiopathology of diseases
and by studying new, alternative treatment methods like, for example, novel potential drugs
and their interaction with the components of living cells. This review summarizes our latest
efforts in applying X‐ray spectroscopy to study different biological systems starting from the
impact of different damaging agents on the model of DNA molecule and followed by the
chemical speciation in the studies of cancerous cell lines and human tissues. Chosen topics
show the variety of medically important subjects that can be studied with X‐ray spectroscopy
and its undeniable role as a technique complementary to classical methods.

2. Principals of X‐ray spectroscopy techniques

X‐ray spectroscopic methods are atom‐specific techniques, using X‐ray excitation to gather
information about the electronic and geometric structure of the studied system. X‐rays in the
range from several to few tens of keVs are absorbed by matter mainly through the photoelectric
effect. In this process, an X‐ray photon with sufficient energy is absorbed by an electron in a
tightly bound quantum core level (such as the 1s, 2s or 2p) of an atom. A core electron is
promoted to higher, unoccupied state or to the continuum. Following an absorption event, the
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atom is in an excited state, with one of the core electron levels left empty (a core hole). During
the decay of this intermediate excited state, the core hole is filled by another inner‐ or valence‐
shell electron. The decay from the excited to the final state is accompanied by the emission of
an X‐ray photon, which energy depends on electronic levels involved in the process or by the
emission of an Auger electron or Coster‐Kroning electron. But the latter phenomenon will not
be discussed in this chapter. X‐ray absorption and X‐ray emission spectroscopy (XAS and XES,
respectively) are devoted to the study aforementioned processes. XAS provides information
about the unoccupied electronic density of states of an atom whereas XES reflects occupied
density of states, and when applied together, providing the detailed picture of the molecular
orbitals [21].

The absorption process is described by the absorption coefficient μ in the function of incidence
energy, where we can distinguish two regions—a sharp rise in absorption (an absorption edge
corresponding to the promotion of the core level electron to the higher state) and the region
above absorption edge, characterized by the rich structure. Therefore, XAS spectrum is divided
into two parts: the X‐ray absorption near‐edge structure (XANES)—typically within 30 eV of
the main absorption edge, and the extended X‐ray absorption fine‐structure (EXAFS). XAS
spectra are sensitive to the formal oxidation state, coordination chemistry, and the distances,
coordination number, and species of the atoms surrounding the selected element. K‐ and L‐
level X‐ray emission spectra, reflecting the energy distribution of photons emitted by the
atoms, can be divided into α and β regions. α lines are characterized by high transition yields
but provide little direct chemical information. On the other hand, β lines associated with
satellites are being sensitive to chemical environment of the atom, but are much weaker in
intensity. For example, two ranges may be recognized around X‐ray emission spectrum of Kβ
line: Kβ mainline consisting of metal 3p to metal 1s transitions and the valence‐to‐core (V2C
Kβ2, 5) region comprised of transitions from valence, ligand‐localized orbitals to the metal 1s.
Both have been shown to contain valuable chemical information—the Kβ mainline is sensitive
to the metal spin state as well as the metal‐ligand covalence [22] while the V2C region contains
information about ligand identity, electronic structure, and metal‐ligand bond length [23].

The more detailed information about the electronic structure of studied systems can be
obtained by the use of resonant X‐ray emission spectroscopy (RXES, also called resonant
inelastic X‐ray scattering (RIXS)) that is characterized by high sensitivity. RXES, which is
photon‐in photon‐out spectroscopy, combines X‐ray absorption and X‐ray emission informa‐
tion. RXES experiments can be performed with the use of high‐energy resolution X‐ray
spectrometers, the powerful instruments used to determine the electronic structure of matter
that have found many applications in a variety of scientific areas [24–28]. In general, X‐ray
spectrometers rely on the X‐ray dispersion by a crystal providing high‐energy resolution for
X‐ray detection. In order to access detailed information about the electronic structure of matter,
the energy resolution has to be around 0.1–5 eV in order to be comparable with the natural
lifetimes of studied electronic states of an atom [29, 30]. There are three relevant X‐ray emission
spectrometer geometries: von Hamos [31, 32], Johannson [33], and Johann [34]. In the RXES
studies presented in this review, the von Hamos‐type spectrometer has been used with
segmented analyzer crystal which disperses the photon energy along one axis and focuses the
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X‐ray photons along the other axis [35]. Setup scheme for typical RXES experiment under
physiological conditions is presented in Figure 1.

Figure 1. Schematic representation of the experimental setup used in in situ RXES experiment [7]. Reproduced by per‐
mission of The Royal Society of Chemistry.

The sample is placed at the center of the crystal curvature, and the X‐rays are imaged on either
a 1D strip detector or a 2D detector. This generates an emission spectrum in a single measure‐
ment without any detector or crystal motion. By scanning the incidence energy, one can obtain
full RXES plane. A cut in the plane performed at maximum emission energy results in high‐
resolution X‐ray absorption spectrum (HR‐XAS) that, due to reduced lifetime broadening,
provides detailed information about very small variations in the unoccupied electronic states.
The example of RXES plane measured for cisplatin compound is presented in Figure 2. It shows
the states generated by the resonant excitation of a 2p3/2 electron into the Pt 5d orbitals (L3‐edge
transition). Schematically shown horizontal and vertical cuts along the RXES plane correspond
to the Lα1 lines of the X‐ray emission spectrum (XES) and high‐resolution X‐ray absorption
spectrum (HR‐XAS) profiles, which provide information on occupied and unoccupied
electronic states of the metal, respectively.

Figure 2. Pt L3‐edge RXES map of cisplatin compound [7]. Reproduced by permission of The Royal Society of Chemis‐
try.

In parallel to the development of the experimental aspects of X‐ray spectroscopy, the significant
progress has been done in the theory and ab initio calculations of XAS and XES spectra that
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enables detailed qualitative and quantitative analysis of experiment. Among others, two
representatives of ab initio codes are FEFF9.0 [36] and FDMNES [37]. FEFF9.0, based on Green's
Function, is automated software for ab initio multiple scattering calculations of X‐ray absorp‐
tion and X‐ray emission signals and various other signals for solids, clusters, or molecules. The
code provides yields for X‐ray scattering amplitudes that may be directly compared to
measured RXES signals. Recently, code was upgraded with several new features for more
precise and more realistic calculations, which include ab initio Debye‐Waller factors, improved
treatment of inelastic loses and core‐hole interaction as well as more accurate treatment of
crystalline systems with k‐space calculations of the Green's function. Similarly, to FEFF
software, FDMNES provides yields for X‐ray scattering amplitudes that may be directly
compared to measured experimental spectra. Nevertheless, unlike FEFF, which is based on
self‐consistent spherical muffin‐tin scattering potentials, the FDMNES employs the finite
difference method (FDM) based on density functional theory (DFT) with a potential exchange
correlation depending on the local electron density. Therefore, FDMNES may provide more
accurate density of states calculations, especially for surface states, but at cost of much longer
computation times.

3. Chemical analysis of antitumor compounds

It is beyond doubt that, in case of cancerous diseases, the effective therapy is needed. The
majority of drugs used in cancer treatments are cytotoxic (cell killing) and interfere with the
cells’ DNA. Consequently, the DNA‐drug interaction mechanism is of the primary interest
when new antitumor compounds are studied. The development of new anticancer drugs is
forced by the strong side effects and chemoresistance, both being induced when commonly
used platinum‐based chemotherapeutics are applied. The binding mechanism of newly
synthesized complexes to DNA is one of the most important characteristics to be determined
for identification of drug–DNA activity. This can be probed with direct techniques, like nuclear
magnetic resonance (NMR) or crystallography. However, these approaches very often require
harsh sample preparation that may lead to difficulties in the interpretation of the results.
Therefore, simultaneously to the development of new routes of drug synthesis and studying
drug‐DNA interaction, further development of experimental techniques is necessary. Most
importantly, detailed structural and electronic information of the samples has to be retrieved
under in situ conditions with the ability to control the sample environment and mimicking real
physiological conditions.

3.1. Chemical speciation

During the phase of designing new potential antitumor compound, it is important to under‐
stand how its structure influences its activity. Especially, it is essential to apprehend why
different diastereomers of metal compounds are showing differences in reactivity that
sometimes cannot be justified by simple steric effects. In order to study the effect of stereo‐
chemistry on the electronic structure around the metal center, RXES technique was used [38].
Two chiral platinum (II) compounds [39], namely (1S,2S)‐ and (1R,2R)‐1‐(4‐fluorophenyl)‐3‐
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isopropyl‐1,2‐diaminedichloro platinum(II) (trans and cis, respectively), were studied. Cis
isomer exhibits 50‐times higher anticancer activity than the trans one [39]. Pt L3‐edge RXES
spectra of the studied samples were collected with the use of wavelength‐dispersive X‐ray
spectrometer in von Hamos geometry. The experimental setup allows the simultaneous
detection of Lα1 and valence‐to‐core (V2C) signals and therefore from obtained maps, HR‐XAS
and V2C spectra were extracted by performing cuts at RXES plane. Experimental data were
complemented with theoretical FEFF9.0 calculations of orbital contribution to the measured
signals. This approach gave us the information about the density of occupied and unoccupied
electronic states. Figure 3 presents the comparison of experimental results obtained for trans
and cis compounds.

Figure 3. Comparison of the measured HR‐XAS (top) and V2C emission (bottom) spectra between trans and cis Pt‐de‐
rivatives. Difference profile is the result of subtracting trans profile from the cis profile [38]. Reproduced by permission
of The Royal Society of Chemistry.

Calculated differential signal for both HR‐XAS and V2C spectra reveals significant differences
that can be associated with the increase of anticancer activity upon configuration inversion
from trans to cis. In case of HR‐XAS, the configuration change from trans to cis shifts the position
of the white line to higher energies and increases its intensity, which is caused by increase in
empty electronic states. This is related with the increase in the ability to form new bonds and
strengthening the formed ones. More pronounced differences can be observed in case of V2C
spectra. By analyzing the calculated orbital contributions (Figure 4), one can notice that two
distinct peaks in V2C trans spectrum are resulting from the overlap of filled states of Pt‐5d and
Cl‐2p with F‐2p states forming a shoulder. In contrast, in cis spectrum, Pt‐5d and Cl‐2p do not
overlap significantly and F‐2p orbital is shifted toward higher energy, which results in a loss
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of the shoulder and overlap of the two peaks, resolvable in case of trans spectrum. The same
analysis was performed in order to compare the effect of substitution of various ligands in the
studied compounds, and the differences in HR‐XAS and V2C spectra were also observed [38]
showing that changes in R1 and R2 positions influence Pt electronic configuration.

Figure 4. Orbital contribution for V2C emission spectra for trans and cis Pt‐derivatives [38]. Reproduced by permission
of The Royal Society of Chemistry.

As it was shown, the RXES technique is sensitive to changes of electronic structure of metal‐
lodrugs that arise not only from the changes in the structure of ligands bonded directly to the
studied atom but also from the stereochemistry of further neighbors. Therefore, high chemical
sensitivity of this method makes it ideal for the studies of anticancer drug mechanism in in
situ/in vivo conditions.

3.2. The mechanism of action of chemotherapeutic drugs

In further studies, RXES method was also used to disentangle the DNA‐drug interaction
mechanism [7]. The studies focused on well‐known cisplatin (cis‐diamminedichloroplati‐
num(II)) compound that is widely used in treating a variety of cancers such as testicular,
ovarian, head, and neck tumors [40]. Although very efficient, the use of cisplatin is still dose‐
limited by side effects and inherited or acquired resistance phenomena, only partially amended
by employment of new platinum drugs [41]. Cisplatin action mechanism was only confirmed
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via X‐ray structural analysis to lead to the formation of intrastrand cross‐links (cis‐
[Pt(NH3)2{d(GpG)‐N7(1),‐N7(2)}]) with DNA 20 years after its implementation [42, 43].

RXES experiment was performed on cisplatin samples incubated for 24 h with calf thymus
DNA. In order to follow the full mechanism of cisplatin binding, aqueous and buffer solution
(physiological serum) of the drug was also studied. The intensity of the main resonance in the
measured RXES Pt L3‐edge map depends directly on the unoccupancy values in the 5d orbitals,
which are sensitive to the type of coordinating ligand, bonding strength and angle. Thus,
changes in the structure around platinum atom can be easily detected by measuring its density
of states in the 5d orbital. In situ RXES experiment was combined with theoretical calculations
performed with FEFF9.0 code. The differential RXES maps (ΔRXES) resulting from experi‐
mental data obtained for cisplatin in aqueous and buffer solution and cisplatin incubated with
DNA are presented in Figure 5(a and b). The results are compared with theoretically calculated
spectra for different reaction pathways.

The analysis showed that the hydration of cisplatin in a buffer solution leads to the formation
of a mono‐ and a diaqua complexes (cis‐[PtCl(NH3)2(H2O)]+ and cis‐[Pt(NH3)2(H2O)2]2+,
respectively). Since both complexes induce similar changes in RXES spectra, it is difficult to
judge which of the structures is predominant. Nevertheless, other studies [44, 45] revealed that
both structures are likely to play a role in the reaction with DNA. Further, we compare the
differential RXES map resulting from the addition of calf thymus DNA to the aquated cisplatin
with calculated differences. Calculations were performed for both hydration products and
revealed that the final structure of cisplatin–DNA adduct is cis‐[Pt(NH3)2‐{d(GpG)‐N7(1),‐
N7(2)}], which means that cisplatin bonds to N(7) atoms of adjacent guanines in DNA strand,
which is consistent with X‐ray crystallography results [42, 43]. Following step in data analysis
was the extraction of HR‐XAS spectra from RXES maps at constant emission energy of ∼9443 
eV along with FEFF9.0 calculations of orbital contributions for obtained signals (see Figure 6).

Figure 5. ΔRXES maps resulting from (a) cisplatin hydration in buffer solution. The result is compared with theoretical
predictions (top) loss of two chloride ions; and (bottom) loss of a chloride ion, (b) resulting from the bonding of the
aquated cisplatin with DNA. The result is compared with theoretical predictions (top) diaqua complex + DNA; and
(bottom) monoaqua complex + DNA [7]. Reproduced by permission of The Royal Society of Chemistry.
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Figure 6. HR‐XAS extracted from the RXES maps of (top panel) cisplatin in deionized water (red); cisplatin in buffer
solution (blue); and cisplatin in buffer solution + DNA. (black). Pt 5d‐density of states orbital contribution computed
with FEFF9.0 (subsequent panels) [7]. Reproduced by permission of The Royal Society of Chemistry.

Changes in HR‐XAS signal are clearly visible and can be interpreted by the changes in the
electronic density of states of platinum and neighboring atoms. In case of hydration products,
changes are associated with the substitution of Cl ligands with water molecules that lead to
the removal of Cl p‐orbital contribution and the appearance of a contribution due to the O p‐
orbitals from the water molecules that overlap less with Pt d‐orbitals indicating weaker
bonding. In case of cisplatin‐DNA complex, HR‐XAS is reflecting strong hybridization of Pt
d‐orbitals and p‐orbitals of N(7) atoms of guanines indicating that the formed bonds are
significantly stronger than Pt‐Cl (cisplatin) and Pt‐O (mono‐ and diaqua complexes).

The presented methodology has the potential to shorten the time from drug development to
drug application by decades because the process is very sensitive and fairly quick, since it does
not require extraction and/or preconcentration. The measurements yield direct information of
bonding motifs under relevant conditions and in a time‐resolved fashion. Furthermore, the
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studies can be coupled with the most recent advance in theoretical calculations, which brings
an even further dimension when talking about drug action mechanism understanding. RXES
provides both basis and confirmation of theoretical study findings, which decreases the
computational time tremendously.

We foresee this technique applied to all sorts of systems, and cells as the targets, which is
enabled by X‐ray probe of high penetration depth and high chemical speciation. The advent
of von Hamos dispersive‐type spectrometer to follow the system and improved sample
delivery systems, such as liquid jet [46], ensures measurements under beam damage‐free
conditions.

4. Investigating DNA radiation damage

Since many years, more effort is put into the studies of the impact of radiation on human
organism. Such research is carried out both in the context of radiation protection and therapy
purposes. One of the most important biomolecules being strongly linked to biological radio‐
sensitivity is DNA, which damage may trigger cell death or genomic instability. Common
damage types caused by radiation are as follows: single‐strand breaks (SSB) and double‐strand
breaks (DSB), base damage, and DNA‐DNA and DNA‐protein cross‐links. The type and
energy of radiation determine the probability of particular kinds of DNA damage production.
The interactions of various kinds of radiation with DNA are complex, providing a spectrum
of changes that vary in number and distribution. The molecular lesions are caused by either
direct ionization/excitation of DNA or indirectly, for example, through the ionization of water
and the formation of damaging‐reactive hydroxyl radicals. Nevertheless, there are still
unanswered questions concerning the detailed mechanism of DNA damage. For instance, the
influence of low radiation doses, UV radiation, and the aspect of indirect effects is of particular
interest. The biochemical and spectroscopic methods that are commonly used in these kinds
of studies can identify the possible damage types and provide information about the timescale
for lesion formation, but they are not directly sensitive to the lesion structure. Moreover, these
methods typically involve DNA degradation, processing, staining, or labeling procedures,
which by themselves may alter the DNA damage [47]. Therefore, a new experimental approach
was proposed by us [48] in order to study changes in the molecular structure of the DNA
backbone due to the interaction with various radiation types. Using X‐ray absorption spec‐
troscopy (XAS) at the phosphorus K‐edge, the influence of radiation on both the local geometric
and electronic structure around the sugar phosphate backbone was probed. The local structure
around the P atoms in DNA is sensitive to the different forms of damage. The DNA strand
breaks are linked to bond cleavage in the DNA backbone that can produce 5′‐phosphate (5′‐
PO4), 3′‐phosphate (3′‐PO4), and 3′‐phosphoglycolate (3′‐PG) termini. Further, the formation
of photolesions such as the cyclobutane pyrimidine dimer (CPD) changes the molecular
conformation resulting in a distortion around the P atom. In Figure 7, the structure of different
damage sites is presented.
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damage types caused by radiation are as follows: single‐strand breaks (SSB) and double‐strand
breaks (DSB), base damage, and DNA‐DNA and DNA‐protein cross‐links. The type and
energy of radiation determine the probability of particular kinds of DNA damage production.
The interactions of various kinds of radiation with DNA are complex, providing a spectrum
of changes that vary in number and distribution. The molecular lesions are caused by either
direct ionization/excitation of DNA or indirectly, for example, through the ionization of water
and the formation of damaging‐reactive hydroxyl radicals. Nevertheless, there are still
unanswered questions concerning the detailed mechanism of DNA damage. For instance, the
influence of low radiation doses, UV radiation, and the aspect of indirect effects is of particular
interest. The biochemical and spectroscopic methods that are commonly used in these kinds
of studies can identify the possible damage types and provide information about the timescale
for lesion formation, but they are not directly sensitive to the lesion structure. Moreover, these
methods typically involve DNA degradation, processing, staining, or labeling procedures,
which by themselves may alter the DNA damage [47]. Therefore, a new experimental approach
was proposed by us [48] in order to study changes in the molecular structure of the DNA
backbone due to the interaction with various radiation types. Using X‐ray absorption spec‐
troscopy (XAS) at the phosphorus K‐edge, the influence of radiation on both the local geometric
and electronic structure around the sugar phosphate backbone was probed. The local structure
around the P atoms in DNA is sensitive to the different forms of damage. The DNA strand
breaks are linked to bond cleavage in the DNA backbone that can produce 5′‐phosphate (5′‐
PO4), 3′‐phosphate (3′‐PO4), and 3′‐phosphoglycolate (3′‐PG) termini. Further, the formation
of photolesions such as the cyclobutane pyrimidine dimer (CPD) changes the molecular
conformation resulting in a distortion around the P atom. In Figure 7, the structure of different
damage sites is presented.
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Figure 7. (a) Chemical structure of the fragment of DNA strand. Arrows indicate the bonds that can be broken and
lead to 1: 3′‐termini; 2: 5′‐termini. (b) Structures of the four lesion types: 3′‐phosphate, 3′‐phosphoglycolate, 5′‐phos‐
phate, and CPD. Distorted PO4 groups are highlighted with orange circles, reproduced from elsewhere with permis‐
sion [48].

It is expected that various geometries are obtained depending on the form and energy of the
radiation used. In our studies, we focused on two different radiation types, namely UV‐A and
proton radiation. UV‐A (315–400 nm) is a main part of UV solar light that is considered as most
serious environmental carcinogen. Although its absorption in DNA is rather small, it pene‐
trates our skin very efficiently and can reach its deeper layers [49]. UV‐A can cause several
damage types and among them the most pronounced are single‐ and double‐strand breaks
and CPDs [50], which are produced only by UV radiation. In contrast, proton radiation
produces DNA strand breaks but no CPDs. Proton radiation is the most common particle
radiation used in cancer therapy of a variety of tumors, including those of the central nervous
system, eye, lung, breast, prostate, head, and neck, as well as sarcomas and many pediatric
cancers [51]; therefore, its detailed interaction with biomolecules has to be known.

The concept of presented studies [48] was to combine XAS experiment with theoretical
calculations in order to identify the damage types and their structure. As a model sample, calf
thymus DNA was used because its structure is almost identical with human DNA [52]. X‐ray
absorption spectra were collected for aqueous solutions of DNA irradiated with UV‐A and
protons, as well as for non‐irradiated DNA that was used as a reference sample. Next, the
spectral differences were calculated for P K‐edge spectra obtained for irradiated and non‐
irradiated DNA (Figure 8(a)).

Simultaneously, P K‐edge XAS spectra were calculated theoretically for each possible damage
type (see structures in Figure 7), using FDMNES code, and the same procedure, as in case of
experimental data, to obtain spectral differences was applied. Among others, the differences
showed changes in the intensity of main peak in case of 3′‐ and 5′‐phosphate that can be
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associated with the break in one of the C‐O bonds around PO4 group, and a shift toward higher
energies in case of CPD structure, associated with decreasing bond angle in O‐P‐O bond. Next,
experimental differences were fitted with theoretical ones. The results of the fit for UV‐A
irradiated DNA are shown in Figure 8(b). It was shown that the experimental difference can
be reconstructed by the combination of theoretical spectra of 3′‐phosphate, CPD, and 5′‐
phosphate with relative ratios 56% (±6.2%), 32% (±12%), and 12% (±6.8%), respectively. It
indicates that the major damage types are strand breaks with predominant 3′‐phosphate
termini structure. Second group of damage is the formation of CPDs, which presence confirms
direct absorption of UV‐A radiation by DNA molecule. In case of the spectra obtained for
proton‐irradiated DNA, the same analysis was performed and it revealed that protons produce
mainly 3′‐phosphate (74% ± 17.6%) and 5′‐phosphate (26% ± 19.6%) lesions. No CPDs were
detected, supportive with the fact that they are only produced by UV radiation. The results for
both irradiation types show that the bond between 5′‐carbon atom of deoxyribose and oxygen
in the phosphate group is most likely to be broken in the DNA backbone.

Figure 8. (a) (top) Phosphorus K‐edge x‐ray absorption spectra of intact and UVA‐irradiated aqueous DNA samples;
(bottom) P K‐edge XAS difference signal between the spectrum of damaged and reference DNA sample. (b) The exper‐
imental difference of P K‐edge XAS obtained for UVA‐irradiated DNA sample fitted with the theoretical spectra. Re‐
produced from elsewhere with permission [48].

The foregoing approach of determining DNA damage can be easily implemented to study the
effect of any damaging agents like various radiation types and chemical compounds. As it was
shown, XAS is sensitive to the structure of the produced damage and can provide information
about their relative ratios; therefore, it can be used in studies revealing the mechanism of
damage development. Especially, it is important to study first stages of damage formation,
since, as Boudaïffa et al. [53] suggested, “it is only through a complete understanding of such
early events in the generation of genotoxic damage that we may hope to eventually manipulate
the effects of ionizing radiation at a molecular level.” It is foreseen that the developed meth‐
odology can be used in the time‐resolved experiments on lesion formation at the X‐ray free

X-ray Scattering194



associated with the break in one of the C‐O bonds around PO4 group, and a shift toward higher
energies in case of CPD structure, associated with decreasing bond angle in O‐P‐O bond. Next,
experimental differences were fitted with theoretical ones. The results of the fit for UV‐A
irradiated DNA are shown in Figure 8(b). It was shown that the experimental difference can
be reconstructed by the combination of theoretical spectra of 3′‐phosphate, CPD, and 5′‐
phosphate with relative ratios 56% (±6.2%), 32% (±12%), and 12% (±6.8%), respectively. It
indicates that the major damage types are strand breaks with predominant 3′‐phosphate
termini structure. Second group of damage is the formation of CPDs, which presence confirms
direct absorption of UV‐A radiation by DNA molecule. In case of the spectra obtained for
proton‐irradiated DNA, the same analysis was performed and it revealed that protons produce
mainly 3′‐phosphate (74% ± 17.6%) and 5′‐phosphate (26% ± 19.6%) lesions. No CPDs were
detected, supportive with the fact that they are only produced by UV radiation. The results for
both irradiation types show that the bond between 5′‐carbon atom of deoxyribose and oxygen
in the phosphate group is most likely to be broken in the DNA backbone.

Figure 8. (a) (top) Phosphorus K‐edge x‐ray absorption spectra of intact and UVA‐irradiated aqueous DNA samples;
(bottom) P K‐edge XAS difference signal between the spectrum of damaged and reference DNA sample. (b) The exper‐
imental difference of P K‐edge XAS obtained for UVA‐irradiated DNA sample fitted with the theoretical spectra. Re‐
produced from elsewhere with permission [48].

The foregoing approach of determining DNA damage can be easily implemented to study the
effect of any damaging agents like various radiation types and chemical compounds. As it was
shown, XAS is sensitive to the structure of the produced damage and can provide information
about their relative ratios; therefore, it can be used in studies revealing the mechanism of
damage development. Especially, it is important to study first stages of damage formation,
since, as Boudaïffa et al. [53] suggested, “it is only through a complete understanding of such
early events in the generation of genotoxic damage that we may hope to eventually manipulate
the effects of ionizing radiation at a molecular level.” It is foreseen that the developed meth‐
odology can be used in the time‐resolved experiments on lesion formation at the X‐ray free

X-ray Scattering194

electron lasers (XFELs), which give the opportunity to perform X‐ray spectroscopy studies
with ultrafast timescales.

5. Studies of changes in chemical forms of sulfur in case of prostate cancer

According to the World Health Organization, “cancer is the uncontrolled growth of cells, which
can invade and spread to distant sites of the body. Cancer can have severe health consequences
and is a leading cause of death” [20]. It comprises 13% of all deaths worldwide and among
more than 100 types of cancerous diseases, each requiring unique diagnostic and treatment;
prostate cancer is the second most common type in men [20]. As in the case of other cancerous
diseases, one of the main issues in prostate cancer research is represented by the discovery and
validation of new cancer biomarkers to understand its etiopathology for both diagnosis and
new therapies design. A biomarker of cancer can be any structural and/or functional detectable
change connected with a cancer disease in human individuals, for example, in genes, proteins,
or metabolites [54]. Ideal experimental method to identify such changes should be highly
sensitive, specific, and characterized by as minimal as possible sample manipulation. The
studies presented in this section take advantage of X‐ray spectroscopy to study sulfur species
in prostate cancer cell lines and tissue [6, 8, 55, 56]. Sulfur is a key element in human organism.
In biological systems, sulfur is present in all of its oxidation state from the reduced one (‐2) to
the most oxidized one (+6). First of all, it is a part of two amino acids—cysteine and methionine
—and their derivatives, which are building blocks of many important proteins. Further,
another important compound is the major low‐molecular‐weight thiol glutathione (GSH),
which is involved in the defense against reactive oxygen species that disrupts homeostasis as
observed in several pathological conditions [57]. In its oxidized form, sulfur is present for
example in sulfates, like chondroitin sulfate, the glucosaminoglycan (GAG) occurring in
extracellular matrix that affects proliferation and cell division during growth and differentia‐
tion of tissues. Increased expression of chondroitin sulfate is associated with the development
of malignant lesions in various tissues, and it was shown that in case of prostate cancer, it
indicates high tumor malignancy [58, 59]. Additionally, sulfenic, sulfinic, and sulfonic deriv‐
atives may be formed during severe oxidation stress that is strongly associated with cancero‐
genesis and their presence in prostate cells or their surrounding may indicate dysregulated
redox balance [60]. Because of its sensitivity, X‐ray absorption spectroscopy accompanied by
careful data analysis was applied to such a complex and heterogenic samples.

5.1. Sulfur speciation in prostate cancer cell lines

Commercially available cell lines are often used as a model sample in different cancer research.
In the first part of our experiment, three commercial prostate cancer cell lines and one non‐
cancerous cell lines were used. They were as follows: PC‐3 cell line, derived from advanced
androgen independent bone metastasized prostate cancer; DU145 cell line, derived from brain
metastasis; LNCaP (androgen‐sensitive human prostate adenocarcinoma cells), derived from
the left supraclavicular lymph node metastasis; and PZ‐HPV‐7, derived from epithelial cells
cultured from normal tissue obtained from the peripheral zone of the prostate. Sulfur K‐edge
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X‐ray absorption spectra were acquired on the paraffin‐fixed, dried layer of cells, placed on
Mylar foil. Typical spectra obtained for each cell type are presented in Figure 9(a).

All of the spectra are characterized by two strong features at energies 2472.4 and 2480.0 eV
that, after the comparison with the spectra of reference compounds [6], were identified as the
signature of reduced and oxidized forms of sulfur. Although the positions of the main features
are identical in all spectra, they differ by the intensity. Preliminary analysis performed with
the use of peak fitting method to determine the area under the peaks showed that the content
of reduced sulfur forms does not vary much between cell lines but significant differences are
present in the content of oxidized sulfur forms between cancerous and non‐cancerous cells [6,
8]. These preliminary results suggested that there might be changes in redox balance, and
therefore, the detailed analysis by linear combination fit method was performed with the use
of ATHENA software [61]. The method was used before, for example, to establish sulfur forms
in erythrocytes and plasma [15]. Experimental S K‐edge XAS spectra of prostate cells were
fitted with spectra of model sulfur‐bearing compounds that are likely to be present in human
cells. The chosen groups were as follows: amino acids, thiols, disulfides, sulfonates, and
sulfates. In case of sulfonates, two model compounds were used: taurine and cysteic acid. The
representative result of fitting procedure is shown in Figures 9(b) and 10 presents the results
of the fitting for all cell line types in the form of bar graphs together with standard deviation.

Figure 9. (a) The comparison of experimental S K‐edge XANES spectra of four different cell lines. (b) Example of ex‐
perimental sulfur K‐edge XANES spectrum (PC3 cells, dotted line) with a linear combination (solid thick line) of: 1.
amino acid, 2. thiol, 3. disulfide, 4. sulfonate (cysteic acid), 5. sulfonate (taurine), and 6. sulfate. Reproduced from else‐
where with permission [8].

In case of disulfide group, no differences were observed. There were very slight changes in
amino acids and sulfates content, and the most pronounced differences were shown in case of
thiols and sulfonates, especially between DU‐145 cells and control cells. Thiols group may be
associated mainly with reduced glutathione (GSH) and presented results for this group are
consistent with the studies of Canada et al. [62] in which it was shown that DU‐145 cells, in
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comparison with other prostate cancer cells, are characterized by the highest level of GSH.
GSH is known as a neutralizing agent of oxidizing species, produced during severe oxidative
stress that is considered as one of the major factors in development and progression of prostate
cancer [63]. The higher content might be also the indicator of active cell proliferation as it is
observed in cells with aggressive phenotype [64]. The sulfonates group consists mainly of the
metabolic products generated during the oxidation of cysteine. The other example is gluta‐
thione sulfonate (GSA) that is formed as a result of the interaction between reduced glutathione
and free radicals [65].

Figure 10. The content of the model groups of compounds in different cell lines obtained from linear combination fit.
The sulfonate content represents both cysteic acid and taurine content. The error bars were calculated as the standard
deviation of the determined mean values. Reproduced from elsewhere with permission [8].

The results obtained during the analysis of S K‐edge XAS spectra of prostate cell lines gave
insights into the potential biochemical changes that occur in cancer cells. The differences in the
content of thiols between various cancerous cell lines and non‐cancerous one may indicate a
greater free radical production in cancer cells and their increased proliferative activity. Clearly
visible is also the increase in the content of oxidized sulfur forms in case of cancer cells that
indicates the unbalanced redox status. Although it is not clear whether these differences are a
cause or consequence of malignant transformation, however, the results point out that this
process influences strongly the biochemistry of sulfur‐bearing compounds inside the cell.
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5.2. Distribution of different forms of sulfur in prostate cancer tissue

In prostate tissue, as in other tissues in human organism, we can find different types of cells
accompanied by extracellular matrix. Typical prostate is built of two main parts: prostatic
glands and stroma composed from smooth muscle cells and connective tissue. Therefore, such
a structure is far more complex than cell lines, in which all cells are of the same phenotype. To
analyze the distribution of different forms of the element of interest in tissue, XAS imaging
can be used and data need to be collected from the tissue area that covers different histological
parts. The method is based on the fact that different oxidation states of the same element can
be selectively excited by tuning the incidence energy. The generated fluorescence signal is
collected in point‐by‐point mode in the chosen sample area for each of the incidence energy.
The fraction of individual forms of the element can be extracted for each pixel by applying the
procedure described by Pickering et al. [66, 67]. The calculated relative concentrations can then
be used to generate 2D maps of the distribution of each form and compared with microscopic
image.

Our experiment [56] was performed on the tissue sections obtained during routine prostatec‐
tomies that were in a form of 15‐μm‐thick air‐dried slices placed on Mylar foil. The first step
was to measure full XAS spectra in few different points on the tissue in order to establish the
value of incidence energies that should be used in XAS imaging. The examples of spectra are
presented in Figure 11.

Figure 11. Sulfur K‐edge μ‐XANES spectra collected at different points in prostate tissue (left) together with the micro‐
scopic image of the tissue with marked measurements points (right). Spectra 1, 3, and 4 are measured in nodular part
while spectrum 2 in stroma. Reproduced from elsewhere with permission [56].

The two main features have the same energy position as the ones in prostate cancer cells.
Therefore, the scanning energies were set above these features (2473 and 2482 eV) to image
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reduced and oxidized forms of sulfur in the tissue. Additionally, scans were also performed
with energy 2477 eV, which is exciting energy of sulfur with intermediate oxidation state and
2500 eV, which excites total sulfur in the sample. The latter was used to normalize measured
fluorescence intensities for different pixels. The data for prostate cancer tissue were collected
with 10‐μm spatial resolution that was enough to analyze different histological parts. 2D
distribution maps of individual chemical forms of sulfur in three prostate cancer tissue samples
obtained from three different patients are presented in Figure 12. Maps are accompanied by
the microscopic image of the studied area.

Figure 12. Two‐dimensional maps of the distribution of individual chemical forms of sulfur in the selected areas of
three different prostate cancer tissue slices together with microscopic image with marked area of scanning. (a–c) Sam‐
ples derived from three different patients diagnosed with prostate cancer undergoing prostatectomy. Reproduced from
elsewhere with permission [56].

Based on the results, we observed that the majority of sulfur located in prostate tissue occurs
in reduced form, which is consistent with the results obtained for cell lines. This form is present
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in all histological structures but predominantly in glandular part of the tissue. In contrast, the
compounds containing sulfur with intermediate oxidation state occur in very small quantities
in studied samples and they are not correlated with the specific histological structures. Sulfur
with highest oxidation state is distributed unevenly, with higher content present in prostate
stroma. As in case of prostate cancer cells, the occurrence of highly oxidized forms of sulfur
may be the indicator of the production of oxidative derivatives of sulfur‐bearing compounds
resulting from the interaction with reactive oxygen species activity due to oxidative stress [60].
But in case of tissue structure, another source of sulfur with high oxidation state may be the
elevated concentration of chondroitin sulfate in extracellular matrix, the compound that plays
a potential role in aggressiveness of a tumor [58, 59].

Conclusions drawn from this experiment confirmed the results obtained for cell lines and
extended them with information about spatial distribution of the various forms of sulfur in
different histological parts of tissue. In case of heterogenous samples like human tissue, the
methodology applied here allows to study the distribution of various chemical species of the
same element without any chemical manipulation. In case of biologically essential elements,
the detection of changes in their biochemistry can help to elucidate the possible mechanism of
cancer development and progression.
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Abstract

Knowing  the  three-dimensional  structure  of  biological  macromolecules,  such  as
proteins  and DNA,  is  crucial  for  understanding the  functioning of  life.  Biological
crystallography, the main method of structural biology, which is the branch of biology
that studies the structure and spatial organization in biological macromolecules,  is
based on the study of X-ray diffraction by crystals of macromolecules. This article will
present the principle, methodology and limitations of solving biological structures by
crystallography.

Keywords: biological macromolecules, X-ray diffraction, monocristal, tridimensional
structure

1. Introduction

In 1953, James Watson and Francis Crick revealed the double helical structure of DNA using
the results of Rosalyn Franklin obtained by X-ray scattering on natural filaments formed by
DNA molecules [1].  Proteins,  the nanomachines essential to living organisms, have their
“manufacturing plan” encoded in their  DNA gene sequence [2].  During their  synthesis,
proteins  adopt  a  specific  three-dimensional  structure  that  allows  them to  perform their
functions within the cell. “Seeing” the structure of biological macromolecules, such as proteins
or nucleic acids (RNA or DNA), allows researchers to elucidate the mechanisms of live in all
organisms, and among many other applications, allows them to design new drugs [3].

“Seeing” proteins or nucleic acids in three dimensions, a dream or a reality? Could microscopy,
a technic known since more than 350 years that allows to visualize biological cells, be the right

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



approach? Of course, the dimensions of these two objects, macromolecules and cells are very
different: The cell size ranges generally from 10 to 100 microns (10−6 m), the dimensions of
biological macromolecules, proteins or nucleic acids, are of the order of tens of angstroms
(10−10 m) (Figure 1). To reach atomic details, the method of choice is crystallography, whose
principle is based on the bombardment by X-ray of crystals composed of biological macro-
molecules [4].

Figure 1. Dimension of biological macromolecules represented at the same scale (picture provided by Dr Jérémie Pi-
ton). The length of a 60 base pairs DNA double helix is 204 Å.

Why using X-rays? Their wavelength is of the order of the angström and thus corresponds to
the distance between two bound atoms. Why using a crystal? To date, the conception of an X-
ray microscope encounters two obstacles. First, the signal from a single macromolecule is too
low, second, a device, such as lenses, generating a direct image of a macromolecules, does not
exist for X-rays. Using a crystal, that contains about 1015 identical macromolecules periodically
arranged in the three directions of space, overcomes these obstacles.

In only 50 years, crystallography has become the technique of choice for the determination of
structures of biological macromolecules at atomic scale, taking advantage of the major
advances in the scientific fields as diverse as molecular biology, biochemistry, computer
science, physics and more recently robotics. Today, crystallography is able to address the
determination of three-dimensional structures of macromolecules more and more complex,
more and more quickly. Currently, more than 25 crystal structures are deposited daily in the
Protein Data Bank (http://www.rcsb.org)1 [5].

1 The protein Data Bank (PDB) is a databank that contains 120,262 entries of macromolecules structures (protein, nucleic
acids, complexes), 107,455 have been solved by X-ray crystallography (July 2016).
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The physical principle of crystallography is based on X-ray diffraction by all the electrons
constituting the atoms of all the macromolecules contained in the crystal (Figure 2). The
analysis of these diffraction data then allows the crystallographer to calculate the electron
density, which is the distribution of the electron cloud of the macromolecule in the crystal. This
electron density provided it is sufficiently precise—this preciseness depends on the resolution
of the diffraction data—allows the localization of each atom of the molecule, and thus the
determination of its coordinates in the three-dimensional space [6].

Figure 2. The principle of crystallography. (A) A monochromatic X-ray beam bombards a crystal frozen in a cryo-loop
that rotates on itself. The observed diffraction spots are the result of the impact on the detector of the wave diffracted
by the electrons in the crystal. (B) Electron density map of a fragment of a macromolecule is represented (left). The
three-dimensional structure of a macromolecule (here a protein) is represented in three ways: all-atoms, backbone and
cartoon representation (see Figure 9).

To get this three-dimensional structure, several steps that falls within multiple disciplines are
required (Figure 3). Each of these steps represents potential bottlenecks that need to be
overcome. These are the production and the purification of the macromolecule, its crystalli-
zation, diffraction data collection and processing. Another crucial step is the determination of
the phases of the measured signal, absolutely required to calculate the electron density. The
last step is the refinement of the built structure, called the model, which will then be interpreted
in the context of its biological function. The analysis of the model will thus raise new questions
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leading to the resolution of other crystal structures, such as structure of a complex between
the studied protein and its partners [7]. We will in the following sections describe each of
these steps.

Figure 3. The main steps of the three-dimensional structure determination of biological macromolecules by crystallog-
raphy.

2. Steps upstream the structure determination

The first step, a step that falls within biology and includes molecular biology and biochemistry
techniques, is the production of highly pure macromolecule in large quantity. Once the
sequence of the macromolecule to be studied has been identified and characterized by
bioinformatics analyses, the sequence corresponding to the gene of the macromolecule is
cloned in an expression vector and produced classically in a bacterial organism (typically
Escherichia coli). The macromolecule is then extracted from the bacterial cells and purified using
chromatographic techniques. The prerequisite for the next step is to obtain a concentrated2 (of
the order of tens of grams per liter) and highly pure sample (greater than 98%) of the macro-
molecule.

The next bottleneck is based on physical chemistry, specifically crystallization which addresses
concepts such as solubility of molecules and their transition from soluble state to a solid

2 In a aqueous solution containing a buffer, salt and various additives.
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crystalline ordered state [8]. This step, built on statistical screenings plays with the variation
of parameters such as temperature, pH, concentrations of biological macromolecules, as well
as nature and concentration of crystallizing agents and various additives [9]. Obtaining a single
homogeneous crystal, that result to high quality diffraction data, represents a crucial step in
the process of determining a macromolecular structure. In order to increase the success rate,
crystallization robots are used today to screen more than several thousands of parameters. The
size (from tens to hundreds of microns) and the morphology of the crystals are highly variable
(Figure 4) and are not necessarily related to their diffracting power and quality.

Figure 4. Crystals of biological macromolecules. Left, a typical crystallization plate used in crystallization robots that
allows to screen 96 crystallization conditions. Middle, different crystals of macromolecule. Right, the crystal is shown
in its cryo-loop (see Section 2.). The black bar is 100 microns.

3. The diffraction data

The crystals obtained during the previous step are fished using a small loop (Figure 4), cryo-
cooled to protect them from radiation damage [10], and then placed into a monochromatic X-
ray beam produced by an appropriate source, either a rotating anode generator available in
crystallography laboratories or a synchrotron radiation, the latter producing significantly more
intense beams [11]. Under these conditions, the waves scattered by the electrons of the
macromolecules that are three-dimensionally ordered in the crystal add up in given directions
(the diffracted beam is characterized by a structure factor, Figure 7) and generate a diffraction
spot on the screen of the detector (Figure 5A). All the spots, regularly spaced, form the
diffraction pattern (Figure 5A). This diffraction pattern is reconstituted by using several
hundreds of images, each corresponding to an orientation of the crystal that rotates on itself
during the measurement of the diffraction data (Figure 2 and Figure 5B). The information
contained in each diffraction spot is characterized by the amplitude and the phase of the
structure factor characterizing the corresponding scattered wave.

The three-dimensional distribution of the spots is directly related to the cell parameters, e.g.
the three lengths of the parallelepiped that constitutes the volume element (the cell), which is
regularly repeated in space (Figure 6) and allows to describe the crystal. The distribution of
the spot intensities is directly related to the electron density distribution (the macromolecules)
in the cell. Mathematically, this means that the diffraction pattern is the Fourier transform of
the electron density (Figure 7).
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Figure 5. (A) The diffraction pattern (or Fourier transform) of a crystallized molecule generates a three-dimensional
spot lattice (bottom), whose background image corresponds to the Fourier transform of a single molecule (top). The
amplitude and phase of the diffracted beams are represented by the color brightness and the color hue, respectively
(Kevin Cowtan's Picture Book of Fourier Transforms (http://www.ysbl.york.ac.uk/~cowtan/fourier/fourier.html). (B)
Example of detector image constituting the diffraction pattern. Hundreds of images are usually recorded. The spots at
the image edge are high resolution spots, providing the most detailed information.

Figure 6. The macromolecules are ordered in the three directions of space and form the crystal packing (left). The
smallest volume that is repeated by translation in all directions of space is the cell (middle and right). It forms a paral-
lelepiped characterized by three vectors named a, b and c.

The electron density contained in one cell can thus be calculated by inverse Fourier transform,
a mathematical property of this transformation, provided the amplitude and the phase of all
the diffracted beams are known (Figure 7). Whereas the amplitude is directly proportional to
the intensity of the diffracted spots, the phase information is not experimentally measurable.

In summary, the crystal “realizes” a Fourier analysis producing diffraction data, and the
crystallographer will calculate a Fourier synthesis to get the electron density contained in one
cell (Figure 7).
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Figure 7. Schematic summary of the relationship between the diffraction (structure factors and diffraction spots) and
the electron density of the structure three-dimensionally packed in the crystal.

4. From the diffraction data to the electron density

Three main methods exist for the estimation of the phases [12]. We have to remember here that
the number of phases to be estimated is typically several tens to hundreds of thousands (the
phase of each spot for which the intensity has been measured has to be estimated).

The first method is molecular replacement. It uses the known structure of a homologous protein.
To date, approximately 60% of the structures found in the PDB were solved by this method
[5]. It consists of constructing a virtual crystal by placing the homologous structure in the cell
of the crystal studied using mathematical translation and rotation functions and comparing
the diffraction pattern calculated from this virtual crystal and the measured diffraction data.
Since the Fourier transforms of two homologous molecules placed in the same crystal are
similar, the calculated phases are an excellent approximation of the phases of the measured
signal [13–15].

The second method is multiple isomorphous replacement, which consists in diffusing heavy atoms
(electron-rich) in the crystal [16]. In the first protein structure determination, the phase problem
was solved using this method, those of the myoglobin and the hemoglobin [17, 18], by John
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Kendrew and Max Perutz in 1960. The presence of the heavy element slightly modifies the
diffraction intensities and the comparison of the diffraction pattern in the presence and absence
of these heavy elements allows the estimation of the phases by triangulation, after having
positioned the heavy atoms in the crystal lattice using methods known as Patterson functions
[19].

The third method is anomalous dispersion, a specific property of the diffraction pattern when
absorption of X-radiation is no longer negligible [20, 21]. This method consists in varying the
incident beam wavelength around the absorption edge of one of the atom type contained in
the molecule. Comparing the diffraction pattern at different wavelengths will allow the
estimation of the phases using methods similar to that of the isomorphous replacement [22].
Selenium is often used because it has an absorption edge near to the wavelengths used (e.g. 1
Å). For proteins, selenomethionine, an amino acid for which the sulfur is replaced by selenium,
is generally introduced biosynthetically [23]. In the case of nucleic acids, modified bases
containing bromine are frequently used [24].

5. From the electron density to the structural model

Once a first set of phases is estimated, a first electron density map is calculated. If this map is
sufficiently interpretable, the macromolecule can be built step by step in this map (Figure 8).
A combination of automated algorithm and manual method available through interactive
graphics softwares are used [25], leading to a final model composed of the three-dimensional
coordinates of each atom of the cell content constituted by one or several macromolecules.

From that first built model, the diffraction intensities are calculated by Fourier transform and
compared to the intensities experimentally measured. This comparison allows the step by step
improvement of the model. This cyclical process is called the crystallographic refinement,
alternating the search for global minimum of energy functions and manual reconstruction of
the model [26].

Figure 8. The calculation of the electron density map (left) allows the building of the atomic model step by step (mid-
dle) and leads to the three-dimensional model of the structure (right).

X-ray Scattering214



Kendrew and Max Perutz in 1960. The presence of the heavy element slightly modifies the
diffraction intensities and the comparison of the diffraction pattern in the presence and absence
of these heavy elements allows the estimation of the phases by triangulation, after having
positioned the heavy atoms in the crystal lattice using methods known as Patterson functions
[19].

The third method is anomalous dispersion, a specific property of the diffraction pattern when
absorption of X-radiation is no longer negligible [20, 21]. This method consists in varying the
incident beam wavelength around the absorption edge of one of the atom type contained in
the molecule. Comparing the diffraction pattern at different wavelengths will allow the
estimation of the phases using methods similar to that of the isomorphous replacement [22].
Selenium is often used because it has an absorption edge near to the wavelengths used (e.g. 1
Å). For proteins, selenomethionine, an amino acid for which the sulfur is replaced by selenium,
is generally introduced biosynthetically [23]. In the case of nucleic acids, modified bases
containing bromine are frequently used [24].

5. From the electron density to the structural model

Once a first set of phases is estimated, a first electron density map is calculated. If this map is
sufficiently interpretable, the macromolecule can be built step by step in this map (Figure 8).
A combination of automated algorithm and manual method available through interactive
graphics softwares are used [25], leading to a final model composed of the three-dimensional
coordinates of each atom of the cell content constituted by one or several macromolecules.

From that first built model, the diffraction intensities are calculated by Fourier transform and
compared to the intensities experimentally measured. This comparison allows the step by step
improvement of the model. This cyclical process is called the crystallographic refinement,
alternating the search for global minimum of energy functions and manual reconstruction of
the model [26].

Figure 8. The calculation of the electron density map (left) allows the building of the atomic model step by step (mid-
dle) and leads to the three-dimensional model of the structure (right).

X-ray Scattering214

6. Steps downstream the structure determination

The final step, downstream the structure determination by X-ray diffraction, concerns the
interpretation of the structure and its integration into the biological context [27–29]. It consists
in the understanding of the structural result as a three-dimensional object and the appreciation
of its function at the cellular or evolution level. The description of the interatomic interactions,
the secondary structures (Figure 9), the domains and their arrangement that defines the fold
or the tertiary structure (Figure 9), as well as the characterization of the shape, the electrostatic
properties and the quaternary structure based on the content of the cell in the crystal packing,
are often complemented by the study of the macromolecule in solution, to better characterize
its oligomeric (Figure 9) and its dynamic behavior, alone or in the presence of interactors, if
known. These studies use a variety of biophysical methods, such as mass spectrometry,
analytical ultracentrifugation, light scattering, microcalorimetry or surface plasmon resonance

Figure 9. (A) The protein structures are represented by three modes of representation (see also Figure 2). The “all-
atom” representation shows all the atoms in the protein, the representation “Cα backbone” shows only one atom of
each amino acid, the Cα carbon atom, and cartoon representation shows the secondary structures in the shape of a
helix for α-helices and in the form of arrows for β-strands. (B) Protein structures are described in four levels, from pri-
mary to quaternary structure.
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(Biacore® technology), etc … [30]. In the case of enzymes, these studies will be coupled with
enzymological approaches to determine the activity and the catalytic constants.

An analysis based on bioinformatics tools will allow to place the structure determined in the
context of structural and evolutionary knowledge at a given time [31]. The lessons learned
from these studies, often of primary importance, provide information including the classifi‐
cation of the structure and its sequence within a family counterparts, on the distribution and
evolution of folding in the different domains of life (viruses, bacteria, archaea, eukaryotes), on
the possible function when it is unknown, on the catalytic site and its spatial conservation and
sequence, on the degree of oligomerization or on the existence of interaction with other
partners, proteins, nucleic acids or ligands. A final type of study seeks to place the three‐
dimensional object into the context of the knowledge on the major biological mechanisms of
live, such as knowledge on gene expression with transcriptomics, on complex formation with
interactomics, etc … This information will include the characterization of the partners of the
studied macromolecule at the scale of the cell or the whole organism.

All these steps, from the structure determination to the biological interpretation, far from being
the end of the story, are often the beginnings of new structural studies (Figure 3). These can
be articulated around analyses of the relative importance of the components of the macromo‐
lecule, the aminoacids, by determining the structure of mutants, or the studies of the interac‐
tions with partners by determining the structure of macromolecular complexes.
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