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Preface

Since the appearance of human beings, we are dependent on plant growth. Many studies
have helped us to know a little about this phenomenon and yet there is a lot to learn. The
present book is a great opportunity to deepen our knowledge in this subject. This book
brings twelve chapters distributed into three sections: Biology, Physiology, and Genetics. In
the Biology section, the chapters have addressed the use of bio-agents for management of
potato diseases, plant health, organic amendment, and plant pathogens. In the Physiology
section, the chapters have addressed the property of melanin to transform light into chemi‐
cal energy, coumarin-based heterocromaties as plant growth regulators, the influence of
rootstock on citrus tree growth and root growth, and molecular and morphophysiological
analysis of drought stresses in plants and barley phenology. Finally, the Genetics section has
a chapter which has addressed a model plant-like organisms.

This book has been designed for researchers, students, and people who never tire of learning.

I would like to thank Dr. George Lazarovits, a great researcher who is working with plant
growth-promoting bacteria for 40 years. I would like to thank my wife Fernanda, my daugh‐
ter Maria Eduarda, and my son João Henrique for making my life happier.

Everlon Cid Rigobelo
Plant Production Department at UNESP University

Jaboticabal, Sao Paulo
Brazil
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Abstract

Potato is an important food crop in the world as well as in India. It is being affected by
different pathogens, viz. fungi, bacteria, viruses and nematodes. These pathogens may
cause significant yield losses of the crop, if proper protection measures have not been
applied. Among potato pathogens, Phytophthora infestans, Alternaria solani, Rhizoctonia
solani and Fusarium spp. are the major pathogens in the fungal group, whereas Ralstonia
solanacearum, Pectobacterium spp. and Streptomyces spp. are in the bacterial group. For
management of these pathogens, various methods, that is, chemical control, biological
control, resistant varieties, cultural control and physical control, are applied. Resistant
varieties are the best and cheapest method for managing the diseases. However resistant
varieties are break down their resistant over the years and moreover against some
pathogen absolute resistant are not available. Chemical management is the second best
option for managing the diseases, due to continuous and irrational use of the chemicals;
pathogens have developed resistance against certain class of fungicides/bactericides.
Moreover, these chemicals also assist in environmental pollution and toxicity in the
produce.  Bio‐agents  are  naturally  occurring  living  organisms,  which  are  found in
rhizosphere, phylloplane, etc. These bio‐agents help in not only managing the diseases
but  also  increasing  the  crop  yield.  Therefore,  the  use  of  bio‐agents  for  biological
management of potato crops is the focused research area worldwide.

Keywords: Bioagents, potato, diseases, management, bacteria, fungi

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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1. Introduction

Potato originated in the hills of Andes and Bolivia in South America. It was introduced into
Europe  by  Spaniards  in  the  second half  of  the  sixteenth  century,  from there  it  spreads
throughout Europe and rest of the world in the mid‐seventeenth to mid‐eighteenth century.
In India, it  was introduced by Portuguese in the seventeenth century. Potato is the most
important crop in the world. It is affected by various diseases and pests. Diseases are the major
cause of concern for reducing the economic yield and affecting status of the potato growers.
Major diseases of potato are late blight, early blight, black scurf, dry rot, etc. in the fungal
group, whereas bacterial wilt, soft rot/blackleg of potato and common scab in the bacterial
group. Sometime these diseases may cause losses up to 75%. Potato diseases can be managed
by various methods, viz. chemical control, cultural control, biological control, physical and
resistant varieties. Generally, chemical control is used for managing the diseases at large scale.
Due to use of chemicals (fungicides/antibiotics) for longer periods for managing the disease,
it was observed that pathogens have developed resistance against certain chemicals, besides
also enhanced the toxicity in the environment. To avoid development of resistance in patho‐
gens and toxicity in the environment, the use of bio‐agents/biological control is the best option.
In a simple way, biological control can be defined as the partial or total inhibition or destruction
of pathogen population by other microorganisms. Broader way, Baker and Cook (1974) defined
this as the reduction of inoculum density or disease‐producing activities of a pathogen or
parasite in its active or dormant state, by one or more organisms, accomplished naturally or
through manipulation of environment, host or antagonist or by mass introduction of one or
more antagonist [1]. The first experiment in biological control with antagonists was conducted
by GB Sandford in Canada [2]. Different mechanisms of biological control of pathogenic fungi
have  been  suggested,  including  microbial  competition,  antibiosis,  hyperparasitism  and
induction of systemic acquired resistance in the host plants [3]. Bio‐agents have remarkable
capacity of multiplication; thus, when applied they multiply in exponential ratio and even can
overcome stress conditions by forming thick‐walled spores [4]. Recent years have witnessed
the increasing popularity of  biological  control  agents  as  an alternative to fungicides [5].
Trichoderma species as biocontrol agents (BCAs) was recognized for the first time by Weindling
[6]. Bacillus spp. and Pseudomonas spp. have been used in biological management of the potato
diseases. Bio‐agents are effective against seed and soil‐borne plant pathogens. The biological
control of soil‐borne plant pathogens has drawn much attention in the past few decades and
is currently considered as a promising alternative to synthetic pesticides because of its safety
for the environment and the human health [7]. Plant growth promoting rhizobacteria (PGPR)
and vesicular‐arbuscular mycorrhizae (VAM) are known to minimize plant diseases and
increase crop yield. Biocontrol applications on potato plants require a better knowledge of its
beneficial  fungal  partners.  This  kind  of  microbial  community  has  been  poorly  studied,
particularly because in vitro cultivation of mycorrhizae remains difficult [8]. Biocontrol agents
are an important component especially in the organic cultivation of potato. Biological control
of major fungal and bacterial diseases of potato is discussed in the following sections:

Plant Growth4

2. Late blight of potato

The late blight disease caused by oomycete has a great importance in the history of plant
pathology. Initially, its causal organism was reported Botrytis infestans in 1845 by C. Montagne,
a retired French army doctor who had devoted much of his life to the study of fungi. About
30 years later, German scientist Anton de Bary renamed it as Phytophthora infestans (Mont.) de
Bary [9]. During 1844–1845, the entire crop across Europe, especially in Ireland, was destroyed
prematurely leading to worst ever famine the ‘Irish Potato Famine’ [10]. One million people
died of starvation and another million migrated to USA and other parts of the world. The late
blight fungus co‐evolved with potato in Central and South America and subsequently spread
to other parts of the world mainly through infected seed tubers. Late blight was recorded in
India for the first time between 1870 and 1880 in the Nilgiri Hills [11]. Under subtropical plains,
it was first observed in 1898–1900 in Hooghly district of West Bengal [12]. In the northern part,
it appeared for the first time in 1883 in Darjeeling and spread rapidly to adjoining hills [13].
Phytophthora infestans caused late blight diseases in potato and tomato crops worldwide. It not
only caused economic losses of yield but also the quality and quantity of the crop. Recently,
reduction in 10–15% yield was expected at national level (India) due to occurrence of late blight
disease [14]. Phytophthora infestans is highly researchable pathogen in plant diseases. The
worldwide late blight disease is re‐emerging; therefore, this disease is constantly observed by
the late blight researchers [15]. Late blight affects all plant parts, especially leaves, stem and
tubers. Whitish mycelium appears on lower leaves under humid conditions and is the most
important symptom. Light brown lesions develop on stem and petioles, and rusty brown
discolouration of the flesh is the typical symptom of late blights on potato tubers. The pathogen
is mainly seed borne in nature but also soil borne in some cases. Management of late blight
through eco‐friendly means of applying botanicals has been initiated in European and
American countries during the past years of the twentieth century [16, 17]. Of 100 species in
54 plant families tested, leaf extracts from onions, garlic, Malus toringo, Reynoutria japonica and
Rheum coreanum inhibited mycelial growth of P. infestans. M. toringo extracts strongly inhibited
P. infestans and was effective in controlling late blight also [18]. Some antifungal compounds
reported from botanicals against late blight of potato [19]. The antagonist Bacillus subtilis B5
was found effective in inhibiting the growth of P. infestans [20]. Integrated management of late
blight, using two sprays of Bacillus subtilis+ Trichoderma viride and one spray of fungicides, at
the onset of disease is found to be effective for managing late blight of potato [21]. Rhamnolipid
is a class of glycolipids, which is produced by bacteria. Rhamnolipid‐based formulation
(0.25%) from Pseudomonas spp. was tested under field trials at three different locations. The
terminal disease severity in rhamnolipid formulation was 45% (compared to 100% in control),
47.5% (against 92.5%) and 59.2% (as against 76.64%) at Modipuram, Lavad, (Meerut) and
Jalandhar, respectively [22]. Certain microorganisms in the phyllosphere were antagonistic to
P. infestans, which included the yeasts Sporobolomyces spp., Acetobacter spp., isolates of
Pseudomonas spp. and Bacillus spp. [23, 24]. Bacillus sp. inhibited mycelial growth of seven plant
pathogenic fungi in vitro and in vivo, and the same bacterium protected tomato plants against
P. infestans [25]. Various bio‐agents, including a bacterium (Serratia sp.) and four fungi
(Trichoderma sp., Fusarium sp. and two Penicillium spp.), were evaluated against P. infestans on
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tomatoes under field conditions at Costa Rica, and it was reported that Penicillium reduced the
lesion area/plant between 8 and 40% [26]. One hundred and twenty‐two microorganisms
isolated from the phyllosphere of potatoes and only 23 were effective microorganisms (spore‐
forming and non‐spore‐forming bacteria, yeasts and fungi) in dual cultures with different
patterns of inhibition of P. infestans [27]. Various naturally occurring microorganisms, that is,
T. viride, Penicillium viridicatum, Penicillium aurantiogriseum, Chaetomium brasiliense [28],
Acremonium strictum [29], Myrothecium verrucaria and P. aurantiogriseum [30], showed antago‐
nistic effect against P. infestans. The antagonistic activities of Pseudomonas fluorescens, Pseudo‐
monas sp. Aspergillus flavus, Aspergillus niger, Penicillium sp., Trichoderma virens and Trichoderma
harzianum showed positive inhibition of mycelial growth of P. infestans, Fusarium spp. and
Rhizoctonia solani under in vitro conditions Table 1 [31]. One hundred fifty‐two endophytic
fungi were isolated from healthy tissues of vegetable plants, and only 23 (15%) isolates showed
anti‐oomycete activity against tomato late blight and in vivo [32].

Treatments Rhizoctonia solani Fusarium sp. Phytophthora infestans

Inhibition of

growth (%) after 3 

days over control

Bell’s

rating 

Inhibition of

growth (%) after 8 

days over control

Bell’s

rating 

Inhibition of

growth (%) after 12 

days over control

Bell’s

rating

Pseudomonas

sp.

32.22 4 47.16 3 55.68 2

P. fluorescens  39.25 4 53.01 2 53.40 2

A. flavus 39.44 3 43.77 3 59.00 2

A. niger 56.48 3 50.18 2 61.36 3

Penicillium

sp.

37.22 3 63.01 2 59.00 2

T. virens 42.77 2 52.64 2 64.77 2

T. harzianum 46.11 2 57.16 2 63.63 2

CD (0.05) 8.80 5.97 2.59

Table 1. Antagonism between bio‐agents and potato pathogens.

Naturally occurring surface active compounds derived from microorganisms are called
biosurfactants. These are amphiphilic biological compounds produced extracellularly as part
of the cell membrane by a variety of bacteria, yeast and fungi [33]. Research on biosurfactants
used as a biocontrol, particularly in potato against P. infestans, has initially started in India
under PhytoFura network project. Biosurfactants can be used as alternatives to chemical
surfactants as their capability of reducing surface and interfacial tension with low toxicity, high
specificity and biodegradability make them important for inhibiting pathogens. The metabo‐
lite of biosurfactant‐producing microorganism (Pseudomonas aeruginosa) has shown high
efficacy against P. infestans under in vitro conditions [34]. Ninety‐five isolates of bacteria were
tested for their biosurfactant as well as biocontrol activity against P. infestans. Results revealed
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that only 15.8% isolates showed biosurfactant activity and only five isolates were found to be
effective against P. infestans for biocontrol properties. Amongst highest effective was P.
aeruginosa, which was tested in different forms, viz. bacterial cells, culture filtrate and formu‐
lation against P. infestans on whole plant method and lowest disease severity (9.44%) recorded
with culture filtrate excluding mancozeb treatment mentioned in Figure 1 [35]. Biosurfactants
produced by bacteria, yeasts and fungi can serve as green surfactants. However, large‐scale
production of these molecules has not been realized because of low yields in production
processes and high recovery and purification costs [36]. The best antagonistic activity against
P. infestans is observed in the genera of Pseudomonas and Bacillus as they produce a wide range
of antibiotics and biosurfactants and can be used as alternatives to chemical surfactants [37].

Figure 1. Effect of different forms of bio‐agents on late blight development using whole plant method T1—bacterial
suspension of Pseudomonas aeruginosa 1, T2—culture filtrate of P. aeruginosa 1, T3—bioformulation of P. aeruginosa 1, T4
—Talc powder, T5—Mancozeb (0.2%) and T6—distilled water spray (control).

3. Early blight of potato

Early blight of potato caused by Alternaria solani/A. alternata. The symptom of this disease is
dark brown to black lesions with concentric rings, which produce a ‘target spot’ effect.
Symptoms are initially observed on older leaves and weaker plants. A. solani is a polycyclic
pathogen as many cycles of infection are possible during a season [38]. The antimicrobial
activity of six plant extracts from Ocimum basilicum (Sweat Basil), Azadirachta indica (Neem),
Eucalyptus chamadulonsis (Eucalyptus), Datura stramonium (Jimsonweed), Nerium oleander
(Oleander) and Allium sativum (Garlic) was tested for managing Alternaria solani in vitro and
in vivo. The results revealed that the highest reduction of disease severity was achieved by A.
sativum at 5% concentration and the lowest reduction was obtained when tomato plants were
treated with O. basilicum at 1% and 5% concentration [39]. T. viride (0.5%) was found to be
effective against early blight of potato for reducing disease intensity under field conditions
[40]. The bio‐agents T. harzianum and P. fluorescens (seed treatment + foliar spray) were effective
in reducing the disease intensity of early blight of potato and also increasing tuber yield [41].
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4. Black scurf of potato

Black scurf is an important disease of potato in the category of soil‐ and tuber‐borne diseases.
Infected seeds are the main sources of infection [42]. It affects roots, stolen, stems and tubers.
The disease has two phases, viz. stem canker and black scurf. Stem canker phase is the girdling
on the stem with brown colour and sometime upward rolling of the leaves also observed. Black
scurf phase is formation of sclerotia on the surface of the tubers. This phase is more common
in the field, particularly at the stage of plant senescent. Rhizoctonia solani has wide host range,
and it is soil and seed borne in nature. Seed treatment by chemicals is effective against seed
borne. However, biological control is a better option than chemical control in relation to
creating pollution in the environment. The seed treatment with 1.5% boric acid followed by
an application of a T. viride formulation containing 1×107 c.f.u./g @ 4.5%/kg seed tubers at
planting reduced the disease to level achieved with 3% boric acid spray [43]. Out of 28 isolates,
nine bacterial strains were found to be antagonistic in vitro, reduced the fungal growth and
caused the lysis of sclerotia of R. solani in a dual culture assay as well as in an extracellular
metabolite efficacy test. The selected antagonistic bacteria were also characterized for growth
promoting attributes, that is, phosphate solubilization, nitrogen fixation and indole acetic acid
production. Biocontrol efficacy and per cent yield increase by these antagonists were estimated
in a greenhouse experiment, and results showed that two Pseudomonas spp. StT2 and StS3 were
the most effective with 65.1 and 73.9% biocontrol efficacy, as well as 87.3 and 98.3% yield
increase, respectively [44]. Potato seed treatment showed higher efficacy than the soil drench‐
ing when both ways (seed treatment and soil drenching) separately used with fungal and
bacterial bio‐agents to manage the black scurf of potato [45]. The interaction of PGPR (Bacillus
spp.) with potato seeds or vegetative parts showed promising antagonism through producing
siderophore and antibiotics against black scurf and stem canker diseases of potato caused by
R. solani, thereby resulting in increase of potato yield. The effectiveness of PGPR strain (Bacillus
spp.) was observed in improving the yield of potato in greenhouse and in the field conditions
[46]. Seed treatment by T. viride showed less disease index of black scurf of potato against
control [47]. Whereas, when T. viride including other bio‐agents compared, it was found that
T. harzianum significantly inhibiting the mycelia growth of R. solani [48]. Bio‐agents not only
reduce the disease incidence but also increase the crop yield, compared to without the use of
bio‐agents [49]. Sunhemp and maize green manuring reduced the disease incidence of black
scurf of potato [50]. Chopped leaf matter of brassica crops and barley inhibited growth of
Rhizoctonia, while Indian mustard almost completely inhibited the mycelial growth of R. solani
[51]. The antagonistic effect of microorganisms was evaluated after adding rhizospheric
extracts of maize, oat, barley and grass on Rhizoctonia. It was observed that extracts from maize
and grass rhizosphere were most antagonistic [52]. The antifungal efficacy of six botanical
extracts and two bio‐agents, viz. T. harizanum and T. viride, were evaluated in vitro against
sclerotial isolates of R. solani causing black scurf of potato through food poison and dual culture
technique, increasing concentration from 5 to 15% of botanical extract suppressed the mycelial
growth of all isolates. Among the tested bio‐agents, mycelial growth inhibition of R. solani
isolates was recorded in the case of T. harzianum (up to 72.72%) and T. viride (up to 56.80%) [53].
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5. Fusarium wilt/dry rot of potato

Fusarium dry rot is an important post‐harvest disease of potato tubers. This disease is
distributed worldwide and occurs wherever potatoes are grown [54]. Fusarium spp. cause
fusarium wilt in the field and under storage it causes dry rot of potato. T. harzianum (ANR‐1)
isolate was found to be effective in inhibiting the radial mycelial growth of Fusarium oxysporum
f. sp. lycopersici (53%). Under greenhouse conditions, the application of T. harzianum (ANR‐1)
exhibited the least disease incidence (15.33%) and also found stimulatory effect on plant height
(73.62 cm) and increased the dry weight (288.38 g) of tomato plants in comparison to other
isolates and untreated control [55]. Immature crop plant amendments, viz. pearl millet,
sesbania, sunhemp, maize and eucalyptus leaves, are used against fusarium wilt of potato.
Among them, eucalyptus leaves and maize showed maximum suppressive and least was
sesbania [56]. The combined effect of antagonists (Trichoderma and Pseudomonas) with modified
montmorillonite particles (Mod‐ MMT) against F. oxysporum f. sp. tuberose causes wilt of potato,
showed less disease incidence and also enhanced plant height, fresh and dry weight, number
of tubers/plant and weight of tubers [57]. Application of Trichoderma koningii and Bacillus
megaterium, alone or in combination, seven days earlier than soil infestation with F. oxysporum
and/or the mixed population of Meloidogyne spp., significantly reduced Fusarium wilt disease
incidence and nematode infection on potato and improved plant growth components under
greenhouse conditions. Generally, the mixture of the two biocontrol agents was more effective
in controlling the plant disease and improving plant growth components than either of the
two organisms used singly [58].

6. Common scab of potato

Potato common scab caused by pathogenic Streptomyces spp. is a serious disease in potato
production worldwide. It occurs throughout the potato‐cultivating regions of the world and
is most prevalent in neutral or slightly alkaline soils, especially during dry years [59]. The
disease symptoms are small brownish, shallow, raised or sunken and mostly appeared on
tubers. The pathogen is both seed and soil borne. The pathogen is survived for longer period
in the infected plant debris and soil. Biological control of common scab is one of the attractive
approaches which can develop naturally in potato fields owing to antagonistic microorganisms
and reduce the severity of disease [60, 61]. Three antagonistic fungi, that is, T. harzianum,
Penicillium digitatum and Aspergillus flavus, were evaluated for biological management of
common scab of potato. Results revealed that lowest disease incidence was observed with T.
harzianum [62]. Pseudomonas mosselii when applied with vermicompost gave the best plant
growth and yield along with maximum reduction in scab incidence and scab index [63]. Most
actinomycete isolates derived from the Rice bran‐amended soil showed antagonistic activity
against pathogenic Streptomyces scabiei and Streptomyces turgidiscabies on R2A medium. Some
of the Streptomyces isolates showed positive results when they were inoculated onto potato
plants in a field condition. These results suggest that Rice bran amendment increases the levels
of antagonistic bacteria against pathogenic strain of Streptomyces in the potato rhizosphere
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[64]. Phage therapy is a new method to manage plant pathogens. Phage therapy has allowed
disinfection of S. scabiei‐infected seed potatoes and reduced tobacco bacterial wilt due to R.
solanacearum by co‐application with an avirulent strain of this bacterium [65, 66]. The culture
broth of Bacillus sp. sunhua had a suppressive effect on common scab disease in a pot assay,
decreasing the infection rate from 75 to 35% [67]. Non‐virulent potato isolates of Streptomyces
spp., with antagonistic activity higher than PonSSII, significantly reduced scab in pot experi‐
ments. Two non‐pathogenic strains of Streptomyces, viz. S. diastatochromogenes strain PonII and
S. scabies strain Pon R found to be effective against the pathogenic strain of S. scabies of potato
in 4‐year field experiments [68, 69].

7. Black leg of potato

Black leg of potato caused by different species of bacteria, viz. Pectobacterium spp. (Erwinia
spp.) and Dickenya spp. [70]. Both are pectinolytic in nature and represent a significant threat
for seed potato production in Europe. Dickeya spp. induce various symptoms such as plant
wilting, stem rot (blackleg) and tuber soft rot [71]. The bacteria live over in soil in decaying
plant debris and sometimes in seed tubers. Pseudomonas spp. and Bacillus spp. were evaluat‐
ed against Pectobacterium spp. The antagonistic properties of different Pseudomonas spp. strains,
such as iron competition, 2,4‐diacetylphloroglucinol (DAPG) antibiotic synthesis via pyover‐
dine and pseudobactin production and their related receptors, were found to be the means of
protection [72, 73] against Pectobacterium spp. Bacillus subtilis strains were tested for the control
of potato diseases caused by Pectobacterium spp., and results revealed reduced maceration
symptoms in planta [74]. A bacteriocin‐like substance produced by Bacillus licheniformis P40
was bactericidal to Pectobacterium carotovorum subsp. carotovorum. This substance interacted
with cell membrane lipids, provoking lysis of P. carotovorum subsp. carotovorum cells. It was
also effective in protecting potato tubers against soft rot under standard storage conditions
[75]. Different strains of P. fluorescens were used to protect wounds and cracks on tubers from
colonization by Pectobacterium atrosepticum. Application of individual and combinations of
strains reduced the contamination of potato tuber peel by 85% and 60–70%, respectively,
indicating the potential of Pseudomonas spp. for controlling soft rot caused by Pectobacterium
atrosepticum [76]. The bacteria are able to degrade quorum‐sensing signal molecules produced
by Pectobacterium spp. and Dickeya spp., which is a useful and effective strategy for the control
of the bacteria by preventing the secretion of large quantities of pectolytic enzymes to macerate
tuber tissues [77].

8. Bacterial wilt of potato

Bacterial wilt caused by R. solanacearum (Smith) Yabuuchi et al. is one of the most important
and destructive bacterial diseases, widely distributed in tropical, subtropical and some warm
temperate regions of the world [78]. This disease affects the potato crop in 3.75 million acres
in about 80 countries with global damage estimate exceeding $ 950 million per year. It damages
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the crop in two ways: first way, premature wilting and death of plants and second way, causing
rot of tubers in storage and transit [79]. The pathogen is soil and seed borne in nature. Bacterial
wilt has become a limiting factor in potato cultivation that may cause yield loss to the tune of
30–70 % in India [80]. Avirulent strains of R. solanacearum, Pseudomonas spp., Bacillus spp. and
Streptomyces spp. are well‐known biocontrol agents (BCAs). New or uncommon BCAs have
also been identified, such as Acinetobacter sp., Burkholderia sp. and Paenibacillus sp. [81].
Vesicular‐arbuscular mycorrhizae (VAM) is known to reduce disease incidence and enhance
plant growth. The potential of vesicular‐arbuscular mycorrhizae was evaluated for protection
of plants from bacterial wilt in the Philippines; VAM increased growth and yield of tomatoes
and reduced infection by R. solanacearum. This may be due to competition or the mechanical
barrier in the form of VAM vesicles and hyphae that inhibit the bacterial pathogen from deeper
penetration into host tissues [82]. Treatment of tubers with avirulent strain of R. solanacearum
and strain of P. fluorescens caused a significant reduction in disease severity of bacterial wilt of
potato [83].

9. Conclusion

Different bio‐agents including fungal and bacterial were reported by various researchers
for management of potato diseases. Efficacy of bio‐agents is varied from lab to field con‐
ditions. It might be due to non‐synchrony environment between lab and field. Some Tri‐
choderma spp, Pseudomonas spp and Bacillus spp exhibited significant result to reduce the
incidence of potato diseases under both lab and field. These bio‐agents must be applied at
larger scale. Moreover, new bio‐agents with a wider range of adoptability still require to
be explored. A bio‐agent should be applied for specific disease where it performs highest
efficacy and in particular regions. It is the important constituent of organic potato produc‐
tion system.
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broth of Bacillus sp. sunhua had a suppressive effect on common scab disease in a pot assay,
decreasing the infection rate from 75 to 35% [67]. Non‐virulent potato isolates of Streptomyces
spp., with antagonistic activity higher than PonSSII, significantly reduced scab in pot experi‐
ments. Two non‐pathogenic strains of Streptomyces, viz. S. diastatochromogenes strain PonII and
S. scabies strain Pon R found to be effective against the pathogenic strain of S. scabies of potato
in 4‐year field experiments [68, 69].

7. Black leg of potato

Black leg of potato caused by different species of bacteria, viz. Pectobacterium spp. (Erwinia
spp.) and Dickenya spp. [70]. Both are pectinolytic in nature and represent a significant threat
for seed potato production in Europe. Dickeya spp. induce various symptoms such as plant
wilting, stem rot (blackleg) and tuber soft rot [71]. The bacteria live over in soil in decaying
plant debris and sometimes in seed tubers. Pseudomonas spp. and Bacillus spp. were evaluat‐
ed against Pectobacterium spp. The antagonistic properties of different Pseudomonas spp. strains,
such as iron competition, 2,4‐diacetylphloroglucinol (DAPG) antibiotic synthesis via pyover‐
dine and pseudobactin production and their related receptors, were found to be the means of
protection [72, 73] against Pectobacterium spp. Bacillus subtilis strains were tested for the control
of potato diseases caused by Pectobacterium spp., and results revealed reduced maceration
symptoms in planta [74]. A bacteriocin‐like substance produced by Bacillus licheniformis P40
was bactericidal to Pectobacterium carotovorum subsp. carotovorum. This substance interacted
with cell membrane lipids, provoking lysis of P. carotovorum subsp. carotovorum cells. It was
also effective in protecting potato tubers against soft rot under standard storage conditions
[75]. Different strains of P. fluorescens were used to protect wounds and cracks on tubers from
colonization by Pectobacterium atrosepticum. Application of individual and combinations of
strains reduced the contamination of potato tuber peel by 85% and 60–70%, respectively,
indicating the potential of Pseudomonas spp. for controlling soft rot caused by Pectobacterium
atrosepticum [76]. The bacteria are able to degrade quorum‐sensing signal molecules produced
by Pectobacterium spp. and Dickeya spp., which is a useful and effective strategy for the control
of the bacteria by preventing the secretion of large quantities of pectolytic enzymes to macerate
tuber tissues [77].

8. Bacterial wilt of potato

Bacterial wilt caused by R. solanacearum (Smith) Yabuuchi et al. is one of the most important
and destructive bacterial diseases, widely distributed in tropical, subtropical and some warm
temperate regions of the world [78]. This disease affects the potato crop in 3.75 million acres
in about 80 countries with global damage estimate exceeding $ 950 million per year. It damages
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the crop in two ways: first way, premature wilting and death of plants and second way, causing
rot of tubers in storage and transit [79]. The pathogen is soil and seed borne in nature. Bacterial
wilt has become a limiting factor in potato cultivation that may cause yield loss to the tune of
30–70 % in India [80]. Avirulent strains of R. solanacearum, Pseudomonas spp., Bacillus spp. and
Streptomyces spp. are well‐known biocontrol agents (BCAs). New or uncommon BCAs have
also been identified, such as Acinetobacter sp., Burkholderia sp. and Paenibacillus sp. [81].
Vesicular‐arbuscular mycorrhizae (VAM) is known to reduce disease incidence and enhance
plant growth. The potential of vesicular‐arbuscular mycorrhizae was evaluated for protection
of plants from bacterial wilt in the Philippines; VAM increased growth and yield of tomatoes
and reduced infection by R. solanacearum. This may be due to competition or the mechanical
barrier in the form of VAM vesicles and hyphae that inhibit the bacterial pathogen from deeper
penetration into host tissues [82]. Treatment of tubers with avirulent strain of R. solanacearum
and strain of P. fluorescens caused a significant reduction in disease severity of bacterial wilt of
potato [83].

9. Conclusion

Different bio‐agents including fungal and bacterial were reported by various researchers
for management of potato diseases. Efficacy of bio‐agents is varied from lab to field con‐
ditions. It might be due to non‐synchrony environment between lab and field. Some Tri‐
choderma spp, Pseudomonas spp and Bacillus spp exhibited significant result to reduce the
incidence of potato diseases under both lab and field. These bio‐agents must be applied at
larger scale. Moreover, new bio‐agents with a wider range of adoptability still require to
be explored. A bio‐agent should be applied for specific disease where it performs highest
efficacy and in particular regions. It is the important constituent of organic potato produc‐
tion system.

Author details

Mehi Lal1*, Saurabh Yadav1, Vivek Singh2 and M Nagesh3

*Address all correspondence to: mehilalonline@gmail.com

1 ICAR‐Central Potato Research Institute Campus, Modipuram, Uttar Pradesh, India

2 Department of Plant Pathology, Banda University of Agriculture & Technology Banda,
Uttar Pradesh, India

3 ICAR‐Central Potato Research Institute, Shimla, Himachal Pradesh, India

The Use of Bio‐Agents for Management of Potato Diseases
http://dx.doi.org/10.5772/64853

11



References

[1] Baker KF, Cook RJ. Biological control of plant pathogens. W H Freeman and Co, San
Francisco, California, 1974. 433 p (Book, reprinted in 1982, The American Phytopatho‐
logical Society, St Paul, Minnesota).

[2] Chaube HS, Pundhir VS. Crop diseases and their management. Prentice Hall of India
Private Limited, New Delhi, 2005. 703 p.

[3] Hoitink HAJ, Krause MS, Han DY. Spectrum and mechanisms of plant disease control
with composts. In: Peter JS, Brian AK (eds). Compost utilization in horticultural
cropping systems. Lewis Publishers, Boca Raton, FL, 2001. 263 p.

[4] Bharath BG, Lokesh S, Shetty HS. Effects of fungicides and bioagents on seed mycoflora,
growth and yield of watermelon. Integr Biol Sci. 2005;9:75‐78.

[5] Glare T, Caradus J, Gelernter W, Jackson T, Keyhani N, Kohl J, Marrone P, Morin L,
Stewart A. Have biopesticides come of age? Trends Biotechnol. 2012;30:250‐258.

[6] Weindling R. Trichoderma lignorum as a parasite of other soil fungi. Phytopathology.
1932;22: 838‐845.

[7] Brimner TA, Boland GJ. A review of the non‐target effects of fungi used to biologically
control plant diseases. Agric Ecosyst Environ. 2003;100:3‐16.

[8] Louche‐Tessandier D, Samson G, Hernandez‐Sebastia C, Chagvardieff P, Desjardins Y.
Importance of light and CO2 on the effects of endomycorrhizal colonization on growth
and photosynthesis of potato plantlets (Solanum tuberosum) in an in vitro tripartite
system. New Phytol. 1999;142:539‐550.

[9] Alexopoulos CJ, Mims CW, Blackwell M. Introductory mycology, 4th ed. John Wiley &
Sons. Inc, USA, 1996.

[10] Large EC. The advance of the fungi. Jonathan Cape, London, 1940. 488 p.

[11] Butler EJ. Fungi and disease in Plants. Thacker Spink and Co., Calcutta, 1918.

[12] Butler K. Potato disease of India. Agric Ledger Crop Dis Pest Ser. 1903;8:87‐124.

[13] Dastur, JF. Conditions influencing the distribution of potato blight in India. Agric J India
(Special Indian Congress). 1917;12:90‐95.

[14] Lal M, Arora R K, Maheshwari Uma, Rawal S and Yadav S. Impact of late blight
occurrence on potato productivity during 2013‐2014. Int J Agric Stat Sci. 2016;12 (1):
187‐192.

[15] Fry WE, Birch PRJ, Judelson HS, Grünwald NJ, Danies G, Everts KL, Gevens AJ, Gugino
BK, Johnson DA, Johnson SB, McGrath MT, Myers KL, Ristaino JB, Roberts PD, Secor
G, Smart CD. Five reasons to consider Phytophthora infestans a re‐emerging pathogen.
Phytopathology. 2015;105:966‐981.

Plant Growth12

[16] Sas‐Piotrowska, Piotrowski B, Misiak WM. The growth and development of potato
pathogens on media with extracts from Polygonaceae plants. I. Pathogens causing dry
leaf‐spot disease. Phytopathol Polonica. 1996;11:103‐109.

[17] Blaser P, Steiner U, Lyr H, Russel PE, Dehne HW, Sisler HD. Antifungal activity of plant
extracts against potato late blight (Phytophthora infestans). Modern fungicides and
antifungal compounds II Friedrichroda, Thuringia, Germany 24–29 May 1998. 1999.
491‐499 pp

[18] Paik SB. Screening for antagonistic plants for control of Phytophthora spp. in soil.
Korean J Mycol. 1989;17:39‐47

[19] Khan MA, Singh BP, Kaushik SK, Lal M. Evaluation of antifungal potential extracts
against potato pathogens. National Seminar on Emerging Problems of Potato (1–2
November 2014, CPRI, Shimla), 2014. 143 p.

[20] Ajay S, Sunaina V. Direct inhibition of Phytophthora infestans, the causal organism of
late blight of potato by Bacillus antagonist. Potato J. 2005;32:179‐180.

[21] Lal M, Yadav S, Kaushik SK, Sharma S, Chand S. Integrated management of late blight
of potato. National Seminar on Emerging Problems of Potato (1–2 November 2014,
CPRI, Shimla), 2014. 199 p.

[22] Indian Institute of Spices Research. PhytoFuRa Annual Report 2013–2014. IISR,
Kozhikode, 2014:20‐26.

[23] Ramos L, Ciampi L, Gonzales S. Biological control of Phytophthora infestans in potato
plants. Simiente. 1993; 63:53‐54.

[24] Sanchez V, Bustamante E, Shattock R. Selection of antagonists for biological control of
Phytophthora infestans in tomato. Manejo Integrado de Plagas. 1998;48:25‐34.

[25] Sadlers HM. Use of bacteria in controlling fungal diseases. Gemuse Munchen. 1996;32:
180‐181.

[26] Garita VS, Bustamante E, Shattock R. Microbiological control of Phytophthora infestans
on tomato. Manejo Integrado de Plagas.1999; 51:47‐58.

[27] Stephan D, Koch E, Elad Y, Kohl J, Shtienberg D. Screening of plant extracts, micro‐
organisms and commercial preparations for biocontrol of Phytophthora infestans on
detached potato leaves. Bulletin OILB‐SROP. 2002;25:391‐394.

[28] Gupta H, Singh BP, Mohan J. Biocontrol of late blight of potato. Potato J. 2004;31:39‐42.

[29] CPRI.  1999.  Annual  Progress  Report.  Central  Potato  Research  Institute,  Shimla,
India.

[30] Roy S, Singh BP, Bhattacharyya SK. Biocontrol of late blight of potato. Phytophthora
Newslett. 1991;17:18.

The Use of Bio‐Agents for Management of Potato Diseases
http://dx.doi.org/10.5772/64853

13



References

[1] Baker KF, Cook RJ. Biological control of plant pathogens. W H Freeman and Co, San
Francisco, California, 1974. 433 p (Book, reprinted in 1982, The American Phytopatho‐
logical Society, St Paul, Minnesota).

[2] Chaube HS, Pundhir VS. Crop diseases and their management. Prentice Hall of India
Private Limited, New Delhi, 2005. 703 p.

[3] Hoitink HAJ, Krause MS, Han DY. Spectrum and mechanisms of plant disease control
with composts. In: Peter JS, Brian AK (eds). Compost utilization in horticultural
cropping systems. Lewis Publishers, Boca Raton, FL, 2001. 263 p.

[4] Bharath BG, Lokesh S, Shetty HS. Effects of fungicides and bioagents on seed mycoflora,
growth and yield of watermelon. Integr Biol Sci. 2005;9:75‐78.

[5] Glare T, Caradus J, Gelernter W, Jackson T, Keyhani N, Kohl J, Marrone P, Morin L,
Stewart A. Have biopesticides come of age? Trends Biotechnol. 2012;30:250‐258.

[6] Weindling R. Trichoderma lignorum as a parasite of other soil fungi. Phytopathology.
1932;22: 838‐845.

[7] Brimner TA, Boland GJ. A review of the non‐target effects of fungi used to biologically
control plant diseases. Agric Ecosyst Environ. 2003;100:3‐16.

[8] Louche‐Tessandier D, Samson G, Hernandez‐Sebastia C, Chagvardieff P, Desjardins Y.
Importance of light and CO2 on the effects of endomycorrhizal colonization on growth
and photosynthesis of potato plantlets (Solanum tuberosum) in an in vitro tripartite
system. New Phytol. 1999;142:539‐550.

[9] Alexopoulos CJ, Mims CW, Blackwell M. Introductory mycology, 4th ed. John Wiley &
Sons. Inc, USA, 1996.

[10] Large EC. The advance of the fungi. Jonathan Cape, London, 1940. 488 p.

[11] Butler EJ. Fungi and disease in Plants. Thacker Spink and Co., Calcutta, 1918.

[12] Butler K. Potato disease of India. Agric Ledger Crop Dis Pest Ser. 1903;8:87‐124.

[13] Dastur, JF. Conditions influencing the distribution of potato blight in India. Agric J India
(Special Indian Congress). 1917;12:90‐95.

[14] Lal M, Arora R K, Maheshwari Uma, Rawal S and Yadav S. Impact of late blight
occurrence on potato productivity during 2013‐2014. Int J Agric Stat Sci. 2016;12 (1):
187‐192.

[15] Fry WE, Birch PRJ, Judelson HS, Grünwald NJ, Danies G, Everts KL, Gevens AJ, Gugino
BK, Johnson DA, Johnson SB, McGrath MT, Myers KL, Ristaino JB, Roberts PD, Secor
G, Smart CD. Five reasons to consider Phytophthora infestans a re‐emerging pathogen.
Phytopathology. 2015;105:966‐981.

Plant Growth12

[16] Sas‐Piotrowska, Piotrowski B, Misiak WM. The growth and development of potato
pathogens on media with extracts from Polygonaceae plants. I. Pathogens causing dry
leaf‐spot disease. Phytopathol Polonica. 1996;11:103‐109.

[17] Blaser P, Steiner U, Lyr H, Russel PE, Dehne HW, Sisler HD. Antifungal activity of plant
extracts against potato late blight (Phytophthora infestans). Modern fungicides and
antifungal compounds II Friedrichroda, Thuringia, Germany 24–29 May 1998. 1999.
491‐499 pp

[18] Paik SB. Screening for antagonistic plants for control of Phytophthora spp. in soil.
Korean J Mycol. 1989;17:39‐47

[19] Khan MA, Singh BP, Kaushik SK, Lal M. Evaluation of antifungal potential extracts
against potato pathogens. National Seminar on Emerging Problems of Potato (1–2
November 2014, CPRI, Shimla), 2014. 143 p.

[20] Ajay S, Sunaina V. Direct inhibition of Phytophthora infestans, the causal organism of
late blight of potato by Bacillus antagonist. Potato J. 2005;32:179‐180.

[21] Lal M, Yadav S, Kaushik SK, Sharma S, Chand S. Integrated management of late blight
of potato. National Seminar on Emerging Problems of Potato (1–2 November 2014,
CPRI, Shimla), 2014. 199 p.

[22] Indian Institute of Spices Research. PhytoFuRa Annual Report 2013–2014. IISR,
Kozhikode, 2014:20‐26.

[23] Ramos L, Ciampi L, Gonzales S. Biological control of Phytophthora infestans in potato
plants. Simiente. 1993; 63:53‐54.

[24] Sanchez V, Bustamante E, Shattock R. Selection of antagonists for biological control of
Phytophthora infestans in tomato. Manejo Integrado de Plagas. 1998;48:25‐34.

[25] Sadlers HM. Use of bacteria in controlling fungal diseases. Gemuse Munchen. 1996;32:
180‐181.

[26] Garita VS, Bustamante E, Shattock R. Microbiological control of Phytophthora infestans
on tomato. Manejo Integrado de Plagas.1999; 51:47‐58.

[27] Stephan D, Koch E, Elad Y, Kohl J, Shtienberg D. Screening of plant extracts, micro‐
organisms and commercial preparations for biocontrol of Phytophthora infestans on
detached potato leaves. Bulletin OILB‐SROP. 2002;25:391‐394.

[28] Gupta H, Singh BP, Mohan J. Biocontrol of late blight of potato. Potato J. 2004;31:39‐42.

[29] CPRI.  1999.  Annual  Progress  Report.  Central  Potato  Research  Institute,  Shimla,
India.

[30] Roy S, Singh BP, Bhattacharyya SK. Biocontrol of late blight of potato. Phytophthora
Newslett. 1991;17:18.

The Use of Bio‐Agents for Management of Potato Diseases
http://dx.doi.org/10.5772/64853

13



[31] Lal M, Singh AP, Tomar S, Hussain T, Sharma S, Kaushik SK, Singh BP. Antagonistic
effect of bioagents against three potato fungal diseases and their fungicidal sensitivity.
Vegetos. 2013; 26:362‐367.

[32] Kim HY, Choi GJ, Lee HB, Lee SW, Lim HK, Jang KS, Son SW, Lee SO, Cho KY, Sung
ND, Kim JC. Some fungal endophytes from vegetable crops and their anti‐oomycete
activities against tomato late blight. Lett Appl Microbiol. 2007;44:332‐337.

[33] Chen SY, Wei YH, Chang JS. Repeated pH‐satisfied batch fermentation for rhamnolipid
production with indigenous Pseudomonas aeruginosa S2. Appl Micro Biotechnol.
2007;76:67‐74.

[34] Tomar S, Singh BP, Khan MA, Kumar S, Sharma S, Lal M. Identification of Pseudomonas
aeruginosa strain producing biosurfactant with antifungal activity against Phytoph‐
thora infestans. Potato J. 2013;40:155‐163.

[35] Tomar S, Singh BP, Lal M, Khan MA, Hussain T, Sharma S, Kaushik SK, Kumar S.
Screening of novel microorganisms for biosurfactant and biocontrol activity against
Phytophthora infestans. J Environ Biol. 2014;35:893‐899.

[36] Tomar S, Singh BP. Microbial origin, classification and application of biosurfactant.
Indian J Anim Nutr. 2014;7:2060‐2069.

[37] Banat IM, Makkar RS, Cameotra SS. Potential commercial application of microbial
surfactants. Appl Microbiol Biotechnol. 2000;53:495‐508.

[38] Shuman JL. Integrating a host resistance factor into a potato early blight‐forecasting
model. M.Sc. thesis, Pennsylvania State University, 1995.

[39] Nashwa SMA, Abo‐Elyousr KAM. Evaluation of various plant extracts against the early
blight disease of tomato plants under greenhouse and field conditions. Plant Protect
Sci. 2012;48:74‐79.

[40] Yadav R, Pathak SP. Management of early blight of potato through fungicides and
botanicals and bioagents. Plant. 2011;11:1143‐1145.

[41] Mane MM, Lal AA, Zghair NQ, Sobita S. Efficacy of certain bioagents and fungicides
against early blight of potato (Solanum tuberosum L.). Int J Plant Protect. 2014;7:433‐
436

[42] Lal  M,  Sharma  S,  Yadav  S,  Kaushik  SK.  Bioefficacy  of  new  molecule:  penflufen
240  fs  against  black  scurf  of  potato.  Int  J  Agric  Stat  Sci.  2014;10  (supplement
1):63‐66.

[43] Arora RK. Management of black scurf of potato with the integrated use of Trichoderma
viride and boric acid. Potato J. 2008;35:130‐133.

[44] Mohsin T, Yasmin S, Hafeez FY. Biological control of potato black scurf by rhizosphere
associated bacteria. Braz J Microbiol. 2010; 41:439‐451.

Plant Growth14

[45] Basu A. Employing eco‐friendly potato disease management allows organic tropical
Indian production systems to prosper. Asian J Food Agro‐Indust. Special Issue.
2009;S80‐S87.

[46] Selva SK, Rao MRK, Kumar RD, Panwar S, Prasad CS. Biocontrol by plant growth
promoting rhizobacteria against black scurf and stem canker disease of potato caused
by Rhizoctonia solani. Arch Phytopathol Plant Protect. 2013;46:4487‐4502.

[47] Arora, RK, Somani AK. A bioformulation for control of soil and tuber borne diseases
of potato. J Indian Potato Assoc. 2001;28:88‐89.

[48] Prasad CS, Gupta V. Studies on bio efficacy of Trichoderma harzianum in management
of stem rot of potato (Rhizoctonia solani). Natl Acad Sci Lett. 2002;25:357‐359.

[49] Hazarika DK, Phookan AK, Das KK, Dubey LN, Das BC. Biological management of
black scurf of potato. In Paul Khurana SM, Shekhawat GS, Singh BP and Pandey SK
(eds). Potato global research and development. Proceedings (Volume I) of Global
Conference on Potato, New Delhi, December 6–11, 1999. Indian Potato Association.
2000; 401‐404

[50] Bhattacharyya, SK, Bahal VK, Bist BS. Effect of crop rotation on potato black scurf
incidence. J Indian Potato Assoc. 1977;4:1‐4.

[51] Larkin RP, Griffin, TS. Control of soilborne potato diseases using brassica green
manures. Crop Protect J. 2007; 26:1067‐1077.

[52] Garbeva P, van Elsas JD, van Veen JA. Rhizosphere microbial community and its
response to plant species and soil history. Plant Soil. 2008; 302:19‐32.

[53] Hussain A, Awan MS, Khan SW, Ali MAS, Ali QAA. Bioefficacy of botanical extracts
and bioagents against sclerotial isolates of Rhizoctonia solani. J Biodivers Environ Sci.
2014; 4:370‐380.

[54] Sharma S, Lal M. Dry rot. In BP Singh, M Nagesh, Sanjeev Sharma, Vinay Sagar, A
Jeevvlatha and J Sridhar (eds). A manual on diseases and pest of potato‐Technical
Bulletin No. 101. ICAR‐Central Potato Research Institute, Shimla, HP, India. 2015. p.
17‐19.

[55] Sundaramoorthy S, Balabaskar P. Biocontrol efficacy of Trichoderma spp. against wilt
of tomato caused by Fusarium oxysporum f. sp. lycopersici. J Appl Biol Biotechnol.
2013; 1(03):036‐040.

[56] Singh BP, Nagaich BB, Saxena SK. Studies on the effect of organic amendments on
fusarium wilt of potato. J Indian Potato Assoc. 1988; 15:60‐67.

[57] Abeer  H,  Makhlouf,  Rehab  A.  Biological  and  nanocomposite  control  of  fusarium
wilt  of  potato  caused  by  Fusarium  Oxysporum  f.  sp.  Tuberosi  G.J.B.A.H.S.
2015;4:151‐163.

The Use of Bio‐Agents for Management of Potato Diseases
http://dx.doi.org/10.5772/64853

15



[31] Lal M, Singh AP, Tomar S, Hussain T, Sharma S, Kaushik SK, Singh BP. Antagonistic
effect of bioagents against three potato fungal diseases and their fungicidal sensitivity.
Vegetos. 2013; 26:362‐367.

[32] Kim HY, Choi GJ, Lee HB, Lee SW, Lim HK, Jang KS, Son SW, Lee SO, Cho KY, Sung
ND, Kim JC. Some fungal endophytes from vegetable crops and their anti‐oomycete
activities against tomato late blight. Lett Appl Microbiol. 2007;44:332‐337.

[33] Chen SY, Wei YH, Chang JS. Repeated pH‐satisfied batch fermentation for rhamnolipid
production with indigenous Pseudomonas aeruginosa S2. Appl Micro Biotechnol.
2007;76:67‐74.

[34] Tomar S, Singh BP, Khan MA, Kumar S, Sharma S, Lal M. Identification of Pseudomonas
aeruginosa strain producing biosurfactant with antifungal activity against Phytoph‐
thora infestans. Potato J. 2013;40:155‐163.

[35] Tomar S, Singh BP, Lal M, Khan MA, Hussain T, Sharma S, Kaushik SK, Kumar S.
Screening of novel microorganisms for biosurfactant and biocontrol activity against
Phytophthora infestans. J Environ Biol. 2014;35:893‐899.

[36] Tomar S, Singh BP. Microbial origin, classification and application of biosurfactant.
Indian J Anim Nutr. 2014;7:2060‐2069.

[37] Banat IM, Makkar RS, Cameotra SS. Potential commercial application of microbial
surfactants. Appl Microbiol Biotechnol. 2000;53:495‐508.

[38] Shuman JL. Integrating a host resistance factor into a potato early blight‐forecasting
model. M.Sc. thesis, Pennsylvania State University, 1995.

[39] Nashwa SMA, Abo‐Elyousr KAM. Evaluation of various plant extracts against the early
blight disease of tomato plants under greenhouse and field conditions. Plant Protect
Sci. 2012;48:74‐79.

[40] Yadav R, Pathak SP. Management of early blight of potato through fungicides and
botanicals and bioagents. Plant. 2011;11:1143‐1145.

[41] Mane MM, Lal AA, Zghair NQ, Sobita S. Efficacy of certain bioagents and fungicides
against early blight of potato (Solanum tuberosum L.). Int J Plant Protect. 2014;7:433‐
436

[42] Lal  M,  Sharma  S,  Yadav  S,  Kaushik  SK.  Bioefficacy  of  new  molecule:  penflufen
240  fs  against  black  scurf  of  potato.  Int  J  Agric  Stat  Sci.  2014;10  (supplement
1):63‐66.

[43] Arora RK. Management of black scurf of potato with the integrated use of Trichoderma
viride and boric acid. Potato J. 2008;35:130‐133.

[44] Mohsin T, Yasmin S, Hafeez FY. Biological control of potato black scurf by rhizosphere
associated bacteria. Braz J Microbiol. 2010; 41:439‐451.

Plant Growth14

[45] Basu A. Employing eco‐friendly potato disease management allows organic tropical
Indian production systems to prosper. Asian J Food Agro‐Indust. Special Issue.
2009;S80‐S87.

[46] Selva SK, Rao MRK, Kumar RD, Panwar S, Prasad CS. Biocontrol by plant growth
promoting rhizobacteria against black scurf and stem canker disease of potato caused
by Rhizoctonia solani. Arch Phytopathol Plant Protect. 2013;46:4487‐4502.

[47] Arora, RK, Somani AK. A bioformulation for control of soil and tuber borne diseases
of potato. J Indian Potato Assoc. 2001;28:88‐89.

[48] Prasad CS, Gupta V. Studies on bio efficacy of Trichoderma harzianum in management
of stem rot of potato (Rhizoctonia solani). Natl Acad Sci Lett. 2002;25:357‐359.

[49] Hazarika DK, Phookan AK, Das KK, Dubey LN, Das BC. Biological management of
black scurf of potato. In Paul Khurana SM, Shekhawat GS, Singh BP and Pandey SK
(eds). Potato global research and development. Proceedings (Volume I) of Global
Conference on Potato, New Delhi, December 6–11, 1999. Indian Potato Association.
2000; 401‐404

[50] Bhattacharyya, SK, Bahal VK, Bist BS. Effect of crop rotation on potato black scurf
incidence. J Indian Potato Assoc. 1977;4:1‐4.

[51] Larkin RP, Griffin, TS. Control of soilborne potato diseases using brassica green
manures. Crop Protect J. 2007; 26:1067‐1077.

[52] Garbeva P, van Elsas JD, van Veen JA. Rhizosphere microbial community and its
response to plant species and soil history. Plant Soil. 2008; 302:19‐32.

[53] Hussain A, Awan MS, Khan SW, Ali MAS, Ali QAA. Bioefficacy of botanical extracts
and bioagents against sclerotial isolates of Rhizoctonia solani. J Biodivers Environ Sci.
2014; 4:370‐380.

[54] Sharma S, Lal M. Dry rot. In BP Singh, M Nagesh, Sanjeev Sharma, Vinay Sagar, A
Jeevvlatha and J Sridhar (eds). A manual on diseases and pest of potato‐Technical
Bulletin No. 101. ICAR‐Central Potato Research Institute, Shimla, HP, India. 2015. p.
17‐19.

[55] Sundaramoorthy S, Balabaskar P. Biocontrol efficacy of Trichoderma spp. against wilt
of tomato caused by Fusarium oxysporum f. sp. lycopersici. J Appl Biol Biotechnol.
2013; 1(03):036‐040.

[56] Singh BP, Nagaich BB, Saxena SK. Studies on the effect of organic amendments on
fusarium wilt of potato. J Indian Potato Assoc. 1988; 15:60‐67.

[57] Abeer  H,  Makhlouf,  Rehab  A.  Biological  and  nanocomposite  control  of  fusarium
wilt  of  potato  caused  by  Fusarium  Oxysporum  f.  sp.  Tuberosi  G.J.B.A.H.S.
2015;4:151‐163.

The Use of Bio‐Agents for Management of Potato Diseases
http://dx.doi.org/10.5772/64853

15



[58] El‐Shennawy MZ, EZ, Khalifa MM, Ammar EM, Mousa, Hafez, SL. Biological control
of the disease complex on potato caused by root‐knot nematode and Fusarium wilt
fungus. Nematol Medit. 2012;40:169‐172.

[59] Bouchek‐Mechiche K, Pasco C, Andrivon D, Jouan B. Differences in host range,
pathogenicity to potato cultivars and response to soil temperature among Streptomyces
species causing common and netted scab in France. Plant Pathol. 2000;49:3‐10.

[60] Daqun L, Neil A, Anderson A, Kinkel L. Biological control of potato scab in the field
with antagonistic Streptomyces scabies. Phytopathol. 1995;85:827‐831.

[61] Lorang JM, Liu D, Anderson NA, Schottel JL. Identification of potato scab inducing and
suppressive species of Streptomyces. Phytopathol. 1995;85:261‐268.

[62] Rafiq M, Bukhari A. Evaluation of different antagonistic fungi against common scab of
potato. Mycopath. 2014;12:63‐67.

[63] Singhai PK, Sarma BK, Srivastava JS. Biological management of common scab of potato
through Pseudomonas species and vermicompost. Bio Cont. 2011;57:150‐157.

[64] Tsuyoshi T, Nishi Y, Mori K, Shirao T, Iida T, Uzuhashi S, Ohkuma M, Ikeda S. Rice bran
amendment suppresses potato common scab by increasing antagonistic bacterial
community levels in the rhizosphere. Phytopathol. 2016;106(7):719‐728.

[65] Tanaka H, Negishi H, Maeda H. Control of tobacco bacterial wilt by an avirulent strain
of Pseudomonas solanacearum M4S and its bacteriophage. Ann Phytopathol Soc Japan.
1990;56:243‐246.

[66] McKenna F, El‐Tarabily KA, Hardy GESTJ, Dell B. Novel in vivo use of polyvalent
Streptomyces phage to disinfest Streptomyces scabies‐infected seed potatoes. Plant
Pathol. 2001;50:666‐675.

[67] Han JS, Cheng JH, Yoon TM, Song J, Rajkarnikar A, Kim WG, Yoo ID, Yang YY, Suh JW.
Biological control agent of common scab disease by antagonistic strain Bacillus sp.
sunhua. J Appl Microbiol. 2005;99:213‐221.

[68] Liu DQ, Anderson NA, Kinkel LL. Selection and characterization of strains of Strepto‐
myces suppressive to the potato scab pathogen. Can J Microbiol. 1996;42:487‐502.

[69] Liu D, Anderson NA, Kinkel LL. Biological control of potato scab in the field with
antagonistic Streptomyces scabies. Phytopathology. 1995;85:827‐831.

[70] Pe’rombelon MCM. Potato diseases caused by soft rot erwinias: an overview of
pathogenesis. Plant Pathol. 2002;51:1‐12.

[71] Ansermet M, Schaerer S, Kellenberger I, Tallant M, Dupuis B. Influence of seed‐borne
and soil‐carried inocula of Dickeya spp. on potato plant transpiration and symptom
expression. Eur J Plant Pathol. 2016;145:459‐467.

Plant Growth16

[72] De Weger LA, van Boxtel R, van der Burg B, Gruters RA, Geels FP, Schippers B,
Lugtenberg BJJ. Siderophores and outer membrane proteins of antagonistic, plant
growth‐stimulating root‐colonizing Pseudomonas spp. J Bacteriol. 1986;165:585‐594.

[73] Cronin D, Moënne‐Loccoz Y, Fenton A, Dunne C, Dowling DN, O’Gara F. Ecological
interaction of a biocontrol Pseudomonas fluorescens strain producing 2,4‐diacetyl‐
phloroglucinol with the soft rot potato pathogen Erwinia carotovora subsp. atroseptica.
FEMS Microbiol Ecol. 1997;23:95‐106.

[74] Sharga BM, Lyon GD. Bacillus subtilis BS 107 as an antagonist of potato blackleg and
soft rot bacteria. Can J Microbiol. 1998;44:777‐783.

[75] Cladera‐Olivera F, Caron GR, Motta AS, Souto AA, Brandelli A. Bacteriocin‐like
substance inhibits potato soft rot caused by Erwinia carotovora. Can J Microbiol.
2006;52:533‐539.

[76] Kastelein P, Schepel E, Mulder A, Turkensteen L, Van Vuurde J. Preliminary selection
of antagonists of Erwinia carotovora subsp. atroseptica (Van Hall) dye for application
during green crop lifting of seed potato tubers. Potato Res. 1999;42:161‐71.

[77] Jafra S, Przysowa J, Czajkowski R, Michta A, Garbeva P, van der Wolf JM. Detection
and characterization of bacteria from the potato rhizosphere degrading N‐acyl‐
homoserine lactone. Can J Microbiol. 2006;52:1006‐1015.

[78] Zhou XZ, Zhang QW, Liu XX. Effects of agricultural streptomycin and rhizobacteria Bs
8093 on soil microbial communities estimated by analysis of phospholipid fatty acids.
Indian J Agric Sci. 2011; 80:42‐50.

[79] Sagar V. Bacterial wilt and brown rot. In BP singh, M Nagesh, Sanjeev Sharma, Vinay
Sagar, A Jeevvlatha and J Sridhar(eds). A manual on diseases and pest of potato‐
Technical Bulletin No. 101 ICAR‐central potato research institute, Shimla, HP, India.
2015. p. 20‐23.

[80] Somani AK, Chakrabarti SK, Pandey SK. Spread of bacterial wilt and brown rot of
potato in Indore region of Madhya Pradesh. CPRI News Letter no. 42 (June), 2010. 16‐
17.

[81] Yuliar, Nion YA, and Toyota K. Recent trends in control methods for bacterial wilt
diseases caused by Ralstonia solanacearum. Microbe Environ. 2015;30:1‐11.

[82] Halos PM, Zorilla RA. Vesicular‐arbuscular mycorrhizae increase growth and yield of
tomatoes and reduce infection by Pseudomonas solanacearum. Philipp. Agric.
1979;62:309‐315.

[83] Kempe J, Sequeira L. Biological control of bacterial wilt of potatoes: attempts to induce
resistance by treating tubers with bacteria. Plant Dis. 1983;67:499‐503.

The Use of Bio‐Agents for Management of Potato Diseases
http://dx.doi.org/10.5772/64853

17



[58] El‐Shennawy MZ, EZ, Khalifa MM, Ammar EM, Mousa, Hafez, SL. Biological control
of the disease complex on potato caused by root‐knot nematode and Fusarium wilt
fungus. Nematol Medit. 2012;40:169‐172.

[59] Bouchek‐Mechiche K, Pasco C, Andrivon D, Jouan B. Differences in host range,
pathogenicity to potato cultivars and response to soil temperature among Streptomyces
species causing common and netted scab in France. Plant Pathol. 2000;49:3‐10.

[60] Daqun L, Neil A, Anderson A, Kinkel L. Biological control of potato scab in the field
with antagonistic Streptomyces scabies. Phytopathol. 1995;85:827‐831.

[61] Lorang JM, Liu D, Anderson NA, Schottel JL. Identification of potato scab inducing and
suppressive species of Streptomyces. Phytopathol. 1995;85:261‐268.

[62] Rafiq M, Bukhari A. Evaluation of different antagonistic fungi against common scab of
potato. Mycopath. 2014;12:63‐67.

[63] Singhai PK, Sarma BK, Srivastava JS. Biological management of common scab of potato
through Pseudomonas species and vermicompost. Bio Cont. 2011;57:150‐157.

[64] Tsuyoshi T, Nishi Y, Mori K, Shirao T, Iida T, Uzuhashi S, Ohkuma M, Ikeda S. Rice bran
amendment suppresses potato common scab by increasing antagonistic bacterial
community levels in the rhizosphere. Phytopathol. 2016;106(7):719‐728.

[65] Tanaka H, Negishi H, Maeda H. Control of tobacco bacterial wilt by an avirulent strain
of Pseudomonas solanacearum M4S and its bacteriophage. Ann Phytopathol Soc Japan.
1990;56:243‐246.

[66] McKenna F, El‐Tarabily KA, Hardy GESTJ, Dell B. Novel in vivo use of polyvalent
Streptomyces phage to disinfest Streptomyces scabies‐infected seed potatoes. Plant
Pathol. 2001;50:666‐675.

[67] Han JS, Cheng JH, Yoon TM, Song J, Rajkarnikar A, Kim WG, Yoo ID, Yang YY, Suh JW.
Biological control agent of common scab disease by antagonistic strain Bacillus sp.
sunhua. J Appl Microbiol. 2005;99:213‐221.

[68] Liu DQ, Anderson NA, Kinkel LL. Selection and characterization of strains of Strepto‐
myces suppressive to the potato scab pathogen. Can J Microbiol. 1996;42:487‐502.

[69] Liu D, Anderson NA, Kinkel LL. Biological control of potato scab in the field with
antagonistic Streptomyces scabies. Phytopathology. 1995;85:827‐831.

[70] Pe’rombelon MCM. Potato diseases caused by soft rot erwinias: an overview of
pathogenesis. Plant Pathol. 2002;51:1‐12.

[71] Ansermet M, Schaerer S, Kellenberger I, Tallant M, Dupuis B. Influence of seed‐borne
and soil‐carried inocula of Dickeya spp. on potato plant transpiration and symptom
expression. Eur J Plant Pathol. 2016;145:459‐467.

Plant Growth16

[72] De Weger LA, van Boxtel R, van der Burg B, Gruters RA, Geels FP, Schippers B,
Lugtenberg BJJ. Siderophores and outer membrane proteins of antagonistic, plant
growth‐stimulating root‐colonizing Pseudomonas spp. J Bacteriol. 1986;165:585‐594.

[73] Cronin D, Moënne‐Loccoz Y, Fenton A, Dunne C, Dowling DN, O’Gara F. Ecological
interaction of a biocontrol Pseudomonas fluorescens strain producing 2,4‐diacetyl‐
phloroglucinol with the soft rot potato pathogen Erwinia carotovora subsp. atroseptica.
FEMS Microbiol Ecol. 1997;23:95‐106.

[74] Sharga BM, Lyon GD. Bacillus subtilis BS 107 as an antagonist of potato blackleg and
soft rot bacteria. Can J Microbiol. 1998;44:777‐783.

[75] Cladera‐Olivera F, Caron GR, Motta AS, Souto AA, Brandelli A. Bacteriocin‐like
substance inhibits potato soft rot caused by Erwinia carotovora. Can J Microbiol.
2006;52:533‐539.

[76] Kastelein P, Schepel E, Mulder A, Turkensteen L, Van Vuurde J. Preliminary selection
of antagonists of Erwinia carotovora subsp. atroseptica (Van Hall) dye for application
during green crop lifting of seed potato tubers. Potato Res. 1999;42:161‐71.

[77] Jafra S, Przysowa J, Czajkowski R, Michta A, Garbeva P, van der Wolf JM. Detection
and characterization of bacteria from the potato rhizosphere degrading N‐acyl‐
homoserine lactone. Can J Microbiol. 2006;52:1006‐1015.

[78] Zhou XZ, Zhang QW, Liu XX. Effects of agricultural streptomycin and rhizobacteria Bs
8093 on soil microbial communities estimated by analysis of phospholipid fatty acids.
Indian J Agric Sci. 2011; 80:42‐50.

[79] Sagar V. Bacterial wilt and brown rot. In BP singh, M Nagesh, Sanjeev Sharma, Vinay
Sagar, A Jeevvlatha and J Sridhar(eds). A manual on diseases and pest of potato‐
Technical Bulletin No. 101 ICAR‐central potato research institute, Shimla, HP, India.
2015. p. 20‐23.

[80] Somani AK, Chakrabarti SK, Pandey SK. Spread of bacterial wilt and brown rot of
potato in Indore region of Madhya Pradesh. CPRI News Letter no. 42 (June), 2010. 16‐
17.

[81] Yuliar, Nion YA, and Toyota K. Recent trends in control methods for bacterial wilt
diseases caused by Ralstonia solanacearum. Microbe Environ. 2015;30:1‐11.

[82] Halos PM, Zorilla RA. Vesicular‐arbuscular mycorrhizae increase growth and yield of
tomatoes and reduce infection by Pseudomonas solanacearum. Philipp. Agric.
1979;62:309‐315.

[83] Kempe J, Sequeira L. Biological control of bacterial wilt of potatoes: attempts to induce
resistance by treating tubers with bacteria. Plant Dis. 1983;67:499‐503.

The Use of Bio‐Agents for Management of Potato Diseases
http://dx.doi.org/10.5772/64853

17



Chapter 2

Plant Health

Munazza Gull

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/64869

Provisional chapter

Plant Health

Munazza Gull

Additional information is available at the end of the chapter

Abstract

Environment friendly control of plant disease is an emerging need for agriculture in the
twenty‐first century. Biological control using antimicrobial producing rhizobacteria to
suppress plant diseases and promote plant health offers a powerful alternative to the
use of synthetic chemicals. Many studies have been conducted to identify the specific
traits by which plant growth‐promoting rhizobacteria (PGPR) promote plant growth.
Most of these studies were limited to examining just one or two of these traits. The plant
growth‐promoting rhizobacteria produce a wide variety of antimicrobial compounds
against  pathogens.  The  addition  of  antagonistic  antimicrobial  producing  bacterial
strains, either individual or as mixture in combination with fungicide, significantly
decreased the plant disease stress. A single PGPR strain can produce different kinds of
antimicrobial defense compounds to compete pathogens. A biocontrol agent possessing
multimechanism systems of defense can antagonize pathogens in a better way. This
research chapter highlights the current advancements about plant‐PGPR interactions
focusing on the principles and defensive mechanisms of PGPR during disease stress
conditions and their potential use for the biocontrol of plant diseases. The integrated
use of genetic, molecular, and ecological approaches will form the basis for significant
future advances in biocontrol research against plant diseases.

Keywords: plant health, plant growth‐promoting bacteria, microbial pathogens, anti‐
microbial compounds, biocontrol

1. Introduction

Pathogenic microorganisms affecting plant health are a major and chronic threat to food
production and ecosystem stability worldwide. Agricultural yield and production increased
in past few decades due to intensive use of agrochemicals providing more stable and reliable
method for crop protection. The increasing use of these fertilizers and pesticides results in

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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several negative effects on the environment, i.e., development of pathogen resistance and
adverse impacts on nontarget organisms. In addition, the high cost of these fertilizers and
pesticides and increasing demand of consumers for chemical‐free food have led to a search
for alternative natural products. There are many plant diseases for which chemical pesticides
and stable protection from pathogens are not available. In this scenario, an alternative way
of reducing the use of agrochemicals in agriculture, which also provides an effective disease
protection and continuous supply of natural food, is biological control [1].

The ability of microorganisms to respond to stress in their environment is the key to their
survival. In general terms, any condition that prevents an organism from growing at its optimal
rate may be considered a form of environmental stress. For an organism to survive, it must
respond to the environmental conditions imposed upon it, whether it is the absence of a
nutrient, extremes in temperature, pH or oxidative state, or the presence of toxic compounds.
Bacterial responses to these factors are varied and can include the expression of new proteins,
the loss of plasmids, changes in membrane fatty acid content, changes in DNA super coiling
and, in some cases, cross‐tolerances to yet unencountered forms of environmental stress [2].

The lack of homogeneity and varied make up of soil dictates that organisms living in it must
be able to adapt and survive. It was the purpose of this study to examine the interplay of
nutrient limitation, specifically iron, and the presence of a wide array of antimicrobial
compounds on the ability of the plant growth‐promoting rhizobacteria to adapt to its envi‐
ronment and suppress the pathogenic disease. To understand the role of antimicrobial
compounds in biocontrol of soil‐borne pathogens, an overview of the plant rhizospheric
ecology, PGPR, and biocontrol mechanisms is first required.

1.1. Plant rhizosphere

The “rhizosphere” can be defined as the part of soil around plant roots where bacterial growth
is stimulated. It is the habitat where several biologically important processes and plant microbe
interactions take place. A diverse range of microorganisms are populated in rhizosphere and
the bacteria colonizing this habitat are usually named as rhizobacteria.

1.1.1. Plant growth‐promoting rhizobacteria (PGPR)

There has been a large body of literature describing potential uses of plant‐associated bacteria
as agents stimulating plant growth and managing soil and plant health. Plant growth‐
promoting bacteria (PGPR) are associated with almost all plant species in a range of environ‐
ments. Plant growth‐promoting rhizobacteria (PGPR) colonizing the root surfaces and the
closely adhering soil interface are the extensively and widely studied group. These PGPR can
also enter into the interior parts of roots and establish populations of endophytic bacteria.
Majority of these rhizobacteria transcend the barrier of endodermis, penetrating from the
cortex of root to the vascular system, and finally reach in the upper parts of plants like stem,
leaves, and tubers [3]. The ability of bacteria to selectively adapt these specific ecological niches
depends on the extent of endophytic colonization of host plant organs and tissues. Conse‐
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quently, without harming the plant, eco‐friendly associations between bacteria and host plants
become established.

It is generally considered that many endophytic bacteria are the final product of a plant microbe
process of colonization occurred in the root zone [4].

1.1.2. Direct plant growth promotion

PGPR can influence plant growth directly. These ways differ species to species and even from
one bacterial strain to other strain. Rhizobia as symbiotic plant colonizers contribute to plant
growth stimulation by enhancing nitrogen fixation. Free‐living rhizobacteria usually do not
depend on single plant growth‐promoting mechanism. Several PGPR are also able to provide
the plant with sufficient iron in iron‐limiting soils or other important minerals, e.g., phosphate
and zinc [5].

1.1.3. Indirect plant growth promotion

Indirect growth promotion occurs when PGPR promote plant growth by improving growth‐
restricting conditions. This can happen directly by producing antagonistic substances or
indirectly by inducing resistance in host plants to a broad spectrum of pathogens. A bacterium
can affect plant growth by one or more of these mechanisms and also use different abilities for
growth promotion at various times during the life cycle of the plants. The widely recognized
mechanisms of biocontrol mediated by PGPR are competent for an ecological niche or a
substrate, production of inhibitory allelochemicals, induction of systemic resistance (ISR), and/
or abiotic stresses [6].

1.1.4. Competitive root colonization

Successful application of PGPR has been hampered by inconsistent performance under field
conditions. This is usually due to their poor and unstable rhizosphere competence. Effective
root colonization with the ability to survive and proliferate along growing plant roots for a
definitive time period in the presence of the other indigenous microflora results in effective
rhizosphere competence development. Rhizosphere competence is considered as a prerequi‐
site of effective biological control. Understanding root‐microbe interactions as affected by
genetic and environmental factors in spatial temporal contexts could significantly contribute
to improve the efficacy of these biocontrol agents under wide range of field conditions [7].
Successful and stable application of PGPR is most directly affected by competition for root
niches and bacterial determinants.

Root exudates determine which microorganism colonizes roots in the rhizosphere. It is now
known that plant roots also generate electrical signals and zoospores of oomycetic pathogens
take advantage of these signals to guide their movements toward the root surface. Both physical
and chemical benefits to plants are provided by exudates, e.g., reduce the friction between root
tips and the soil by root mucilages and reduction of root desiccation establish the effective
contact between the root tips and the soil and contribute to soil structural stability. Root exudates
also attract microorganism. Conversely, rhizobacteria can also elicit root exudation in a specific
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manner, e.g., metabolites produced by Pseudomonas aeruginosa stimulate root exudates by
perennial ryegrass 12‐fold [8]. Root exudates can also be used as effective and stable antimi‐
crobial agents, which can provide ecological niche an advantage to organisms that have perfect
enzymatic mechanisms to detoxify them. Genetic and environmental conditions control the
quantity and composition of chemoattractants and antimicrobials produced by plant roots. This
indicates that PGPR competence is highly affected by the ability of rhizobacteria to survive
under specific environment and to adapt the changing conditions rapidly [9].

Important bacterial traits identified for effective and stable root colonization are linked to phase
variation, a regulatory process for DNA rearrangements controlled by site‐specific recombinase
enzyme. In some PGPR, efficient root colonization is subject to their ability to secrete an effective
site‐specific recombinase. This importance has been found when a site‐specific recombinase
gene from a rhizosphere‐competent P. fluorescens was transferred into a rhizosphere‐incompe‐
tent Pseudomonas strain and it enhanced its ability of root tips colonization [10].

2. Biocontrol of soil pathogens by antimicrobial producing rhizobacteria

A great diversity of rhizospheric microorganisms has been studied, characterized, and
analyzed as biocontrol agents against many soil‐borne pathogens over the past decades. Such
microorganisms can produce substances that may reduce the damage caused by phytopath‐
ogens, e.g., by producing antibiotics, siderophores, and variety of enzymes. These microor‐
ganisms can also serve as competitors of pathogens for root colonization sites and nutrients.
Biocontrol has not yet become widely popular and applied as alternative source of agrochem‐
icals due to several factors. For example, the efficiency and activity of a biocontrol strain under
field condition is usually affected by changing environmental conditions: water contents, pH,
temperature, and interactions with other microorganisms. As a result, these biocontrol agents
that showed promising plant growth stimulation and disease protection traits in initial
laboratory experiments failed to be efficient rhizosphere colonizers under more complex
biological field conditions. This highlights the need to address these limitations by extensive
study of genetic, biochemical, and physiological factors that contribute to the effective and
successful activity of biocontrol agents under wide range of environmental conditions.

2.1. Antibiosis

Antibiotics play a very important role in pant disease suppression by biocontrol agaents.
Molecular and genetic tools could be effective in this regard because mutant defective in
antibiotic production are easily obtained and studied by in vitro assays. With respect to the
production of antibiotics, the most widely studied group of rhizosphere bacteria is fluorescent
pseudomonads. Phenazine derivatives produce by fluorescent pseudomonads were the first
biocontrol antibiotics described. Transposon insertion mutations elucidated their role that
results in a defective and insufficient production of phenazine‐1‐carboxylate. As a result,
disease suppressive activity has been reduced in these mutants [11]. The functional genes
encoding the metabolic synthesis enzymes had been isolated, identified, and their up‐ and

Plant Growth22

down‐regulation were studied. The presence of populations of other bacteria can influence
phenazine production by P. aureofaciens, since mutants lacking the ability to produce, and
autoinducer signal required for induction of antibiotic synthesis can use autoinducers
produced by other (related) rhizosphere inhabitants. Also, other environmental sensors such
as regulatory proteins Gacy and ApdA can influence the production of secondary metabolites
involved in Pseudomonad biocontrol [12]. In addition, sigma factors are important for
regulation of antibiotic production in fluorescent pseudomonads; housekeeping factor sigma
70 and the stress‐related sigma have critical roles in production of antibiotic metabolites in
disease suppression.

Antibiosis as a biocontrol mechanism of PGPR has become increasingly popular, better studied
and used over the past decades. A large variety of antibiotics have been identified and
formulated such as amphisin, 2,4‐diacetylphloroglucinol (DAPG), oomycin A, phenazine,
pyrrolnitrin, pyoluteorin, tensin, tropolone, hydrogen cyanide, and cyclic lipopeptides
produced by Pseudomonas spp., and kanosamine oligomycin A, zwittermicin A, and xantho‐
baccin produced by Bacillus, Streptomyces, and Stenotrophomonas spp. [13]. Some antibiotics
produced by PGPR are finding new pharmaceutical uses and these rhizobacteria opened an
untapped and continuous resource for compounds to deal with the alarming arouse of
multidrug‐resistant pathogenic bacteria in human.

Regulatory cascades of these efficient antibiotics include GacA/GacS or GrrA/GrrS, RpoD,
RpoS, and N‐acyl homoserine lactone derivatives [14] and positive autoregulation [15].
Antibiotic synthesis is tightly linked and associated to the overall metabolism of the cell.
Metabolic regulation of cell is dictated by nutrient availability and other environmental stimuli,
such as pH, temperature, water, major and minor minerals, type of carbon source and supply,
and other variety of parameters [16]. Genetic stability/instability of bacteria, affecting their
ability to produce secondary metabolites, has been influenced by trace elements particularly
zinc and carbon source levels. It is interesting to found that many bacterial strains produce
pallet of secondary antimicrobial metabolites and the conditions favoring the production of
one compound may not favor another metabolite mechanism. This wide variety of biocontrol
strains may enable antagonistic bacteria to suppress the pathogens under the widest range of
environmental conditions effectively and with stability. For example, in P. fluorescens CHA0
biosynthesis of diacetylphloroglucinol (DAPG) is stimulated, and pyoluteorin is repressed if
glucose present and used as a carbon source. As glucose is depleted and its concentration
decreased, pyoluteorin becomes the more abundant antimicrobial compound produced by this
strain. This provides a kind of stability and flexibility as well for the antagonistic bacteria when
dealt with a different or a changeable environment. Antibiotic biosynthesis can also be
influenced by biotic conditions [17]. For example, bacterial metabolites pyoluteorin and
salicylates can increase or decrease DAPG production by P. fluorescens CHA0. In addition, plant
growth and development also influence antibiotic production because biological activity of
DAPG‐producing bacteria is not initiated by the root exudates of young plants but is induced
by the root exudates of older plants, which gives in a strong selective pressure against other
rhizosphere microorganisms sharing same ecological niche. Plant host genotype and their
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manner, e.g., metabolites produced by Pseudomonas aeruginosa stimulate root exudates by
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icals due to several factors. For example, the efficiency and activity of a biocontrol strain under
field condition is usually affected by changing environmental conditions: water contents, pH,
temperature, and interactions with other microorganisms. As a result, these biocontrol agents
that showed promising plant growth stimulation and disease protection traits in initial
laboratory experiments failed to be efficient rhizosphere colonizers under more complex
biological field conditions. This highlights the need to address these limitations by extensive
study of genetic, biochemical, and physiological factors that contribute to the effective and
successful activity of biocontrol agents under wide range of environmental conditions.
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Antibiotics play a very important role in pant disease suppression by biocontrol agaents.
Molecular and genetic tools could be effective in this regard because mutant defective in
antibiotic production are easily obtained and studied by in vitro assays. With respect to the
production of antibiotics, the most widely studied group of rhizosphere bacteria is fluorescent
pseudomonads. Phenazine derivatives produce by fluorescent pseudomonads were the first
biocontrol antibiotics described. Transposon insertion mutations elucidated their role that
results in a defective and insufficient production of phenazine‐1‐carboxylate. As a result,
disease suppressive activity has been reduced in these mutants [11]. The functional genes
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regulation of antibiotic production in fluorescent pseudomonads; housekeeping factor sigma
70 and the stress‐related sigma have critical roles in production of antibiotic metabolites in
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formulated such as amphisin, 2,4‐diacetylphloroglucinol (DAPG), oomycin A, phenazine,
pyrrolnitrin, pyoluteorin, tensin, tropolone, hydrogen cyanide, and cyclic lipopeptides
produced by Pseudomonas spp., and kanosamine oligomycin A, zwittermicin A, and xantho‐
baccin produced by Bacillus, Streptomyces, and Stenotrophomonas spp. [13]. Some antibiotics
produced by PGPR are finding new pharmaceutical uses and these rhizobacteria opened an
untapped and continuous resource for compounds to deal with the alarming arouse of
multidrug‐resistant pathogenic bacteria in human.

Regulatory cascades of these efficient antibiotics include GacA/GacS or GrrA/GrrS, RpoD,
RpoS, and N‐acyl homoserine lactone derivatives [14] and positive autoregulation [15].
Antibiotic synthesis is tightly linked and associated to the overall metabolism of the cell.
Metabolic regulation of cell is dictated by nutrient availability and other environmental stimuli,
such as pH, temperature, water, major and minor minerals, type of carbon source and supply,
and other variety of parameters [16]. Genetic stability/instability of bacteria, affecting their
ability to produce secondary metabolites, has been influenced by trace elements particularly
zinc and carbon source levels. It is interesting to found that many bacterial strains produce
pallet of secondary antimicrobial metabolites and the conditions favoring the production of
one compound may not favor another metabolite mechanism. This wide variety of biocontrol
strains may enable antagonistic bacteria to suppress the pathogens under the widest range of
environmental conditions effectively and with stability. For example, in P. fluorescens CHA0
biosynthesis of diacetylphloroglucinol (DAPG) is stimulated, and pyoluteorin is repressed if
glucose present and used as a carbon source. As glucose is depleted and its concentration
decreased, pyoluteorin becomes the more abundant antimicrobial compound produced by this
strain. This provides a kind of stability and flexibility as well for the antagonistic bacteria when
dealt with a different or a changeable environment. Antibiotic biosynthesis can also be
influenced by biotic conditions [17]. For example, bacterial metabolites pyoluteorin and
salicylates can increase or decrease DAPG production by P. fluorescens CHA0. In addition, plant
growth and development also influence antibiotic production because biological activity of
DAPG‐producing bacteria is not initiated by the root exudates of young plants but is induced
by the root exudates of older plants, which gives in a strong selective pressure against other
rhizosphere microorganisms sharing same ecological niche. Plant host genotype and their
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regulation also play a significant role in the disease‐suppressive interaction of plant with a
microbial biocontrol agent [18].

2.2. Hydrolytic enzymes production

A variety of microorganisms also shows hyperparasitic mechanism, attacking plant pathogens
by excreting cell wall enzymes called hydrolases. Streptomyces plymuthica C48 produced
chitinase, which inhibited germination of spores and germ tube elongation in Botrytis cinerea
effectively. The production of extracellular chitinase is considered a strong defensive mecha‐
nism for Serratia marcescens to act as antagonistic organism against Sclerotium rolfsii and for
Paenibacillus sp. strain 300 and Streptomyces sp. strain 385 to suppress Fusarium oxysporum f. sp.
cucumerinum. It has been also studied that extracellular chitinase and laminarinase produced
by Pseudomonas stutzeri break and lyse mycelia of F. solani [19]. Chitinolytic activity found less
utilized defensive mechanism in PGPB such as S. plymutica IC14 when used against S.
sclerotiorum and B. cinerea, synthesis of proteases and other biocontrol characters are involved
[20]. B. cepacia produces ß‐1,3‐glucanase that destroys the cell wall integrity of fungal strains
R. solani, S. rolfsii, and Pythium ultimum. Production of lytic enzymes (proteases and chitinases,
in particular) is regulated by GacA/GacS or GrrA/GrrS regulatory system and colony phase
variation [21].

2.3. Detoxification and degradation of virulence factors

Biological control exhibits antagonism by detoxification of pathogen virulence factors also. For
example, few biocontrol microorganisms are capable of detoxifying albicidin toxin synthe‐
sized by Xanthomonas albilineans. The detoxification mechanisms involve production of a
protein that binds to the toxin reversibly in both Klebsiella oxytoca and Alcaligenes denitrificans,
as well as an irreversible detoxification of albicidin mediated by an esterase enzyme found in
Pantoea dispersa [22]. Different strains of B. cepacia and Ralstonia solanacearum can also lyse
phytotoxin fusaric acid produced by different Fusarium species. Mostly pathogen toxins exhibit
a broad spectrum activity of defense mechanisms and can restrain growth of microbial
competitors. They can detoxify antibiotics produced by some biocontrol microorganisms as a
self‐defense mechanism against biocontrol agents [23].

It has been discovered recently that few PGPB show pathogen quorum sensing ability by
degrading autoinducer signals, thereby blocking expression of various virulence genes.
Bacterial plant pathogens use autoinducer‐mediated quorum sensing to switch on gene
cascades for their key virulence factors (e.g., cell‐degrading enzymes and phytotoxin produc‐
tion). This approach holds tremendous antagonistic potential for suppression of diseases, even
after the onset of infection effectively.

Biocontrol activity of microorgansims by production of allelochemicals has been studied
widely with free‐living rhizobacteria. Similar antagonistic mechanisms are used by endophytic
bacteria as they can also synthesize antagonistic metabolites against plant pathogens. For
example, it has been established that antibiotics munumbicins produced by the endophytic
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bacteria Streptomyces sp. strain NRRL 30562 isolated from Kennedia nigriscans can suppress in
vitro growth of phytopathogenic fungi, P. ultimum, and F. oxysporum, effectively.

Certain endophytic bacteria isolated from field‐grown potato plants can suppress the in vitro
growth of Streptomyces scabies and Xanthomonas campestris through production of siderophores,
antibiotics, and other antagonistic metabolites [24]. The ability to inhibit pathogenic growth
by endophytic bacteria isolated from potato tubers decreases as the bacteria colonize the host
plant's interior suggesting that bacterial adaptation to this habitat occurs within their host and
may be tissue type and tissue site specific. It has been found that the endophytic bacterial strain
P. fluorescens FPT 9601 can produce DAPG and deposit DAPG crystals around and in the roots
of tomato. This ability of endophytic bacteria to produce antibiotics in plants is very promising
and could be used as antagonistic mechanism against pathogens [25].

2.4. Induction of systemic resistance

An advanced level of resistance at sites within that plant distant to those parts where infec‐
tion had occurred is called systemic resistance. PGPR‐triggered ISR provides strength and
integrity to plant cell walls and boost host physiological and metabolic responses, leading to
an increased production of plant defense chemicals against plant pathogens or abiotic stress
factors. This recognition mediates the extracellular to intracellular signals. Then, the metabo‐
lite by itself or a signal generated by the plant cell turns on a signal transduction cascade.
Consequently, distant plant cells, triggering the activation of defense arsenal of the diseased
host plant, recognize the translocated signals. The pathways of signal transduction are acti‐
vated upon microbial challenge, which results in activation of different sets of effector mole‐
cules.

Salicylic acid (SA), jasmonate (JA), and ethylene (ET) are the signaling molecules when
accumulating trigger the defense responses and, if used exogenously, are even sufficient to
induce resistance and suppress disease [26]. These SA signaling molecules activate genes
encoding pathogenesis‐related proteins (PRs). These self‐defense proteins have antimicrobial
potential. ET is involved in the regulation and expression of the defensive genes encoding Hel
(a hevein‐like protein basic chitinase (ChiB) and a plant defensin (Pdf1.2)) [27]. JA has been
found to activate and regulate the genes encoding these three proteins. They possess antifungal
activity. Furthermore, JA also activates the gene encoding a vegetative storage protein, Atvsp.
These proteins accumulate in vacuoles but their potent role in antagonistic mechanism has not
yet been confirmed.

Two defense pathways, induced systemic resistance and systemic acquired resistance (SAR),
are found induced in Arabidopsis. ISR is a bacterial‐mediated systemic resistance that causes
no damage to plant but SAR is induced by foliar pathogens and results in activation of
resistance mechanisms in uninfected parts of plant. It is established that in SAR, a first infection
predisposes the plant to resist further attacks of pathogens. SAR mediation relies on the
accumulation of SA and requires the regulatory inducer protein NPR1. In addition to SA
accumulation, several JA‐ and ET‐dependent resistance defense mechanisms that are inde‐
pendent of SA have also been described [28]. JA and ET act synergistically in inducing cascade
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sized by Xanthomonas albilineans. The detoxification mechanisms involve production of a
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as well as an irreversible detoxification of albicidin mediated by an esterase enzyme found in
Pantoea dispersa [22]. Different strains of B. cepacia and Ralstonia solanacearum can also lyse
phytotoxin fusaric acid produced by different Fusarium species. Mostly pathogen toxins exhibit
a broad spectrum activity of defense mechanisms and can restrain growth of microbial
competitors. They can detoxify antibiotics produced by some biocontrol microorganisms as a
self‐defense mechanism against biocontrol agents [23].

It has been discovered recently that few PGPB show pathogen quorum sensing ability by
degrading autoinducer signals, thereby blocking expression of various virulence genes.
Bacterial plant pathogens use autoinducer‐mediated quorum sensing to switch on gene
cascades for their key virulence factors (e.g., cell‐degrading enzymes and phytotoxin produc‐
tion). This approach holds tremendous antagonistic potential for suppression of diseases, even
after the onset of infection effectively.

Biocontrol activity of microorgansims by production of allelochemicals has been studied
widely with free‐living rhizobacteria. Similar antagonistic mechanisms are used by endophytic
bacteria as they can also synthesize antagonistic metabolites against plant pathogens. For
example, it has been established that antibiotics munumbicins produced by the endophytic
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Certain endophytic bacteria isolated from field‐grown potato plants can suppress the in vitro
growth of Streptomyces scabies and Xanthomonas campestris through production of siderophores,
antibiotics, and other antagonistic metabolites [24]. The ability to inhibit pathogenic growth
by endophytic bacteria isolated from potato tubers decreases as the bacteria colonize the host
plant's interior suggesting that bacterial adaptation to this habitat occurs within their host and
may be tissue type and tissue site specific. It has been found that the endophytic bacterial strain
P. fluorescens FPT 9601 can produce DAPG and deposit DAPG crystals around and in the roots
of tomato. This ability of endophytic bacteria to produce antibiotics in plants is very promising
and could be used as antagonistic mechanism against pathogens [25].

2.4. Induction of systemic resistance

An advanced level of resistance at sites within that plant distant to those parts where infec‐
tion had occurred is called systemic resistance. PGPR‐triggered ISR provides strength and
integrity to plant cell walls and boost host physiological and metabolic responses, leading to
an increased production of plant defense chemicals against plant pathogens or abiotic stress
factors. This recognition mediates the extracellular to intracellular signals. Then, the metabo‐
lite by itself or a signal generated by the plant cell turns on a signal transduction cascade.
Consequently, distant plant cells, triggering the activation of defense arsenal of the diseased
host plant, recognize the translocated signals. The pathways of signal transduction are acti‐
vated upon microbial challenge, which results in activation of different sets of effector mole‐
cules.

Salicylic acid (SA), jasmonate (JA), and ethylene (ET) are the signaling molecules when
accumulating trigger the defense responses and, if used exogenously, are even sufficient to
induce resistance and suppress disease [26]. These SA signaling molecules activate genes
encoding pathogenesis‐related proteins (PRs). These self‐defense proteins have antimicrobial
potential. ET is involved in the regulation and expression of the defensive genes encoding Hel
(a hevein‐like protein basic chitinase (ChiB) and a plant defensin (Pdf1.2)) [27]. JA has been
found to activate and regulate the genes encoding these three proteins. They possess antifungal
activity. Furthermore, JA also activates the gene encoding a vegetative storage protein, Atvsp.
These proteins accumulate in vacuoles but their potent role in antagonistic mechanism has not
yet been confirmed.

Two defense pathways, induced systemic resistance and systemic acquired resistance (SAR),
are found induced in Arabidopsis. ISR is a bacterial‐mediated systemic resistance that causes
no damage to plant but SAR is induced by foliar pathogens and results in activation of
resistance mechanisms in uninfected parts of plant. It is established that in SAR, a first infection
predisposes the plant to resist further attacks of pathogens. SAR mediation relies on the
accumulation of SA and requires the regulatory inducer protein NPR1. In addition to SA
accumulation, several JA‐ and ET‐dependent resistance defense mechanisms that are inde‐
pendent of SA have also been described [28]. JA and ET act synergistically in inducing cascade
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of genes for numerous PR proteins. ET has been found to enhance JA‐dependent resistant
responses but SA suppresses the JA‐dependent defense gene expression. JA has also been
reported to interface with SA‐dependent defense signaling mechanism. ISR can be induced in
plants that are not capable to accumulate SA (NahG mutant plants). This shows that SA is not
required for ISR induction in Arabidopsis. PR proteins do not found accumulated in induced
plants. However, the regulator NPR1 protein is required for expression of ISR [29]. ET‐ or JA‐
responsive defective genes etrl, ein2, ein7, or jar1 in Arabidopsis mutant plants conferring a
decreased sensitivity to ET and JA. They also found defective in their expression of ISR. JA
application to wild‐type plants induces a defense resistance that is not linked with the
accumulation of PRs but is dependent on a functional npr1 gene. These results showed that
response to JA and ET is sequentially required in the ISR signal transduction pathway. ISR‐
mediated defense mechanisms of PGPR varied widely among species. PsJN‐grapevine
interaction, a host defense reaction in Burkholderia phytofirmans, found associated with phenolic
compound accumulation and strengthening of cell walls in the exodermis and in several
cortical cell layers during endophytic bacterial colonization [30]. The type of plant response
linked to antagonistic bacteria induced after pathogen infection leads to the formation of
structural barriers, such as thickened cell wall and papillae due to callose deposition and
phenolic compounds accumulation at the site of pathogenic attack.

2.5. Hydrogen cyanide production

Hydrogen cyanide (HCN) is released as a product of secondary metabolism by several
microorganisms and affects sensitive organisms by inhibiting the synthesis of ATP mediated
by cytochrome oxidase. The percentage of cyanogens found is very low among rhizobacteria
[31]. Therefore, depending on the target organisms, HCN‐producing microorganisms are
regarded as harmful when they impair plant health and beneficial when they suppress
unwanted components of a microbial community. It has been reported that an isolate capable
of cyanide production could be a better biocontrol agent because cyanide acts as an inducer of
plant resistance [32].

2.6. Competition for iron: Siderophores production

Siderophores, from the Greek: “iron carriers,” play the role to scavenge iron from environment
and to make the mineral, which is always essential, available to microbial cell. Consequently,
iron becomes unavailable to microorganisms that are unable to use these siderophores and
competition for iron between microorganisms seems probable. Studies of siderophore‐
producing microorganisms have received much attention because of the clinical application
and potential utilization of these chelators in agriculture.

Fungal strains produced both extracellular and intracellular siderophores, as discovered in
spores and mycelia of Neurospora and Aspergillus [33]. Whereas in marine bacteria, lipophilic
siderophores have been found that do not readily diffuse into the surrounding medium except
that in which vesicles are formed. This shows that environmental distribution of siderophores
may vary from strain to strain. However, their general iron transport function is evident and
has been analyzed by radioactive labeling experiments in a number of microorganisms.
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However, their main function is to get iron from insoluble hydroxides or from iron adsorbed to
solid surfaces. Siderophores can also extract iron by Fe (III)/ligand exchange reactions from
various other soluble and insoluble iron compounds such as ferric phosphate, ferric citrate, Fe‐
transferrin, ferritin, or iron bound to sugars, plant flavonoid pigments and glycosides, or even
from artificial chelators like EDTA and nitrilotriacetate. Therefore, even if siderophores are not
involved directly in solubilization of iron, they work as carriers mediating exchange between
extracellular iron storage and membrane‐located siderophore transport systems of the cells.

Siderophores detection is mostly achieved in iron‐limited media, which means that either a
synthetic (minimal) recipe or introduction of a complexing agent will render the iron selectively
unavailable. The chrome azurol sulfonate (CAS) assay has become widely used since it is
comprehensive, responsive, and more convenient than other microbiological assays, which
although sensitive is rigidly specific [34]. Quantitative detection of siderophores can be done by
spectrophotometry and by HPLC. The presence of hydroxamate siderophores is usually
detected by Csaky's test [35], and catechol siderophores are usually detected by Arnow's test [36].

Siderophores differ substantially in structure, so no uniform procedure is available for its
isolation. The siderophore can be isolated as individual compound or as its iron chelate. The
iron chelates has the benefit of visual color identification but the iron must be removed before
any natural product can be characterized by antimicrobial assays. Complete hydrolysis in the
presence of iron could damage oxidizable moieties and direct NMR analysis is ruled out by
paramagnetism of the ferric ion. By a combination of NMR and mass spectroscopy, structural
characterization is done in the best possible way. These methods are sensitive and capable of
providing absolute answers to all arising questions. Less than half of the siderophores could
be crystallized. However, by X‐ray diffraction technique, the successful configuration of those
molecules containing a chiral center‐like siderophores could be easily possible.

Among the siderophore‐producing microbes, bacteria produce both hydroxamate and
catecholate siderophores but fungi produce only hydroxamate‐type compounds [37].

In Gram‐negative genera such as the Enterobacteria, Pseudomonas, nitrogen‐fixing azotobacteria,
and the plant‐associated agrobacteria, catecholate siderophores are usually found. It has been
found that lipophilicity, complex stability, high environmental pH, and a weak nitrogen
metabolism may lead to the production of catecholates. Bacillus and Streptomyces Gram‐positive
bacteria and the ascomycetous fungi produce hydroxamate‐type ferrioxamines. The basidio‐
mycetous fungi produce ester‐ and peptide‐containing hydroxamate siderophores mostly
which are acid stable and compatible for environmental iron solubilization. Siderophore also
favors the development of mycorrhizal symbiosis particularly in all terrestrial plant commun‐
ities. In almost all tree species in temperate forests, ectomycorrhizal interactions typically form.
Only few siderophores have been reported due to the difficulties in cultivating the pure culture
of mycorrhizal fungi under iron‐limited conditions. It has been reported that three mycorrhizal
fungal species, Hymenoscyphus ericae, Oidiodendron griseum, and Rhodothamnus chamaecistus, an
ectendomycorrhizal fungus Wilcoxina, and an ectomycorrhizal fungus Cenococcusm geophilum
produce hydroxamate siderophores of the ferrichrome and fusigen class [38].
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of genes for numerous PR proteins. ET has been found to enhance JA‐dependent resistant
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structural barriers, such as thickened cell wall and papillae due to callose deposition and
phenolic compounds accumulation at the site of pathogenic attack.

2.5. Hydrogen cyanide production

Hydrogen cyanide (HCN) is released as a product of secondary metabolism by several
microorganisms and affects sensitive organisms by inhibiting the synthesis of ATP mediated
by cytochrome oxidase. The percentage of cyanogens found is very low among rhizobacteria
[31]. Therefore, depending on the target organisms, HCN‐producing microorganisms are
regarded as harmful when they impair plant health and beneficial when they suppress
unwanted components of a microbial community. It has been reported that an isolate capable
of cyanide production could be a better biocontrol agent because cyanide acts as an inducer of
plant resistance [32].

2.6. Competition for iron: Siderophores production

Siderophores, from the Greek: “iron carriers,” play the role to scavenge iron from environment
and to make the mineral, which is always essential, available to microbial cell. Consequently,
iron becomes unavailable to microorganisms that are unable to use these siderophores and
competition for iron between microorganisms seems probable. Studies of siderophore‐
producing microorganisms have received much attention because of the clinical application
and potential utilization of these chelators in agriculture.

Fungal strains produced both extracellular and intracellular siderophores, as discovered in
spores and mycelia of Neurospora and Aspergillus [33]. Whereas in marine bacteria, lipophilic
siderophores have been found that do not readily diffuse into the surrounding medium except
that in which vesicles are formed. This shows that environmental distribution of siderophores
may vary from strain to strain. However, their general iron transport function is evident and
has been analyzed by radioactive labeling experiments in a number of microorganisms.
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However, their main function is to get iron from insoluble hydroxides or from iron adsorbed to
solid surfaces. Siderophores can also extract iron by Fe (III)/ligand exchange reactions from
various other soluble and insoluble iron compounds such as ferric phosphate, ferric citrate, Fe‐
transferrin, ferritin, or iron bound to sugars, plant flavonoid pigments and glycosides, or even
from artificial chelators like EDTA and nitrilotriacetate. Therefore, even if siderophores are not
involved directly in solubilization of iron, they work as carriers mediating exchange between
extracellular iron storage and membrane‐located siderophore transport systems of the cells.

Siderophores detection is mostly achieved in iron‐limited media, which means that either a
synthetic (minimal) recipe or introduction of a complexing agent will render the iron selectively
unavailable. The chrome azurol sulfonate (CAS) assay has become widely used since it is
comprehensive, responsive, and more convenient than other microbiological assays, which
although sensitive is rigidly specific [34]. Quantitative detection of siderophores can be done by
spectrophotometry and by HPLC. The presence of hydroxamate siderophores is usually
detected by Csaky's test [35], and catechol siderophores are usually detected by Arnow's test [36].

Siderophores differ substantially in structure, so no uniform procedure is available for its
isolation. The siderophore can be isolated as individual compound or as its iron chelate. The
iron chelates has the benefit of visual color identification but the iron must be removed before
any natural product can be characterized by antimicrobial assays. Complete hydrolysis in the
presence of iron could damage oxidizable moieties and direct NMR analysis is ruled out by
paramagnetism of the ferric ion. By a combination of NMR and mass spectroscopy, structural
characterization is done in the best possible way. These methods are sensitive and capable of
providing absolute answers to all arising questions. Less than half of the siderophores could
be crystallized. However, by X‐ray diffraction technique, the successful configuration of those
molecules containing a chiral center‐like siderophores could be easily possible.

Among the siderophore‐producing microbes, bacteria produce both hydroxamate and
catecholate siderophores but fungi produce only hydroxamate‐type compounds [37].

In Gram‐negative genera such as the Enterobacteria, Pseudomonas, nitrogen‐fixing azotobacteria,
and the plant‐associated agrobacteria, catecholate siderophores are usually found. It has been
found that lipophilicity, complex stability, high environmental pH, and a weak nitrogen
metabolism may lead to the production of catecholates. Bacillus and Streptomyces Gram‐positive
bacteria and the ascomycetous fungi produce hydroxamate‐type ferrioxamines. The basidio‐
mycetous fungi produce ester‐ and peptide‐containing hydroxamate siderophores mostly
which are acid stable and compatible for environmental iron solubilization. Siderophore also
favors the development of mycorrhizal symbiosis particularly in all terrestrial plant commun‐
ities. In almost all tree species in temperate forests, ectomycorrhizal interactions typically form.
Only few siderophores have been reported due to the difficulties in cultivating the pure culture
of mycorrhizal fungi under iron‐limited conditions. It has been reported that three mycorrhizal
fungal species, Hymenoscyphus ericae, Oidiodendron griseum, and Rhodothamnus chamaecistus, an
ectendomycorrhizal fungus Wilcoxina, and an ectomycorrhizal fungus Cenococcusm geophilum
produce hydroxamate siderophores of the ferrichrome and fusigen class [38].
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The production of siderophores has been linked to the disease suppression ability of PGPR
either through a direct effect on plant by control of noxious organisms in soil or via some other
routes. The involvement of siderophores in plant growth promotion and disease suppres‐
sion by Pseudomonas strains was suggested first time. However, the first real substantiation of
this concept was published by Kloepper et al. [39] who isolated the fluorescent siderophore
from strain B10 and showed that it mimicked the disease suppression ability of the producing
strain.

Furthermore, the inhibitory effects of both the purified siderophore and the producing strain
were eliminated under high‐iron conditions. Subsequent genetic evidence indicated that the
inhibitory properties of certain fluorescent pseudomonads were abolished in siderophore‐
negative mutants. Specific siderophore‐producing rhizobacteria (Pseudomonas) rapidly
colonize plant roots of several crops, and this colonization can result in significant increase in
the yield. Penyalver et al. [40] reported that Agrobacterium rhizogens K84 is used worldwide as
biocontrol agent against crown gall disease due to its multimechanisms of defense by the
production of antibiotics, agrocin 84 and agrocin 434, and hydroxamate siderophores ALS84
as anti‐agrobacterial substance. There is convincing evidence to support a direct role of
siderophore‐mediated iron competition in the biocontrol ability exhibited by bacterial
isolates.The addition of a siderophore‐producing Pseudomonas putida converted a Fusarium‐
conducive soil into a Fusarium‐suppressive soil for the growth of three different plants. An
isolate of Pseudomonas cepacia, positive for siderophore and β‐1,3‐glucanase production,
decreased the incidence of diseases caused by Rhizoctonia solani, Sclerotium rolfsii, and Pythium
ultimum [41].

In response to iron‐deficiency stress, graminaceous plant species differ widely. Understanding
the mechanism of stress responses is significant for increasing crop yields on calcareous soils.
It also helps in improving the iron content of grains for human consumption. The response of
graminaceous plants to iron deficiency occurs by the exudation of phytosiderophores to
increase the availability of iron and by improving the uptake capacity of iron (III)‐phytosider‐
ophores. Phytosiderophores are usually hexadentate ligands that coordinate iron (III) with
their amino and carboxyl groups. Phytosiderophores chelate sparingly soluble soil iron by
forming iron (III)‐phytosiderophore complexes that can be subsequently transported across
the root plasma membrane via facilitated transport when released to the rhizosphere. In
general, plant species releasing high quantities of phytosiderophores, such as barley, rye, and
wheat are more resistant to iron deficiency chlorosis than species releasing smaller quantities,
such as maize, sorghum, and rice. However, the quantity of phytosiderophores released is not
always constant, for example, chlorosis resistance in different maize cultivars has been
reported but this is not related to the total amounts of phytosiderophores released, indicating
the contribution of other factors regulating iron efficiency process [42].

3. Identification of antagonistic antimicrobial producing rhizobacteria

Identification of bacteria is traditionally performed by isolation of the organisms and study of
their phenotypic characteristics, including Gram staining, morphology, culture requirements,
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and biochemical reactions. The discovery of PCR and DNA sequencing, comparison
techniques of the gene sequences of bacterial species, proved that the 16S rRNA gene is highly
conserved within a species and among species of the same genus, and thus can be used for
bacterial identification at species level. For bacterial systematic studies at the family, genus,
species, and subspecies levels, the 16S rDNA, which codes for the small subunit of ribosomal
RNA, is now the most widely and successfully used informational macromolecule. For natural
relationships between distantly related species and variable regions that can be used to
separate closely related genera, the 16S rDNA conserved sequences can be used by
constructing and comparing phylogenetic trees.

Such a 16S rDNA sequence‐based identification technique will substantially facilitate the
ecological study and the control of microorganisms difficult to culture [43].

Interests in biological control have recently increased due to imminent bans on chemical
control, widespread development of fungicide resistance in pathogens, and a general need of
sustainable disease control strategies. A wide variety of antagonistic biocontrol agents, such
as Pseudomonas, Burkholderia, and Trichoderma spp., have been successfully identified, charac‐
terized, and utilized against many plant pathogens [44]. Now the agroindustry must focus on
the identification and development of effective biocontrol agents against multiple pathogens
as well as to develop the formulations that provide stable shelf‐life and efficacy, and persistent
user‐friendliness.

Biocontrol of plant pathogens is being so popular because it can decrease the disease incidence,
reduce the use of chemical fungicides, has no undesirable effects on nontarget organisms and
environment, and is safer for the user and community.

4. Conclusions and scope

The plant growth promoting (IAA production, nitrogen fixation, and P‐solubilization) and
biocontrol traits (production of HCN, siderophores, hydrolytic enzymes, and antibiotics)
suggest that these traits are more worthy of screening for plant growth promotion and
bioantagonistic potential against plant pathogens. The plant growth‐promoting rhizobacteria
produce a wide variety of antimicrobial compounds against pathogens. A biocontrol agent
possessing multimechanism systems of defense can antagonize root pathogens in a better way.
This chapter highlights the need of screening the PGPR capable of producing a wide variety
of antimicrobial compounds. Further evaluating/characterizing the biocontrol mechanisms
and then testing the efficacy of selected antimicrobial‐producing bacteria by lab, green house,
and field trials could make them potent and successful biocontrol agents against many plant
pathogens. This research chapter will help to minimize the chances of failure of biocontrol
activity under field conditions, which is an emerging current problem of agriculture sector,
and these tools will allow the isolation of improved antimicrobial bacterial strains and more
efficient bioformulation to control pathogens. Molecular methods developed for the study of
microorganisms in their environments are key tools for the study of the influence of the
microbial community on biocontrol through variety of antimicrobial compounds produced by
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decreased the incidence of diseases caused by Rhizoctonia solani, Sclerotium rolfsii, and Pythium
ultimum [41].

In response to iron‐deficiency stress, graminaceous plant species differ widely. Understanding
the mechanism of stress responses is significant for increasing crop yields on calcareous soils.
It also helps in improving the iron content of grains for human consumption. The response of
graminaceous plants to iron deficiency occurs by the exudation of phytosiderophores to
increase the availability of iron and by improving the uptake capacity of iron (III)‐phytosider‐
ophores. Phytosiderophores are usually hexadentate ligands that coordinate iron (III) with
their amino and carboxyl groups. Phytosiderophores chelate sparingly soluble soil iron by
forming iron (III)‐phytosiderophore complexes that can be subsequently transported across
the root plasma membrane via facilitated transport when released to the rhizosphere. In
general, plant species releasing high quantities of phytosiderophores, such as barley, rye, and
wheat are more resistant to iron deficiency chlorosis than species releasing smaller quantities,
such as maize, sorghum, and rice. However, the quantity of phytosiderophores released is not
always constant, for example, chlorosis resistance in different maize cultivars has been
reported but this is not related to the total amounts of phytosiderophores released, indicating
the contribution of other factors regulating iron efficiency process [42].

3. Identification of antagonistic antimicrobial producing rhizobacteria

Identification of bacteria is traditionally performed by isolation of the organisms and study of
their phenotypic characteristics, including Gram staining, morphology, culture requirements,
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and biochemical reactions. The discovery of PCR and DNA sequencing, comparison
techniques of the gene sequences of bacterial species, proved that the 16S rRNA gene is highly
conserved within a species and among species of the same genus, and thus can be used for
bacterial identification at species level. For bacterial systematic studies at the family, genus,
species, and subspecies levels, the 16S rDNA, which codes for the small subunit of ribosomal
RNA, is now the most widely and successfully used informational macromolecule. For natural
relationships between distantly related species and variable regions that can be used to
separate closely related genera, the 16S rDNA conserved sequences can be used by
constructing and comparing phylogenetic trees.

Such a 16S rDNA sequence‐based identification technique will substantially facilitate the
ecological study and the control of microorganisms difficult to culture [43].

Interests in biological control have recently increased due to imminent bans on chemical
control, widespread development of fungicide resistance in pathogens, and a general need of
sustainable disease control strategies. A wide variety of antagonistic biocontrol agents, such
as Pseudomonas, Burkholderia, and Trichoderma spp., have been successfully identified, charac‐
terized, and utilized against many plant pathogens [44]. Now the agroindustry must focus on
the identification and development of effective biocontrol agents against multiple pathogens
as well as to develop the formulations that provide stable shelf‐life and efficacy, and persistent
user‐friendliness.

Biocontrol of plant pathogens is being so popular because it can decrease the disease incidence,
reduce the use of chemical fungicides, has no undesirable effects on nontarget organisms and
environment, and is safer for the user and community.

4. Conclusions and scope

The plant growth promoting (IAA production, nitrogen fixation, and P‐solubilization) and
biocontrol traits (production of HCN, siderophores, hydrolytic enzymes, and antibiotics)
suggest that these traits are more worthy of screening for plant growth promotion and
bioantagonistic potential against plant pathogens. The plant growth‐promoting rhizobacteria
produce a wide variety of antimicrobial compounds against pathogens. A biocontrol agent
possessing multimechanism systems of defense can antagonize root pathogens in a better way.
This chapter highlights the need of screening the PGPR capable of producing a wide variety
of antimicrobial compounds. Further evaluating/characterizing the biocontrol mechanisms
and then testing the efficacy of selected antimicrobial‐producing bacteria by lab, green house,
and field trials could make them potent and successful biocontrol agents against many plant
pathogens. This research chapter will help to minimize the chances of failure of biocontrol
activity under field conditions, which is an emerging current problem of agriculture sector,
and these tools will allow the isolation of improved antimicrobial bacterial strains and more
efficient bioformulation to control pathogens. Molecular methods developed for the study of
microorganisms in their environments are key tools for the study of the influence of the
microbial community on biocontrol through variety of antimicrobial compounds produced by
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rhizobacteria. Further experiments should be initiated to study the optimum formulation and
the interaction of these bacteria with the constituent of established PGPR preparations, with a
view to incorporating them for field use. Research along these lines will increase the impact
of PGPR on the biocontrol of plant diseases in the commercial world.
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Abstract

Using  biotechnology,  we  can  change  agricultural  wastes  into  high‐quality  organic
fertilizers, which leads us in the direction of the development in modern agriculture
and act as substitute to the chemical fertilizers. In this chapter, five types of technologies
of organic amendment are elaborated. Each method can be selected based on the specific
circumstance. The effects of the technology in the production are introduced and the
principles of the technologies are explained in a simple manner.

Keywords: organic amendment technology, vegetable yield, biological bacterium, or‐
ganic fertilizers, vegetable quality

1. Introduction

1.1. The significance of organic amendment in vegetable production

The extensive use of fertilizers and pesticides leads to problems of environmental quality
and product quality and safety. A decline in productivity, soil salinization, and groundwater
pollution  problems  are  paid  more  and  more  attention  [1].  The  primary  care  taken  by
customers is pesticide residue or food safety problems [2].  A large number of discarded
agricultural wastes such as manure, crop straw, and product residues lead to a lot of spoilage
of microorganisms and bacteria. Burned crop straw pollutes the air. Using biotechnology,
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we can change agricultural wastes into high‐quality organic fertilizer, which leads us in the
direction of development in modern agriculture.

2. The ways of organic amendment

2.1. Returning straw into field

Due to the development of mechanization, returning straw into field (straw returning) is
promoted throughout the world. Straw returning technology has been accepted by farmers.
Straw crushing, in situ and returning to field, can not only improve the soil fertility and soil
structure, increase soil organic matter, and income, but also reduce air pollution caused by
burning straw.

Annual production of agricultural straw in China is more than 600 million ton, which is a large
amount of wealth. In recent years, with the development of high horsepower tractors and
harvesting machinery, the straw crushing and deep plowing and returning are developing.
Straw in situ crushing and returning to field is more convenient and labor saving, and popular.
However, the technology must be used properly. The corresponding technical measures and
fermentation strains must be set [3].

Some understanding and experience for straw return to field are explained.

2.1.1. The time when corn straw returning to the field should be as early as possible

The moisture content of green corn straw is higher than the dry straw, so the straw crushed
and buried into soil is easier to decompose. The best time to return corn straw to the field is
just after harvest.

2.1.2. The appropriate amount of straw returned

Although the straw returned into field can improve fertility, the amount of straw returned to
the field is important, the lesser, the better. The proper standard is to cover the ground with
straw if there are no appropriate measures accelerating the fermentation. In general, for maize
straw one half of an acre of straw is returning amount for an acre of soil. When the ground is
not covered entirely by the straw, the effects of water conservation and weed suppression are
not obvious, whereas with excessive amount, the straw does not decompose and there will be
some difficulties in deep plowing.

2.1.3. Crushing length of straw returned

Because the withered corn subtending leaf is not easy to be crushed, the leaf must be taken out
of the field. Poor crushing effect means poor decomposition. To ensure the crushing effect, a
tractor with large horsepower matching with straw returning machine should be chosen. Straw
length of less than 4 cm is appropriate. When the straw is tilled deeply, the soil can be mixed
evenly. The depth of plowing must not be less than 23 cm.
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2.1.4. A sufficient amount of base fertilizer

Straw composting process will consume nitrogen and other available nutrients in the soil, it is
appropriate to use some nitrogen fertilizer that decreases the straw carbon and nitrogen ratio.
The right carbon and nitrogen ratio is conducive to microbial activity and organic matter
decomposition, so that the contradiction between microbes and crop competing nitrogen are
addressed. Therefore, when the straw is returned into the field, it is necessary to keep sufficient
nutrients in the soil, such as ammonium bicarbonate and calcium superphosphate fertilizer. If
conditions permit, planter can substitute human excrement or poultry manure fertilizer for
chemical fertilizer.

2.1.5. Application of fermentation bacteria

The fermentation bacteria include CM and BM bacteria. CM bacteria, from Biological Tech‐
nology Co., Ltd. of Shanxi Yuncheng, are liquid biological bacteria, and BM bacteria are from
Hebi Biological Technology Co., Ltd. The dosage is 5 kg CM bacteria and 5 kg BM bacteria for
5 tons of organic straw. Twenty‐four hours before the application of biological agents, inter‐
mediate culture must be taken. Water, brown sugar, and biological agents (CM:BM = 1:1) with
a ratio of 100:5:1 should be mixed. The sugar must be dissolved before the static culture for 24
hours. If necessary, the culture can be further expanded using brown sugar and water. The
biological agents with intermediate culture, wheat bran, and water must be mixed with a ratio
of 1:5:9, covering them with film for 5–7 hours, and should be evenly spread in the crushed
straw.

2.1.6. Appropriate amount of lime

Because various organic acids produced during the composting process of fresh straw injure
crop root, appropriate amount of lime in the vent and acidic soil should be applied, preferably
in 400 kg/ha.

2.1.7. The straw with diseases and insect pest

In the plots with serious plant diseases and insect pests, the straw will not be suitable for direct
returning because of infectious diseases, turning a large number of eggs of the pest and
pathogen into the soil. Such straw can be used in composting with high temperature to kill
bacteria, and also be used as feed and fuel.

2.2. Fermentation bioorganic fertilizers (organic fertilizer formula, technology application)

Poultry manure and crop straw are two kinds of organic wastes in China. China’s annual
livestock and poultry manure is about two billion tons, far more than the industrial solid waste.
The chemical oxygen demand (COD) of poultry manure is far greater than that of the industrial
wastewater and domestic wastewater. It is one of the main causes of pollution in rural areas.
As a result of the disappearance of firewood, a large number of crop straws are burned, which
cause air pollution and at the same time increase carbon emissions, resulting in the waste of
large amount of organic carbon resource. On the other hand, the long‐term application of
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The right carbon and nitrogen ratio is conducive to microbial activity and organic matter
decomposition, so that the contradiction between microbes and crop competing nitrogen are
addressed. Therefore, when the straw is returned into the field, it is necessary to keep sufficient
nutrients in the soil, such as ammonium bicarbonate and calcium superphosphate fertilizer. If
conditions permit, planter can substitute human excrement or poultry manure fertilizer for
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2.1.5. Application of fermentation bacteria

The fermentation bacteria include CM and BM bacteria. CM bacteria, from Biological Tech‐
nology Co., Ltd. of Shanxi Yuncheng, are liquid biological bacteria, and BM bacteria are from
Hebi Biological Technology Co., Ltd. The dosage is 5 kg CM bacteria and 5 kg BM bacteria for
5 tons of organic straw. Twenty‐four hours before the application of biological agents, inter‐
mediate culture must be taken. Water, brown sugar, and biological agents (CM:BM = 1:1) with
a ratio of 100:5:1 should be mixed. The sugar must be dissolved before the static culture for 24
hours. If necessary, the culture can be further expanded using brown sugar and water. The
biological agents with intermediate culture, wheat bran, and water must be mixed with a ratio
of 1:5:9, covering them with film for 5–7 hours, and should be evenly spread in the crushed
straw.

2.1.6. Appropriate amount of lime

Because various organic acids produced during the composting process of fresh straw injure
crop root, appropriate amount of lime in the vent and acidic soil should be applied, preferably
in 400 kg/ha.

2.1.7. The straw with diseases and insect pest

In the plots with serious plant diseases and insect pests, the straw will not be suitable for direct
returning because of infectious diseases, turning a large number of eggs of the pest and
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bacteria, and also be used as feed and fuel.
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Poultry manure and crop straw are two kinds of organic wastes in China. China’s annual
livestock and poultry manure is about two billion tons, far more than the industrial solid waste.
The chemical oxygen demand (COD) of poultry manure is far greater than that of the industrial
wastewater and domestic wastewater. It is one of the main causes of pollution in rural areas.
As a result of the disappearance of firewood, a large number of crop straws are burned, which
cause air pollution and at the same time increase carbon emissions, resulting in the waste of
large amount of organic carbon resource. On the other hand, the long‐term application of
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chemical fertilizer has a bad influence on the soil ecology and the quality of the products. Good
organic fertilizer is the urgent need of the hour.

In the existing technologies for fermentation of poultry manure and straw for production of
organic fertilizer, there are the following shortcomings: complete fermentation needs a long
time at low temperatures, which in return pollutes the air; manurial efficiency is low and cannot
fully meet the needs of crop growth, still a quantitative amount of chemical fertilizer needs to
be added.

2.2.1. Preparation materials

The fermentation bacteria include CM bacteria and BM bacteria. CM bacteria are liquid
biological bacteria and are from Biological Technology Co., Ltd. of Shanxi Yuncheng, whereas
BM bacteria are from Hebi Biological Technology Co., Ltd. The dosage is 5 kg CM bacteria and
5 kg BM bacteria for 10 tons organic fertilizers. Twenty‐four hours before the application of
biological agents, intermediate culture must be taken. Water, brown sugar, and biological
agents (CM:BM = 1:1) must be mixed with a ratio of 100:5:1. The sugar is dissolved before the
static culture for 24 hours. If necessary, the culture can be further expanded using brown sugar
and water. The biological agents with intermediate culture, wheat bran, and water must be
mixed with a ratio of 1:5:9, covering them with film for 5–7 hours, and evenly spread in the
crushed straw [4].

The cow dung is fresh, whose water content is 50–60%.

The asparagus bean, sesame, and corn stalk are crushed into 1–3 cm filament.

Wheat bran is from the ordinary market sales.

2.2.2. The method of making the biological organic fertilizer

The cow dung and cowpea, sesame, and corn straw mentioned above are mixed by pile turning,
and then spread out layer by layer, each layer is about 10–15 cm high; a layer of the wheat bran
mixed with biological agents is sprinkled on each layer of the mixture. The layer of wheat bran
is 0.5–1 cm thick. The completed compost is about 0.8–1.2 m high, and to facilitate the operation
it is covered tightly with membrane for anaerobic fermentation for 3–5 days.

Three to five days after the fermentation, the compost is turned and piled up about 1.3–1.7 m
high and 1.8–2.2 m wide. The compost is not covered, but it is protected from the rain. A spade
handle ramp is used into the compost to form 2–3 vents per square meters. Note that 10–15
days after composting, fermentation is completed when white mycelium appears in the
compost.

The compost could be used directly. Granular products can also be formed through milling
and granulating, in which the final moisture content is 20–30%.

The compost should be covered with plastic membrane and sheltered from rain, so that the
organic fertilizer can be saved for more than 2–3 years.

Compared with the prior art, the invention has the following advantages and effects:
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1. Formula is reasonable, there are a variety of biological bacteria, and the fermentation can
be completed at low temperature within 10–15 days.

2. The compost can improve the soil temperature and the CO2 concentration in the green‐
house, thus improving the seedling growth at low temperature.

3. With high manorial efficiency, the organic fertilizer can fully meet the normal growth of
plant, without adding chemical fertilizer.

4. The compost containing a variety of small molecular nutrients can maintain normal
growth of crops in the weather with low temperature and weak light.

5. The compost or organic fertilizer can improve the yield by 20–120% and have earlier listing
by 5–7 days compared with the chemical fertilizer under the conditions of greenhouse in
early spring.

3. Straw reactor technologies

3.1. Six major roles of straw biological reactor

3.1.1. Effects of carbon dioxide

The reactor can generally increase carbon dioxide concentration by 4–6 times in plastic
greenhouse, improve photosynthetic efficiency by more than 50%, accelerate growth, and
improve rates of flowering and fruit setting. Standardized operation increases yields of
cucumber and tomato by 30–80% [5].

3.1.2. Heat effect

In the greenhouse in cold winter, the temperature increases by 4–6°C 20 cm underground and
air temperature increases by 2–3°C, thus improving plant growth environments and the ability
of the crop to resist low temperature, effectively protecting the normal growth of crops and
advancing the growth period by 10–15 days.

3.1.3. Biological control effect

Strains produced a large number of resistant spores in the conversion process of straw
producing strong antagonistic, suppression, and lethal effect on plant diseases and insect pests.
Plant disease rate is reduced by more than 90%, and the dosage of pesticide reduced by more
than 90%. The standardized operation can be basically without pesticides.

3.1.4. Modifying the soil

In straw bioreactor planting layer of 20 cm underground, soil porosity increased 1 times, and
also the beneficial microbial groups. The conditions of water, fertilizer, gas, and heat is
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mixed with a ratio of 1:5:9, covering them with film for 5–7 hours, and evenly spread in the
crushed straw [4].

The cow dung is fresh, whose water content is 50–60%.

The asparagus bean, sesame, and corn stalk are crushed into 1–3 cm filament.

Wheat bran is from the ordinary market sales.

2.2.2. The method of making the biological organic fertilizer

The cow dung and cowpea, sesame, and corn straw mentioned above are mixed by pile turning,
and then spread out layer by layer, each layer is about 10–15 cm high; a layer of the wheat bran
mixed with biological agents is sprinkled on each layer of the mixture. The layer of wheat bran
is 0.5–1 cm thick. The completed compost is about 0.8–1.2 m high, and to facilitate the operation
it is covered tightly with membrane for anaerobic fermentation for 3–5 days.

Three to five days after the fermentation, the compost is turned and piled up about 1.3–1.7 m
high and 1.8–2.2 m wide. The compost is not covered, but it is protected from the rain. A spade
handle ramp is used into the compost to form 2–3 vents per square meters. Note that 10–15
days after composting, fermentation is completed when white mycelium appears in the
compost.

The compost could be used directly. Granular products can also be formed through milling
and granulating, in which the final moisture content is 20–30%.

The compost should be covered with plastic membrane and sheltered from rain, so that the
organic fertilizer can be saved for more than 2–3 years.

Compared with the prior art, the invention has the following advantages and effects:
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1. Formula is reasonable, there are a variety of biological bacteria, and the fermentation can
be completed at low temperature within 10–15 days.

2. The compost can improve the soil temperature and the CO2 concentration in the green‐
house, thus improving the seedling growth at low temperature.

3. With high manorial efficiency, the organic fertilizer can fully meet the normal growth of
plant, without adding chemical fertilizer.

4. The compost containing a variety of small molecular nutrients can maintain normal
growth of crops in the weather with low temperature and weak light.

5. The compost or organic fertilizer can improve the yield by 20–120% and have earlier listing
by 5–7 days compared with the chemical fertilizer under the conditions of greenhouse in
early spring.

3. Straw reactor technologies

3.1. Six major roles of straw biological reactor

3.1.1. Effects of carbon dioxide

The reactor can generally increase carbon dioxide concentration by 4–6 times in plastic
greenhouse, improve photosynthetic efficiency by more than 50%, accelerate growth, and
improve rates of flowering and fruit setting. Standardized operation increases yields of
cucumber and tomato by 30–80% [5].

3.1.2. Heat effect

In the greenhouse in cold winter, the temperature increases by 4–6°C 20 cm underground and
air temperature increases by 2–3°C, thus improving plant growth environments and the ability
of the crop to resist low temperature, effectively protecting the normal growth of crops and
advancing the growth period by 10–15 days.

3.1.3. Biological control effect

Strains produced a large number of resistant spores in the conversion process of straw
producing strong antagonistic, suppression, and lethal effect on plant diseases and insect pests.
Plant disease rate is reduced by more than 90%, and the dosage of pesticide reduced by more
than 90%. The standardized operation can be basically without pesticides.

3.1.4. Modifying the soil

In straw bioreactor planting layer of 20 cm underground, soil porosity increased 1 times, and
also the beneficial microbial groups. The conditions of water, fertilizer, gas, and heat is
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medium, various mineral elements are directionally released, and organic matter content
increased more than 10 times, which creates a good environment for root growth.

3.1.5. Decreasing pesticide residues

In the reaction process, the flora metabolism produced a large number of high activity of the
enzyme, which reacted with chemical fertilizer and pesticide, so invalid fertilizer becomes
effective, the harmful substances becomes beneficial, and eventually make pesticide residue
into carbon dioxide which plants need. It was determined that the pesticide residues in the soil
around the plant roots were decreased by more than 95% in 1 year, and eliminated in 2 years.

3.1.6. Improving the comprehensive utilization of natural resources

Straw bioreactor technology speeds up the use of straw, while improving the comprehensive
utilization of natural resources such as the microbial, light, water, air, and other natural
resources. According to the measurement, the carbon dioxide concentration increased four
times, the light utilization rate increased by 2.5 times, water use efficiency increased by 3.3
times, and legume nitrogen fixation activity increased by 1.9 times.

3.2. Application methods and key points of four straw bioreactor technology

There are three main ways to operate the technology: internal, external, and internal‐external
bioreactors. Selection of application methods mainly depended on the production of crop
varieties, planting time, ecological climate characteristics, and production conditions.

The choice and condition of the internal straw biological reactor:

1. For internal straw biological reactor under row: in autumn, winter, and spring season it
can be used, and in high altitude, high latitude, drought, cold, and short frost‐free areas
it should be used, especially.

2. The internal straw biological reactor between rows: in high temperature season and in the
area where there are no straw it should be used before planting.

3. The internal type for topdressing: the whole process of crop growth can be used, and the
method is more flexible. Straw should be crushed and applied in holes.

4. The internal type under tree: in fruit trees, economic forest, green belt, and nursery
planting areas it should be adopted

The straw, stain, and excipients of the internal straw biological reactor:

1. For internal straw biological reactor under row: every 667 m2 the amount of straw 3000–
4000 kg, strain 8–10 kg, wheat bran 160–200 kg, cake fertilizer 80–100 kg

2. The internal straw biological reactor between rows: every 667 m2the amount of straw to
be used is 2500–3000 kg, strain 7–8 kg, wheat bran 140–160 kg, and cake fertilizer 70–80
kg.
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3. The internal straw biological reactor for topdressing: every 667 m2 each straw powder (or
edible fungus waste) dosage is 900–1200 kg, strain 3–4 kg, wheat bran 60–80 kg, and cake
fertilizer 80–100 kg.

4. The internal straw biological reactor under the tree: every 667 m2 the amount of straw to
be used is 2000–3000 kg, strain 4–6 kg, wheat bran 80–120 kg, and cake fertilizer 60–90 kg.

3.2.1. The processing method of strain

Prior to the day when using or on the day, the strain must be pretreated. Methods: 1 kg strain
blending 20 kg of wheat bran, 10 kg of cake, adding 35–40 kg of water, and after 4–24 hours of
fermentation it can be used. If it is not over, the mixture should be spread in the room or shade,
keeping a thickness of about 8–10 cm, and continue to use on the next day.

3.2.2. Attention

Razing animals’ (cattle, horses, sheep, etc.) feces can be used for growing vegetables, fruits,
and legumes: in the use of fertilizer technology grazing animal manure should not be used.
Research confirmed that the use of chicken, pig, human, ducks, and other nonherbivoros
animal manure will accelerate the nematode reproduction and dissemination, causing plant
diseases; use of fertilizers will influence the activity of bacteria, also can make soil compaction
and accelerate the disease spread.

3.2.3. The operation of the internal straw biological reactors

Ditching and laying straw, sprinkling strain, vibration, covering soil, watering, plotting,
drilling, and planting.

1. Ditch: double line should be used for planting size. Big lines (sidewalk) are 100–120 cm
wide, little lines are 60–80 cm wide; ditching furrow under the little lines. They are 60 or
80 cm wide, 20–25 cm deep, as long as the planting line. The soli dig up is put on each side
of the furrow.

2. After ditching, paving straw in the trench (corn straw, wheat straw, and rice straw, etc.).
At the bottom of the general shop put the whole straw (corn straw, sorghum straw,
firewood, etc.), at the top with broken soft straw (e.g., rice straw, wheat straw, corn bran,
weeds, leaves, and edible mushroom leftover). The straw put down and compacted is 25–
30 cm thick, at both ends of the ditch straw stubble exposed 10 cm in order to enter the
oxygen.

3. Sprinkling strains: in each furrow 6 kg of treated strains are evenly sprinkled on the straw,
and patted again by a shovel, so the strains and straw are closely contacted.

4. Covering soil: putting the soil on both sides of ditch back into ditch. Soil is 20–25 cm thick,
planting ridge is formed, and the ridge is leveled.

5. Watering: watering to split the straw, 3–4 days later, leveling the ridge surface and the soil
is kept about 20 cm thick.
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medium, various mineral elements are directionally released, and organic matter content
increased more than 10 times, which creates a good environment for root growth.

3.1.5. Decreasing pesticide residues

In the reaction process, the flora metabolism produced a large number of high activity of the
enzyme, which reacted with chemical fertilizer and pesticide, so invalid fertilizer becomes
effective, the harmful substances becomes beneficial, and eventually make pesticide residue
into carbon dioxide which plants need. It was determined that the pesticide residues in the soil
around the plant roots were decreased by more than 95% in 1 year, and eliminated in 2 years.

3.1.6. Improving the comprehensive utilization of natural resources

Straw bioreactor technology speeds up the use of straw, while improving the comprehensive
utilization of natural resources such as the microbial, light, water, air, and other natural
resources. According to the measurement, the carbon dioxide concentration increased four
times, the light utilization rate increased by 2.5 times, water use efficiency increased by 3.3
times, and legume nitrogen fixation activity increased by 1.9 times.

3.2. Application methods and key points of four straw bioreactor technology

There are three main ways to operate the technology: internal, external, and internal‐external
bioreactors. Selection of application methods mainly depended on the production of crop
varieties, planting time, ecological climate characteristics, and production conditions.

The choice and condition of the internal straw biological reactor:

1. For internal straw biological reactor under row: in autumn, winter, and spring season it
can be used, and in high altitude, high latitude, drought, cold, and short frost‐free areas
it should be used, especially.

2. The internal straw biological reactor between rows: in high temperature season and in the
area where there are no straw it should be used before planting.

3. The internal type for topdressing: the whole process of crop growth can be used, and the
method is more flexible. Straw should be crushed and applied in holes.

4. The internal type under tree: in fruit trees, economic forest, green belt, and nursery
planting areas it should be adopted

The straw, stain, and excipients of the internal straw biological reactor:

1. For internal straw biological reactor under row: every 667 m2 the amount of straw 3000–
4000 kg, strain 8–10 kg, wheat bran 160–200 kg, cake fertilizer 80–100 kg

2. The internal straw biological reactor between rows: every 667 m2the amount of straw to
be used is 2500–3000 kg, strain 7–8 kg, wheat bran 140–160 kg, and cake fertilizer 70–80
kg.
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3. The internal straw biological reactor for topdressing: every 667 m2 each straw powder (or
edible fungus waste) dosage is 900–1200 kg, strain 3–4 kg, wheat bran 60–80 kg, and cake
fertilizer 80–100 kg.

4. The internal straw biological reactor under the tree: every 667 m2 the amount of straw to
be used is 2000–3000 kg, strain 4–6 kg, wheat bran 80–120 kg, and cake fertilizer 60–90 kg.

3.2.1. The processing method of strain

Prior to the day when using or on the day, the strain must be pretreated. Methods: 1 kg strain
blending 20 kg of wheat bran, 10 kg of cake, adding 35–40 kg of water, and after 4–24 hours of
fermentation it can be used. If it is not over, the mixture should be spread in the room or shade,
keeping a thickness of about 8–10 cm, and continue to use on the next day.

3.2.2. Attention

Razing animals’ (cattle, horses, sheep, etc.) feces can be used for growing vegetables, fruits,
and legumes: in the use of fertilizer technology grazing animal manure should not be used.
Research confirmed that the use of chicken, pig, human, ducks, and other nonherbivoros
animal manure will accelerate the nematode reproduction and dissemination, causing plant
diseases; use of fertilizers will influence the activity of bacteria, also can make soil compaction
and accelerate the disease spread.

3.2.3. The operation of the internal straw biological reactors

Ditching and laying straw, sprinkling strain, vibration, covering soil, watering, plotting,
drilling, and planting.

1. Ditch: double line should be used for planting size. Big lines (sidewalk) are 100–120 cm
wide, little lines are 60–80 cm wide; ditching furrow under the little lines. They are 60 or
80 cm wide, 20–25 cm deep, as long as the planting line. The soli dig up is put on each side
of the furrow.

2. After ditching, paving straw in the trench (corn straw, wheat straw, and rice straw, etc.).
At the bottom of the general shop put the whole straw (corn straw, sorghum straw,
firewood, etc.), at the top with broken soft straw (e.g., rice straw, wheat straw, corn bran,
weeds, leaves, and edible mushroom leftover). The straw put down and compacted is 25–
30 cm thick, at both ends of the ditch straw stubble exposed 10 cm in order to enter the
oxygen.

3. Sprinkling strains: in each furrow 6 kg of treated strains are evenly sprinkled on the straw,
and patted again by a shovel, so the strains and straw are closely contacted.

4. Covering soil: putting the soil on both sides of ditch back into ditch. Soil is 20–25 cm thick,
planting ridge is formed, and the ridge is leveled.

5. Watering: watering to split the straw, 3–4 days later, leveling the ridge surface and the soil
is kept about 20 cm thick.
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6. Drilling: on the ridges with reinforcement 12# (generally 80–100 cm), and in the top
welding a T type to drilling three rows of holes, line spacing 25–30 cm, and hole spacing
20 cm, to penetrate the straw layer, letting oxygen in, and promoting the straw fermenta‐
tion, standing by for planting.

7. Planting: generally pouring water, a bowl of a tree. Watering 3 days after planting under
high temperature, and 5–6 days under low temperature.

3.2.4. The internal straw biological reactor between rows:

1. Ditch: double line should be used for planting size. Big lines (sidewalk) are 100–120 cm
wide, little lines are 60–80 cm wide; ditching furrow under the little lines. They are 60 or
80 cm wide, 15–20 cm deep, as long as the planting line. The soli dig up is put on each side
of the furrow.

2. After ditching, paving straw in the trench (corn straw, wheat straw, and rice straw, etc.).
At the bottom of the furrow put the whole straw (corn straw, sorghum straw, firewood,
etc.), at the top with broken soft straw (e.g., rice straw, wheat straw, corn bran, weeds,
leaves, and edible mushroom leftover). The straw put down and compacted is 20–25 cm
thick, at both ends of the ditch straw stubble exposed 10 cm in order to enter the oxygen.

3. Sprinkling strains: in each furrow 6 kg of treated strains are evenly sprinkled on the straw,
and patted again by a shovel, so the strains and straw are closely contacted.

4. Covering soil: putting the soil on both sides of ditch back into ditch. Soil is 20–25 cm thick,
planting ridge is formed, and the ridge is leveled.

5. Watering: watering the little line (plant line) to percolate into big line (sidewalk), 3–4 days
later, leveling the ridge surface and the soil is kept about 20 cm thick.

6. Drilling: on the ridges with reinforcement 12# (generally 80–100 cm), and in the top
welding a T type to drilling three rows of holes, line spacing 25–30 cm, and hole spacing
20 cm, to penetrate the straw layer, letting oxygen in, and promoting the straw fermenta‐
tion, standing by for planting.

7. Planting: generally pouring water, a bowl of a tree. Watering 3 days after planting under
high temperature, and 5–6 days under low temperature.

3.2.5. The internal straw biological reactor for topdressing

In order to maintain production of the whole growing period, the method should be used in
the growth period. The new straw is crushed, adding the mixture every 667 square including
3 kg bacteria, wheat bran 60 kg, cake 30 kg, straw powder 900 kg, and water 2000 kg (the
proportion of 1:20:10:300:666). The trapezoidal reactor mixture is piled up as high as 60 cm,
and as wide as 100 cm to ferment. By the sticks with a diameter of 5 cm drilled the nine holes
on the pile surface. Covering with membrane fermentation, when the compost is heated to
45°C to 50°C, it can be used to fertilize the caves dug in the soil. The caves are 15 cm from the
plant and 30 cm from each other. A total of 0.5–1.0 kg compost per cave is fertilized; after
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covering the soil, 3–4 per holes are drilled on the cave; no watering is done for 7–10 days after
topdressing, while depending on the soil moisture content during the growing period watering
is done 2–3 times.

3.2.6. The internal straw biological reactor for trees

According to the different application period it is divided into full and half biological reactor,
it is suitable for fruits, also green trees, antisarin, and other species of higher value may be used
as reference.

The full one: The furrow is around the trunk from the surrounding soil to crown projection
below, which is 10–25 cm deep. Most capillary roots may be exposed or broken. The furrow is
sprinkled by a layer of vaccine, and covered with straw that is 10 cm higher than the ground,
10 cm stalks are exposed out of the pit for oxygen. The soil is filled back. Irrigate enough water,
level the soil, punch, and covered film 3–4 days later. With reinforced 12#, the holes are punched
with 30 × 25 cm after germination.

The half one: The method is applied in the growing season of fruit trees. Practice is to be
around the trunk at six equal parts, the furrow is fan shaped and 40–60 cm deep (preventing
root injury). Sprinkle a layer of vaccine, and then lay the half straw, sprinkle a layer of bacteria,
lay the other straw, sprinkle another layer of bacteria, pat the soil with a shovel, and 3 days
before watering and leveling the soil, punch the hole to 30 × 30 cm2. It does not cover the plastic
film, but cover plastic film in the plateau area with water shortage to protect water. Its operation
method is as same as the internal straw biological reactor.

3.2.7. The external application of straw bioreactor

According to the level of investment and construction quality it can be classified into simple
external and external standard. Simple external type: it only need to dig trenches, lay thick
plastic sheeting on it, do isolation layer with sticks, small cement pole, bamboo billet or
branches, build the base with brick, cement for airway, and switch base. It is characterized by
small investment, fast construction, but the film is easily damaged.

Standard external: trenching, construct gas storage pool, airway, and the switch base with
cement, brick, and sand, do isolation layer with cement poles, bamboo billet, and gauze.
Although, the investment is large, the period of use is long. According to its construction site,
in the low temperature season, it is built in the shed, and outside the shed in high temperature
season. The one outside is convenient. The construction process should be built before sowing
or planting. The feeding should be after planting or seedling.

The straw, strains, and auxiliary materials dosage: each time: straw, 1000–1500 kg, strain, 3–4
kg, wheat bran, 60–80 kg. The whole growth period:2–4 times.

Construction period: during the whole growth period the application of external type biolog‐
ical reactor increases yield, the sooner the reactor is used, the larger the yield is increased.
Average increase of yield is more than 50%.

The construction process of external reactor:
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6. Drilling: on the ridges with reinforcement 12# (generally 80–100 cm), and in the top
welding a T type to drilling three rows of holes, line spacing 25–30 cm, and hole spacing
20 cm, to penetrate the straw layer, letting oxygen in, and promoting the straw fermenta‐
tion, standing by for planting.

7. Planting: generally pouring water, a bowl of a tree. Watering 3 days after planting under
high temperature, and 5–6 days under low temperature.

3.2.4. The internal straw biological reactor between rows:

1. Ditch: double line should be used for planting size. Big lines (sidewalk) are 100–120 cm
wide, little lines are 60–80 cm wide; ditching furrow under the little lines. They are 60 or
80 cm wide, 15–20 cm deep, as long as the planting line. The soli dig up is put on each side
of the furrow.

2. After ditching, paving straw in the trench (corn straw, wheat straw, and rice straw, etc.).
At the bottom of the furrow put the whole straw (corn straw, sorghum straw, firewood,
etc.), at the top with broken soft straw (e.g., rice straw, wheat straw, corn bran, weeds,
leaves, and edible mushroom leftover). The straw put down and compacted is 20–25 cm
thick, at both ends of the ditch straw stubble exposed 10 cm in order to enter the oxygen.

3. Sprinkling strains: in each furrow 6 kg of treated strains are evenly sprinkled on the straw,
and patted again by a shovel, so the strains and straw are closely contacted.

4. Covering soil: putting the soil on both sides of ditch back into ditch. Soil is 20–25 cm thick,
planting ridge is formed, and the ridge is leveled.

5. Watering: watering the little line (plant line) to percolate into big line (sidewalk), 3–4 days
later, leveling the ridge surface and the soil is kept about 20 cm thick.

6. Drilling: on the ridges with reinforcement 12# (generally 80–100 cm), and in the top
welding a T type to drilling three rows of holes, line spacing 25–30 cm, and hole spacing
20 cm, to penetrate the straw layer, letting oxygen in, and promoting the straw fermenta‐
tion, standing by for planting.

7. Planting: generally pouring water, a bowl of a tree. Watering 3 days after planting under
high temperature, and 5–6 days under low temperature.

3.2.5. The internal straw biological reactor for topdressing

In order to maintain production of the whole growing period, the method should be used in
the growth period. The new straw is crushed, adding the mixture every 667 square including
3 kg bacteria, wheat bran 60 kg, cake 30 kg, straw powder 900 kg, and water 2000 kg (the
proportion of 1:20:10:300:666). The trapezoidal reactor mixture is piled up as high as 60 cm,
and as wide as 100 cm to ferment. By the sticks with a diameter of 5 cm drilled the nine holes
on the pile surface. Covering with membrane fermentation, when the compost is heated to
45°C to 50°C, it can be used to fertilize the caves dug in the soil. The caves are 15 cm from the
plant and 30 cm from each other. A total of 0.5–1.0 kg compost per cave is fertilized; after
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covering the soil, 3–4 per holes are drilled on the cave; no watering is done for 7–10 days after
topdressing, while depending on the soil moisture content during the growing period watering
is done 2–3 times.

3.2.6. The internal straw biological reactor for trees

According to the different application period it is divided into full and half biological reactor,
it is suitable for fruits, also green trees, antisarin, and other species of higher value may be used
as reference.

The full one: The furrow is around the trunk from the surrounding soil to crown projection
below, which is 10–25 cm deep. Most capillary roots may be exposed or broken. The furrow is
sprinkled by a layer of vaccine, and covered with straw that is 10 cm higher than the ground,
10 cm stalks are exposed out of the pit for oxygen. The soil is filled back. Irrigate enough water,
level the soil, punch, and covered film 3–4 days later. With reinforced 12#, the holes are punched
with 30 × 25 cm after germination.

The half one: The method is applied in the growing season of fruit trees. Practice is to be
around the trunk at six equal parts, the furrow is fan shaped and 40–60 cm deep (preventing
root injury). Sprinkle a layer of vaccine, and then lay the half straw, sprinkle a layer of bacteria,
lay the other straw, sprinkle another layer of bacteria, pat the soil with a shovel, and 3 days
before watering and leveling the soil, punch the hole to 30 × 30 cm2. It does not cover the plastic
film, but cover plastic film in the plateau area with water shortage to protect water. Its operation
method is as same as the internal straw biological reactor.

3.2.7. The external application of straw bioreactor

According to the level of investment and construction quality it can be classified into simple
external and external standard. Simple external type: it only need to dig trenches, lay thick
plastic sheeting on it, do isolation layer with sticks, small cement pole, bamboo billet or
branches, build the base with brick, cement for airway, and switch base. It is characterized by
small investment, fast construction, but the film is easily damaged.

Standard external: trenching, construct gas storage pool, airway, and the switch base with
cement, brick, and sand, do isolation layer with cement poles, bamboo billet, and gauze.
Although, the investment is large, the period of use is long. According to its construction site,
in the low temperature season, it is built in the shed, and outside the shed in high temperature
season. The one outside is convenient. The construction process should be built before sowing
or planting. The feeding should be after planting or seedling.

The straw, strains, and auxiliary materials dosage: each time: straw, 1000–1500 kg, strain, 3–4
kg, wheat bran, 60–80 kg. The whole growth period:2–4 times.

Construction period: during the whole growth period the application of external type biolog‐
ical reactor increases yield, the sooner the reactor is used, the larger the yield is increased.
Average increase of yield is more than 50%.

The construction process of external reactor:
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1. Standard external: for winter and early spring crop it is built in at the inner side of the
gable greenhouse imported, 60–80 cm away from the gable, from north to south to dig
120–130 cm for a catchy width and 100 cm deep, 90–100 cm for mouth wide, long, 6–7 m
(a little less than greenhouse width) of ditch. The excavated soil is evenly placed along the
ditch, and the shape of the outer high and low profile is spread out. The ditch is laid with
plastic sheeting (can reduce the dosage of cement and sand walls), and extends 80–100 cm
along the trench. And then from the middle of the ditch excavate an airway that is 65 cm
wide, 50 cm deep, 100 cm long, connected with the ground round the exchange base. The
base diameter is 50 cm. At the two ends of the ditch, the back airway is constructed with
a length of 50 cm, width of 20 cm, and height of 20 m. Then feeding inoculation begins:
sprinkle three layers of straw and bacteria (every layer: 40–50 cm thick straw, with a layer
of bacteria), wet straw so that half of furrow is filled with water. Finally, the furrow is
covered with plastic sheeting to cover the moisture. The covering should not be too strict,
the same day pumping gas, so that gas can be circulated to accelerate the reaction.

2. The simple external construction process: ditching with external standard. Just in order
to save ditch costs, cement, sand, and brick of the ditch wall is replaced with plastic
sheeting.

3.2.8. The use and management of external reactor

External reactor use and management can be summarized as: “three application” and “three
amendments.” Boot uninterruptedly on the day of feeding regardless of that the weather is
cloudy or sunny.

Gas: to boot for 5–6 hours per day at the seedling stage, 7–8 hours at the flowering period, and
10 hours per day at the fruit period, whether it is cloudy or sunny. It is confirmed that the
reactor carbon dioxide gas can increase production by 55–60%, especially at noon.

Liquid: on the second day water in the ditch should be irrigated out of the ditch, poured the
leaching in the straw three times on the reactor, once a day. If the ditch is short in water,
replenish it. The reason is that the activity of enzyme and spore is high, and the effect is good.
The solution including 1 parts of the leaching solution and 2–3 parts of water is sprayed on the
leaves or roots, 3–4 times per month. Reactor leaching solution contains a large amount of
carbon dioxide, mineral elements, and disease‐resistant spores, which can increase plant
nutrition, and it can also play the role in prevention and control of diseases and insect pests.
It is proved that the reactor liquid can increase the yield by 20–25%.

Slag: straw reactor releases a large number of mineral elements, except dissolved in leaching
solution and also in slag. It is a mixture of organic and inorganic nutrients vegetables need.
External reactor slag can be cleaned out and piled up to decay into powder as matrix fertilizing,
it is to not only to replace chemical fertilizers for seedling growth, but also to prevent and
control plant diseases and eliminate damage from pests. It is showed that the reactor slag can
increase the yield by 15–20%.
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The water: water is one of the important conditions of the reactor. In addition of water in
building a pile, the water must be supplied every 7–8 days to fill a water reactor. Untimely
replenishment will reduce the efficiency of the reactor, causing the reactor to stop.

The oxygen is a prerequisite for the reactor to produce carbon dioxide. The straw bioreactor
needs a large number of oxygen. With the reaction reactor working, ventilation condition is
getting worse and reaction is slow so that the covering film on the piles should not be too strict,
every 20 days the film should be uncovered, and 5–6 hole per square meter should be drilled.

Amendments: when external reactors generally use for 50 days or so, the straw consumption
is more than 60%. Note that 1200–1500 kg straw and strains should be added. In winter the
amendments are supplied three times.

3.2.9. The notice for operation

1. The operating time of the internal reactor should be more than 20 days ahead of planting,
otherwise the results will be postponed.

2. The first watering should be enough to foot (with wet straw); the second watering is
uniform, with the interval time of 10–15 days; watering for the third time to be clever,
watering for the fourth time should be careful, in winter or spring period it should not be
watered, if not be dry.

The use of built‐in master four should not be the principle of:

Ditching should not be too deep (not to exceed 25 cm); strain and straw quantity should not
be too little (straw 3000–4000 kg, 8–10 kg bacteria per 667 m2), covering soil should not be too
thick (20–25 cm); and drilling the hole should not be too late, or too little (3 days after watering,
a hole per 20 m2).

3.3. The application effects of straw biological reactor technology

3.3.1. Growth performance

Seedling: early onset—fast growth, wide stem diameter, short internodes, large and thick
leaves, early flowering, fewer pests and diseases, and resisting natural disasters. Medium—
strong growing of crop, many big fruit of less deformity, and 10–15 days of listing period in
advance. Late—the strong ability of continuous fruiting, longer harvest period by 30–45 days,
and obstacles lead to continuous cropping are overcome.

3.3.2. Yield performance

The yield of different fruit varieties generally increase by 80–500%; the yield of different
vegetable varieties increase by more than 50–200%, the yield of root, stem, and leaf crops
generally increase 1–3 times, the yield of legumes (such as peanuts and soybeans) increase by
50–150%.
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3.3.3. Quality performance

Fruit tidy, commodity rate, the color and luster, sugar content, flavor, and aroma quality are
improved significantly; nitrite content and pesticide residues significantly decreased or
disappeared.

3.3.4. The input‐output ratio

Greenhouse vegetable, melons for 1:14–16; high arch shed vegetables, melons for 1:8–12; small
arch shed melons, vegetables 1:5–8; open field cultivation of melon and vegetable 1:4–5; and
special Chinese village is 1:20–50.

3.3.5. Reducing production costs

In greenhouse the reduction is 3500–4000 yuan per 667 m2; in shed it is 1500–2500 yuan; in
small arch shed it is 500–1000 yuan.

4. Plant vaccines and their use

Plant vaccine is a kind of biological technology that uses plant immune function to prevent
plant diseases. The mechanism of preventing and controlling the disease is to activate the
immune function and to realize the purpose of preventing and controlling the disease. It is an
important part of the biological reactor technology system. The technology is now used in
Shandong, Liaoning, Hebei, and other 10 provinces, as well as in more than 100 counties (cities,
districts); fruit trees, vegetables, herbs, legumes, tea, tobacco, and other crops on large areas;
also, the control effect reached 80–100%, the average cost decreased by 60%, with an average
increase of more than 30%. The plant vaccine has important significance to solve the problem
of pesticide pollution and pesticide residues in agricultural products, and to realize the organic
cultivation and food safety of crops.

5. Production of nursery soil

5.1. How to make breeding soil with biological organic fertilizer

There are two stages in field cultivation of crops. In seedling stage it is mainly for crop root
growth and seedling cultivation so that fertilizer quantity is not big, but uniform. There cannot
be too high nutrients, otherwise it will produce burning phenomenon of seedling roots. The
nutrients needed for the growth of seedlings were mainly supplied by the bed soil and the
substrate. The bed soil or other nursery matrix requires loose, fertile, air permeability, and
moisture retaining property.

Production of nursery soil: 10% organic biological fertilizer and 90% ripening fertile garden
soil mixing, sieving, and joining right amount of nitrogen, phosphorus, and potassium
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nutrient. Available nutrient contents are controlled as nitrogen 150–300 mg/kg, 200–500 mg
P2O5/kg, and K2O–600 mg/kg. Nursery soil adding fertilizer can be calculated according to the
effective nutrient content, generally as for 100 kg nursery soil, 0.5 kg ammonium sulfate, 1 kg
superphosphate, and 1 kg potassium sulfate, which are mixed evenly to avoid inhibition of
seedling growth.
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Abstract

Plants cover the most area of the earth’s living environment as trees, grasses, flowers,
and so on. Plants play different important roles in the environment such as ecosystem
balance and food supplement for animals and humans. Moreover, wild or cultivated
plants are considered the powerful biofertilizers for the soil, where the plant debris after
death and degradation provides the soil with sufficient organic matters. Accordingly,
plant care is a great duty and hard mission, which must be constantly improved. The
study of plant pathogens belongs to the branch of biology known as plant pathology.
The latter is also concerned to overcome the plant diseases arising from the biotic and/
or abiotic origin. Biotic (infectious) diseases are developed owing to microbial infection,
while abiotic (noninfectious) diseases are developed due to environmental factors. In
this chapter, we are concerned with plant pathogens or phytopathogenic microbes such
as bacteria, viruses, fungi, mollicutes, and so on.

Keywords: phytopathogens, biotic diseases, abiotic diseases, parasitism, pathogenici‐
ty

1. Introduction

The plant pathogens especially microbes will be the main subject of this chapter. The science,
which is concerned with the study of plant diseases and their causes, is known as plant
pathology. Therefore, all scientists concerned with this science constantly attempt to treat the
diseased plants via various methods. This approach of scientific research is very important
owing to the economic and hygienic yield for humans and animals. The phytopathogens are
two types: biotic factors, which include all microbes and parasitic plants, and abiotic factors,
which include all environmental factors. Essentially, the plant pathology is correlated with
other sciences such as entomology, bacteriology, mycology, virology, and weed science due to
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Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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deleterious effects of insects, bacteria, fungi, viruses/viroids, and weeds on plants, respectively.
The first step of plant disease treatment is observation of definite and clear symptoms on the
plants. These symptoms give an initial indication for the type and cause of plant disease, which
may end with the death [1].  The modern approach of plant disease control  depends on
biological control agents such as the production of antimicrobial agents and the production
of genetic‐improved strains of plants, which are more resistant to plant diseases. This approach
is more favorable because it is friendlier with the environment and healthier for humans and
animals [2]. The infected part of the plant gives an indication of the type of plant disease, such
as infected root which is usually correlated with root‐rot disease [3]. The plant diseases can be
classified according to several parameters: disease symptoms, infected organ, infected plant
type, and the type of phytopathogen. The latter is considered the more useful criterion used
for plant disease classification, because it easily determines the disease cause, potential disease
complications, and possible control methods [4]. According to this criterion, plant diseases are
classified  into  two  types:  infectious  (biotic)  diseases,  which  are  caused  by  eukaryotes,
prokaryotes, parasitic higher plants, viruses/viroids, nematodes, and protozoa, and noninfec‐
tious (abiotic) diseases, which are caused by different extreme environmental conditions [5].

2. Basic procedures in the diagnosis of plant diseases

The plant disease diagnosis depends on the exact determination of the disease cause. Generally,
there are two plant disease causes: the pathogens and/or environmental factors. The former
leads to infectious diseases, while the latter leads to noninfectious diseases [6].

2.1. Infectious diseases

There are wide range of phytopathogens which cause infectious plant diseases such as fungi,
bacteria, viruses, viroids, mollicutes, parasitic higher plants, and protozoa. The infectious
disease means the ability of phytopathogen to transfer from the infected plant to another
healthy one and causes the same disease and the same symptoms. The most phytopathogens
can inhabit the internal environment of plants; however, some others can live on the plant
surface such as some fungi, bacteria, and parasitic higher plants [7].

2.1.1. Diseases caused by parasitic higher plants

Some plant diseases are developed due to growing certain plants attached on or in other plants,
where they take all required nutrients without benefit sharing; these plants are called parasitic
higher plants. This abnormal relationship leads to weakness of healthy or host plant. The
parasitic higher plants are usually found attached with the surface of the host plant, such as
dodder, mistletoe, witchweed, and broomrape [8].

2.1.2. Diseases caused by nematodes

The nematodes are one of most common phytopathogens which have definite symptoms.
These symptoms only appeared in the infected site. The nematode infections in or on plants
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are widely distributed especially in proper environments such as moderate temperature and
high humidity [9].

2.1.3. Diseases caused by fungi

Interestingly, there are two main types of fungi appearing on plants: pathogenic and sapro‐
phytic. The pathogenic fungi live in or on plant tissues and cause serious complications for the
vital physiological functions of plants, while saprophytic ones live in or on dead tissues.
Accordingly, the diagnosis of plant disease must be exactly carried out. The exact diagnosis
and determination of fungi take place by microscopical examination to identify the mycelial
morphological characteristics, whatever fruiting structures and spores. After complete
identification for the fungus and the symptoms of plant disease, the latter should be compared
with that reported in the reference. This study will exactly determine whether the fungus is a
pathogen or a saprophyte. Although microscopical examination is an essential and effective
method for fungal identification, it only sometimes cannot lead to exact identification due to
the absence of fungal fruiting structures and spores on infected plant tissue. Therefore, an
alternative method must be used, such as using selective media for isolation, identification, or
promotion of sporulation. On the other hand, some fungi need to be incubated under certain
temperature, aeration, or light conditions to produce spores [10].

2.1.4. Diseases caused by bacteria and mollicutes

The appearance of bacterial growth in or on plant tissues means that bacterial plant disease
may be present, because saprophytes may be present. Therefore, accurate bacterial identifica‐
tion must be carried out by using microscopical examination and physiological parameter
determination. The selective media are essentially used in the bacterial identification to
determine the bacterial genus and species in some cases. Moreover, the confirmatory test of
bacterial pathogenicity may be carried out by inoculation of single pure bacterial colony in the
healthy plant, reproducing the same symptoms that appeared on the infected one. Moreover,
immunodiagnostic techniques or serodiagnostic assays can be used, such as agglutination and
precipitation, fluorescent antibody staining, and enzyme‐linked immunosorbent assay
(ELISA). There are several advantages for these techniques such as quite sensitivity, fairly
specificity, rapid, easy to perform, and it is expected that standardized, reliable antisera will
be available soon. Furthermore, there are recent methods used for bacterial identification,
which depend on the automated analysis of bacterial fatty acid profile. The molecular biolog‐
ical techniques are also widely used [11]. There are uncommon microorganisms called
mollicutes. These microorganisms are very small where they must be examined by an electron
microscope. Mollicutes have polymorphism and lack cell wall–like mycoplasma. These
microorganisms habit the young phloem cells as a convenient host, and cause severe plant
diseases such as plant stunting, yellowing or reddening of leaves, proliferation of shoots and
roots, production of abnormal flowers, and eventual decline and death of the plant. Mollicutes
cannot be cultured on nutrient media except for the genus Spiroplasma. Mollicutes can be
diagnosed by several parameters, such as symptoms determination, grafting, transformation,
microscopical examination, susceptibility to tetracyclines, and so on [12].
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2.1.5. Diseases caused by viruses and viroids

There are distinctive types of plant diseases caused by viruses/viroids. These diseases have
definite and clear symptoms, which easily support disease diagnosis and are considered main
advantage. Apart from this advantage, some recent techniques are widely used for disease
diagnosis and virus identification, such as virus transmission tests to specific host plants by
sap inoculation, grafting, certain insect, nematode, fungus, and mite vectors. Moreover,
serodiagnostic tests are used for this purpose such as enzyme‐linked immunosorbent assays,
gel diffusion tests, micro‐precipitin tests, and fluorescent antibody staining. The electron
microscopy techniques as negative staining of virus particles in leaf dip or purified prepara‐
tions are also used, as well as immune‐specific electron microscopy. On the other hand, there
are more accurate techniques used for disease diagnosis and virus/viroid identification, such
as electrophoretic tests and hybridization of commercially available radioactive DNA com‐
plementary to a certain virus DNA or RNA, or viroid RNA, with the DNA or RNA present in
plant sap and attached to a membrane filter (immunoblot) [13].

2.1.6. Diseases caused by more than one pathogen

Sometimes, some plants are exposed to coinfection by two or more pathogens, which lead to
the same or different disease symptoms. Therefore, the differentiation and identification of
these pathogens are very essential to exactly determine the disease cause. The differentiation
and subsequently identification are carried out by all techniques that are mentioned above [14].

3. Noninfectious diseases

Occasionally, some plant diseases have abiotic origin such as environmental factors; these
diseases are called noninfectious diseases. Abiotic environmental factors have deleterious
effects on plants under extreme conditions, because they can negatively effect on the vital
physiological functions and may lead to death, for example, the presence of considerable
amounts of toxics in the soil or in the air, deficiency of water, oxygen, or minerals, and extreme
conditions for temperature, humidity, oxygen, CO, or light [7].

4. Parasitism and pathogenicity

The term parasitism called on the state in which an organism (parasite) lives on or in another
one (host) to obtain its required nutrition. Usually, the parasitism is correlated with pathoge‐
nicity, which means the ability of an organism to cause a disease. However, the parasitism in
some cases leads to a benefit relationship called symbiosis, in which both plant and organism
alternate the benefits, such as bacterial nodules in the roots of legume plants and the mycor‐
rhizal infection of feeder roots of most flowering plants. In the case of parasitism‐pathogenicity
relationship, the plant is diseased with the appearance of different symptoms such as increased
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respiration, disintegration or collapse of cells, wilting, abscission, abnormal cell division and
enlargement, and degeneration of specific components such as chlorophyll [15]. The most
common plant pathogens are fungi, bacteria, mollicutes, parasitic higher plants, parasitic green
algae, nematodes, protozoa, viruses, and viroids. These parasites cause serious plant diseases,
because they have the ability to penetrate the plant tissues to feed and proliferate in it, and
withstand the conditions in which the host lives. These pathogens are also called obligate
parasites because they can only live in their living hosts. On the other hand, there are certain
pathogens such as most fungi and bacteria can live on either living or dead hosts and on various
nutrient media, so they are called nonobligatory parasites. Some nonobligatory parasites can
grow saprophytically on dead organic matter, and therefore called semi‐biotrophs/facultative
saprophytes [16]. There is a type of a life called facultative parasitism, in which an organism
grows saprophytically (necrotrophs); however, under certain conditions, they attack living
plants and cause a disease; these parasites are called facultative parasites. The type or degree
of parasitism does not affect the disease severity. For instance, many diseases caused by weakly
parasitic pathogens are much more damaging to a plant than others caused even by obligate
parasites. Lysozymes are a main mechanism of most nonobligatory parasites by which they
can degrade the plant cell wall and subsequently cause invasion and infection [17].

5. Host range of pathogens

Phytopathogens differ among each other with respect to the plant type, the location of
infection, and the age of the organ or tissue (location of infection). The specificity of plant
pathogens has various degrees; some pathogens have only one target species of plant, while
other pathogens can attack only one genus of plants, and eventually some others have a wide
range of hosts, belonging to many families of higher plants. As mentioned above, phytopath‐
ogens differ among each other with respect to the location of infection; some of them grow on
roots, stems, leaves, fruits or vegetables, and phloem or xylem. Some phytopathogens can only
infect the seedlings or the young parts of plants, while the others can only infect the mature
tissues [18].

6. Development of disease in plant

The plant disease means the occurrence of physiological disorder(s) due to biotic agents such
as microbial infection and/or abiotic agents such as extreme environmental factors. In order
for the plant disease to occur, an interaction must happen between two components: the plant
and disease cause, which leads to physiological disorders. The disease cause is either biotic
agent or abiotic agent as mentioned above. Interestingly, the biotic agents lead to infectious
diseases, which develop under suitable environmental conditions. Therefore, the infectious
diseases (occurred by pathogens) are not developed under extreme environmental conditions.
This means it was impossible to get infectious and noninfectious plant diseases at the same
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time. The abiotic agents (environmental factors) play an important and vital role in the disease
development and severity or disease resistance. This matter depends mainly on different
factors: the plant family, the plant age, plant genetic type, pathogen virulence race, pathogen
inoculum size, and pathogen dormant state. Therefore, we can imagine the plant disease as a
triangle, which is called "disease triangle." The three sides of this triangle are the plant,
microorganisms, and the environmental factors. The length of each side is proportional to the
sum of the characteristics of the other two sides. For example, if the plant is resistant, the host
side and the amount of disease would be small or zero, whereas if the plant is susceptible, the
host side would be long and the potential amount of disease could be great [19].

6.1. Disease cycle

The disease cycle is a series of definite events, which lead to the disease development and
pathogen propagation. These events include inoculation, prepenetration, penetration,
infection, colonization (invasion), and growth and reproduction of the pathogen [20].

6.1.1. Inoculation

Inoculation is the pathogen or any part of the pathogen that contacts with the plant at certain
site to initiate the infection process, such as spores, sclerotia, or fragments of mycelium of fungi
may be fungal inoculum. In some cases, the inoculum is represented as an intact cell as in
bacteria, mollicutes, protozoa, viruses, and viroids. There are two types of inoculum: primary
and secondary inoculum, which in turn cause primary and secondary infection. The primary
inoculum lives dormant in the winter or summer and causes the original infections in the
spring or in the autumn. The secondary inoculum is that produced from primary infections.
The primary inoculum is more abundant than secondary inoculum and closer to the crop, and
caused more severe diseases and the losses that result. The inoculum has two sources: inside
and outside sources. The inside source in which the inoculum is produced on the plant, plant
debris, or on the soil, such as fungal and bacterial inocula of perennial plants, is produced on
the branches, trunks, or roots of the plants. The outside source of inoculum is in which the
inoculum comes into the field with the seed, transplants, tubers, or other propagative organs
or it may come from sources outside the field. In some cases, the inoculum is produced on the
plant surface as in fungi, bacteria, parasitic higher plants, and nematodes, which either
produce their inoculum on the surface of infected plants or their inoculum reaches the plant
surface when the infected tissue breaks down. However, the inoculum may be produced within
the plant as in viruses, viroids, mollicutes, fastidious bacteria, and protozoa. Interestingly, there
is an expression called inoculum landing or inoculum arrival, which means incoming of the
inoculum to the host plants passively by wind, water, and insects [21].

6.1.2. Prepenetration

6.1.2.1. Attachment of pathogen to host

Some pathogens directly penetrate the plant tissues by their vectors and then are surrounded
by cytoplasm, cell membrane, or cell wall of plant cell, such as mollicutes, fastidious bacteria,
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protozoa, and most viruses. In other cases, the pathogen firstly makes contact with the external
surface of the plant, and then penetration process takes place, such as fungi, bacteria, and
parasitic higher plants. The adhesion of the pathogen with plant surface is carried out by
mucilaginous substances found on the pathogen surface or at its tip. These substances are
composed of mixture of water‐insoluble polysaccharides, glycoproteins, lipids, and fibrillary
materials, which, when moistened, become sticky and help the pathogen adhere to the plant.
In some fungi as powdery mildew, adhesion is carried out by the release of cutinase enzyme
from the spore, which makes the plant and spore areas of attachment more hydrophilic and
cements the spore to the plant surface [22].

6.1.2.2. Spore germination

Spore germination process initiates by growth stimulation, which takes place with the
availability of proper environmental conditions. Once the stimulation has been received, the
spore starts to utilize the stored food, such as lipids, polyoles, and carbohydrates to build germ
tube as abridge with cell membrane and cell wall of the plant. When appropriate physical and
chemical signals, such as surface hardness, hydrophobicity, surface topography, and plant
signals, are present, germ tube extension and differentiation take place [23].

6.1.2.3. Appressorium formation and maturation

Appressorium is a specialized cell typical to many fungal plant pathogens that is used to infect
the plant host. Once appressoria are formed, they adhere tightly to the leaf surface and then
penetrate the plant cell wall via lysozyme secretion [24].

6.1.2.4. Recognition between host and pathogen

When a pathogen comes in contact with a host cell, the plant triggers a signal that either allows
or retards the pathogen growth and development of disease. This signal is a biochemical
reaction, which acts as a receptor to a pathogen contact. The pathogen propagation depends
on the components of the plant cell, such as fatty acids galacturonan, phenolic compounds,
strigol, amino acids, and sugars [25].

6.1.2.5. Spores and seed germination

The availability and ability of host infection are increased by vegetative pathogen. The infection
by fungal spores or parasitic higher plant seeds is carried out after germination has achieved.
Fungal spores' germination is carried out by releasing either a mycelium or a germ tube that
grows into the plant cell and cause infection [25].

6.1.2.6. Growth of nematodes

The growth of nematodes starts with hatching of eggs, which essentially requires convenient
environmental conditions such as temperature and moisture. After hatching of the eggs, the
larvae penetrate the plant cell and grow to form the adults. After maturation, the adults of
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protozoa, and most viruses. In other cases, the pathogen firstly makes contact with the external
surface of the plant, and then penetration process takes place, such as fungi, bacteria, and
parasitic higher plants. The adhesion of the pathogen with plant surface is carried out by
mucilaginous substances found on the pathogen surface or at its tip. These substances are
composed of mixture of water‐insoluble polysaccharides, glycoproteins, lipids, and fibrillary
materials, which, when moistened, become sticky and help the pathogen adhere to the plant.
In some fungi as powdery mildew, adhesion is carried out by the release of cutinase enzyme
from the spore, which makes the plant and spore areas of attachment more hydrophilic and
cements the spore to the plant surface [22].

6.1.2.2. Spore germination

Spore germination process initiates by growth stimulation, which takes place with the
availability of proper environmental conditions. Once the stimulation has been received, the
spore starts to utilize the stored food, such as lipids, polyoles, and carbohydrates to build germ
tube as abridge with cell membrane and cell wall of the plant. When appropriate physical and
chemical signals, such as surface hardness, hydrophobicity, surface topography, and plant
signals, are present, germ tube extension and differentiation take place [23].

6.1.2.3. Appressorium formation and maturation

Appressorium is a specialized cell typical to many fungal plant pathogens that is used to infect
the plant host. Once appressoria are formed, they adhere tightly to the leaf surface and then
penetrate the plant cell wall via lysozyme secretion [24].

6.1.2.4. Recognition between host and pathogen

When a pathogen comes in contact with a host cell, the plant triggers a signal that either allows
or retards the pathogen growth and development of disease. This signal is a biochemical
reaction, which acts as a receptor to a pathogen contact. The pathogen propagation depends
on the components of the plant cell, such as fatty acids galacturonan, phenolic compounds,
strigol, amino acids, and sugars [25].

6.1.2.5. Spores and seed germination

The availability and ability of host infection are increased by vegetative pathogen. The infection
by fungal spores or parasitic higher plant seeds is carried out after germination has achieved.
Fungal spores' germination is carried out by releasing either a mycelium or a germ tube that
grows into the plant cell and cause infection [25].

6.1.2.6. Growth of nematodes

The growth of nematodes starts with hatching of eggs, which essentially requires convenient
environmental conditions such as temperature and moisture. After hatching of the eggs, the
larvae penetrate the plant cell and grow to form the adults. After maturation, the adults of

Plant Pathogens
http://dx.doi.org/10.5772/65325

55



nematodes closely adhere with plant roots due to some factors, such as carbon dioxide and
amino acids [9].

6.1.3. Penetration

Phytopathogens penetrate plant surfaces either through natural openings such as fungi and
nematodes or through wounds in cell wall such as bacteria, viruses, viroids, mollicutes,
fastidious bacteria, and protozoa. Penetration and infection are not usually correlated together,
because some penetrated plants are resistant to phytopathogens [26].

6.1.4. Infection

The intimate contact of phytopathogen with its host is called infection process. The infection
process is either successful or unsuccessful depending on the type of host, whether susceptible
or resistant, respectively. Successful infection results in the appearance of symptoms, such as
discoloration, necrosis, dwarfism, and so on of the host. While unsuccessful (latent) infection
does not lead to any observations for the symptoms. As well known, the symptoms start to
appear after the incubation period of the pathogen has been finished. The symptoms either are
stable or may be changed until death [27].

6.1.5. Invasion

The phytopathogens can invade the plant tissues by producing mycelia which grow be‐
tween the cuticle and epidermis, such as pathogenic fungi of an apple. Nevertheless,
other phytopathogens such as those causing powdery mildews produce mycelia which
grow on the plant surface, and then extend to form a structure called haustoria, which
in turn extend into the epidermal cells. Therefore, plant pathogenic fungi can invade
their host either by intracellular mycelia, which directly grow through the cells, or by
intercellular mycelia, which grow between the cells. On the other hand, plant pathogenic
bacteria invade the plant tissues via intercellular way, and cause vascular wilts.
Although nematodes can invade the plant tissues intercellulary or intracellularly, they
usually feed on the epidermal cells by piercing. Other phytopathogens such as viruses,
viroids, mollicutes, fastidious bacteria, and protozoa can intracellularly invade the plant
tissues [28].

6.1.6. Growth and reproduction of the pathogen

Most phytopathogens especially fungi and parasitic higher plants invade and infect plant
tissues through the point of inoculation. Therefore, these pathogens can easily grow and
spread within the plant tissues until a certain limit or death occurs. For example, fungi can
invade and infect the plant tissue to cause vascular wilts. This invasion is carried out by re‐
leasing spores within the vessels [29].
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Abstract

Plant Growth Promoting Rhizobacteria (PGPR) are beneficial soil bacteria that can live
either symbiotically with plants at rhizosphere or as endophytes living on or inside of
the host plants. There are two main mechanisms via PGPR contribute to the plant
growth. Direct mechanism consists of phytohormone production (i.e. auxins (IAA),
cytokinins  and  gibberellins),  biological  nitrogen  fixation,  solubilizing  inorganic
phosphates, mineralizing organic phosphate and producing organic matter such as
amino acids. As indirect mechanisms, PGPR aid plants in combat against the pathogen
microorganisms by means of stimulating the disease-resistance mechanism of plants,
promote favorable symbiosis, decontaminate the soil of xenobiotics. PGPR can also help
plants to cope against abiotic stress by lowering ethylene levels, or against pathogenic
microorganism  by  means  of  secreting  antibacterial/antifungal  substances.  Exact
mechanisms of  PGPR characteristics  which stimulate  the plant  growth or  product
formation are still under investigation, yet in agriculture, PGPR are used as environ-
mental  friendly  biofertilizers,  biocontrol  agents  or  biostimulants.  These  beneficial
bacteria are usually introduced to the plants either in powder or liquid form or the seeds
are covered with the inoculants before sowing. Plants are subject to many different
environmental elements. Abiotic factors such as drought or water stress have been one
of  the  main  plant  growth  limiting  factors.  Agricultural  PGPR  application  is  an
alternative solution against loss due to the environmental stresses, since breeding a plant
with stress resistance trait is a very long and tricky process due to the fact that such
traits are controlled by multiple genes. PGPR phytohormone and enzyme (i.e. ACC
deaminase) production can decrease the stress levels of plants while enhancing the root
structures.
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1. Introduction

Soil is a composed of minerals, organic matters, water, and microorganisms and it covers the
surface of the earth. Soil not only provides an attachment surface for plants but also the
necessary materials for their growth. It also acts as host to many types of bacteria. The number
of bacterial species living in the soil varies according to the environmental conditions such as
temperature of the soil, amount of salt, chemicals, and moisture in the soil, and plants growing
nearby in the soil [1]. Bacteria are usually found abundant around the rhizosphere. The term
“rhizosphere” was first coined by Lorenz Hiltner in 1904 to define the layer of soil around the
plant root that is populated by microorganisms. The relationship between the plant and the
soil bacteria can be beneficial, harmful, or neutral according to the environmental conditions
surrounding the plant [2]. For example, bacterial species that has the trait to increase phosphate
solubility of the plant can only be beneficial when the plant is growing on a phosphate‐poor
soil. When the phosphate is given to the plant as fertilizer, the bacterium species becomes
neutral from the plant point of view.

The human population has been increasing rapidly and the industrialization grows accord‐
ingly. This contributes to the fact that not only the current food sources would not be enough
even every condition would stay the same but also industrialization has very negative effects
on the environment, such as decrease in the available land for agriculture available land, global
warming, and air and water pollution. New strategic solutions should be addressed to improve
agricultural yields and sustainability so that the food requirements for the human population
will be met with the lowest environmental impacts. A likely solution can be the use of “plant
growth promoting rhizobacteria (PGPR)”, soil bacteria which colonize at the rhizosphere of
the plants stimulating the plant growth. The term PGPR was first coined by Kloepper and
Schroth in 1978. The type of PGPR is directly related to the products exudate by the plant root
such as sugars, organic acids, and proteins. Understanding how the plant chooses which type
of PGPR would form the microbial community in the rhizosphere would give us insight when
choosing PGPR inoculants for increased plant crop yields and is a major scientific issue [3].

2. Mechanisms of PGPR

There are numerous types of bacteria which have been observed to possess at least one PGPR
trait such as Pseudomonas, Azospirillum, Azotobacter, Klebsiella, Enterobacter, Alcaligenes,
Arthrobacter, Burkholderia, and Bacillus. These are commercial inoculant species used as
biofertilizers which enhance the crop yield, bioprotectors which defend the plant against
pathogens and biostimulators which produce phytohormones beneficial to the plant [4]. The
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PGPRs are offering a cheaper and more environmental friendly option compared to using
chemical pesticides, herbicides, and fertilizers [5]. They affect the plants in couple of different
mechanism, yet none of them is well understood to this day.

2.1. Direct mechanisms

2.1.1. Plant growth substances

Phytohormones, another name for plant growth substances, are plant hormones or messengers
that influence the plant’s response to its environment. These organic compounds are produced
in one part of plant in a very low amount and carried into the other locations of the plant [4].
The physical responses gained by these hormones are ripening or growth of roots and leaves.

There are five main types of phytohormones: auxins, gibberellins, ethylene, cytokinins, and
abscisic acid. PGPR usually produces cytokinins, gibberellins, and IAA as phytohormones.

Cytokinins are compounds whose structure is similar to adenine. As the name suggests this
hormone induces cytokinesis (cell division) in plants thus involves in growth, root initiation,
increase in root surface area [6, 7]. This hormone can be synthesized by plant, some PGPRs,
and yeast strains [8]. Some phytopathogens are also reported to synthesize cytokinins, but the
amount of the produced hormone regulates whether it promotes or induces plant growth.
Various bacterial strains of Azotobacter spp., Rhizobium spp., Pantoea agglomerans, Rhodospirillum
rubrum, Pseudomonas fluorescens, Bacillus subtilis, and Paenibacillus polymyxa are recorded to
produce cytokinins [9].

Gibberellin, another phytohormone is also synthesized by some cytokinin-producing PGPR.
Gibberellin has a role in flowering, germination, dormancy, sex expression, and plant growth.
The gibberellin and cytokinin mechanisms for bacterial production and regulations are now
fully understood. Thus, the known effects of these hormones come from the plant physiological
knowledge [10].

IAA (indole-3-acetic acid) is the most significant and most studied auxin produced by plants
[9] and PGPR which has role in cellular responses such as cell division, organogenesis, gene
expression, pigment formation, seed germination, root development, photosynthesis, and
tropic responses (such as to gravity and light) [9, 11]. IAA also has role in stress resistance of
plants [12]. Like cytokinin, the amount of IAA can be both inhibitory and stimulatory. The
amount of IAA that required for the plant growth promotion is influenced by the plant species
and the bacterial species [4]. Since IAA is responsible for root formation and lengthening, one
of the effects of IAA on plants is increasing the amount of nutrients by the root and the amount
of exudation from the root [13]. The increase in exudations promotes the increase in biomass
of PGPR and the nodule formation in the rhizosphere [14].

Phytohormone ethylene is responsible for ripening of fruit, promoting root growth, activation
other phytohormones, inhibiting formation of Rhizobia spp. nodule formations. It is also
synthesized when the plant is faced with biotic and abiotic stresses [15].
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2.1.2. Biological nitrogen fixation

Nitrogen is an essential element for life as it is present in the structures of important biochem-
icals such as proteins and nucleotides. Although the air is rich with N2 (g), plants, and many
other complex organisms cannot use nitrogen in this form. Biological nitrogen fixation (BNF)
process by N-fixing bacteria produces the ammonia which can be used by plants as a nitrogen
source. Plants biomass and product yields are limited by the amount of nitrogen available,
thus applications of N-containing fertilizers is heavily used in agriculture. The downside of
using chemical fertilizers is they are expensive and have negative impact on environment.
Using PGPR and providing needed nitrogen by the BNF can be an alternative way to increase
agricultural yield [16, 17].

Biological nitrogen fixation fortunately not limited to the PGPR that forms symbiotic nodules
with legumes, but there are nonsymbiotic free living nitrogen fixing bacteria as well. Azospir‐
illum, Azoarcus, Azotobacter, Bacillus polymyxa, Burkholderia, Gluconoacetobacter, or Herbaspirillum
are such bacterial species reported to have PGPR properties [18].

2.1.3. Phosphate solubilizing bacteria (PSB)

Nitrogen is not the only crucial element for life which can limit the plant growth. For example,
phosphorus is also essential for the plants. Soil holds large amounts of phosphate, yet it is
found in insoluble form. Some PGPR are reported to solubilize the phosphate in the soil
through acidification, chelation, or enzymatically [19] Gluconacetobacter diazotrophicus is a
PGPR native to sugarcane that has the property to solubilize phosphate via acidification [20].

2.2. Indirect mechanisms

2.2.1. Biocontrol via antibiotics and lytic enzymes

It has been known that, microorganisms compete against each other for nutrients, colonization
sites in their natural environments. Many PGPR species evolved mechanism to reduce
competition such as releasing of antibiotics, lytic enzymes, or weak organic acids to the
environment. This characteristic of PGPR makes it a valuable tool against plant pathogens [18].
Yet, increase in the usage of antibiotic producing bacteria might result in development of
resistant pathogens.

The enzymes that PGPR secrete to eliminate pathogens such as Botrytis cinerea, Sclerotium
rolfsii, Fusarium oxysporum, Phytophthora spp., Rhizoctonia solani, and Pythium ultimum are
chitinases, cellulates, proteases, and lipases which can destroy the cell walls of the pathogens
[9].

2.2.2. Induced systemic resistance (ISR)

Induced systemic and systemic acquired resistances are response mechanisms that plants
evolved against pathogens. Unlike systemic acquired resistance (SAR) which is triggered by
infection by a pathogen, in ISR, the trigger is a PGPR which will make the plant resistance to
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phytopathogens. ISR starts at the root and spreads to the shoots [21]. This phenomenon was
first observed in 1991 by van Peer et al. They infected Arabidopsis thaliana plant root with
nonpathogenic Pseudomonas spp. and found out the rest of the plant also gained resistance to
pathogenic bacteria. Since this discovery, ISR has been studied in many plants such as bean,
tobacco, and tomato [18]. Plants with ISR response react to pathogenic bacteria faster and
stronger. It should be also noted that ISR response is not pathogen‐specific and can be used to
stimulate plant immune response against more than one pathogen species [9].

2.2.3. Siderophore production

Iron is another essential nutrient for plants. In aerobic conditions, iron is found as Fe3+ form
which is not soluble for microorganisms and plants. Some microorganisms produce and
secrete low mass iron chelators. These chelators are called siderophores and have high affinity
for iron. These operate as solubilizing agents for Fe3+ in limiting conditions. Fe3+ becomes Fe2+

for while entering the cell membrane and then unbind from the siderophores inside the cell
[22].

Siderophore production is also observed to be a biocontrol mechanism, since with this process,
PGPR derives other microorganisms from iron. PGPR also reported to use siderophores to
obtain other heavy metals (such as arsenic) from the soil and prevents the heavy metal toxicity
in plants [23]. This characterization can be used for bioremediation of the heavy metal toxic
soil as well.

2.2.4. Regulation of stress conditions

Ethylene is a phytohormone which is also secreted as response to biotic and abiotic stresses
such from salt, drought, or pathogenic bacteria. Although promoting growth and ripening of
fruits, in high amounts ethylene have harmful effects on the plant. Many PGPRs synthesis an
enzyme called ACC deaminase, which destroys the precursor of ethylene called 1‐aminocy‐
clopropane‐1‐carboxylate (ACC), thus decreasing the ethylene levels and relieving the stress
of the plant [24].

Some PGPRs which do not have the ability to produce ACC deaminase, can also promote the
growth of plants via secretin of IAA even though other inhibitory factors are found in the
environment [9].

3. Examples of PGPR

3.1. Symbiotic PGPR: rhizobacteria

Rhizobacteria are soil bacteria which colonize at the root of legumes forming nodules. They
fix the atmospheric nitrogen for the plant benefit in exchange for carbon source. Rhizobacteria
are the most known PGPRs. Inoculation with rhizobacteria provides biomass increase in
legumes [4, 9].
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competition such as releasing of antibiotics, lytic enzymes, or weak organic acids to the
environment. This characteristic of PGPR makes it a valuable tool against plant pathogens [18].
Yet, increase in the usage of antibiotic producing bacteria might result in development of
resistant pathogens.

The enzymes that PGPR secrete to eliminate pathogens such as Botrytis cinerea, Sclerotium
rolfsii, Fusarium oxysporum, Phytophthora spp., Rhizoctonia solani, and Pythium ultimum are
chitinases, cellulates, proteases, and lipases which can destroy the cell walls of the pathogens
[9].

2.2.2. Induced systemic resistance (ISR)

Induced systemic and systemic acquired resistances are response mechanisms that plants
evolved against pathogens. Unlike systemic acquired resistance (SAR) which is triggered by
infection by a pathogen, in ISR, the trigger is a PGPR which will make the plant resistance to
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phytopathogens. ISR starts at the root and spreads to the shoots [21]. This phenomenon was
first observed in 1991 by van Peer et al. They infected Arabidopsis thaliana plant root with
nonpathogenic Pseudomonas spp. and found out the rest of the plant also gained resistance to
pathogenic bacteria. Since this discovery, ISR has been studied in many plants such as bean,
tobacco, and tomato [18]. Plants with ISR response react to pathogenic bacteria faster and
stronger. It should be also noted that ISR response is not pathogen‐specific and can be used to
stimulate plant immune response against more than one pathogen species [9].

2.2.3. Siderophore production

Iron is another essential nutrient for plants. In aerobic conditions, iron is found as Fe3+ form
which is not soluble for microorganisms and plants. Some microorganisms produce and
secrete low mass iron chelators. These chelators are called siderophores and have high affinity
for iron. These operate as solubilizing agents for Fe3+ in limiting conditions. Fe3+ becomes Fe2+

for while entering the cell membrane and then unbind from the siderophores inside the cell
[22].

Siderophore production is also observed to be a biocontrol mechanism, since with this process,
PGPR derives other microorganisms from iron. PGPR also reported to use siderophores to
obtain other heavy metals (such as arsenic) from the soil and prevents the heavy metal toxicity
in plants [23]. This characterization can be used for bioremediation of the heavy metal toxic
soil as well.

2.2.4. Regulation of stress conditions

Ethylene is a phytohormone which is also secreted as response to biotic and abiotic stresses
such from salt, drought, or pathogenic bacteria. Although promoting growth and ripening of
fruits, in high amounts ethylene have harmful effects on the plant. Many PGPRs synthesis an
enzyme called ACC deaminase, which destroys the precursor of ethylene called 1‐aminocy‐
clopropane‐1‐carboxylate (ACC), thus decreasing the ethylene levels and relieving the stress
of the plant [24].

Some PGPRs which do not have the ability to produce ACC deaminase, can also promote the
growth of plants via secretin of IAA even though other inhibitory factors are found in the
environment [9].

3. Examples of PGPR

3.1. Symbiotic PGPR: rhizobacteria

Rhizobacteria are soil bacteria which colonize at the root of legumes forming nodules. They
fix the atmospheric nitrogen for the plant benefit in exchange for carbon source. Rhizobacteria
are the most known PGPRs. Inoculation with rhizobacteria provides biomass increase in
legumes [4, 9].
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Rhizobacteria are host‐specific bacteria, meaning that they will not form rhizosphere nodules
with any type of plants. The most common rhizobacteria are Rhizobium and Bradyrhizobium.
They are both Gram‐negative, rod‐shaped (bacilli) bacteria. Rhizobium forms symbiotic
nodule with vetches, peas, lentil, clovers, and beans [4].

3.2. Nonsymbiotic PGPR

Fortunately, nitrogen fixation is not limited to Rhizobacteria. There are many free‐living species
which can also perform biological nitrogen fixation.

Some important nonsymbiotic nitrogen‐fixing bacteria include Azoarcus sp., Gluconacetobacter
diazotrophicus, Herbaspirillium sp., Azotobacter sp., Achromobacter, Acetobacter, Alcaligenes,
Arthrobacter, Azospirillum, Azomonas, Bacillus, Beijerinckia, Clostridium, Corynebacterium, Derxia,
Enterobacter, Klebsiella, Pseudomonas, Rhodospirillum, RhodoPseudomonas, and Xanthobacter [25].

Applications of Azotobacter and Azospirillum species are reported to increase yield of grass type
of crops. Although Azospirillum has been isolated from cereal initially, it has been used to
inoculated noncereal crops more frequently. It is stated that Azospirillum bacteria is not a host‐
specific species but a general root colonizer [4].

The family Acetobacteriaceae includes genera, Acetobacter, Gluconobacter, Gluconoacetobacter, and
Acidomonas. Gluconacetobacter diazotrophicus is an acid tolerant, Gram‐negative and obligate
aerobe bacteria. The bacteria cells can grow on high sucrose content and low acidity. The
optimum sugar concentration is 10% and pH is 5.5 for growth although its recorded that they
can live at pH 3. It is an endophyte; located at the internal tissues of its host [16].

4. Conclusion

Plant growth promoting rhizobacteria are being intensify researched to increase crop yields,
to protect the plants and stimulate the plant growth via phyhormone production. Even though
the mechanisms behind PGPR characteristics are not fully discovered, there are many com‐
mercialized PGPR strains which are used as agricultural inoculants. These strains are
Agrobacterium radiobacter, Azospirillum brasilense, Azospirillum lipoferum, Azotobacter chroococ‐
cum, Bacillus licheniformis, Bacillus megaterium, Bacillus mucilaginous, Bacillus pumilus, Bacillus
spp., Bacillus subtilis, Bacillus subtilis var. amyloliquefaciens, Burkholderia cepacia, Paenobacillus
macerans, Pantoea agglomerans, Pseudomonas aureofaciens, Pseudomonas chlororaphis, Pseudomonas
solanacearum, Pseudomonas spp., Pseudomonas syringae, Serratiaentomophilia, Streptomyces
griseoviridis, Streptomyces spp., Streptomyces lydicus, and various Rhizobia spp.

The inoculation of agricultural plants with PGPR still makes the minor fraction of crop
enhancement methods. To increase the application of PGPRs, the mechanisms that are
unknown should be studied, the differences and advantages of using nonsymbiotic PGPR over
rhizobacteria species should be determined. The production and storage of the PGPR inocu‐
lants should be addressed.
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Due to the climate and soil composition, there are inconsistencies between the greenhouse
trials’ results and the field trials should be minimized. A computational approach can be used
to find the interaction of plant and PGPR and simulate physiological responses under certain
environmental conditions.
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Abstract

Seeds are very important part of the world’s diet, contributing to half of the global per
capita energy intake. Thereby, their study has a substantive relevance, reflected by
numerous yearly publications. However, mysteries remain about the main molecular
mechanisms involved in germination and dormancy. Seed is a completely independent
living  thing,  and in  suitable  conditions,  hatches  and generates  a  new adult  plant
completely, identical to which they gave rise. And to do so requires only light and water
in certain proportions. Theoretically, the seed has reserves of nutrients that allow it to
grow, until their so‐called autotrophic features allow them to establish itself as a self‐
sufficient organism. So far, the above cannot be explained adequately, we only have
abundant theories that come and go. However, our finding of the intrinsic property of
melanin is that it transforms the visible and invisible light to chemical energy through
the water molecule dissociation and marks a before and an after process in the study of
the germination of the seeds. Nutrients that can be found in a seed not only provide
energy but also elements to be biomass, that is, mainly carbon chains of different lengths
and combinations,  which eventually constitute  the backbone of  more than 95% of
biomolecules.  The  chemical  energy  that  the  seed requires  to  carry  out  the  highly
complex chemical reactions necessary for hatching is taken from water, dissociating it
through melanin.

Keywords: melanin, chlorophyll, water dissociation, dormancy, germination, energy

1. Introduction

Life in plant is cyclical, like in human beings. The seed in plants can be considered the starting
point; thereby, seed biology is one of the most extensively researched areas in plants physiol‐
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ogy. However, two fundamental questions remain: how does the embryo emerge and how is
embryo emergence blocked?

It seems not be advantageous for a seed to germinate freely. Thereby, seed dormancy is a
mechanism that optimizes the germination. However, little progress has been made toward
the understanding of dormancy, besides we do not know the defining events in germination.

The threshold stimulus that initiates a common signal transduction cascade that coordinates
diverse cellular responses is unknown and varies widely among individual seeds. Character‐
istically, germination commence with the uptake of water by the quiescent dry seed. The
metabolic activities of the imbibed dormant seeds are only subtle different from those of
nondormant seed. The main difference is that the radicle (the embryonic axis) fails to elongate.

Dormancy phenomenon has no clear definition, and it differs among species. When the embryo
is constrained by surrounding structures, the phenomenon is known as coat‐enhanced
dormancy. Interestingly, embryos isolated from these seeds are not dormant. So far, dormancy
is a poorly understood phenomenon.

The release of dormancy and completion of germination occur within a relatively few cells
associated with the embryonic root axis. However, even the presence of apparently nonres‐
ponding cells in the axis and other seed parts helps in a successful germination.

The release of dormancy can be triggered by a variety of known and unknown environmental
and chemical stimuli, but the presence of water is unavoidable. Initially, the uptake of water
by a mature dry seed is rapid, followed by a plateau phase. A further increase in water uptake
occurs only after germination is completed.

The influx of water shows peculiarities as the water inside the cell is pure; thereafter, the
dormant cell membranes have an immediate and rapid leakage of solutes and low molecular
weight metabolites into the surrounding imbibition solution; however, the processes initiated
by the entrance of surprisingly clean water have a certain order, and they are not at random
at all and have a definite sequence.

The membranes return to their more stable configuration after a short time of rehydration, and
solute leakage is curtailed. Therefore, it is not by chance that it occurs, instead, a highly ordered
sequence of events happens; for instance, the amount of N‐acetyl phosphatidylethanolamine,
a phospholipid compound with membrane‐stabilizing properties, increases as does that of the
corresponding synthase.

Upon imbibition by this pure water, the quiescent dry seed resumes metabolic activity. It is
hard to explain how the sole reintroduction of clean water during imbibition is sufficient for
metabolic activities to resume, and in matter of hours, a full metabolic status is achieved.

The word “metabolism”, which means continuous change, is the result of different processes
that occur in a very coordinated manner, both in space as well as in time and place. In no way
are the results by chance. And to this we add the energy required so that metabolism can occur,
then we try to find a source of energy which is capable not only of producing changes, but also
in a proper, orderly, and complex fashion. We can get the answer in the melanin.
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2. Melanin, the great transducer

The so‐called germination comprises a chain of concatenated events, and by no means they
are isolated and all are connected among themselves in a way that we do not understand. But
the unsuspected intrinsic capacity of melanin becomes the visible and invisible light energy
chemical through dissociation and subsequent reformation of the water molecule. Discovered
by our team in 2002, it comes to fill a very important gap in the knowledge of seed biology.

So far, melanin has been considered as the perfect protection against UV‐induced photodam‐
age [1]. It is an absorbent filter that reduces the penetration of UV through the epidermis. Other
significant properties of melanin already described in the literature are its functions as a free
radical scavenger and superoxide dismutase that reduces reactive oxygen species (ROS) [2].

Melanin, under certain circumstances, can also have toxic properties [3], at least theoretically.
However, more than 120 genes have been shown to regulate pigmentation in mammals. On
the other hand, melanin’s basic structure is poorly defined. Melanins are electron acceptors
and charge exchange is considered a major binding force in many reactions.

Much has been written about complex properties of melanin, but the mechanisms of action
were more theoretical than real, since some properties of melanin seem to oppose each other.
But the hitherto unknown property of melanin transforming light into chemical energy breaks
the paradigm in which it corresponds to their biological function.

Energy production is the new feature that we now know in melanin, and it is the same
everywhere, for example, on the outer layers of the seeds (episperma) and fruits (Figures 1–9).

Figure 1. Melanin is present in all the seeds. The difference in hue depends on the concentration of the molecule, gran‐
ule size, orientation in the molecule, and type of structures that surround it. Photograph shows the high concentration
on mature fruit of avocado (American Persea Mill) peel, even it seems that higher concentration of melanin results in
greater fruit and seed size, as it is conceivable that the higher amount of melanin means greater availability of chemical
energy. On the right side of the picture, we observe tamarind seed (Tamarindus indica) whose brown color is also due to
the melanin.
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Figure 2. Melanin must be present in all cells. Because of it, cells are capable of producing their own chemical energy
through dissociation of water molecule, which appears as a universal mechanism. Melanin is concentrated in the areas
of increased demand for power, for example, around the nuclei of the cells, and in seeds, in areas of high metabolic
demand (episperm). Typically, melanin tends to be close to light energy sources (i.e., sunshine), and on the other hand,
the concentration of melanin also functions as a regulator of the amount of light that should reach the inside of the
body; in this case, mature avocado fruit and tamarind seeds.

Figure 3. The superficial part of the outer portion of the mature fruit of the avocado is very dark, because of its high
concentration of melanin, which indicates that, on the one hand, it transforms significantly visible and invisible light
into chemical energy, and on the other hand, regulates the amount of light that must pass through and reach the inner
parts of the fruit. Outer covering of the seed of the avocado (episperma) presents a very similar color, and thereby,
similar melanin content to the tamarind seeds.

Plant Growth76

Figure 4. Outer covering of the seed of tamarind (left) and avocado (right)—episperma—present very similar colora‐
tions. The melanin present in these structures transforms the light into chemical energy, and also regulates the amount
of light that must pass through and reach the deep parts, which also require light, either visible or invisible.

Figure 5. The outer coat of the avocado has melanin of high molecular weight (dark melanin or eumelanin), and the
outer coat of the seed (episperma) has melanin of low molecular weight (pheomelanin). In both cases, the function of
melanin is the same, chemical energy production.
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Figure 6. Eumelanin in the outer casing of the avocado, in addition to producing energy, functions as a regulator of the
amount of visible and invisible light that penetrates the inside of the fruit, because it must be within a certain range; on
the other hand, the pheomelanin of the seed allows a greater light to pass so that is still maintained within the optimal
range.

Figure 7. Outer dark color of various brown tones of episperma indicates the presence of melanin. Pulposus green con‐
tent allows us to infer the presence of heme groups, which are also capable of dissociating water molecule, but unlike
the melanin, make it irreversibly.

Plant Growth78

Figure 8. The grooves that are seen on the surface of the seed, covered and merged in brown tissues (melanin), trans‐
port liquids whose nature is not well understood, chemical processes occur inside them even, as in the SAP from the
trunk of the tree. But two of the mysteries seem to be solved with melanin, the energy needed to move the fluid and
the chemical energy that drives very tidy reactions happening inside these channels, because in both cases, the chemi‐
cal energy required, no doubt comes from the melanin.

Figure 9. Detail of the groves on the surface of the avocado seed—episperma.
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Melanin is able to dissociate the water molecule and also reshapes it. That is, liquid water
transforms it into its gaseous components, hydrogen and oxygen, releasing both in molecular
form. In this phase, the energy that is released is transported by hydrogen, which is an observed
fact in the entire universe. Hydrogen is the main carrier of energy, whereas oxygen is toxic at
any concentration.

The belief that our body combines glucose with oxygen to get energy no longer holds since
the discovery of diabetes. On the other hand, our body has handled the glucose since the
beginning of time, but when the conditions are true, diabetes occurs. When chemical energy
levels are not adequate, the body cannot do what it does, which it has been doing since millions
of years and millions of times.

In the seed, what happens is that the melanin that is mainly in the outermost layers begins to
absorb water and begins to dissociate and re‐form, and as a result water that forms inside the
seed is pure water because it comes from the recombination of the gases.

But not just the presence of water, but also the levels of hydrogen and oxygen inside the seed
begin to rise, and the energy that carries the hydrogen starts to promote each and every
chemical reactions that take part in the germination process.

The energy that comes from the melanin is surprisingly consistent and accurate, and hence
their effects on seed are also consistent and accurate.

The reaction occurring inside the melanin can be written as follows:

2 2 22H O  2H  O  4e-« + + (1)

For every two molecules of water that is reformed, four high‐energy electrons are generated [4].

3. Seed germination, resolved

Therefore, the long‐lasting mystery of the germination of the seed seems to be resolved, and
they are as follows: when the amount of water and light is adequate, the chemical energy that
emanates from the melanin will be enough to promote each and every one of the chemical
reactions that occur inside the seed, and this will help in the germination process. But when
the amount of water and light is not adequate, the energy that emanates from the melanin will
not be enough, and as a result it will only maintain the shape of the seed, but cannot hatch
until the levels of chemical energy to the interior of the cell are within a range that can be
considered optimal.

Plant Growth80

4. Is melanin a natural fertilizer?

It is surprising to find nature’s insistence to place melanin practically in all the seeds, at different
tissues, and different concentrations (Figures 9–13). The reason for this is chemical energy
production.

Figure 10. Tamarind seed, 16×. Brown color is given by the melanin.

Figure 11. Tamarind seed, 16×. When the external coat is slightly removed a darkest coat of melanin is perceived.
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Figure 12. Tamarind seed. With dim light, the melanin is clearly observed and its color shows a resemblance with the
eye iris color.

Figure 13. With brightest light, the color of the tamarind seed registered by the camera is almost yellow.

Plant Growth82

In order to perform its function to generate chemical energy, melanin absorbs visible and
invisible light, which is the darkest substance known; and it dissipates the energy by dissoci‐
ating the water molecule [5], which is reformed almost immediately, starting a very consistent
and reliable cycle, while both light and water are still available. The energy that is released due
to water molecule breakdown is transported by the diatomic hydrogen.

If we could see how hydrogen bubbles emerge from the melanin, one could observe symmet‐
rically formed and drawn hydrogen bubbles in all the directions (Figure 14).

Figure 14. Melanin in dark, and molecular hydrogen in blue, drawing as small bubbles.

Something similar happens in seeds too. However, as melanin is arranged in layers, that is, in
episperma, the bubbles displacement occurs outside and inside of the seed (Figure 15).

Figure 15. The dark circle around the seed is the melanin layer representation, and the bubbles of blue pale color are
the representation of the molecular hydrogen.
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The hydrogen that penetrates the inside of the seed has the important function of activating
the complex biochemical machinery of germination; driving each of the chemical reactions
involved in precise, consistent, and relentless form.

However, the hydrogen bubbles that go into surroundings of the seeds carry out an important
function, that is, promote changes in the immediate environment of the seed, which in turn
promotes germination, that is, the development of other forms of life, for instance, fungi
(Figures 16–19).

Figure 16. The seed of the tamarind, when not in adequate conditions of water and light, remained almost unchanged,
retaining a surface similar to the stored seeds.

Figure 17. However, when the tamarind seed is in right conditions, by principle of accounts, straightening (polarity)
immediately increases its volume, and begins to cover a milkweed (fungi), which also form a part of the cycle (Rhi‐
zome).

Plant Growth84

Figure 18. In this photograph, the elongated epicotyl is more visible. Tamarind has hypogeal germination.

Figure 19. In this other specimen, the elongated epicotyl forming the hook is clearly visible.

According to Darwin, although there are more than one million species, there is just one life.
For us it means that life originates from the dissociation of the water molecule. Molecular
hydrogen being the important part as it is the carrier of energy for excellence in nature, not
only on Earth but throughout the universe, and therefore the seeds are no different.

The formation of symmetrical hydrogen bubbles in all the directions by melanin (Figure 14)
produces a high energy area in its immediate surroundings, so it activates not only the
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mysterious metabolic processes involved in germination, but produces a beneficial effect on
microorganisms that live in the soil, which also play a substantive role in the cycle.

In addition to being the carrier of energy most used in nature, molecular hydrogen is the best
antioxidant that is known, because it is able to reduce oxygen into water.

The growth of fungi on the surface of the seed (Figure 17) is a clear example of the effect it has
on life (in all its forms). The molecular hydrogen and its precious cargo of energy that was
injected at the time of the dissociation of the water molecule is very useful, as the seed uses
chemical energy in many ways. And it is not any kind of energy, because the melanin generates
it in a very precise, consistent, and relentless form, and it occurs both day and night. And this
is also reflected in the metabolic processes of the plant, which also are precise, consistent, and
incessant, and they occur both day and night.

It was simply the chemical energy with which the seed was created over billions of years of
evolution. If we compare the chemical energy that emanates from the melanin with another
type of energy, for example, heat, which is a very messy form of energy, germination does not
occur.

Even if we compare the energy that comes from the melanin with the energy of the Sun,
germination cannot take place from the energy of the Sun. Germination needs both visible and
invisible light, which is “conditioned” to transform by a transductor. And in the case of life,
melanin seems to be the one which carries out such adaptation of solar energy. As when light
energy is too strong, melanin decreases it, and when it is scarce, melanin elevates it. Seems that
melanin thrives on pressure.

Melanin is therefore a natural fertilizer, which not only fertilizes the seed itself, but also the
nearby environment that surrounds it, optimizing the possibilities of germination.

5. Conclusion

Any chemical process that is subject to a consistent and accurate energy will result in consistent
and accurate products.

Life is a continuous process and atoms which are influenced by the melanin begins to behave
in a way sui generis, and the molecules that are formed and continue to receive chemical energy
that emanates from melanin also behave in a very different way than as they would under
other conditions, for example, with another type of energy—heat.

And the same might be said for each and every one of the molecules that are continuously
formed and grow, becoming more and more complex. And surprisingly, the fundamental
chemical energy remains the same, as this is not created or destroyed. But the complexity of
the compounds that are formed under the influence of melanin appears to be exponential and
at the same time surprisingly exact, because it is repeated over and over again and over millions
of years.
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Seeds, considered for some authors as mysterious genetic capsules [6], contain many secrets
that are yet to be revealed. Mechanisms by which seeds undergo extreme desiccation without
losing viability remain unclear. Further, the network of genes conferring on seeds the ability
to remain dormant has yet to be fully elucidated.

As the global population exceeds more than 7 billion, and seeds providing more than 70% of
the world’s caloric intake, the efficient production of seeds is becoming ever more important.
Thus, the determination of the genetic and biochemistry of seeds, with the main aim of
enhancing yield and nutritive values of seeds, are essential steps. Recently, the utilization of
seeds as a source of biofuels to replace fossil fuels in developed countries significantly worsens
the problem of adequate food production.

While almost every year new genomic sequences from plants are published, the impact on
crops has not been as important as expected, as seed germination seems as a response with a
simple output but requiring multiple inputs. Seed sense fluxes in many different environmen‐
tal factors, and appears to have the capacity to analyze them in a holistic way and to determine
whether they germinate or not.

It seems that the presence of an adequate quantity of water and electron flow should take
numerous metabolic switches, but in a very precise and complex way, both in space, time, and
location. And so much so, that despite the best efforts of researchers in the area, the process of
maturation and germination of the seed has not been deciphered yet.

6. Perspective

Despite significant progress in seed biology, basic questions still need to be answered. Further,
it is important to translate existing knowledge into agricultural outputs [7].

Figure 20. Eye iris. The surface and color of the iris has a remarkable resemblance with the surface and color of several
seeds. The color of the eye iris is also due to melanin content.
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evolution. If we compare the chemical energy that emanates from the melanin with another
type of energy, for example, heat, which is a very messy form of energy, germination does not
occur.

Even if we compare the energy that comes from the melanin with the energy of the Sun,
germination cannot take place from the energy of the Sun. Germination needs both visible and
invisible light, which is “conditioned” to transform by a transductor. And in the case of life,
melanin seems to be the one which carries out such adaptation of solar energy. As when light
energy is too strong, melanin decreases it, and when it is scarce, melanin elevates it. Seems that
melanin thrives on pressure.

Melanin is therefore a natural fertilizer, which not only fertilizes the seed itself, but also the
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5. Conclusion

Any chemical process that is subject to a consistent and accurate energy will result in consistent
and accurate products.

Life is a continuous process and atoms which are influenced by the melanin begins to behave
in a way sui generis, and the molecules that are formed and continue to receive chemical energy
that emanates from melanin also behave in a very different way than as they would under
other conditions, for example, with another type of energy—heat.

And the same might be said for each and every one of the molecules that are continuously
formed and grow, becoming more and more complex. And surprisingly, the fundamental
chemical energy remains the same, as this is not created or destroyed. But the complexity of
the compounds that are formed under the influence of melanin appears to be exponential and
at the same time surprisingly exact, because it is repeated over and over again and over millions
of years.
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Seeds, considered for some authors as mysterious genetic capsules [6], contain many secrets
that are yet to be revealed. Mechanisms by which seeds undergo extreme desiccation without
losing viability remain unclear. Further, the network of genes conferring on seeds the ability
to remain dormant has yet to be fully elucidated.

As the global population exceeds more than 7 billion, and seeds providing more than 70% of
the world’s caloric intake, the efficient production of seeds is becoming ever more important.
Thus, the determination of the genetic and biochemistry of seeds, with the main aim of
enhancing yield and nutritive values of seeds, are essential steps. Recently, the utilization of
seeds as a source of biofuels to replace fossil fuels in developed countries significantly worsens
the problem of adequate food production.

While almost every year new genomic sequences from plants are published, the impact on
crops has not been as important as expected, as seed germination seems as a response with a
simple output but requiring multiple inputs. Seed sense fluxes in many different environmen‐
tal factors, and appears to have the capacity to analyze them in a holistic way and to determine
whether they germinate or not.

It seems that the presence of an adequate quantity of water and electron flow should take
numerous metabolic switches, but in a very precise and complex way, both in space, time, and
location. And so much so, that despite the best efforts of researchers in the area, the process of
maturation and germination of the seed has not been deciphered yet.

6. Perspective

Despite significant progress in seed biology, basic questions still need to be answered. Further,
it is important to translate existing knowledge into agricultural outputs [7].

Figure 20. Eye iris. The surface and color of the iris has a remarkable resemblance with the surface and color of several
seeds. The color of the eye iris is also due to melanin content.
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The insistence of nature in melanin in all forms of life (Figure 20) is a message that is very
important and essential from which we must learn as much as possible. Let us remember that
nature only insists on things that are important and relevant.

And we can say that with the discovery of the intrinsic capacity of melanin to transform the
visible and invisible light to chemical energy through the water molecule dissociation, the best
is yet to come.
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Abstract

Heterocyclic compounds are the largest and most versatile class of organic compounds.
Plants produce valuable heterocyclic substances called phytohormones to carry out the
growth  process.  They  control  the  growth  or  other  physiological  functions.  Both
hormones and vitamins are generally referred as plant growth regulators. Aromatic
compounds having lactone ring are called coumarin. Coumarin is one of the most
important  natural  substances  in  plants  and  is  referred  to  as  anti‐auxins,  as  these
compounds are considered to play an essential role in plants growth as well as defense.

Keywords: coumarin, inhibitors, phosphorous, heteroarylacetic acids, lactones, glyco‐
sides

1. Introduction

Almost  all  the  plants  contain  some substances  which  control  their  growth  process  and
development. These plant growth regulators facilitate the growth processes in a better way to
meet the requirements of food supply in general. However, with the increase of food demand
and invention of tissue culture in plant science, it was obvious that more and more growth
regulators should be designed. A vast majority of growth regulators have been synthesized
and tested for their effects on plant growth. In the proceeding paragraphs, the effects of
coumarins and derived compounds have been described.

The plant growth regulating activity can be defined as bustle of an active ingredient on the
physiological processes of the plant hormones directly responsible for growth reliant on the
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method to use, development stage on which preferably used and concentration of the active
substance used in vitro. The compositions can be prepared by mixing of the active ingredients
with some suitable transporters, that is, liquid solvents or solid carriers and optionally
surfactants or emulsifiers.

1.1. Coumarins

Coumarins (1) are heteroaryl compounds containing lactone ring and are of great medicinal
importance. These compounds are supposed to intricate in the various actions comprising
plant growth hormones and growth regulators in order to rheostat the respiration, photosyn‐
thesis, as well as protection against infection. They have an imperative role in plant biochem‐
istry and physiology, stand‐in as antioxidants, enzyme inhibitors and precursors of toxic
substance [1].

Coumarins are commonly found in almost every plant family [2]. Plants probably use them as
growth inhibitors (anti‐auxins) [3, 4] as well as defense compounds mean play an important
role in plants’ defense system against pests and diseases, including root parasitic nematodes
[5]. In some plant families, such as Leguminosae (bean family), Rutaceae (citrus family) [6] and
Umbelliferae (Apiaceae) (parsley‐fennel family), coumarins are produced and used in larger
quantities [7]. The effect of coumarins, umbelliferone (2) and xanthotoxins (3) is once compared
in cucumber, maize and garden pea, and the results are simply thought provoking. Umbelli‐
ferone retards root growth less strongly than coumarin and xanthotoxins.

All plants show dissimilar response depending on their Species, size and may be associated
with different effects on the process of cellular respiration and enormous changes happening
in mitochondria [8].
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1.1.1. Effects on seed germination

Abscisic acid (ABA) is a plant growth inhibitor, and indole butyric acid (IBA) is a plant growth
activator. At 100 ppm, both ABA and IBA suppress the germination of wheat and sorghum
seeds, although this effect is more pronounced in ABA rather than IBA. At 10 ppm, germination
percentage is 60–90%, whereas at 1 ppm germination in IBA is >90% in both wheat and
sorghum but ABA shows 75–90% germination.

The behavior of coumarin derivatives toward the germination is inhibitory [9, 10]. Different
coumarin derivatives show 70–95% germination at 10 and 1 ppm in comparison. 7‐Hydroxy‐
coumarin (4) and 7‐hydroxy‐4‐methylcoumarin (5) almost completely inhibit the germination
in wheat and sorghum seeds at 100 ppm, and percentage germination used to be <50%. All
other compounds show 70–95% germination at 10 and 1ppm in comparison to control [11]
(Figure 1).

Figure 1. Effect of coumarin derivatives (B = 4, C = 1, D = 5) in comparison with control (A).
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Williams et al. [12] have described that hydration and dehydration of radish (Raphanus sativus
L.) seeds in the presence of coumarin delay the germination and reduce the seedling growth.
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Synthesis of coumarin is of much valuable for the plant scientists as coumarin is supposed to
play an important role in the growth regulation.

1.1.2. Effects on shoot length

Reduced shoot growth is discerned with 7‐methoxycoumarin (6), 7‐methylcoumarin (7) and
7‐hydroxy‐4‐methylcoumarin (5) in comparison with that of untreated or control. At 1 ppm
concentration, reduced shoot length is perceived by coumarin (5) and 7‐methylcoumarin (7)
and 7‐hydroxycoumarin (12) at 1 and 10 ppm; 7‐methoxycoumarin (6) and 7‐hydroxy‐4‐
methylcoumarin (5) at 100 ppm result in 60–85% reduction in shoot growth [13] (Figure 2).
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Shoot length of sorghum seedlings on the fifth day of germination was completely inhibited
by 7‐methylcoumarin (7), and at 10 ppm, 4,6‐dimethylcoumarin (8) is the most effective
inhibitor of shoot length while other compounds show 20–40% inhibition in shoot growth.

Plant Growth94

Figure 2. Percentage inhibition of root and shoot growth by 7‐methoxycoumarin, 7‐hydroxycoumarin and 7‐methyl‐
coumarin at various concentrations. Positive bars are growth inhibitors, whereas negative are growth activators.

1.1.3. Effects on root length

Coumarin inhibits the radicle, seminal and nodal root lengths by 50% in solutions of 6, 1 and
0.25 mM [14]. Coumarin decreases the number of lateral roots. The branching density is usually
affected more in the seminal than in the radicle roots. The order of sensitivity to coumarin
observed to be as: nodal > seminal > radicle roots.
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Few reports have been published on the relation between the structure and activity of coumarin
and its derivatives. Goodwin and Taves [15] have shown that coumarin is the most powerful
root growth inhibitor but some of its derivatives are almost as active as coumarin itself, namely
7,8‐dihydroxy coumarin, 7,8‐dihydroxy‐4‐methylcoumarin, 8‐methyl coumarin and coumar‐
in‐3‐carboxylic acid. However, 3‐methyl substitution greatly diminishes the inhibitory action
on root growth.

Root growth inhibition is about 70‐90% by 7‐methoxycoumarin at different concentration (1,
10, 100 ppm) and 4,6‐dimethylcoumarin and 7‐hydroxy‐4‐methylcoumarin possess the least
root growth inhibition activity at 100 ppm. At 10 ppm, 70–90% root length is inhibited by 7‐
methoxycoumarin and 7‐methylcoumarin (Figure 2). 6‐Hydroxycoumarin, 6‐methylcoumarin
and 4,6‐dimethylcoumarin demonstrate no effect on root length and are seen closer to the
control value.

7‐Methoxycoumarin is the most effective inhibitors of root growth at 100 ppm compared with
that of control. 7‐Hydroxy‐4‐methylcoumarin shows accelerated root growth at 100 ppm.
While at 10 ppm, 7‐methoxycoumarin, 7‐hydroxycoumarin and 7‐methylcoumarin inhibit root
growth but 6‐hydroxycoumarin, 4,6‐dimethylcoumarin and 7‐methoxy‐4‐methylcoumarin (9)
show more growth of seedlings than the control. At 1 ppm, 6‐methylcoumarin (10), 7‐methoxy‐
4‐methylcoumarin and 6‐hydroxy‐4‐methylcoumarin (11) are active than that of control.
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1.2. Phosphorous‐containing coumarins:

The plant growth regulating activity of phosphorus derivatives of coumarin is of discernible
in comparison to parent coumarin as it inhibits the stem growth of pea plants. The elongation
of wheat coleoptile segments is also affected by coumarin derivatives. Almost all compounds
at concentrations 0.1 and 0.01mM causes stimulation of the pea plant root fresh weight and
the stimulating effect reaches 40–49% in ethyl‐7‐(diethylamino)‐2‐ethoxy‐2H‐1,2‐benzoxa‐

Plant Growth96

phosphinine‐3‐carboxylate‐2‐oxide (compounds 12) and 2‐ethoxy‐2H‐1,2‐benzoxaphosphi‐
nine‐3‐carboxylate‐2‐oxide (compounds 13) while reaches 62% for chloro derivatives
(compound 14).

The influence of the compounds on the growth of cucumber and wheat seedlings is apparent
that all phosphorous‐containing derivatives inhibit the cucumber root and hypocotyl growth
with more than 95% at 1mM, but the effect on wheat roots is weaker and growth reduction is
about 80%. Inhibitory activity declines with the decrease of the concentration applied. At
concentrations 1 and 0.1 mM, all the compounds exceed the effect of the standard coumarin.
Derivatives containing phosphorus in the ring possess strong inhibitory activity at lower
concentrations [16].
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1.3. Coumaryl‐β‐D‐glucopyranuronic acid

The effect of coumarin on germination and growth has been studied widely, but very little is
known about the natural derivatives of coumarin which occur in plants. It is assumed that in
plants they occur in the form of glycosides, and are frequently physiologically inactive even
when present in high concentrations [17].

This principle illustrated in an experiment on the effect of various concentrations of o‐
coumaryl‐β‐D‐glucopyranuronic (CouGN 15) acid on shoot formation. When o‐coumaryl‐β‐
D‐glucopyranuronic acid is cleaved by the action of β‐glucuronidase (16), o‐coumaric acid (17)
is released. o‐Coumaric acid is spontaneously converted to coumarin (1). This involves the
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1.3. Coumaryl‐β‐D‐glucopyranuronic acid

The effect of coumarin on germination and growth has been studied widely, but very little is
known about the natural derivatives of coumarin which occur in plants. It is assumed that in
plants they occur in the form of glycosides, and are frequently physiologically inactive even
when present in high concentrations [17].

This principle illustrated in an experiment on the effect of various concentrations of o‐
coumaryl‐β‐D‐glucopyranuronic (CouGN 15) acid on shoot formation. When o‐coumaryl‐β‐
D‐glucopyranuronic acid is cleaved by the action of β‐glucuronidase (16), o‐coumaric acid (17)
is released. o‐Coumaric acid is spontaneously converted to coumarin (1). This involves the
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elimination of an acid group, and thereby an increase of pH to a level at which the activity of
the native plant β‐glucuronidase is presumed to be reduced (Figure 3). o‐Coumaryl‐β‐D‐
glucopyranuronic acid in the growth medium inhibits shoot regeneration induced by BA3GN
sodium salt but not by BA. Best results are observed by using an o‐coumaryl‐β‐D‐glucopyra‐
nuronic acid at concentration about 3‐4 mM. Several mechanisms are involved in the reduction
of shoot formation induced by BA3GN, including an increased pH due to the release of o‐
coumaric acid, leading to a lower frequency of hydrolysis of BA3GN and a reduced transport
of BA3GN into the cells. It is believed that an increased pH is likely to have been at least partially
responsible. It indicates that the selectivity of the positive selection system may be improved
by using the introduced β‐glucuronidase gene to establish a self‐regulating mechanism which
can significantly reduce the effect of any background enzyme [18].

Figure 3. Mechanism of o‐coumaryl‐β‐D‐glucopyramuronic (CouGN 15) acid cleavage to coumarins in the plant cell.

1.4. 2‐Chloro‐ethyl‐phosphonic acid‐O‐methyl‐O‐(4∼methyl‐coumarin‐7‐yl)‐ester

In biological tests the change of the height of plants can be prominent feature to observe a
noticeable change when used plant growth regulators. When compared with the untreated or
control 2‐ch1oro‐ethyl‐phosphonic acid‐O‐methyl‐O‐(4‐methylcoumarin‐7‐yl)‐ester (18) is
supposed to reduce the growth of sunflower at different tested doses. The plant growth is
intensively inhibited by 2‐chloro‐ethyl‐phosphonic acid, whereas 7‐hydroxy‐4‐methylcou‐
marin does not affect the growth of sunflower and double of the same compound slightly
inhibited its growth [19].
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A mixture of 2‐chloro‐ethyl‐phosphonic acid and 7‐hydroxy‐4‐methyl, that is 2‐chloro‐ethyl‐
phosphonic acid‐O‐methyl‐(4′‐methyl‐coumarin‐7′‐yl)‐ester, significantly increases the
growth of the tomato compared to the untreated or control. It can be seen further that the
growth stimulating activity is more intensive than that of 7‐hydroxy‐4‐methyl‐coumarin and
at higher doses the growth inhibiting activity is lower than that of 2‐chloro‐ethyl‐phosphonic
acid.

When using 2‐chloro‐ethyl‐phosphonic acid‐O‐methyl‐O‐(4′‐methyl‐coumarin‐7′‐yl)‐ester in
soybeans, all doses reduced the height of soybeans differently from the results observed for
tomato. The extent of the reduction of the height is lower than the values measured for 2‐chloro‐
ethyl‐phosphonic acid with similar rates. 7‐Hydroxy‐4‐methyl‐coumarin stimulated at lower
concentration whereas four times of the same compound inhibited the growth. The depressant
activity of 2‐chloro‐ethyl‐phosphonic acid is moderated by the 7‐hydroxy‐4‐methyl‐coumarin
at various concentrations [20].

2. Coumarinacetic acids

Coumarins are naturally occurring compounds. A lot of coumarins have been identified from
natural sources, especially green plants. The pharmacological and biochemical properties and
therapeutic applications of coumarins depend upon the pattern of substitution [21]. Coumarins
have attracted intense interest in recent years because of their diverse pharmacological
activities [22–24]. Among coumarin derivatives, Coumarin acetic acids are scarcely reported
in the literature.

2.1. Effects of coumarin‐3‐acetic acids on seed growth

Coumarin‐3‐acetic acid and its different derivatives were synthesized and tested for their seed
germination and plant growth regulating activity. Data show that different derivatives had
different effects on seed germination and early growth of plants.

2.2. Effects on seed germination

Coumarin‐3‐acetic acid (19) and 6‐aminocoumarin‐3‐acetic acid (20) exhibit 80–95% germina‐
tion at 100 ppm. Wheat and sorghum seeds possess germination inhibitory activity by the
certain coumarin‐3‐acetic acid derivatives. 5‐Hydroxy‐4,7‐dimethylcoumarin‐3‐acetic acid
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therapeutic applications of coumarins depend upon the pattern of substitution [21]. Coumarins
have attracted intense interest in recent years because of their diverse pharmacological
activities [22–24]. Among coumarin derivatives, Coumarin acetic acids are scarcely reported
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Coumarin‐3‐acetic acid and its different derivatives were synthesized and tested for their seed
germination and plant growth regulating activity. Data show that different derivatives had
different effects on seed germination and early growth of plants.
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(21), 4,6‐dimethylcoumarin‐3‐acetic acid (22), 4,7‐dimethylcoumarin‐3‐acetic acid (23), 7‐
methoxy‐4‐methylcoumarin‐3‐acetic acid (24) and 7‐chloro‐4‐methylcoumarin‐3‐acetic acid
(25) at 100 ppm solution show no germination That may be due to reduced water intake that
results no imbibition hence seems to possess hindrance in germination [25].

COOH COOH
NH2

O O

OH

COOH

O O O O

O O

COOH

19 20

21 22

COOH

O O O OO

COOH

23 24

O OCl

COOH

25 

2.3. Effects on shoot length

Shoot length (mm) of developing seedlings measured on the fifth day of germination shows
inhibition trend. At 100 ppm, 6‐nitrocoumarin‐3‐acetic acid (26) completely inhibits wheat seed
germination and hence shoot or root growth is usually not observed. Reduced shoot growth
is perceived with coumarin‐3‐acetic acid, and 6‐aminocoumarin‐3‐acetic acid exhibits shoot
growth comparable with that of control. At 10 ppm, reduced shoot growth is experiential in
7‐hydroxy‐4‐methylcoumarin‐3‐acetic acid (27) and 7‐chloro‐4‐methylcoumarin‐3‐acetic acid
(Figure 4).

Plant Growth100

Figure 4. Percentage inhibition of root and shoot growth of seed by action of 4, 6‐dimethylcoumarin‐3‐actic acid (23), 6‐
nitrocoumarin‐3‐acetic acid (26) and 6‐nitrocoumarin‐3‐acetic acid (26) and 6‐hydroxy‐4‐methylcoumarin‐3‐acetic acid
(27).

Shoot lengths of sorghum seedlings on the fifth day of germination are absolutely repressed
by 25 and severely inhibited by 24 at 100 ppm. At 10 ppm, 7‐hydroxy‐4‐methylcoumarin‐3‐
acetic acid is the most effective inhibitor of shoot length while other compounds show 20–40%
inhibition in shoot growth [25].
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2.4. Effects on root length

Changes in root length (mm) monitored on the fifth day of wheat seed germination show
inhibition activity. 6‐Nitrocoumarin‐3‐acetic acid completely subdued root growth at 100 ppm.
Root growth is impeded between 70 and 90% by coumarin‐3‐acetic acid and 6‐aminocoumarin‐
3‐acetic acid at these concentrations, and 7‐bromo‐4‐methylcoumarin‐3‐acetic acid (28) has the
least effect on root growth. At 10 ppm, 70–90% root length remains inhibited by 6‐nitrocou‐
marin‐3‐acetic acid, 7‐hydroxy‐4‐methylcoumarin‐3‐acetic acid, 7‐methoxy‐4‐methylcoumar‐
in‐3‐acetic acid and 7‐chloro‐4‐methylcoumarin‐3‐acetic acid (Figure 4).

Changes in root length (mm) in sorghum seedlings monitored on the fifth day of germination
stay constrained by coumarin‐3‐acetic acid, 6‐nitrocoumarin‐3‐acetic acid and 6‐aminocou‐
marin‐3‐acetic acid at 100 ppm compared with the control. However, root growth induction is
by 20‐40% by 7‐bromo‐4‐methylcoumarin‐3‐acetic acid (Figure 5) at 10 ppm [25].

Figure 5. Percentage stimulation of root and shoot growth of seed by the action of 7‐bromo‐4‐methylcoumarin‐3‐acetic
acid (28).
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3. Percent inhibition/stimulation of growth

Percentage inhibition/stimulation of coumarin‐3‐acetic acids clarifies the difference of its effect
in comparison to control. Most of the compounds possess root growth but less inhibitory effects
or somewhat stimulation with respect to the control. In wheat, compounds 6‐aminocoumarin‐
3‐acetic acid, 5‐hydroxy‐4,7‐dimethylcoumarin‐3‐acetic acid, 4,6‐dimethylcoumarin‐3‐acetic
acid, 4,7‐dimethylcoumarin‐3‐acetic acid, 7‐methoxy‐4‐methylcoumarin‐3‐acetic acid and 7‐
chloro‐4‐methylcoumarin‐3‐acetic acid are growth inhibitors. 6‐Nitrocoumarin‐3‐acetic acid,
7‐hydroxy‐4‐methylcoumarin‐3‐acetic acid, 7‐methoxy‐4‐methylcoumarin‐3‐acetic acid and 7‐
chloro‐4‐methylcoumarin‐3‐acetic acid at lower concentration (10 and 1 ppm) show very good
inhibition of both shoot and root growth.

In sorghum, coumarin‐3‐acetic acid, 6‐nitrocoumarin‐3‐acetic acid, 6‐aminocoumarin‐3‐acetic
acid, 7‐hydroxy‐4‐methylcoumarin‐3‐acetic acid, 4,7‐dimethylcoumarin‐3‐acetic acid and 7‐
chloro‐4‐methylcoumarin‐3‐acetic acid are clearly substantiated to be growth inhibitors of
root, whereas 7‐bromo‐4‐methylcoumarin‐3‐acetic acid ascertain to be growth stimulator of
both root and shoot contrary to its effect in coumarin25.
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Abstract

Citrus species are the most widely produced fruit crops in the world, and Spain is one
of  the  leading  citrus  producers  that  supply  the  fresh  market.  Rootstocks  greatly
influence variety behaviour as it ensures tolerance to abiotic stress conditions, as well
as the provision of minerals and water for the total plant, and consequently impact crop
yield and fruit quality. So, rootstock choice is one of the most important decisions a
grower  makes  when  establishing  commercial  citrus  orchards.  In  this  chapter,  we
attempted to provide an overview of the response in terms of plant growth, fruit quality
and yield parameters of several citrus cultivar trees grafted onto different commercial
rootstocks, plus new hybrids and some dwarfing genotypes, to reduce costs in some
cultural  practices.  In  particular,  we  considered  the  rootstock  influence  on  scion
photosynthetic capacity linked to carbohydrate distribution for plant vegetative and
reproductive development.

Keywords: breeding, citrus, drought, dwarfing, Fe chlorosis, flooding, plant growth,
rootstock, salinity, yield

1. Introduction

Spain is one of the leading citrus producers that supply the fresh market worldwide. There is
a huge variety of cultivars that gives rise to vigorous trees, produces high-quality fruit and
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allows to extend the commercial period for these fruits from September (earlier clementines,
Citrus reticulata Blanco) to May (late oranges, Citrus sinensis L.). However, several environ-
mental factors could threaten the citrus industry.

The main factors that limit citrus growth include Citrus tristeza virus (CTV) and Phytophthora
spp., which are present in almost all Spanish citrus orchards. Some abiotic stresses, such as
salinity and flooding, also reduce citrus growth in different citrus areas. Moreover, much soil
is calcareous and frequently contains over 30% CaCO3 with pH values between 7.5 and 8.5,
which causes Fe-deficiency in plants. For these reasons, the trees grown on the rootstocks
currently used in Spain face certain problems. Carrizo citrange [Citrus sinensis (L.) Osb. ×
Poncirus trifoliata (L.) Raf.], currently the most important rootstock used in Spain, is susceptible
to salinity and lime-induced chlorosis. Cleopatra mandarin (C. reshni Hort. ex. Tan.) is tolerant
to these problems, but tends to grow slowly for the first few years after planting, and induces
low yield and fruit size in some varieties. Trees on C. volkameriana Ten. & Pasq. are vigorous
and bear precociously, but are more susceptible to Phytophthora. Thus, attempts have been
made to solve abiotic problems through citrus-rootstock breeding programmes worldwide.

Choice of rootstock is among the most important decisions a grower makes, and implications
for yield and quality are enormous. Drivers of rootstock adoption are wide-ranging with the
most important being tolerance to CTV, Phytophthora, nematode and salt, but water-use
efficiency and drought tolerance are increasingly becoming important to achieve better
performance (Table 1). Although the metabolic functions in a grafted plant are divided

Symbols key: good/high (●●●●●) to low/poor (●), resistant (R), susceptible (S), tolerant (T).

Table 1. Tolerance average behaviour of main Citrus rootstocks used in Spain to main pests and diseases and abiotic
stress factors influencing on plant growth. Effect of citrus rootstock on several horticultural traits related to tree yield
and fruit quality.
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between the two plant fractions, it is well known that rootstocks greatly influence variety
behaviour as it ensures provision of minerals and water for the total plant.

This work overviews the response in terms of plant growth, fruit quality and yield parameters
of several citrus cultivars trees grafted onto different commercial rootstocks, plus new hybrids
grown under field conditions. The use of some dwarfing genotypes, in which small tree size
helps to reduce costs in some cultural practices such as pruning and harvesting, was also
considered. This work also reveals the relation between gas exchange parameters, carbohy-
drate distribution during the annual cycle or hydraulic conductance in roots, shoots and graft
union segments as pivotal factors for regulating vegetative and reproductive development. In
conclusion, the influence of rootstocks on scions photosynthetic capacity may be a key
consideration when determining citrus plant performance in terms of vigour, crop load and
fruit characteristics.

2. Factors that limit growth in citrus orchards

2.1. Salinity

Citrus are frequently cultivated in semiarid areas where many soils are either affected by salt
or present a high salinisation risk. Soils are considered saline when ECe (electrical conductivity
of soil saturated paste extract) is 4 dS m−1 or more, which is approximately the equivalent to
40 mM NaCl and generates an osmotic pressure of about 0.2 MPa [1]. Citrus is considered a
salt-sensitive crop [2], which suffers physiological disturbances and growth reduction even at
low to moderate salinities (Figure 1).

Figure 1. Carrizo Citrange leaves affected by salinity stress. (A) Control; (B) salt stressed symptoms (leaf yellowing and
tip burnts).
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Salinity reduces growth and causes physiological disorders [3, 4], partly induced by adverse
water relations due to a reduced soil solution osmotic potential, which alters leaf gas exchange
parameters. Salt stress has been shown to decrease water potential (ψW), stomatal conductance
(gs), transpiration (E) and net CO2 assimilation rates (ACO2) in leaves [5–7]. Excessively high
concentrations of saline ions in leaves cause specific toxicities and nutrient imbalance [6, 8].

Major differences in salt stress tolerance have been found between species and family mem-
bers. Uptake and/or transport of saline ions to the scion is controlled by the rootstock, which
chiefly determines chloride (Cl−) and sodium (Na+) accumulation in leaves [6, 9–11]. Since the
main ion that causes damage is Cl− [12, 13], the salt tolerance of some citrus rootstocks is usually
established by their capacity to exclude Cl− from leaves [5]. In addition, tolerance to other salt-
related stresses, like B toxicity, is likely based on the down-regulation of the main B transport
channels in the root, NIP5 and PIP1 genes, the capacity to hold B in an insoluble form in the
leaves mainly allocated in cell walls, and compartmentalisation of toxic B from the cytoplasm
inside the vacuole due to the up-regulation of aquaporin TIP5 [14–16].

2.2. Fe deficiency

It is estimated that between 20% and 50% of the fruit trees grown in the Mediterranean basin
suffer from iron (Fe) deficiency [17]. The most prevalent cause of Fe deficiency in this region
is the presence of high levels of carbonate ions in calcareous soils, which lead to a high pH,
low Fe availability and the condition known as lime-induced chlorosis [18]. The citrus trees
planted in these soils often show signs of severe Fe deficiency or Fe chlorosis because of low
Fe availability. Iron deficiency affects the biochemistry, morphology and physiology of the
whole plant because Fe is an important cofactor of many enzymes, including those involved
in the biosynthetic pathway of chlorophylls, which turns into impaired plant growth [19, 20]
(Figure 2).

Figure 2. Citrus tree affected by iron deficiency at field conditions. (A) No symptoms; (B) Fe-chlorotic symptoms (yel-
lowing) and defoliation branches.
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Under Fe-deficient conditions, citrus, like other dicots, have developed the Strategy I mecha-
nism to increase Fe uptake capacity in the root system, which includes increased rhizosphere
acidification and Fe3+ reduction through proton-ATPases (H+-ATPase) and ferric chelate
reductase (FC-R) enzymes, respectively, and stimulation of Fe2+ transport across root cell
membranes mediated by a specific iron-regulated transporter, IRT [21]. In the xylem, Fe3+ is
transported to leaves chelated by low-molecular-weight organic acids, mainly citrate and
malate; which accumulate in leaves, xylem and roots in response to Fe deficiency [22].

Similar to other disorders, citrus-growing success under iron chlorosis conditions, such as
calcareous soils, depends on the availability of suitable rootstocks that are tolerant to low Fe.
Trifoliate orange [Poncirus trifoliata (L.) Raf.], sweet orange [C. sinensis (L.) Osb.] and Carrizo
citrange are all susceptible to lime-induced chlorosis, whereas sour orange (C. aurantium L.),
Cleopatra mandarin and FA 5 (C. reshni Hort. ex Tan × P. trifoliata) are more lime-tolerant [18,
21, 23, 24].

2.3. Flooding

Soil flooding has been widely reported to affect large areas of the world, and generally in
relation to poor soil drainage combined with excessive rainfall or irrigation. One major
constraint that stems from excess water is the progressive reduction in both the soil O2

concentration and redox potential, which leads to the formation of reduced compounds of
either chemical or biochemical origin. Accordingly, flooding effects on plants are related
mainly to declining aerobic root respiration that impairs ATP synthesis and which, in turn,
disrupts plant metabolism and induces a variety of physiological disturbances that alter plant
growth [25], including reductions in water flux from roots, hormonal imbalances, altered
carbohydrate distribution, deficient nutrient uptake, early leaf senescence and injury in organs,
which sometimes precede plant death (Figure 3) [26].

Figure 3. Citrus field affected by flooding stress.
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Although the response is variable among species and cultivars, citrus is considered a flooding-
sensitive crop and responds to waterlogging by restricting stomatal conductance to prevent
water loss [27, 28], likely through hormone-regulation and abscisic acid accumulation in
leaves [29]. Under these conditions, net CO2 assimilation by leaves diminishes [27], which leads
to altered carbohydrate distribution [30] and oxidative damage to cells due to excess reactive
oxygen species generation [31]. During prolonged soil flooding periods, reduced root hy-
draulic conductance [28, 32] impairs water uptake, which causes leaf wilting, chlorosis and
reduced plant growth [29]. As a result of the root physiology dysfunction, flooding also alters
nutrient uptake and, therefore, endogenous concentrations of macro- and microelements can
be modified. It has been reported that flooding alters nitrogen (N) pools and their partitioning
in citrus as a result of reduced uptake and transport [30]. Moreover, in anaerobic soils, N may
be lost through denitrification processes [33] which occur because NO3

− is the first electron
acceptor to be reduced following O2 depletion [34]. Additionally, waterlogging also prevents
potassium (K) uptake and, therefore, lowers K concentrations in leaves [27, 35], whereas it
helps the uptake of other elements by roots, such as copper and manganese [35]. Fe nutrition
is seriously damaging as anoxia conditions promote reduced Fe3+ to Fe2+ as a result of a lower
soil redox potential [25]. Moreover, Fe uptake and plant growth are diminished through the
inactivation of the activity of enzymes proton-ATPase and ferric chelate-reductase [36].
Uncontrolled excess Fe2+ uptake in acidic soils leads to very high Fe concentrations in plant
tissues and inhibition of root growth due to free radical generation [37].

2.4. Water deficit

Plants undergo water stress either when the water supply to their roots is limited or the
transpiration rate becomes intense, primarily caused by water deficit such as a drought or high
soil salinity. Every year, water stress on arable plants in different parts of the world disrupts
agriculture. Hence, the ability to withstand such stress is of immense economic importance
(Figure 4).

Plants attempt to adapt to stress conditions with an array of biochemical and physiological
interventions. Rootstocks present genetically determined characteristics that affect plant water
relations, which include root system distribution, water and nutrient absorption efficiency,
anatomy of vascular elements and carbohydrate availability [38–40]. The ability of rootstocks
to supply water and nutrients to plants, through differences in root hydraulic conductance,
could be the main factor to influence fruit development in citrus trees as it likely determines
the strength of the grafted variety and its tolerance to water stress [41, 42]. A reduction in root
hydraulic conductance under water deficit conditions is associated with either substantial
anatomical modifications, such as the development of Casparian bands and suberin lamellae
in the exodermis and endodermis [43] or diminished aquaporin activity [28, 44]. Other
mechanisms to withstand water stress are higher root-shoot ratios, fewer and smaller leaves,
concentrated solutes and carbohydrates, or increased activity of oxidative stress enzymes in
leaf cells [45]. As a result of water stress, citrus reduces stomatal conductance (gs), transpiration
rate (E) and ACO2 [27, 46].
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Figure 4. Citrus tree seriously affected by water deficit stress.

3. Photosynthesis and carbohydrate distribution

Biomass differences between trees are likely related to plants’ increased ability to assimilate
CO2 during photosynthesis [47]. Trees on rootstocks that enhance photosynthetic capacity
grow more vigorously than on other genotypes [48]. This is reflected on photosynthetic
product distribution through the differences induced in scion:stock dry matter ratios, which
implies changes in source-sink relationships. A high leaf mass with enhanced ACO2 results in
the translocation of increased C-compounds (mainly sucrose and starch) from shoots to
roots, as 13C labelling experiments have demonstrated [48].

Distribution of photoassimilates comprises a tight competition between vegetative organs and
developing fruits. Since the number of flowers produced by citrus species is much larger than
the number of fruits harvested, it has been concluded that sucrose supply plays a major role
in the regulatory mechanism for citrus fruitlet abscission, mainly at the high intensity time of
‘june drop’ [49]. This phenomenon is strongly dependent on carbohydrate availability and
source-sink imbalances. Consequently, photosynthetic activity appears fundamental to supply
the high carbohydrate requirements during fruit set since a drop in ACO2 results in lower sugar
production and increased fruitlet abscission, as reported recently [48] in ‘Navel’ orange.
Moreover, carbohydrate content in leaves, and consequently source:sink imbalance, strongly
regulate ACO2. Hence, sugar accumulation in citrus leaves is the signal that regulates the
feedback mechanism to stimulate photosynthesis [50]. The starch concentration in root bark is
related with the sink strength of fruits. A higher starch concentration in the root bark of fruits
in phase I (active cell division and slow growth) may induce low fruit set [48]. In phase II, the
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Figure 4. Citrus tree seriously affected by water deficit stress.
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feedback mechanism to stimulate photosynthesis [50]. The starch concentration in root bark is
related with the sink strength of fruits. A higher starch concentration in the root bark of fruits
in phase I (active cell division and slow growth) may induce low fruit set [48]. In phase II, the
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starch concentration in root bark tissue lowers as a result of the high carbohydrate demand for
fruit growth. Slow fruit growth in phase III leads to new sugar accumulation in roots.

Finally, other factors that may determine photosynthetic differences between genotypes are
related to morphological, such as stomatal density, or biochemical facts, such as ribulose-1,5-
biphospate carboxylase activity. The hydraulic conductivity of rootstocks has also been
correlated with the CO2 exchange rates of citrus leaves [39, 51].

4. Rootstock citrus breeding programs

The search for new citrus rootstocks that better perform than those currently used is the major
aim of the citrus industry in many countries. New diseases, spread of known diseases and
citrus culture under different environmental conditions force the demand for new rootstocks.
Attempts have been made in several countries to solve these problems through citrus-rootstock
breeding programmes.

Several crosses were made in 1951 using Poncirus trifoliata as the male parent at the Citrus
Research Centre of the University of California [52]. Some works evaluated many of the hybrids
obtained for tolerance to CTV (citrus tristeza virus) [53]. Among the studied hybrids, C-13 (C.
depressa Hay. × P. trifoliata) was rated tolerant. Meanwhile, as far as we know, there have been
no reports about the performance of C-13. In addition, the reaction of a hybrid of Shekwasha
× Swingle trifoliate orange to nematode Tylenchulus semipenetrans Cobb, indicated low levels
of nematode infestation of roots [54]. While screening citrus hybrids for cold hardiness, a
hybrid of Shekwasha × trifoliate orange was reported as having good tolerance levels [55].

In 1974, J.B. Forner began a citrus-rootstock breeding programme using traditional hybridi-
sations at the IVIA (The Valencian Institute of Agrarian Research, Moncada, Valencia, Spain)
to obtain new rootstocks tolerant to CTV, salinity and to lime-induced chlorosis and with
resistance to Phytophthora. To date, more than 500 hybrids have been evaluated to determine
their horticultural performance. Of these, four new hybrid rootstocks are now available for
better performance in alkaline soils: Forner Alcaide 5 (FA 5) and FA 13 (C. reshni Hort. ex Tan
× P. trifoliata), FA 418 [Troyer citrange (C. sinensis × P. trifoliata) C. deliciosa Ten.] and FA 517 (C.
nobilis Lour × P. trifoliata). These rootstocks have been tested in calcareous soils. The ‘Navelina’
trees grafted onto FA 5 or FA 13 yielded 40% more than trees on Carrizo citrange, whereas the
trees grafted onto FA 5 or FA 13 produced smaller, but similar quality, fruit than those on
Carrizo citrange [56, 57].

5. Dwarfing rootstocks

Citrus, like most fruit tree species, are propagated by grafting onto rootstocks that have been
selected for their performance under different edaphic conditions or tolerance to diseases. The
ability of dwarfing rootstocks to reduce tree vigour has been cited as an important advantage
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for fruit-crop growers as it allows management cost savings, and even increased yield per unit
area in high-density plantations [58]. Despite its interest, the availability of dwarfing rootstocks
in citrus has been scarce until recently, and has been restricted almost exclusively to ‘Flying
Dragon’ (Poncirus trifoliata L. Raf var. monstrosa). This plant greatly reduces canopy size,
increases yield efficiency and produces good fruit quality when used as a rootstock for any
citrus cultivar [59]. Despite its resistance to citrus tristeza virus, Phytophthora root rot and citrus
nematode, it is highly susceptible to iron chlorosis [60], which has likely limited its diffusion
in commercial orchards in large citrus cultivated areas.

Fortunately, a few Forner-Alcaide hybrid selections exist which also confer a dwarfing
response on scions, in particular FA 517 (Figure 5) and FA 418, whose agronomical behaviour
has been tested under field conditions [61–63]. Both rootstocks show lower canopy volumes,
but higher yield efficiency when compared with Carrizo citrange, the most extended citrus
rootstock in Spain [63]. Moreover, they produce good fruit quality and optimal response when
cultured in alkaline soils, one of the main factors that limits crops in Spanish soils [61–63].

Figure 5. Influence of Citrus rootstock on tree size response at field conditions. (A) Tree on Forner-Alcaide 517 (dwarf-
ing behaviour) and (B) Forner-Alcaide 5 (normal size).

Growth reduction induced by dwarfing rootstocks has been associated with lower leaf and
stem water potentials in the scions grafted onto them compared with those grafted onto
vigorous rootstocks, probably due to high hydraulic conductivity resistance, which may cause
water deficit in leaves during periods of high evaporative demand and stomata closure [64].
Consequently, dwarfing rootstocks are poorly able to transport water from soil to stems [65].
Although the resistance of bud union to water transport and xylem anatomical characteristics,
in particular the number and diameter of vessels, may limit plant growth, carbohydrate
distribution is also an important constraint involved in tree response [63, 64]. So, the reduced
translocation of photoassimilates from leaves to roots limits root development and also
contributes to the greater availability of these compounds in the scion, which results in
increased carbon transport towards fruits. This explains the high yield efficiency and good
fruit quality that these rootstocks exert on scions.

Influence of Rootstock on Citrus Tree Growth: Effects on Photosynthesis and Carbohydrate Distribution, Plant Size...
http://dx.doi.org/10.5772/64825

115



starch concentration in root bark tissue lowers as a result of the high carbohydrate demand for
fruit growth. Slow fruit growth in phase III leads to new sugar accumulation in roots.

Finally, other factors that may determine photosynthetic differences between genotypes are
related to morphological, such as stomatal density, or biochemical facts, such as ribulose-1,5-
biphospate carboxylase activity. The hydraulic conductivity of rootstocks has also been
correlated with the CO2 exchange rates of citrus leaves [39, 51].

4. Rootstock citrus breeding programs

The search for new citrus rootstocks that better perform than those currently used is the major
aim of the citrus industry in many countries. New diseases, spread of known diseases and
citrus culture under different environmental conditions force the demand for new rootstocks.
Attempts have been made in several countries to solve these problems through citrus-rootstock
breeding programmes.

Several crosses were made in 1951 using Poncirus trifoliata as the male parent at the Citrus
Research Centre of the University of California [52]. Some works evaluated many of the hybrids
obtained for tolerance to CTV (citrus tristeza virus) [53]. Among the studied hybrids, C-13 (C.
depressa Hay. × P. trifoliata) was rated tolerant. Meanwhile, as far as we know, there have been
no reports about the performance of C-13. In addition, the reaction of a hybrid of Shekwasha
× Swingle trifoliate orange to nematode Tylenchulus semipenetrans Cobb, indicated low levels
of nematode infestation of roots [54]. While screening citrus hybrids for cold hardiness, a
hybrid of Shekwasha × trifoliate orange was reported as having good tolerance levels [55].

In 1974, J.B. Forner began a citrus-rootstock breeding programme using traditional hybridi-
sations at the IVIA (The Valencian Institute of Agrarian Research, Moncada, Valencia, Spain)
to obtain new rootstocks tolerant to CTV, salinity and to lime-induced chlorosis and with
resistance to Phytophthora. To date, more than 500 hybrids have been evaluated to determine
their horticultural performance. Of these, four new hybrid rootstocks are now available for
better performance in alkaline soils: Forner Alcaide 5 (FA 5) and FA 13 (C. reshni Hort. ex Tan
× P. trifoliata), FA 418 [Troyer citrange (C. sinensis × P. trifoliata) C. deliciosa Ten.] and FA 517 (C.
nobilis Lour × P. trifoliata). These rootstocks have been tested in calcareous soils. The ‘Navelina’
trees grafted onto FA 5 or FA 13 yielded 40% more than trees on Carrizo citrange, whereas the
trees grafted onto FA 5 or FA 13 produced smaller, but similar quality, fruit than those on
Carrizo citrange [56, 57].
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in citrus has been scarce until recently, and has been restricted almost exclusively to ‘Flying
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increases yield efficiency and produces good fruit quality when used as a rootstock for any
citrus cultivar [59]. Despite its resistance to citrus tristeza virus, Phytophthora root rot and citrus
nematode, it is highly susceptible to iron chlorosis [60], which has likely limited its diffusion
in commercial orchards in large citrus cultivated areas.

Fortunately, a few Forner-Alcaide hybrid selections exist which also confer a dwarfing
response on scions, in particular FA 517 (Figure 5) and FA 418, whose agronomical behaviour
has been tested under field conditions [61–63]. Both rootstocks show lower canopy volumes,
but higher yield efficiency when compared with Carrizo citrange, the most extended citrus
rootstock in Spain [63]. Moreover, they produce good fruit quality and optimal response when
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Growth reduction induced by dwarfing rootstocks has been associated with lower leaf and
stem water potentials in the scions grafted onto them compared with those grafted onto
vigorous rootstocks, probably due to high hydraulic conductivity resistance, which may cause
water deficit in leaves during periods of high evaporative demand and stomata closure [64].
Consequently, dwarfing rootstocks are poorly able to transport water from soil to stems [65].
Although the resistance of bud union to water transport and xylem anatomical characteristics,
in particular the number and diameter of vessels, may limit plant growth, carbohydrate
distribution is also an important constraint involved in tree response [63, 64]. So, the reduced
translocation of photoassimilates from leaves to roots limits root development and also
contributes to the greater availability of these compounds in the scion, which results in
increased carbon transport towards fruits. This explains the high yield efficiency and good
fruit quality that these rootstocks exert on scions.

Influence of Rootstock on Citrus Tree Growth: Effects on Photosynthesis and Carbohydrate Distribution, Plant Size...
http://dx.doi.org/10.5772/64825

115



6. Rootstock effects on

6.1. Tree vegetative growth

It is widely assumed that rootstocks greatly affect tree size [66–69], which has been noted in
some citrus rootstocks (Table 1), such as Flying dragon [64, 70]. This effect is of much interest
in citrus breeding works as it cuts yield costs. However, growth evaluations in adult trees are
complicated by handling difficulties. Some tree morphology-based parameters allow estimates
of plant development under field conditions to be made without destroying plant material.
Thus, the trunk cross-sectional area (TCSA) is usually considered to be highly correlated with
tree weight and canopy volume [71, 72]. A study carried out in Lane Late orange grafted onto
different rootstocks has reported that trees on C. macrophylla W. had a smaller TCSA and trunk
diameter than Gou Tou Chen (Citrus hybrid of C. aurantium) and Cleopatra mandarin trees
[73]. Similar TCSA values have been obtained on C. volkameriana with ‘Clementine’ mandarin
[66].

Another good parameter to evaluate plant development and relative growth between both tree
fractions is the scion/stock ratio. It corresponds to the ratio of the circumference from the scion
to that of the rootstock, reflects the difference in the growth rates of each tree fraction, and is
used as an indicator of scion/rootstock affinity [74]. The closer this ratio is to a value of one,
the better affinity between scion and rootstock is observed, and therefore, less interference in
tree growth. In oranges, C. volkameriana presents a good scion/rootstock affinity with Lane Late
scions (0.94), but lowers to 0.88 with C. macrophylla and Cleopatra mandarin [68, 73]. In lemons
(Citrus limon Burn. F.), the best scion/ratio corresponds to combinations with C. macrophylla.
Its good agronomical behaviour has allowed these rootstocks to become the most widely used
for lemon crops in Spain [67, 75].

Nevertheless, the normal cultural practice in Spain is to form scaffold branches next to the bud
union, but this makes TCSA measurements difficult. Under these conditions, canopy volume
proves to be a better parameter to evaluate tree size. ‘Navelate’ trees grafted onto C. volkameri‐
ana and Cleopatra mandarin presents a larger canopy volume than on C-13 [76]. This tendency
has also been observed in ‘Navelina’ orange trees grafted onto C. volkameriana rootstocks [57].
Some new rootstocks obtained in the breeding programme carried out at the IVIA, in particular
rootstocks FA 5 and FA 13, presented an intermediate size [57], while smaller trees were grated
onto FA 418 [77]. In mandarine scions, C. volkameriana also conferred the largest size to
‘Clausellina’ trees compared with Carrizo citrange [78], the most commonly used rootstock in
Spain. Once again, mandarin trees on C-13 had the smallest canopy volume and shortest tree
height [78].

6.2. Yield and yield efficiency

In general terms, citrus trees yield their first crop 2–3 years after planting and these plants
reach full production by year 5 or 6. However, Cleopatra mandarin produces a very reduced
number of fruits, which is typical of its slow growth tendency in the first few years after
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planting, and trees grafted onto this genotype do not reach full production until year 8 [76].
Another exception is FA 418, which is considered to anticipate bear fruit [77].

Table 1 also lists the yield per tree associated with the main Citrus rootstocks. In lemons, C.
macrophylla generates high crops in most lemon varieties, while other rootstocks like Carrizo
citrange or Cleopatra mandarin induce low yields [67, 75, 79], which is likely linked to their
low TCSA [72]. Conversely, good yields were observed in ‘Eureka’ lemon on Cleopatra
mandarin rootstocks [80]. Trees on C. macrophylla rootstock produced the highest cumulative
yield in ‘Lane Late’ oranges, and showed no significant differences with trees on Cleopatra
mandarin. In contrast, a study into ‘Marisol’ Clementine, reported that Cleopatra mandarin
was the least productive rootstock [68]. However, ‘W. Navel’ orange trees budded onto Carrizo
citrange produced the highest fruit yield, while the lowest corresponded to Cleopatra man-
darin [81]. In the other hand, fruit yield of some mandarin trees as ‘Fallglo’ and ‘Sunburst’
were not affected by rootstocks [82].

Despite the small tree size with the C-13 genotype, its high yield allows this genotype to present
good yield efficiency on a canopy volume basis, followed by Carrizo citrange and C. volka‐
meriana [8]. At the far end, the low yield of trees on Cleopatra mandarin means very poor yield
efficiency. In ‘Lane late’ trees, the best yield efficiency corresponded to the trees on C. macro‐
phylla, and the lowest yield-efficient trees were those grafted onto Gou Tou, Cleopatra
mandarin and FA 418, while C. volkameriana offered an intermediate yield efficiency [73, 77].
Similar results have been reported on ‘Navelina’ orange, who found that the trees on C.
volkameriana had similar yield efficiency, but lower yield efficiency on Cleopatra mandarin [57].
In line with this, studies in ‘Marisol’ Clementine and found that all the studied rootstocks
achieved similar yield efficiency [68]. These results agree with others on ’Shamouti’ orange,
‘Nova’ mandarin and ‘Clementine’ mandarin, in Cyprus [66, 83]. Interestingly, the low vigour
and high yield efficiency of the trees grafted onto FA 517 and FA 418 indicated that these
rootstocks were suitable for high-density plantings to compensate for the reduced productivity
of individual trees [63]. Other studies also observed good yield efficiency and low TCSA values
in ‘Eureka’ and ‘Lisbon’ trees on C. macrophylla rootstock [75].

6.3. Fruit drop

Fruit drop is a major disorder that comprises fruit yield in citrus orchards. So, growers apply
2,4-DP (2-ethylhexyl ester or dichlorprop-p) to reduce this problem. However, this practice
increases cultivation costs. In addition, the excess of production of some cultivars prolongs the
harvest period and a significant part of the crop is lost. For these reasons, an excellent trait for
rootstocks is to retain ripened fruit. The tendency of fruits to drop increases with plant age,
which is strongly regulated by the influence of rootstocks on scions. Thus, C-13 ranks the
highest for fruit drop, with values from 51% to 85% when used as a rootstock for ‘Navelate’
orange, but with values from 40% to 65% when grafted onto Carrizo citrange, Cleopatra
mandarin and C. volkameriana [76]. In ‘Lane Late’ orange, Cleopatra mandarin and new hybrids
FA 030230, FA 020321, FA 418 and FA 030212 showed low pre-harvest drop, while Carrizo
citrange, FA 030127 and FA 13 obtained a fruit drop value above 36% [77].
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6.4. Alternate bearing index (ABI)

The ABI analysis, which reflects the difference in yield between two consecutive harvests,
shows important new information since it normally differs among rootstocks. Some authors
have described that there are some rootstocks which increase the alternate bearing of yields
[77], and that this effect is extremely harmful in the commercial varieties that already present
this defect. This is the case of the ‘Verna’ lemon variety, which develops a very alternate
behaviour [84]. Some authors have indicated that C. macrophylla [73] is one of the rootstocks
that presents the most uniform productivity (less than 16% ABI). Good ABI values were also
obtained for ’Lane late’ orange when grafted onto rootstocks Carrizo citrange, FA 5, FA 030131
and FA 020324 [73]. FA 418 also has a poor alternate effect on Navel orange trees [63]. However,
the fruits on Cleopatra mandarin and C. volkameriana present a relatively low-moderate ABI
values (between 23% and 35%), but exhibit more than 50% alternate bearing on Gou Tou [77].
‘Nova’ and ‘Clementine’ mandarin trees within a wide range of most known rootstocks
displayed relatively high ABI values [66]. In contrast, some studies into ‘Shamouti’ orange and
‘Fallglo’ and ‘Sunburst’ mandarin have suggested that alternate bearing is not rootstock-
dependent [82, 83].

6.5. Fruit quality variables

In fruits destined to be consumed as fresh fruit, fruit size, juice content and the TSS/TA ratio
are most important. Rootstocks have been reported to significantly affect both the external
(size, rind thickness, peel colour, etc.) and internal (juice content and colour, pH, total soluble
solids, etc.) quality variables of fruit. The influence of several Citrus rootstocks on two of the
main quality factors (fruit size and maturity) is listed in Table 1.

6.5.1. Fruit size

Rootstocks do not apparently affect fruit size in the first harvest years of citrus crops, but do
alter fruit size as the tree age increases. After the ninth harvest, the trees on C. volkameriana,
C-35 citrange (C. sinensis cv. Ruby × P. trifoliata cv. Webber Fawcett.) and Carrizo citrange
produced the heaviest and largest fruits on mandarin and orange fruits [57, 73, 77, 78]. High
values have also been obtained in fruits on some hybrid selections, such as FA 030123 and FA
030142. In contrast, the oranges on Gou Tou and Cleopatra mandarin yielded light and small
fruits [73], and the same occurred with the FA 13 hybrid [57]. Forner-Giner et al. [8] have also
reported small and light fruits on the trees on Cleopatra mandarin and FA 020326 hybrid
selection. In contrast, [68] have reported ‘Marisol’ clementine and [85] on ‘Shamouti’ oranges
that the trees on sour orange, Carrizo citrange and Swingle citrumelo [C. paradisi Macf. × P.
trifoliata] produced similar fruits in both weight and size terms. Meanwhile, Tuzcu et al. [81]
have indicated that the fruit weight of ‘W. Navel’ orange on sour orange was similar to that on
Carrizo citrange and Cleopatra mandarin. It is noteworthy that FA 418 has been reported to
maintain good fruit growth in orange varieties despite its dwarfing behaviour [63]. In lemons,
the trees on C. macrophylla, C. volkameriana and other less known rootstocks in Spain (C. sulcata,
C. taiwanica Tan. Shim. and C. ampullacea) have been found to generate large-sized fruits [72,
79]. In contrast, reduced size in lemon has been observed in the fruits of the Cyprus local variety
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‘Lapitkiotiki’ on Cleopatra mandarin, sour orange and Morton citrange [C. sinensis cv.
Washington navel × P. trifoliata (L.) Raf.] rootstocks [67]. Citrus amblycarpa Ochse and Cleopatra
mandarin rootstocks have also induced a small fruit diameter in ‘Eureka’ lemon [79].

6.5.2. Rind thickness

The rind thickness analysis is a good parameter to estimate fruit quality as it is inversely
correlated with the amount of juice [77]. Rind thickness extremes are not desirable as thick
rind is normally related with low juice content, while thin rinds are prone to splitting and are
sensitive to peel disorders, which can occur during storage. This parameter is also influenced
by rootstock. Thus, the ‘Lane Late’ fruits from C. volkameriana and C. macrophylla have thick
rinds, which are thinner when grafted onto Gou Tou and Cleopatra mandarin [73]. Although
larger, the fruits of the trees on C. volkameriana present thick rinds, while C-13 peels are very
thin [8]. In oranges, the FA 418 rootstock also confers thick peel to fruit (>4.8 mm), but this
parameter drops to near 4.0 mm in the fruits on Cleopatra mandarin, FA 13, Carrizo citrange
and some hybrid selections, such as FA 030212, FA 030127 and FA 030113 [8, 57]. In mandarins,
once again C. volkameriana, and also Carrizo citrange, present the thickest rind (around 2.3
mm), while the C-13 rootstock induces thin peels, around 2.0 mm [78].

6.5.3. Colour index (CI)

Colour is considered one of the most important external factors of fruit quality as fruit
appearance greatly influences consumer acceptance. A coloured fruit on the tree is always ripe,
so the risk of selecting immature fruit due to colour is highly improbable, unless they are
artificially degreened. A non-destructive method exists that can be applied in the field and in
industry to accurately show the apparent degree of fruit maturation in temperate countries
[86]. According to [73], oranges with the best external colour are produced on C. macrophylla
and C. volkameriana (CI ~ 1.82), and the worst are yielded on Gou Tou (1.16). Forner-Giner et
al. [57] also recorded low CI in ‘Navelina’ oranges on Cleopatra mandarin. In [61], ‘Lane late’
fruits with the best external colour were produced on Cleopatra mandarin and FA 020324
hybrid rootstocks (CI > 1.30), which showed the most intense orange-coloured skin due to a
higher a* parameter. However, a high L* parameter in the fruits on FA 030131 and 030127
lowered CI to values under 0.45. Carrizo citrange also resulted in attractive orange fruits with
a higher CI than 1. Similar values of L*, a* and b* have been obtained in other studies [87, 73].
The fruit colour index of fruits grafted onto FA 418 was also lower than on other rootstocks [63].

6.5.4. Juice content and colour

In general, the larger the fruit and the thicker the rind are, the lower the juice content is. This
applies to the higher juice content of ‘Marsh’ grapefruits (Citrus paradise Macf.) on sour orange
than on C. amblycarpa or Cleopatra mandarin [88]. In orange, the fruits of C. volkameriana and
C. macrophylla present low juice content [73]. Accordingly, García-Sanchez et al. [10] found that
the fruits of ‘Clemenules’ mandarin on Carrizo citrange had a higher juice percentage and a
lower peel percentage than those on Cleopatra mandarin. Contrarily, statistically significant
differences in fruit peel thickness and juice content were not found among rootstocks by these
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6.4. Alternate bearing index (ABI)
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trifoliata] produced similar fruits in both weight and size terms. Meanwhile, Tuzcu et al. [81]
have indicated that the fruit weight of ‘W. Navel’ orange on sour orange was similar to that on
Carrizo citrange and Cleopatra mandarin. It is noteworthy that FA 418 has been reported to
maintain good fruit growth in orange varieties despite its dwarfing behaviour [63]. In lemons,
the trees on C. macrophylla, C. volkameriana and other less known rootstocks in Spain (C. sulcata,
C. taiwanica Tan. Shim. and C. ampullacea) have been found to generate large-sized fruits [72,
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fruits with the best external colour were produced on Cleopatra mandarin and FA 020324
hybrid rootstocks (CI > 1.30), which showed the most intense orange-coloured skin due to a
higher a* parameter. However, a high L* parameter in the fruits on FA 030131 and 030127
lowered CI to values under 0.45. Carrizo citrange also resulted in attractive orange fruits with
a higher CI than 1. Similar values of L*, a* and b* have been obtained in other studies [87, 73].
The fruit colour index of fruits grafted onto FA 418 was also lower than on other rootstocks [63].

6.5.4. Juice content and colour

In general, the larger the fruit and the thicker the rind are, the lower the juice content is. This
applies to the higher juice content of ‘Marsh’ grapefruits (Citrus paradise Macf.) on sour orange
than on C. amblycarpa or Cleopatra mandarin [88]. In orange, the fruits of C. volkameriana and
C. macrophylla present low juice content [73]. Accordingly, García-Sanchez et al. [10] found that
the fruits of ‘Clemenules’ mandarin on Carrizo citrange had a higher juice percentage and a
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authors: [68] on ‘Marisol’ clementine, [85] on ‘Ortanique’ tangor, [81] on ‘W. Navel’ and [82]
in ‘Fallgo’ and ‘Sunburst’ mandarins. Forner-Giner et al. [8] also reported a higher juice content
in the fruits grafted onto Carrizo citrange, C-13 selection and FA 020326 than on Cleopatra
mandarin and C. volkameriana. Misra et al. [89] obtained a maximum juice content in the fruits
of lemon trees onto trifoliate orange and Cleopatra mandarin, while the lowest content went
to C. taiwanica [90]. Rootstocks influence juice colour. In [61], the fruits of the trees grafted onto
Cleopatra mandarin and Gou Tou were more luminous in colour (a higher L* parameter), while
those grafted onto C. macrophylla and C. volkameriana produced fruit with the most intensely
orange-coloured skin (higher a* parameter). Similar L*, a* and b* results were obtained on
‘Hamlin’ and ‘Earlygold’ by Lee and Castle [87].

6.5.5. Total soluble solids (TSS) and total acid (TA) percentages

The flavour and palatability of citrus fruits vary according to relative levels of TSS, and also to
the presence or absence of aromatic or bitter juice constituents [91]. Carrizo citrange, FA 030212
and FA 030230 selections induced higher TSS in the fruits of ‘Lane late’ navel orange than
Cleopatra mandarin, FA 13 and FA 030127 [77], while the lowest values were found when
analysing the fruits from the Gou Tou rootstock [73]. Interestingly in clementines, Cleopatra
mandarin induced a higher TSS in fruits than in orange varieties, as reported in ‘Marisol’ and
‘Clemenules’ studies [68, 92]. It is noteworthy that the high yield recorded by C. macrophylla,
did not significantly affect its TSS compared with other rootstocks.

In ‘Lane late’ orange, a low total acid (TA) percentage was found on the fruits of C. volkameri‐
ana, and with no significant differences with C. macrophylla, while the highest acidity was
induced by Cleopatra mandarin and Gou Tou [73]. Carrizo citrange, FA 418 and FA 030212
also induced high TA contents, while low levels were induced in the fruits of FA 13 [77]. In
contrast, some authors have found that the effects of rootstock on fruit juice acidity were non-
significant [10, 81, 93]. Regarding organic-acid content, C. volkameriana and C. macrophylla
induced low total acid values on ‘Lane late’ orange [73]. The major organic acid in ‘Lane late’
navel orange was citric acid (0.89–1.15%) and differences were found between genotypes. In
contrast, malic acid was not apparently affected by rootstock, with values between 0.29% and
0.31%. These results were also found on calamondin and ‘Kozan’ orange [94, 95]. Interestingly,
high ascorbic acid values have been recorded in the ‘Lane late’ trees grafted onto Gou Tou and
Cleopatra mandarin [73].

The ripeness index (RI), which relates the soluble solid content measured in °Brix and the
titratable acidity determined as a percentage of citric acid content in fruit juice, is the most
widespread method used to estimate the citrus fruit maturity level. In ‘Lane late’, the fruits on
FA 13 obtained a high RI value, which was low on FA 418, FA 030212 and Carrizo citrange.
The fruits of the trees on C. volkameriana and C. macrophylla also showed high RI values, which
were lower in Cleopatra mandarin and C. volkameriana [73]. However on ‘W. Navel’ orange,
on ‘Rhode Red Valencia’ orange and on ‘Okitsu’ Satsuma mandarin, [81, 93, 96] reported that
the effects of rootstocks on the RI were not statistically significant.
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6.5.6. Sugar content

Finally, sugars are the major components of citrus juice soluble solids and sweetness of orange
juice is intrinsic to its sugar composition. Sucrose is the main sugar present in orange juice,
more than 55%, followed by glucose and fructose [73, 95]. The bibliography strongly relates
sugar content and rootstock influence on variety. This effect is very important in orange and
mandarin fruits [62, 69], and has also been observed in other studies carried out on lemons [75,
79]. Legua et al. [61] also observed high total sugars content in the juice from C. macrophylla
and Cleopatra mandarin, and low contents from C. volkameriana. Similar results have been
reported on ‘Kozan’ and ‘Salustiana’ oranges [95, 97]. In contrast, some works have found no
appreciate significant differences in the juice contents of ‘Comune’ Clementine, ‘Orlando’
tangelo and grapefruit on the rootstocks studied therein [98–100].

7. Conclusions

Citrus growth is dependent on rootstock effect. Plant responses to abiotic stress conditions
where rootstock behaviour plays a key role in tree development. Rootstock influence on the
scion’s photosynthetic capacity linked to carbohydrate distribution during the annual cycle is
a determining factor for plant vegetative and reproductive development. Therefore, rootstock
strongly regulates the plant growth, yield and fruit quality of the cultivars. Finally, new
dwarfing rootstocks, in which small tree size helps to cut the costs in some cultural practices
such as pruning or harvesting, confers very promising and interesting physical and chemical
properties to scions which strongly supports their use for citrus production.
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Abstract

Root growth and morphology are important for maximizing water uptake and mineral
absorption. Similar to the plants grown in the soil,  in a soilless culture such as an
aeroponic system, the amount of water and nutrient available to a plant is determined
by the root surface area and volume of nutrient solution with which its roots are in
contact.  Furthermore,  plant  roots  can  alter  their  nutrient  acquisition  capacity  by
adjusting their morphological and/or physiological characteristics to meet changes in
shoot nutrient demand in response to environmental stress. Subtropical and temperate
vegetables have successfully been grown aeroponically in the tropics by simply cooling
the root zone (RZ) while their aerial portions are subjected to fluctuating atmospheric
temperatures. This paper focused on RZ temperature (RZT) on root and shoot growth,
and root morphology of subtropical and temperate vegetable crops grown in the tropics.
The impacts of RZT on water relations as well as nitrate (NO3−) uptake and assimilation
of these vegetable crops were also discussed.

Keywords: nitrate uptake and assimilation, root morphology, root-zone temperature,
water relations

1. Introduction

Plants are photoautotrophic and manufacture their own food through the process of photo-
synthesis. However, they must acquire water and minerals from the environment for photo-
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synthesis to occur. While CO2 comes from the atmosphere for photosynthesis, plants obtained
water and minerals from the soil or other growth media via their roots. Plants are sessile and
adapt  their  morphological  structures  to  the  encountered  environmental  conditions.  The
morphology of the root system such as root length, number of root tip, root diameter, root
surface area, and root volume varies greatly depending on the plant species, soil composition,
and water and mineral nutrients availability [1, 2] and root-zone temperature (RZT) [2, 3]. Root
plasticity provides the sessile plants to adjust their structure to environmental conditions as
they change [1]. Changes in root morphology are important for maximizing water uptake [1,
3, 4] and mineral absorption to alleviate stress of nutrient deficiency [4–7]. Furthermore, plant
roots  alter  their  nutrient  acquisition  capacity  not  only  by  adjusting  the  morphological
characteristics but also the physiological performance such as nitrate (NO3−) uptake and
assimilation to meet changes in shoot nutrient demand in response to environmental stress [2,
4].

Root morphology and physiology are closely associated with the growth of the aerial parts
and shoot productivity [2, 3, 8]. For instance, plant growth and productivity are often limited
by high temperature and thus restrict the growth of subtropical and temperate crops in the
tropics. However, since 1997, our research team has successfully grown certain subtropical and
temperate crops in Singapore by simply cooling their roots while their aerial portions are
subjected to hot fluctuating atmospheric conditions [9, 10]. Working on subtropical and
temperate vegetable crops grown in the tropics, in this paper, the author first focused on effects
of RZT on root morphology. The impacts of RZT on water uptake and water relations as well
as NO3− uptake and assimilation were also discussed.

2. Effects of root-zone temperature on root morphology

Root systems have higher ratios of surface area to volume that effectively explore a larger
volume of soil [11]. Similar to the plants grown in the soil, in aeroponic systems, root surface
area determines the amount of water and mineral uptake [2, 12, 13]. As root systems are re-
sponsible for acquisition of water and mineral nutrients, it is not surprising that root mor-
phology is highly influenced by rhizosphere environments such as RZT [2].

When the plant is exposed to high temperatures, root development is adversely affected [14].
However, manipulating RZT alone has a great influence on root development, perhaps even
greater than shoot temperature manipulation [15–18]. Because of the changes of RZT, there is
great variation of root morphology, especially root length which is a more sensitive indicator
of RZT impact compared to root biomass. For example, grown underoptimum RZT of 30°C,
root length of rape (Brassica napus cv. “Emeralk”) was fivefold longer compared to those grown
under superoptimum RZT of 35°C. However, there was only twofold difference in root
biomass, which was found between the plants grown under two different RZTs. Higher root
length/weight biomass ratio was due to the smaller diameter of the successive orders of lateral
roots [15]. It was reported that in both heat tolerant and sensitive clones of potato (Solanum
tuberosum L), smaller number and shorter length of lateral roots were observed at 30°C RZT
than 20°C RZT resulting from a reduction of cell division rate and followed by cessation of cell
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elongation in roots [16]. It was found that maximum seminal root elongation and first-order
lateral root initiation and elongation of Sorghum (Sorghum bicolo), occurred at 25°C but they
were severely inhibited at 40°C [17].

We have found that subtropical and temperate vegetables grown in the tropical greenhouse
under cool RZTs (C-RZTs) established much bigger root systems compared to those subjected
to hot ambient RZT (A-RZT) [2]. For instance, the total root length of capsicum plants (Capsicum
annuum Indra F1-hybrid) at C-RZT increased about 400 cm in 2 weeks during the experimental
period (Figure 1A). When plants were transferred from C-RZT to A-RZT (C → A-RZT),
increases in their total root length seemed to stop compared to C-RZT plants [19]. Capsicum
plants grown at A-RZT did not show any increases and had the lowest total root length during
the entire experimental period. However, after transferring capsicum plants from A-RZT to C-
RZT (A → C-RZT), linear increase in total root length was observed.

Figure 1. Total root length (A), total number of root tips (B), total surface area (C), and average root diameter (D) of
capsicum (Capsicum annuum Indra F1-hybrid) during different RZT treatments: C-RZT (•), A-RZT (▴), C → A-RZT (❍),
and A → C-RZT (Δ). RZT treatments were started 3 weeks after transplanting. Means with different letters are statisti-
cally different (P < 0.05; n = 6) as determined by Tukey’s multiple comparison test. Redrawn from Tan [19].

Differences in total number of root tip (Figure 1B) and total surface area (Figure 1C) among
the four different RZT treatments were similar to those of total root length (Figure 1A).
Compared to plants grown at A-RZT, the average root diameter of C-RZT plants was much
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smaller (Figure 1D). It is surprising to note that there were no increases in root diameter after
transferring plants from C-RZT to A-RZT (C → A-RZT) as capsicum plants were similar to
those of C-RZT plants throughout the experiment. However, A → C-RZT transfer resulted in
the development of new and finer roots in A → C-RZT plants. Thus, the average root diameter
of A → C-RZT capsicum was significantly smaller than A-RZT by day 6 after RZT transfer
(Figure 1D). Similar to capsicum plants, lettuce grown at C-RZT showed linear increase in total
root length over the 2-week period (Figure 2A). Unlike the capsicum plants (Figure 1A),
increase in total root length was also observed in C → A-RZT lettuce plant and the increase
rate was similar to C-RZT lettuce plants from day 0 to day 8 after RZT transfer. However, C
→ A-RZT lettuce plants maintained their total root length of about 600 cm from day 10 to day
14 after RZT transfer. There was no significant increase in total root length of A-RZT lettuce
over the 2-week experimental period. Again, unlike the capsicum plants (Figure 1A), A → C-
RZT lettuce exhibited increase in total root length only after 8 days of RZT transfer (Fig-
ure 2A). The total root tip number of C-RZT lettuce was consistently higher than lettuce grown
at other RZTs (Figure 2B). Unlike the capsicum plants (Figure 1B), there was an increase in
total root tip number for C → A-RZT lettuce although the net increase decreased significantly

Figure 2. Total root length (A), total number of root tips (B), total surface area (C), and average root diameter (D) of
lettuce (Lactuca sativa L. “Panama”) during different RZT treatments: C-RZT (•), A-RZT (▴), C → A-RZT (❍), and A →
C-RZT (Δ). RZT treatments were started 3 weeks after transplanting. Means with different letters are statistically differ-
ent (P < 0.05; n = 6) as determined by Tukey’s multiple comparison test. Redrawn from Tan [19].
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after C → A-RZT transfer (Figure 2B). The total root tip number of A-RZT lettuce did not
change significantly throughout the whole experiment. When lettuce was transferred from A
→ C-RZT, there was rapid increase in the total root tip number. The root tip number of A →
C-RZT lettuce became significantly higher than A-RZT lettuce by day 6 after RZT transfer. At
day 14 after RZT transfer, total root tip number of A → C-RZT lettuce was 2.8 times higher
than A-RZT plants. Responses of total surface area of lettuce plants to different RZTs
(Figure 2C) were similar to those of total root length (Figure 2B). Similar to those of capsi-
cum plants (Figure 1D), lettuce grown at A-RZT had the highest average root diameter while
C-RZT plants had the least (Figure 2D). The average root diameter of C → A-RZT lettuce
remained similar to C-RZT plants during the first 10 days of RZT transition. However, unlike
capsicum plants (Figure 1D), there was slight root thickening in C → A-RZT lettuce roots after
2 weeks of RZT transfer. By day 14 after RZT transfer, the average root diameter of C → A-
RZT lettuce was much thicker than C-RZT plants. Similar to those of capsicum plants, A → C-
RZT lettuce, developed new and finer root (Figure 2D).

Root morphological analysis of both subtropical and temperate vegetables revealed that high
RZT inhibited root elongation, branching, and hair formation but increased root diameter.
These were also observed in other plant species [16, 17]. However, effects of RZT transfer on
morphology were different between capsicum and lettuce plants (Figures 1 and 2). These
finding suggest that effects of RZT on root morphology is species-dependent. It was also
reported that root length and diameter appeared to be inversely related to a study using Secale
cereale seedlings [20]. Root thickening, or an increase in diameter, was controlled through
signals emanating from shoot apices and root tips [21]. Root thickening may also be accom-
panied by associated changes in microfibril angles within expanding cell walls [21]. The
chemical signals involved in root thickening may be ethylene [22]. The role of ethylene in
inhibition of root elongation and root thickening was further confirmed by our team [13]. Our
recent study with a recombinant inbred line (RIL) of lettuce and its parental lines (Lactusa
serriola × Lactuca sativa “Salinas”) that were grown in a tropical greenhouse under 24°C-RZT
and hot A-RZT showed that higher RZ ethylene concentrations accumulated in A-RZT plants
compared to that of 24°C-RZT plants. Lowest RZ ethylene concentration corresponded with
highest shoot fresh weight [23]. Our results indicated that the presence of an ethylene inhibitor
promoted root elongation at high RZT of 38°C. Without ethylene inhibitor, root elongation at
high RZT was significantly inhibited. Our previous 14C feeding experiments implied that both
capsicum and lettuce grown under C-RZT indeed had higher assimilation rates of 14C and their
younger developing leaves exhibited greater sink strength [24]. Further studies concluded that
plant growth was the result of interaction between source leaves and carbon partitioning
among competitive sinks [25–27]. It was interesting to note that A-RZT lettuce had higher fresh
weight and dry weight root/shoot ratio than that of C-RZT lettuce [19, 23]. This suggested that
more photoassimilate may be distributed to the lettuce roots under hot A-RZT conditions. The
RZT transfer experiments confirmed that A-RZT induced greater levels of 14C delivered to the
lettuce root system. However, it was surprising that the high 14C translocated to the roots of
A-RZT lettuce which was not accompanied by a greater root development [19, 24]. This may
be attributed to the higher respiration rates in the roots which may require energy for the active
uptake of water and nutrients in a poorly developed root system [26, 28]. The high rate of
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smaller (Figure 1D). It is surprising to note that there were no increases in root diameter after
transferring plants from C-RZT to A-RZT (C → A-RZT) as capsicum plants were similar to
those of C-RZT plants throughout the experiment. However, A → C-RZT transfer resulted in
the development of new and finer roots in A → C-RZT plants. Thus, the average root diameter
of A → C-RZT capsicum was significantly smaller than A-RZT by day 6 after RZT transfer
(Figure 1D). Similar to capsicum plants, lettuce grown at C-RZT showed linear increase in total
root length over the 2-week period (Figure 2A). Unlike the capsicum plants (Figure 1A),
increase in total root length was also observed in C → A-RZT lettuce plant and the increase
rate was similar to C-RZT lettuce plants from day 0 to day 8 after RZT transfer. However, C
→ A-RZT lettuce plants maintained their total root length of about 600 cm from day 10 to day
14 after RZT transfer. There was no significant increase in total root length of A-RZT lettuce
over the 2-week experimental period. Again, unlike the capsicum plants (Figure 1A), A → C-
RZT lettuce exhibited increase in total root length only after 8 days of RZT transfer (Fig-
ure 2A). The total root tip number of C-RZT lettuce was consistently higher than lettuce grown
at other RZTs (Figure 2B). Unlike the capsicum plants (Figure 1B), there was an increase in
total root tip number for C → A-RZT lettuce although the net increase decreased significantly

Figure 2. Total root length (A), total number of root tips (B), total surface area (C), and average root diameter (D) of
lettuce (Lactuca sativa L. “Panama”) during different RZT treatments: C-RZT (•), A-RZT (▴), C → A-RZT (❍), and A →
C-RZT (Δ). RZT treatments were started 3 weeks after transplanting. Means with different letters are statistically differ-
ent (P < 0.05; n = 6) as determined by Tukey’s multiple comparison test. Redrawn from Tan [19].
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after C → A-RZT transfer (Figure 2B). The total root tip number of A-RZT lettuce did not
change significantly throughout the whole experiment. When lettuce was transferred from A
→ C-RZT, there was rapid increase in the total root tip number. The root tip number of A →
C-RZT lettuce became significantly higher than A-RZT lettuce by day 6 after RZT transfer. At
day 14 after RZT transfer, total root tip number of A → C-RZT lettuce was 2.8 times higher
than A-RZT plants. Responses of total surface area of lettuce plants to different RZTs
(Figure 2C) were similar to those of total root length (Figure 2B). Similar to those of capsi-
cum plants (Figure 1D), lettuce grown at A-RZT had the highest average root diameter while
C-RZT plants had the least (Figure 2D). The average root diameter of C → A-RZT lettuce
remained similar to C-RZT plants during the first 10 days of RZT transition. However, unlike
capsicum plants (Figure 1D), there was slight root thickening in C → A-RZT lettuce roots after
2 weeks of RZT transfer. By day 14 after RZT transfer, the average root diameter of C → A-
RZT lettuce was much thicker than C-RZT plants. Similar to those of capsicum plants, A → C-
RZT lettuce, developed new and finer root (Figure 2D).

Root morphological analysis of both subtropical and temperate vegetables revealed that high
RZT inhibited root elongation, branching, and hair formation but increased root diameter.
These were also observed in other plant species [16, 17]. However, effects of RZT transfer on
morphology were different between capsicum and lettuce plants (Figures 1 and 2). These
finding suggest that effects of RZT on root morphology is species-dependent. It was also
reported that root length and diameter appeared to be inversely related to a study using Secale
cereale seedlings [20]. Root thickening, or an increase in diameter, was controlled through
signals emanating from shoot apices and root tips [21]. Root thickening may also be accom-
panied by associated changes in microfibril angles within expanding cell walls [21]. The
chemical signals involved in root thickening may be ethylene [22]. The role of ethylene in
inhibition of root elongation and root thickening was further confirmed by our team [13]. Our
recent study with a recombinant inbred line (RIL) of lettuce and its parental lines (Lactusa
serriola × Lactuca sativa “Salinas”) that were grown in a tropical greenhouse under 24°C-RZT
and hot A-RZT showed that higher RZ ethylene concentrations accumulated in A-RZT plants
compared to that of 24°C-RZT plants. Lowest RZ ethylene concentration corresponded with
highest shoot fresh weight [23]. Our results indicated that the presence of an ethylene inhibitor
promoted root elongation at high RZT of 38°C. Without ethylene inhibitor, root elongation at
high RZT was significantly inhibited. Our previous 14C feeding experiments implied that both
capsicum and lettuce grown under C-RZT indeed had higher assimilation rates of 14C and their
younger developing leaves exhibited greater sink strength [24]. Further studies concluded that
plant growth was the result of interaction between source leaves and carbon partitioning
among competitive sinks [25–27]. It was interesting to note that A-RZT lettuce had higher fresh
weight and dry weight root/shoot ratio than that of C-RZT lettuce [19, 23]. This suggested that
more photoassimilate may be distributed to the lettuce roots under hot A-RZT conditions. The
RZT transfer experiments confirmed that A-RZT induced greater levels of 14C delivered to the
lettuce root system. However, it was surprising that the high 14C translocated to the roots of
A-RZT lettuce which was not accompanied by a greater root development [19, 24]. This may
be attributed to the higher respiration rates in the roots which may require energy for the active
uptake of water and nutrients in a poorly developed root system [26, 28]. The high rate of
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respiration may have taken place at the expense of root development. It is highly likely that
there exists a negative feedback mechanism among root respiration, water uptake, nutrient
absorption, root morphology, and high RZT. Our results showed that capsicum grown at C-
RZT had lower root/shoot ratios than A-RZT plants [19]. C-RZT resulted in longer total root
length, greater total root tip number, larger root surface area, and smaller root diameter in both
lettuce and capsicum plants. However, the trend of the capsicum root/shoot ratios was different
from that of lettuce because the capsicum grown at C-RZT had higher root/shoot ratio than A-
RZT capsicum [19]. C → A-RZT transfer also caused a decline in root/shoot ratio while A →
C-RZT resulted in an increase in root/shoot ratios of capsicum. These suggested more photo-
assimilate partitioning to roots of C-RZT capsicum and less so for A-RZT capsicum. This was
further supported by the 14C feeding experiments which showed that more 14C was found in
the roots of C-RZT capsicum compared to the roots of A-RZT capsicum. The transfer from C
→ A-RZT also resulted in decreased 14C found in C → A-RZT capsicum roots. The reverse was
demonstrated in A → C-RZT capsicum which had higher root 14C than A-RZT plants. There-
fore, lettuce grown at A-RZT distributed more 14C to their roots while capsicum grown at C-
RZT distributed more 14C to the roots [24].

3. Effects of root-zone temperature on water relations

Changes of root morphology are important for maximizing water and dissolve mineral
uptake [1, 11, 29–31]. Plant roots can alter not only their morphological but also their physio-
logical characteristics to meet changes in shoot water and nutrient demand in response to
environmental stress [29]. Manipulation of RZT resulted in changes of root morphology, water,
and mineral uptake and transport [12, 32–35]. For plants grown in soil, high RZT causes not
only poor root growth and development [36] but also results in spatial water and mineral
nutrient availability in soil [37] and reduces uptake efficiency per unit root length [36, 37]. In
our aeroponic system, plant roots are continuously sprayed with nutrient mist, and there is no
spatial variation in water and mineral nutrient availability. However, water deficits and
mineral deficiency occurred at high A-RZT due to poor root system development and lower
rate of water uptake [9, 10, 12].

We have previously reported that supra-optimal A-RZT caused shoot water deficit by altering
the balance between water uptake by the root system and water loss from the shoot [38, 39].
Water deficits resulting in stomata closure measured by stomatal conductance are due to the
direct effect of reduced shoot water potential (ψshoot) and leaf relative water content (RWC) [38–
42]. Table 1 summaries ψshoot of subtropical vegetable crops of capsicum (C. annuum Indra F1-
hybrid) and Chinese broccoli (Brassica alboglabra Bailey) [38] grown at 25°C-RZT and A-RZT
while their shoots were maintained at fluctuating ambient temperatures. Table 1 shows
predawn and midday ψshoot were higher in 25°C-RZT than A-RZT plants in both vegetable
species. Leaf RWC were further determined in both subtropical (capsicum and Chinese
broccoli) and temperate vegetables (lettuce). Similar to the results of ψshoot, RWC was signifi-
cantly lower in all plants grown at A-RZT that at C-RZT measured predawn and midday
(Table 2).
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Vegetable species 25°C-RZT A-RZT

Capsicum

Predawn ψLeaf (Mpa) (n = 6) * −0.51 ± 0.070 −2.95 ± 0.18

Midday ψLeaf (Mpa) (n = 6) * −1.45 ± 0.092 −4.87 ± 0.24

Chinese broccoli

Predawn ψLeaf (Mpa) (n = 6) * −0.21 ± 0.03 −1.07 ± 0.06

Midday ψLeaf (Mpa) (n = 6) * −0.85 ± 0.07 −2.03 ± 0.12

* Significant interaction between the two RZTs at P < 0.01.

Table 1. ψLeaf of subtropical vegetable crops of capsicum [19] and Chinese broccoli (Brassica alboglabra Bailey) [38]
grown at two different RZTs while their shoots were maintained at fluctuating ambient temperatures under 100%
prevailing solar radiation. All the measurements were done after 30 days of transplanting. Values shown are means ±
standard deviation.

Vegetable species Cool-RZT* A-RZT

Capsicum

Predawn RWC (%) (n = 6)# 93.2 ± 0.22 80.3 ± 0.28

Midday RWC (%) (n = 6)# 81.3 ± 0.31 51.7 ± 0.29

Chinese broccoli

Predawn RWC (%) (n = 6)# 97.6 ± 0.23 85.4± 0.16

Midday RWC (%) (n = 6)# 85.5 ± 0.27 64.9 ± 0.12

Lettuce

Predawn RWC (%) (n = 6)# 95.1 ± 0.17 88.8 ± 0.35

Midday RWC (%) (n = 6)# 89.2 ± 0.29 60.1 ± 0.46

* Cool-RZT, 25°C-RZT for capsicum and Chinese broccoli; 20°C-RZT for lettuce.
# Significant interaction between the two RZTs at P < 0.01.

Table 2. Leaf RWC of subtropical capsicum (Capsicum annuum Indra F1-hybrid) [19] Chinese broccoli (Brassica
alboglabra Bailey) [19], and temperate vegetable crops of lettuce [39] grown at two different RZTs while their shoots
were maintained at fluctuating ambient temperatures under 100% prevailing solar radiation. All the measurements
were done after 30 days of transplanting. Values shown are means ± standard deviation.

Based on the results shown in Tables 1 and 2, it is obviously that subtropical and temperate
vegetables grown in the tropical greenhouse had experienced permanent water deficit
(reduced predawn ψshoot or/and leaf RWC) and midday (lower midday ψshoot or/and leaf RWC)
when they were grown at A-RZT. In another experiment with capsicum, leaf gs, root hydraulic
conductivity, and shoot ψshoot declined after transferring plants from 20°C-RZT to A-RZT [42].
It was explained that supraoptimal RZTs caused a reduction in root hydraulic conductivity
and might lower ψshoot, which in turn could cause stomatal closure [42]. However, water deficit
in 20 or 25°C-RZT plants was alleviated due to the larger root system [19].
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respiration may have taken place at the expense of root development. It is highly likely that
there exists a negative feedback mechanism among root respiration, water uptake, nutrient
absorption, root morphology, and high RZT. Our results showed that capsicum grown at C-
RZT had lower root/shoot ratios than A-RZT plants [19]. C-RZT resulted in longer total root
length, greater total root tip number, larger root surface area, and smaller root diameter in both
lettuce and capsicum plants. However, the trend of the capsicum root/shoot ratios was different
from that of lettuce because the capsicum grown at C-RZT had higher root/shoot ratio than A-
RZT capsicum [19]. C → A-RZT transfer also caused a decline in root/shoot ratio while A →
C-RZT resulted in an increase in root/shoot ratios of capsicum. These suggested more photo-
assimilate partitioning to roots of C-RZT capsicum and less so for A-RZT capsicum. This was
further supported by the 14C feeding experiments which showed that more 14C was found in
the roots of C-RZT capsicum compared to the roots of A-RZT capsicum. The transfer from C
→ A-RZT also resulted in decreased 14C found in C → A-RZT capsicum roots. The reverse was
demonstrated in A → C-RZT capsicum which had higher root 14C than A-RZT plants. There-
fore, lettuce grown at A-RZT distributed more 14C to their roots while capsicum grown at C-
RZT distributed more 14C to the roots [24].

3. Effects of root-zone temperature on water relations

Changes of root morphology are important for maximizing water and dissolve mineral
uptake [1, 11, 29–31]. Plant roots can alter not only their morphological but also their physio-
logical characteristics to meet changes in shoot water and nutrient demand in response to
environmental stress [29]. Manipulation of RZT resulted in changes of root morphology, water,
and mineral uptake and transport [12, 32–35]. For plants grown in soil, high RZT causes not
only poor root growth and development [36] but also results in spatial water and mineral
nutrient availability in soil [37] and reduces uptake efficiency per unit root length [36, 37]. In
our aeroponic system, plant roots are continuously sprayed with nutrient mist, and there is no
spatial variation in water and mineral nutrient availability. However, water deficits and
mineral deficiency occurred at high A-RZT due to poor root system development and lower
rate of water uptake [9, 10, 12].

We have previously reported that supra-optimal A-RZT caused shoot water deficit by altering
the balance between water uptake by the root system and water loss from the shoot [38, 39].
Water deficits resulting in stomata closure measured by stomatal conductance are due to the
direct effect of reduced shoot water potential (ψshoot) and leaf relative water content (RWC) [38–
42]. Table 1 summaries ψshoot of subtropical vegetable crops of capsicum (C. annuum Indra F1-
hybrid) and Chinese broccoli (Brassica alboglabra Bailey) [38] grown at 25°C-RZT and A-RZT
while their shoots were maintained at fluctuating ambient temperatures. Table 1 shows
predawn and midday ψshoot were higher in 25°C-RZT than A-RZT plants in both vegetable
species. Leaf RWC were further determined in both subtropical (capsicum and Chinese
broccoli) and temperate vegetables (lettuce). Similar to the results of ψshoot, RWC was signifi-
cantly lower in all plants grown at A-RZT that at C-RZT measured predawn and midday
(Table 2).
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Vegetable species 25°C-RZT A-RZT

Capsicum

Predawn ψLeaf (Mpa) (n = 6) * −0.51 ± 0.070 −2.95 ± 0.18

Midday ψLeaf (Mpa) (n = 6) * −1.45 ± 0.092 −4.87 ± 0.24

Chinese broccoli

Predawn ψLeaf (Mpa) (n = 6) * −0.21 ± 0.03 −1.07 ± 0.06

Midday ψLeaf (Mpa) (n = 6) * −0.85 ± 0.07 −2.03 ± 0.12

* Significant interaction between the two RZTs at P < 0.01.

Table 1. ψLeaf of subtropical vegetable crops of capsicum [19] and Chinese broccoli (Brassica alboglabra Bailey) [38]
grown at two different RZTs while their shoots were maintained at fluctuating ambient temperatures under 100%
prevailing solar radiation. All the measurements were done after 30 days of transplanting. Values shown are means ±
standard deviation.

Vegetable species Cool-RZT* A-RZT

Capsicum

Predawn RWC (%) (n = 6)# 93.2 ± 0.22 80.3 ± 0.28

Midday RWC (%) (n = 6)# 81.3 ± 0.31 51.7 ± 0.29

Chinese broccoli

Predawn RWC (%) (n = 6)# 97.6 ± 0.23 85.4± 0.16

Midday RWC (%) (n = 6)# 85.5 ± 0.27 64.9 ± 0.12

Lettuce

Predawn RWC (%) (n = 6)# 95.1 ± 0.17 88.8 ± 0.35

Midday RWC (%) (n = 6)# 89.2 ± 0.29 60.1 ± 0.46

* Cool-RZT, 25°C-RZT for capsicum and Chinese broccoli; 20°C-RZT for lettuce.
# Significant interaction between the two RZTs at P < 0.01.

Table 2. Leaf RWC of subtropical capsicum (Capsicum annuum Indra F1-hybrid) [19] Chinese broccoli (Brassica
alboglabra Bailey) [19], and temperate vegetable crops of lettuce [39] grown at two different RZTs while their shoots
were maintained at fluctuating ambient temperatures under 100% prevailing solar radiation. All the measurements
were done after 30 days of transplanting. Values shown are means ± standard deviation.

Based on the results shown in Tables 1 and 2, it is obviously that subtropical and temperate
vegetables grown in the tropical greenhouse had experienced permanent water deficit
(reduced predawn ψshoot or/and leaf RWC) and midday (lower midday ψshoot or/and leaf RWC)
when they were grown at A-RZT. In another experiment with capsicum, leaf gs, root hydraulic
conductivity, and shoot ψshoot declined after transferring plants from 20°C-RZT to A-RZT [42].
It was explained that supraoptimal RZTs caused a reduction in root hydraulic conductivity
and might lower ψshoot, which in turn could cause stomatal closure [42]. However, water deficit
in 20 or 25°C-RZT plants was alleviated due to the larger root system [19].
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4. Effects of root-zone temperature on NO3− uptake and assimilation

NO3− is the major N source available in aerobic soils [43]. Once uptaken by root cells, NO3−
can be redirected out of the root cell, either by extrusion into the external medium or by
unloading into the xylem vessels to reach the aerial organs [29]. The third possible fate for
NO3−, in roots as well as in leaves, is its uptake by the vacuole where it participates in the
general osmoticum or serves as a reservoir to sustain the growth process when the external
nitrogen supply becomes limiting [44].

The effects of RZT on NO3− and N contents in plants have been reported [45–47]. N contents
were reduced in plants grown under high RZT [39, 48–50]. For instance, Du and Tachibana [48]
grew cucumber (cv. “Sharp I”) plants hydroponically at several RZTs: 25 (control), 30, 35, or
38°C, with shoot’s temperature at 26/23 ± 3°C (day/night). Total N concentration in leaf was
reduced as the RZT was raised to 35°C and to 38°C in particular. Similar results were obtained
our research team with lettuce (cv. “Palma”) plants [39]. Leaf organic N content was 32% lower
in A-RZT plants than 20°C-RZT plants. Transfer of plants between these two RZTs altered leaf
N content after 6 days. Leaf N content increased in A → 20°C-RZT plants, while decreased in
20°C → A-RZT plants. After 10 days of reciprocal RZT transfer, A → 20°C-RZT plants and 20°C
→ A-RZT plants had a similar leaf N content [39]. The results also showed tight temporal
coupling of leaf N content, and light- and CO2- saturated photosynthetic O2 evolution rate
throughout the reciprocal temperature transfers. He et al. [39] suggested that the decreased
nutrient status of lettuce plants caused nonstomatal limitation of photosynthesis under high
A-RZT conditions. In lettuce (cv. “Panama”), Tan et al., [12] reported that 20°C-RZT plants had
higher leaf N concentrations on the basis of per unit dry weight compared with plants grown
at A-RZT. Total shoot and root NO3 of 20°C-RZT plants were higher than A-RZT plants. 20°C
→ A-RZT plants suffered from a reduction of total mineral accumulation, and A → 20°C-RZT
plants increased in total mineral accumulation [12]. In another study, Yeager et al. grew Ilex
crenata Thunb. “Rotundifolia” plants in sand culture with the RZTs at 28, 34, or 40°C for 6 h
daily. They found that root and shoot N accumulation (mg N/g dry weight) decreased when
RZTs were increased from 28 to 40°C. These plants were fertilized twice daily with 500 mL of
either 75, 150, or 225 mg N/L, to determine applied N rate on growth and N accumulation of
“Rotundifolia” holly. The results showed that root and shoot N accumulation depended on
RZT and the N rate. N accumulated by roots and shoots increased when the applied N
concentration increased from 75 to 225 mg/L at each RZT. However, root and shoot N accu-
mulation decreased with the root zone at 40°C compared with 28°C for 75 and 225 mg N/L
applied. These data indicated that increased N fertilization rates would not alleviate growth
reductions of holly caused by high RZT (40°C) [49].

In contrast, high RZT increased N content in plants has also been reported [49–51]. Johnson
and Ingram exposed root systems of Pittosporum tobira Thunb plants to temperatures of 27, 30,
or 40°C for 6 h daily for 7 months with air temperature around 30/24°C (day/night). They found
that N level in leaf tissue (newly expanded leaves) was increased in plants at 40°C medium
temperature [50]. This was supported by the work of Gosselin and Trudel who transferred the
10-week-old pepper (cv. “Bell Boy”) plants to five different RZTs (12, 18, 24, 30, or 36 ± 2°C)
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with air temperature maintained at 22–24/18–20°C (day/night), for a period of 8 weeks. Their
results showed that leaf N concentration increased with the increase of RZT from 12 to 36°C
[51]. Cruz et al. grew Carob (Ceratonia siliqua L.) seedlings at different RZTs (10–40°C) with
shoot temperature at 24 ± 1/20 ± 1°C (day/night). When nitrate (3 mM) was supplied as nitrogen
source of nutrient solutions, they found that organic N concentration in roots increased with
the increase of RZT from 10 to 40°C. Total N concentration in both shoot and toot increased
with the increased RZT from 10 to 25°C. Investigators explained that increasing RZTs induced
increased in ion-uptake rates, mainly nitrogen, might be responsible for the higher N content
in plant. This situation increased also the demand for carbon in the root of Carob plant [52].
As discussed earlier, the amount of mineral nutrient especially nitrogen available to a plant is
determined by the root morphological structure [3, 12, 13]. The amount of mineral nutrient
uptake and transport also depend on transpiration rate as long-distance movement of nutrient
through plants is predominantly by bulk flow in the xylem [53].

For most higher plants, NO3− assimilation is the major pathway by which inorganic N is
converted to an organic form [54]. The conversion of NO3− to NH4+, which can be directly used
to synthesize organic N containing compounds, is a reduction process that occurs in two
steps. NO3− is first reduced to NO2− in the cytosol by nitrate reductase (NR). NO2− is then
translocated to the chloroplast where it is reduced into NH4+ by nitrite reductase (NiR). NR is
NO3− inducible enzyme. Transcription of NR genes is induced by NO3− [54–56]. The reduction
of NO3− could take place either in roots or in leaves or both [54, 56, 59]. Significant transloca-
tion of NO3− to the shoot would occur only when the net NO3− uptake rate was fast enough to
saturate the reduction process in the roots.

In our study of subtropical vegetable Nai Bai (Brachyponera chinensis L.) plant and Baby
butterhead lettuce (L. sativa L.) plants, NO3− concentrations of leaf and root and maximum
nitrate reductase activity (NRA) of leaf and roots were determined after 10, 20, and 30 days of
transplanting (Figures 3 and 4).

For Nai Bai plants, the leaf NO3− concentrations of either 25°C-RZT or A-RZT plants were
similar at 10, 20, and 30 days after transplanting (DAT). However, the leaf NO3− concentrations
of A-RZT plants were significantly lower than those of 25°C-RZT plants (Figure 3A). Regard-
less of growth stage, 25°C-RZT plants had significantly higher root NO3− concentrations than
those of A-RZT plants (Figure 3C). Root NO3− concentrations of A-RZT remained constant at
all growth stages (Figure 3C). However, 25°C-RZT plants had lower root NO3− concentrations
at 10 DAT compared to those at 20 and 30 DAT (Figure 3C). At 10 DAT, leaf NRA of 25°C-RZT
plants was significantly lower than those of A-RZT plants (Figure 3B). However, it increased
from 10 to 20 DAT, and remained constant from 20 to 30 DAT. Leaf maximum NRA of A-RZT
plants decreased from 10 to 20 DAT, and remained constant from 20 to 30 DAT. Therefore, at
20 and 30 DAT, maximum leaf NRA of 25°C-RZT plants was much higher than those of A-RZT
plants (Figure 3B). Root maximum NRA of 25°C-RZT and A-RZT plants decreased from 10 to
20 DAT, and then remained constant to the 30 DAT. At 10 DAT, no significant difference in
maximum root NRA was measured between 25°C-RZT and A-RZT plants. However, at 20 and
30 DAT, maximum root NRA of 25°C-RZT plants was significantly higher than those of A-RZT
plants (Figure 3D).
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4. Effects of root-zone temperature on NO3− uptake and assimilation

NO3− is the major N source available in aerobic soils [43]. Once uptaken by root cells, NO3−
can be redirected out of the root cell, either by extrusion into the external medium or by
unloading into the xylem vessels to reach the aerial organs [29]. The third possible fate for
NO3−, in roots as well as in leaves, is its uptake by the vacuole where it participates in the
general osmoticum or serves as a reservoir to sustain the growth process when the external
nitrogen supply becomes limiting [44].

The effects of RZT on NO3− and N contents in plants have been reported [45–47]. N contents
were reduced in plants grown under high RZT [39, 48–50]. For instance, Du and Tachibana [48]
grew cucumber (cv. “Sharp I”) plants hydroponically at several RZTs: 25 (control), 30, 35, or
38°C, with shoot’s temperature at 26/23 ± 3°C (day/night). Total N concentration in leaf was
reduced as the RZT was raised to 35°C and to 38°C in particular. Similar results were obtained
our research team with lettuce (cv. “Palma”) plants [39]. Leaf organic N content was 32% lower
in A-RZT plants than 20°C-RZT plants. Transfer of plants between these two RZTs altered leaf
N content after 6 days. Leaf N content increased in A → 20°C-RZT plants, while decreased in
20°C → A-RZT plants. After 10 days of reciprocal RZT transfer, A → 20°C-RZT plants and 20°C
→ A-RZT plants had a similar leaf N content [39]. The results also showed tight temporal
coupling of leaf N content, and light- and CO2- saturated photosynthetic O2 evolution rate
throughout the reciprocal temperature transfers. He et al. [39] suggested that the decreased
nutrient status of lettuce plants caused nonstomatal limitation of photosynthesis under high
A-RZT conditions. In lettuce (cv. “Panama”), Tan et al., [12] reported that 20°C-RZT plants had
higher leaf N concentrations on the basis of per unit dry weight compared with plants grown
at A-RZT. Total shoot and root NO3 of 20°C-RZT plants were higher than A-RZT plants. 20°C
→ A-RZT plants suffered from a reduction of total mineral accumulation, and A → 20°C-RZT
plants increased in total mineral accumulation [12]. In another study, Yeager et al. grew Ilex
crenata Thunb. “Rotundifolia” plants in sand culture with the RZTs at 28, 34, or 40°C for 6 h
daily. They found that root and shoot N accumulation (mg N/g dry weight) decreased when
RZTs were increased from 28 to 40°C. These plants were fertilized twice daily with 500 mL of
either 75, 150, or 225 mg N/L, to determine applied N rate on growth and N accumulation of
“Rotundifolia” holly. The results showed that root and shoot N accumulation depended on
RZT and the N rate. N accumulated by roots and shoots increased when the applied N
concentration increased from 75 to 225 mg/L at each RZT. However, root and shoot N accu-
mulation decreased with the root zone at 40°C compared with 28°C for 75 and 225 mg N/L
applied. These data indicated that increased N fertilization rates would not alleviate growth
reductions of holly caused by high RZT (40°C) [49].

In contrast, high RZT increased N content in plants has also been reported [49–51]. Johnson
and Ingram exposed root systems of Pittosporum tobira Thunb plants to temperatures of 27, 30,
or 40°C for 6 h daily for 7 months with air temperature around 30/24°C (day/night). They found
that N level in leaf tissue (newly expanded leaves) was increased in plants at 40°C medium
temperature [50]. This was supported by the work of Gosselin and Trudel who transferred the
10-week-old pepper (cv. “Bell Boy”) plants to five different RZTs (12, 18, 24, 30, or 36 ± 2°C)
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with air temperature maintained at 22–24/18–20°C (day/night), for a period of 8 weeks. Their
results showed that leaf N concentration increased with the increase of RZT from 12 to 36°C
[51]. Cruz et al. grew Carob (Ceratonia siliqua L.) seedlings at different RZTs (10–40°C) with
shoot temperature at 24 ± 1/20 ± 1°C (day/night). When nitrate (3 mM) was supplied as nitrogen
source of nutrient solutions, they found that organic N concentration in roots increased with
the increase of RZT from 10 to 40°C. Total N concentration in both shoot and toot increased
with the increased RZT from 10 to 25°C. Investigators explained that increasing RZTs induced
increased in ion-uptake rates, mainly nitrogen, might be responsible for the higher N content
in plant. This situation increased also the demand for carbon in the root of Carob plant [52].
As discussed earlier, the amount of mineral nutrient especially nitrogen available to a plant is
determined by the root morphological structure [3, 12, 13]. The amount of mineral nutrient
uptake and transport also depend on transpiration rate as long-distance movement of nutrient
through plants is predominantly by bulk flow in the xylem [53].

For most higher plants, NO3− assimilation is the major pathway by which inorganic N is
converted to an organic form [54]. The conversion of NO3− to NH4+, which can be directly used
to synthesize organic N containing compounds, is a reduction process that occurs in two
steps. NO3− is first reduced to NO2− in the cytosol by nitrate reductase (NR). NO2− is then
translocated to the chloroplast where it is reduced into NH4+ by nitrite reductase (NiR). NR is
NO3− inducible enzyme. Transcription of NR genes is induced by NO3− [54–56]. The reduction
of NO3− could take place either in roots or in leaves or both [54, 56, 59]. Significant transloca-
tion of NO3− to the shoot would occur only when the net NO3− uptake rate was fast enough to
saturate the reduction process in the roots.

In our study of subtropical vegetable Nai Bai (Brachyponera chinensis L.) plant and Baby
butterhead lettuce (L. sativa L.) plants, NO3− concentrations of leaf and root and maximum
nitrate reductase activity (NRA) of leaf and roots were determined after 10, 20, and 30 days of
transplanting (Figures 3 and 4).

For Nai Bai plants, the leaf NO3− concentrations of either 25°C-RZT or A-RZT plants were
similar at 10, 20, and 30 days after transplanting (DAT). However, the leaf NO3− concentrations
of A-RZT plants were significantly lower than those of 25°C-RZT plants (Figure 3A). Regard-
less of growth stage, 25°C-RZT plants had significantly higher root NO3− concentrations than
those of A-RZT plants (Figure 3C). Root NO3− concentrations of A-RZT remained constant at
all growth stages (Figure 3C). However, 25°C-RZT plants had lower root NO3− concentrations
at 10 DAT compared to those at 20 and 30 DAT (Figure 3C). At 10 DAT, leaf NRA of 25°C-RZT
plants was significantly lower than those of A-RZT plants (Figure 3B). However, it increased
from 10 to 20 DAT, and remained constant from 20 to 30 DAT. Leaf maximum NRA of A-RZT
plants decreased from 10 to 20 DAT, and remained constant from 20 to 30 DAT. Therefore, at
20 and 30 DAT, maximum leaf NRA of 25°C-RZT plants was much higher than those of A-RZT
plants (Figure 3B). Root maximum NRA of 25°C-RZT and A-RZT plants decreased from 10 to
20 DAT, and then remained constant to the 30 DAT. At 10 DAT, no significant difference in
maximum root NRA was measured between 25°C-RZT and A-RZT plants. However, at 20 and
30 DAT, maximum root NRA of 25°C-RZT plants was significantly higher than those of A-RZT
plants (Figure 3D).
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Figure 3. Leaf NO3
− concentration (A) and maximum NRA (B), root NO3

− concentration (C) and maximum NRA (D) of
Nai Bai (Brachyponera chinensis L.) plant. Each point is the mean of five measurements of five different leaves from two
different bins. Vertical bars represent the standard errors. Means with different letters above the columns are statisti-
cally different (P < 0.001) as determined by Tukey’s multiple comparison test (unpublished data).

The leaf NO3− concentrations of 20°C-RZT were significantly higher compared to those of A-
RZT plants, at different growth stages (Figure 4A). With prolonged growth to 30 DAT, leaf and
root NO3− concentrations of 20°C-RZT plants increased (Figure 3A). However, there was no
significant difference in leaf and root NO3− concentrations at A-RZT among the three growth
stages (Figure 4C). Leaf maximum NRA in 20°C-ZT and A-RZT plants was highest at 10 DAT
and decreased at 20 DAT and further decreased at 30 DAT (Figure 4A). Regardless of growth
stage, leaf maximum NRA was significantly higher in 20°C-ZT than in A-RZT plants
(Figure 4B). It was surprise to observe that root maximum NRA was many times higher in A-
RZT plants than in 20°C-RZT plants, indicating that RZT altered the site of NO3− assimilation
(Figure 4D).

The reduction of NO3− could take place either in roots, in leaves, or in both [57, 58]. For Baby
butterhead plants, hot A-RZT treatment switched NO3− reduction from shoot to root, evi-
denced by the higher NRA in A-RZT roots than in leaves (Figure 4D) while NRA of 20°C-RZT
leaves was much higher than that of roots (Figure 4B). However, this was not seen in Nai Bai
plants (Figure 3D). High NO3− assimilation rate in the root may be due to low reduced N
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concentration in A-RZT roots (data not shown). Laurie and Stewart [60] grew cheakpea (Cicer
arietinum L. ICARDA cultivar no. ILC 482) plants at high (40/25°C, day/night), and concentra-
tion in A-RZT roots, and moderate (25/17°C, day/night) temperature regimes. The results
showed that high temperature (40/25°C) reduced shoot NRA (in vivo) but had little effect on
root NRA [57].

On a total plant basis, high temperature growth shifted NRA from shoot to root, particularly
in the young plant. Laurie and Stewart [60] also observed that there was a greater decline in
leaf NRA with age [60]. This was in accordance with the present finding that leaf maximum
NRA of 20°C-RZT Baby butterhead lettuce plants was highest in expanding young leaves (10
DAT) and lowest in fully matured leaves at 30 DAT (Figure 4B). Although leaf maximum NRA
of A-RZT Baby butterhead lettuce plants decreased with the growth of plants, the decrease of
NRA from 20 DAT to 30 DAT was not caused by the leaf age. Because the youngest fully
expanded leaves were selected for the NRA analysis at both growth stages. Therefore, the
repress of leaf maximum NRA in A-RZT plants at the late growth stage may be due to NR
protein degradation caused by long-term supraoptimum RZT treatment. Although root
maximum NRA was higher in A-RZT Baby butterhead lettuce plants compared to those of
20°C-RZT plants, the lower NO3− uptake and transport capacity (lower root and leaf NO3−
concentration) still restricted NO3− reduction of A-RZT plants. This was evidenced by the lower

Figure 4. Leaf NO3
− concentration (A) and maximum NRA (B), root NO3

− concentration (C), and maximum NRA (D) of
Baby butter head lettuce (Lactuca sativa L.) plant. Each point is the mean of five measurements of five different leaves
from two different bins. Vertical bars represent the standard errors. Means with different letters above the columns are
statistically different (P < 0.001) as determined by Tukey’s multiple comparison test (unpublished data).
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The leaf NO3− concentrations of 20°C-RZT were significantly higher compared to those of A-
RZT plants, at different growth stages (Figure 4A). With prolonged growth to 30 DAT, leaf and
root NO3− concentrations of 20°C-RZT plants increased (Figure 3A). However, there was no
significant difference in leaf and root NO3− concentrations at A-RZT among the three growth
stages (Figure 4C). Leaf maximum NRA in 20°C-ZT and A-RZT plants was highest at 10 DAT
and decreased at 20 DAT and further decreased at 30 DAT (Figure 4A). Regardless of growth
stage, leaf maximum NRA was significantly higher in 20°C-ZT than in A-RZT plants
(Figure 4B). It was surprise to observe that root maximum NRA was many times higher in A-
RZT plants than in 20°C-RZT plants, indicating that RZT altered the site of NO3− assimilation
(Figure 4D).

The reduction of NO3− could take place either in roots, in leaves, or in both [57, 58]. For Baby
butterhead plants, hot A-RZT treatment switched NO3− reduction from shoot to root, evi-
denced by the higher NRA in A-RZT roots than in leaves (Figure 4D) while NRA of 20°C-RZT
leaves was much higher than that of roots (Figure 4B). However, this was not seen in Nai Bai
plants (Figure 3D). High NO3− assimilation rate in the root may be due to low reduced N
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concentration in A-RZT roots (data not shown). Laurie and Stewart [60] grew cheakpea (Cicer
arietinum L. ICARDA cultivar no. ILC 482) plants at high (40/25°C, day/night), and concentra-
tion in A-RZT roots, and moderate (25/17°C, day/night) temperature regimes. The results
showed that high temperature (40/25°C) reduced shoot NRA (in vivo) but had little effect on
root NRA [57].

On a total plant basis, high temperature growth shifted NRA from shoot to root, particularly
in the young plant. Laurie and Stewart [60] also observed that there was a greater decline in
leaf NRA with age [60]. This was in accordance with the present finding that leaf maximum
NRA of 20°C-RZT Baby butterhead lettuce plants was highest in expanding young leaves (10
DAT) and lowest in fully matured leaves at 30 DAT (Figure 4B). Although leaf maximum NRA
of A-RZT Baby butterhead lettuce plants decreased with the growth of plants, the decrease of
NRA from 20 DAT to 30 DAT was not caused by the leaf age. Because the youngest fully
expanded leaves were selected for the NRA analysis at both growth stages. Therefore, the
repress of leaf maximum NRA in A-RZT plants at the late growth stage may be due to NR
protein degradation caused by long-term supraoptimum RZT treatment. Although root
maximum NRA was higher in A-RZT Baby butterhead lettuce plants compared to those of
20°C-RZT plants, the lower NO3− uptake and transport capacity (lower root and leaf NO3−
concentration) still restricted NO3− reduction of A-RZT plants. This was evidenced by the lower

Figure 4. Leaf NO3
− concentration (A) and maximum NRA (B), root NO3

− concentration (C), and maximum NRA (D) of
Baby butter head lettuce (Lactuca sativa L.) plant. Each point is the mean of five measurements of five different leaves
from two different bins. Vertical bars represent the standard errors. Means with different letters above the columns are
statistically different (P < 0.001) as determined by Tukey’s multiple comparison test (unpublished data).
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total reduced N concentration of leaf and root of A-RZT plants compared to 20°C-RZT plants,
especially at 20 and 30 DAT (data not shown). For Nai Bai plants, NO3− reduction took place
both in leaves and roots. However, the major proportion (more than 80%) of total plant NO3−
reduction occurred in leaves for both 25°C-RZT and A-RZT plants (Figure 3C and D). At very
early growth stage (10 DAT), supraoptimum A-RZT did not decrease maximum NRA in leaves
and roots of Nai Bai plants. Because of very low growth rate of the plant at this very early
growth stage, the lower NO3− content in A-RZT plants did not limit NO3− reduction. As a
result, both of total reduced N concentrations in leaves and roots of A-RZT Nai Bai plants
remained at the similar levels to those of 25°C-RZT plants at 10 DAT (data not shown).
However, at 10 DAT, sugar concentrations (especially, glucose, fructose, and starch) both in
leaves and roots of A-RZT Nai Bai plants increased significantly compared to 25°C-RZT plants
(data not shown). Sugar accumulation in roots may be considered as a general consequence
of impaired growth [61]. These indicate that, for Nai Bai plants, carbohydrate metabolism is
more sensitive to supraoptimum RZT than NO3− metabolism. Controversial results of effect
of high RZTs on N metabolism in shoots and roots have been reported [38, 39, 59–61]. In our
study, it was confirmed that RZTs significantly affect N metabolism both in leaves and roots
of subtropical vegetable Nai Bai (B. chinensis L (Figure 3) and temperate vegetable Baby butter
head lettuce (Figure 4).

5. Conclusions

Our studies showed that high A-RZT inhibited root elongation, branching, and hair formation
but increased root diameter of subtropical and temperate vegetables grown in the tropics.
However, cooling the RZ promoted root growth and development as well as shoot produc-
tivities of aeroponically grown temperate and subtropical vegetables in the tropics. Manipu-
lation of rhizosphere environment can alter not only root morphology but also physiological
characteristics of roots to meet changes in shoot water and nutrient demand in response to
atmospheric high temperature. Hot A-RZT caused shoot water deficit of aeroponically grown
plants with continual spraying nutrient solution due to the negative water balance between
water uptake by the root system and water loss from the shoot. Thus, subtropical and temperate
vegetables grown in the tropics greenhouse had experienced mid-day and permanent water
deficit when they were grown at A-RZT. However, water deficit of C-RZT plants was alleviated
due to the larger root system. Compared to subtropical and temperate vegetables grown at hot
A-RZT, cooling the RZ enhanced NO3− uptake and its assimilation of shoots. However, effects
of RZT on NO3− assimilation of roots depend on species. Adequate levels of nutrient, especially
N of C-RZT plants, alleviated nonstomatal limitation of photosynthesis.
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Abstract

Drought is a major environmental stress factor that affects the growth and development
of  plants.  Most  of  the  physiological  traits  associated  with  drought  tolerance  are
quantitative in nature. An important research strategy that has been widely used to deal
with such complexity is to use molecular markers to identify quantitative trait loci
(QTLs) in appropriate mapping populations. In response to drought brought about by
soil  water  deficit,  plants  can  exhibit  either  drought  escape  or  drought  resistance
mechanisms, with resistance further classified into drought avoidance and drought
tolerance. Drought escape is the ability of plants to complete the life cycle before severe
stress arrives. Drought avoidance is the maintenance of high tissue water potential in
spite of soil water deficit. Drought avoidance is consequence of improved water uptake
under stress and the capacity of plant cells to hold acquired water that reduces water
loss. Drought tolerance is the ability to withstand water deficit with low tissue water
potential. Plant water status that includes leaf water potential, osmotic potential and
relative water content (RWC) represents an easy measure of water deficit and provides
best sensor for stress. Genomics‐assisted breeding (GAB) approaches, such as marker‐
assisted selection (MAS), can greatly improve precision and efficiency of selection in
crop breeding. Molecular markers can facilitate indirect selection for traits that are
difficult or inconvenient to score directly, pyramiding genes from different sources and
combining  resistance  to  multiple  stresses.  Conventional  breeding  for  developing
drought‐tolerant  crop  varieties  is  time‐consuming  and  labor  intensive  due  to  the
quantitative  nature  of  drought  tolerance  and  difficulties  in  selection  for  drought
tolerance.  The identification of  genomic regions associated with drought  tolerance
would enable breeders to develop improved cultivars with increased drought tolerance
using marker‐assisted selection (MAS). This requires integration of knowledge from
plant physiology and biotechnology into plant breeding. The availability of a large
number of molecular markers, dense genetic maps and markers associated with traits
and transcriptomics resources have made it possible to integrate genomics technologies
into chickpea improvement.
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Abstract

Drought is a major environmental stress factor that affects the growth and development
of  plants.  Most  of  the  physiological  traits  associated  with  drought  tolerance  are
quantitative in nature. An important research strategy that has been widely used to deal
with such complexity is to use molecular markers to identify quantitative trait loci
(QTLs) in appropriate mapping populations. In response to drought brought about by
soil  water  deficit,  plants  can  exhibit  either  drought  escape  or  drought  resistance
mechanisms, with resistance further classified into drought avoidance and drought
tolerance. Drought escape is the ability of plants to complete the life cycle before severe
stress arrives. Drought avoidance is the maintenance of high tissue water potential in
spite of soil water deficit. Drought avoidance is consequence of improved water uptake
under stress and the capacity of plant cells to hold acquired water that reduces water
loss. Drought tolerance is the ability to withstand water deficit with low tissue water
potential. Plant water status that includes leaf water potential, osmotic potential and
relative water content (RWC) represents an easy measure of water deficit and provides
best sensor for stress. Genomics‐assisted breeding (GAB) approaches, such as marker‐
assisted selection (MAS), can greatly improve precision and efficiency of selection in
crop breeding. Molecular markers can facilitate indirect selection for traits that are
difficult or inconvenient to score directly, pyramiding genes from different sources and
combining  resistance  to  multiple  stresses.  Conventional  breeding  for  developing
drought‐tolerant  crop  varieties  is  time‐consuming  and  labor  intensive  due  to  the
quantitative  nature  of  drought  tolerance  and  difficulties  in  selection  for  drought
tolerance.  The identification of  genomic regions associated with drought  tolerance
would enable breeders to develop improved cultivars with increased drought tolerance
using marker‐assisted selection (MAS). This requires integration of knowledge from
plant physiology and biotechnology into plant breeding. The availability of a large
number of molecular markers, dense genetic maps and markers associated with traits
and transcriptomics resources have made it possible to integrate genomics technologies
into chickpea improvement.
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1. Introduction

Plant growth and productivity is adversely affected by nature's wrath in the form of various
biotic and abiotic stress factors. Water deficit is one of the major abiotic stresses, which adversely
affects crop growth and yield. Stress is an altered physiological condition caused by factors that
tend to disrupt the equilibrium. Strain is any physical and chemical change produced by a stress
[1]. Stress is used with various meanings, the physiological definition and appropriate term as
responses in different environmental situations. If a factor deviates from its optimum does not
necessarily results in stress. Stress is a constraint or unpredictable change imposed on regular
metabolic patterns of growth results in injury, disease or aberrant physiology. Plants are mainly
exposed to stresses such as drought, precipitation, salt, flooding, heat, oxidative stress and heavy
metal toxicity. Drought stress occurs when the available water in the soil is reduced and
atmospheric conditions cause continuous loss of water by transpiration or evaporation due to
increase in temperature in nature. Drought stress tolerance is seen in almost all plants but its
extent varies from species to species and even within species [2]. Conventional plant breeding
attempts have changed over to use physiological selection criteria since they are time consuming
and rely on present genetic variability [3]. Abiotic stresses tolerance is a complex trait, due to
the interactions between stress factors and various molecular, biochemical and physiological
phenomena affecting plant growth at different developmental stages [4]. High yield potential
under drought stress is the target of crop breeders. In many cases, high yield potential can
contribute to yield in moderate stress environment [5]. Drought stress leads to stomatal closure
and limitation of gas exchange. Desiccation is much more extensive loss of water, which can
potentially lead to maximum disruption of metabolism and cell structure and finally stops
enzyme catalyzed reactions [6, 7]. Drought stress is characterized by reduction in water content,
diminished leaf  water  potential  and turgor loss,  closure of  stomata and decrease in cell
enlargement  and  growth.  Severe  water  stress  may  result  in  hampering  photosynthesis,
disturbing the overall metabolism and finally the necrosis of plant [8]. Water stress inhibits cell
enlargement more as compared to cell division. Plant growth is reduced by affecting various
physiological and biochemical processes, such as photosynthesis, respiration, translocation, ion
uptake, carbohydrates, nutrient metabolism and growth promoters [9]. A better understanding
of the morphophysiological traits can be used to create new varieties of crops to obtain a better
productivity under drought conditions [10]. The reactions of plants to water stress differ
significantly at various organizational levels depending upon intensity and duration of stress
as well as plant species and its stage of growth [11]. A fundamental part for making the crops
stress tolerant is to understand plant responses to different drought stress environments [12].

In response to drought brought about by soil water deficit, plants can exhibit either drought
escape or drought resistance mechanisms, with resistance further classified into drought
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avoidance (maintenance of tissue water potential) and drought tolerance [13]. Drought stress
is the ability of plants to complete the life cycle before severe stress conditions arise. Drought
avoidance is the maintenance of high tissue water potential under a soil water deficit. Improved
water uptake under stress and the capacity of plant cells to hold acquired water reduces water
loss leading to drought avoidance. Drought tolerance is the ability to withstand water deficit
with low tissue water potential. Plants respond to water deficit using mechanisms of avoidance
by improved root traits and by reducing water loss through reduced epidermal (stomatal and
cuticular) conductance, reduced radiation absorption, and reduced evaporative surface (leaf
area). Drought tolerance is the ability to withstand water deficit with low tissue water
potential [14]. Plants under drought stress may survive by, among other mechanisms, main‐
taining cell turgor and reducing evaporative water loss by accumulating compatible solutes
[15]. In recent years, much molecular information has been generated on the response of plants
to environmental stresses. Plants respond to environmental stresses such as drought by the
induction of both regulatory and functional sets of genes [16, 17]. Very little is known about
the early events in the perception of stress signals [18, 19]. The common stress signaling
pathways have been distinguished into abscisic acid (ABA) dependent and ABA independent
[20, 21]. Most of the key genes in these pathways have been identified, such as transcription
factors belonging to the class of dehydration responsive element‐binding protein (DREB)/C‐
repeat‐binding factor (CBF), ABA‐binding factor (ABF), Myelocytomatosis oncogene (MYC)
and Myeloblastosis oncogene (MYB), including the identification of the stress‐responsive cis‐
elements ABA‐responsive element (ABRE) and dehydration responsive element (DRE).
Downstream of the early signal perception events, signaling genes and molecules acting as
secondary messengers have been identified, revealing the role of Ca+ and reactive oxygen
species (ROS) as secondary messengers. These regulatory mechanisms induce downstream
functional genes, which are needed to establish new cellular homeostasis that leads to drought
tolerance and/or resistance.

Most of the physiological traits associated with drought tolerance are quantitative in nature.
Genomics‐assisted breeding (GAB) approaches, such as marker‐assisted selection (MAS), can
greatly improve precision and efficiency of selection in crop breeding [23]. Integration of
genomics and breeding has a great potential for crop improvement. Molecular markers
facilitate indirect selection for traits that are inconvenient to score directly (e.g., root traits,
resistance to root knot nematodes), pyramiding genes from different sources (e.g., bringing
together ascochyta blight resistance genes from different donors) and combining resistance to
multiple stresses (e.g., resistance to fusarium wilt and ascochyta blight). Recent years have
seen tremendous progress in the development of large scale genomic resources such as DNA‐
based molecular markers, comprehensive genetic maps, whole‐genome transcription profiling
techniques to identify genomic regions and genes underlying plant stress responses [24]. These
genomic tools will be useful to understand and access the diversity conserved in ex situ
germplasm collections for crop improvement [25]. Thus, an understanding of drought stress
and water use in relation to plant growth is of importance for sustainable agriculture. Con‐
ventional breeding for developing drought‐tolerant crop varieties is time‐consuming and labor
intensive due to the quantitative nature of drought tolerance and difficulties in selection for
drought tolerance [26]. Mapping of different genomes has been of interest to identify genomic
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and limitation of gas exchange. Desiccation is much more extensive loss of water, which can
potentially lead to maximum disruption of metabolism and cell structure and finally stops
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diminished leaf  water  potential  and turgor loss,  closure of  stomata and decrease in cell
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enlargement more as compared to cell division. Plant growth is reduced by affecting various
physiological and biochemical processes, such as photosynthesis, respiration, translocation, ion
uptake, carbohydrates, nutrient metabolism and growth promoters [9]. A better understanding
of the morphophysiological traits can be used to create new varieties of crops to obtain a better
productivity under drought conditions [10]. The reactions of plants to water stress differ
significantly at various organizational levels depending upon intensity and duration of stress
as well as plant species and its stage of growth [11]. A fundamental part for making the crops
stress tolerant is to understand plant responses to different drought stress environments [12].
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avoidance (maintenance of tissue water potential) and drought tolerance [13]. Drought stress
is the ability of plants to complete the life cycle before severe stress conditions arise. Drought
avoidance is the maintenance of high tissue water potential under a soil water deficit. Improved
water uptake under stress and the capacity of plant cells to hold acquired water reduces water
loss leading to drought avoidance. Drought tolerance is the ability to withstand water deficit
with low tissue water potential. Plants respond to water deficit using mechanisms of avoidance
by improved root traits and by reducing water loss through reduced epidermal (stomatal and
cuticular) conductance, reduced radiation absorption, and reduced evaporative surface (leaf
area). Drought tolerance is the ability to withstand water deficit with low tissue water
potential [14]. Plants under drought stress may survive by, among other mechanisms, main‐
taining cell turgor and reducing evaporative water loss by accumulating compatible solutes
[15]. In recent years, much molecular information has been generated on the response of plants
to environmental stresses. Plants respond to environmental stresses such as drought by the
induction of both regulatory and functional sets of genes [16, 17]. Very little is known about
the early events in the perception of stress signals [18, 19]. The common stress signaling
pathways have been distinguished into abscisic acid (ABA) dependent and ABA independent
[20, 21]. Most of the key genes in these pathways have been identified, such as transcription
factors belonging to the class of dehydration responsive element‐binding protein (DREB)/C‐
repeat‐binding factor (CBF), ABA‐binding factor (ABF), Myelocytomatosis oncogene (MYC)
and Myeloblastosis oncogene (MYB), including the identification of the stress‐responsive cis‐
elements ABA‐responsive element (ABRE) and dehydration responsive element (DRE).
Downstream of the early signal perception events, signaling genes and molecules acting as
secondary messengers have been identified, revealing the role of Ca+ and reactive oxygen
species (ROS) as secondary messengers. These regulatory mechanisms induce downstream
functional genes, which are needed to establish new cellular homeostasis that leads to drought
tolerance and/or resistance.

Most of the physiological traits associated with drought tolerance are quantitative in nature.
Genomics‐assisted breeding (GAB) approaches, such as marker‐assisted selection (MAS), can
greatly improve precision and efficiency of selection in crop breeding [23]. Integration of
genomics and breeding has a great potential for crop improvement. Molecular markers
facilitate indirect selection for traits that are inconvenient to score directly (e.g., root traits,
resistance to root knot nematodes), pyramiding genes from different sources (e.g., bringing
together ascochyta blight resistance genes from different donors) and combining resistance to
multiple stresses (e.g., resistance to fusarium wilt and ascochyta blight). Recent years have
seen tremendous progress in the development of large scale genomic resources such as DNA‐
based molecular markers, comprehensive genetic maps, whole‐genome transcription profiling
techniques to identify genomic regions and genes underlying plant stress responses [24]. These
genomic tools will be useful to understand and access the diversity conserved in ex situ
germplasm collections for crop improvement [25]. Thus, an understanding of drought stress
and water use in relation to plant growth is of importance for sustainable agriculture. Con‐
ventional breeding for developing drought‐tolerant crop varieties is time‐consuming and labor
intensive due to the quantitative nature of drought tolerance and difficulties in selection for
drought tolerance [26]. Mapping of different genomes has been of interest to identify genomic
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locations of disease resistance genes and other yield‐related traits. Isolation and validation of
genes underlying the QTL/genes for the traits of interest is an essential step to determine gene
function. QTLs for drought tolerance have been identified for major important crop species
such as rice, maize, wheat, barley, sorghum, pearl millet, soybean and chickpea. These QTLs
were identified for many important traits which include yield and yield‐related traits under
drought stress conditions, physiological responses including water‐soluble carbohydrates,
carbon isotope ratio, osmotic potential, chlorophyll content, flag leaf rolling index, grain
carbon isotope discrimination, relative water content, leaf osmotic potential, osmotic adjust‐
ment, chlorophyll and chlorophyll fluorescence parameters to drought stress, flowering time,
root traits. Major QTLs contribute to the traits with higher phenotypic variation. These QTLs,
after validation in desired germplasm, can be used for introgressing drought tolerance from
the donor genotypes into less drought‐tolerant cultivars or breeding lines (recipient parents)
avoiding transfer of undesirable or deleterious genes from the donors (linkage drag).

2. Drought stress improvement

Drought can be defined as below normal precipitation that limits plant productivity. Drought
can be classified as either terminal or intermittent. The availability of soil water decreases
progressively during terminal drought, and it may lead to severe drought stress at the later
period of crop growth and development. Finite periods of inadequate rain or irrigation
occurring at one or more intervals during the growing seasons is the condition of intermittent
drought [27]. According to Crosser [28] drought delays formation of sugars, lowers energy
exchange and destroys the entire biochemical processes. Heat stress at sowing directly affects
crop germination and crop establishment. Chickpea seed germination decreases at supra‐
optimum temperatures [29]. Ellis et al. [30] indicated that the optimal temperature for
germination is 10–15°C and noted that high germination temperatures are considered to be
22–35°C. The adaptive strategies to high temperature stress are classified into the following
three groups [31].

2.1. Drought escape

Drought escape can be defined as the ability of a plant to complete its life cycle before a serious
plant water deficit develops. Plants can escape heat stress with early phenological development
(early flowering and early maturity), developmental plasticity (variation in duration of growth
period depending on the extent of water‐deficit) and remobilization of pre‐anthesis assimilates
to grain [32]. Though flower initiation is sensitive to rising temperature in chickpea [33], early
flowering and maturity is a heat escape mechanism [34] particularly in the Mediterranean
spring‐sown environments and south Indian germplasm. Flowering time is an important trait
related to drought adaptation, where a short life cycle can lead to drought escape [35]. Crop
duration is interactively determined by genotype and the environment and determines the
ability of the crop to escape from climatic stresses including drought. Matching growth
duration of plants to soil moisture availability is critical to realize high seed yield [36]. Drought
escape occurs when phenological development is successfully matched with periods of soil
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moisture availability, where the growing season is shorter and terminal drought stress
predominates. In field‐grown clones of Robusta coffee, leaf shedding in response to drought
stress revealed that drought‐sensitive clone has greater extent of leaf shedding [37]. Time of
flowering is a major trait of a crop adaptation to the terminal drought and high temperature
environments. Short‐duration varieties to be developed to minimize yield loss from terminal
drought, as early maturity helps the crop to avoid the period of stress [38]. However, yield is
generally correlated with the length of crop duration under favorable growing conditions, and
any decline in crop duration below the optimum would tax yield [39].

2.2. Drought avoidance

The ability of plants to maintain relatively high tissue water potential despite a shortage of
soil‐moisture; mechanisms for improving water uptake, storing in plant cell and reducing
water loss confer drought avoidance is referred to as drought avoidance. different mechanisms
for drought avoidance are being reported in different plant species which include maintenance
of turgor through increased rooting depth, efficient root system and increased hydraulic
conductance and reduction in water loss through reduced epidermal (stomatal and lenticular)
conductance, reduced absorption of radiation by leaf rolling or folding and reduced evapora‐
tion surface (leaf area). In crops, high root biomass has been of interest because the more the
roots, the more their efficiency in absorption of water. This gives a plant more advantage in
times when less moisture is available in the soil. A positive correlation between root system
sizes and resistance to water stress has been found in several crops and many breeding attempts
have focused on obtaining cultivars with larger root systems [40]. Saxena [41] has developed
a chickpea cultivar with a greater degree of drought tolerance from combining large root traits
of ICC4958. Similarly, Krishnamurthy et al. [42] has reported that large root biomass in a
minicore collection of ICRISAT chickpea germplasm had high correlation with drought
tolerance. Root system size is a complex trait since it is determined by intrinsic genetic factors
and modulated by numerous environmental cues such as nutrient and moisture availability
in the soil [43]. He also noted that smaller leaf surface was also a desirable trait related to
drought tolerance. Plants with small leaf surface (pinnules) have shown to experience reduced
water loss [41]. Glaucousness or waxy bloom on leaves helps with maintenance of high tissue
water potential and is therefore considered as a desirable trait for drought tolerance [44, 45].
Varying percentage of glaucousness in wheat led to increased water‐use efficiency, but it has
minimal affect on total water use or harvest index. Determination of leaf temperature indicated
glaucous leaves were 0.7°C cooler than non‐glaucous leaves and had a lower rate of leaf
senescence [43]. It was also suggested that a 0.5°C reduction in leaf temperature for 6 h per day
was sufficient to extend the grain‐filling period by more than three days. However, yield
advantages are likely to be small as many varieties already show some degree of glaucousness.

2.3. Drought tolerance

The ability of plant to withstand water‐deficit with low tissue water potential is referred as
drought tolerance. A balance between maintenance of turgor and reduction in water loss helps
plants to survive drought stress conditions [46]. Plants can combat drought stress by mainte‐
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locations of disease resistance genes and other yield‐related traits. Isolation and validation of
genes underlying the QTL/genes for the traits of interest is an essential step to determine gene
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such as rice, maize, wheat, barley, sorghum, pearl millet, soybean and chickpea. These QTLs
were identified for many important traits which include yield and yield‐related traits under
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carbon isotope ratio, osmotic potential, chlorophyll content, flag leaf rolling index, grain
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root traits. Major QTLs contribute to the traits with higher phenotypic variation. These QTLs,
after validation in desired germplasm, can be used for introgressing drought tolerance from
the donor genotypes into less drought‐tolerant cultivars or breeding lines (recipient parents)
avoiding transfer of undesirable or deleterious genes from the donors (linkage drag).

2. Drought stress improvement

Drought can be defined as below normal precipitation that limits plant productivity. Drought
can be classified as either terminal or intermittent. The availability of soil water decreases
progressively during terminal drought, and it may lead to severe drought stress at the later
period of crop growth and development. Finite periods of inadequate rain or irrigation
occurring at one or more intervals during the growing seasons is the condition of intermittent
drought [27]. According to Crosser [28] drought delays formation of sugars, lowers energy
exchange and destroys the entire biochemical processes. Heat stress at sowing directly affects
crop germination and crop establishment. Chickpea seed germination decreases at supra‐
optimum temperatures [29]. Ellis et al. [30] indicated that the optimal temperature for
germination is 10–15°C and noted that high germination temperatures are considered to be
22–35°C. The adaptive strategies to high temperature stress are classified into the following
three groups [31].

2.1. Drought escape

Drought escape can be defined as the ability of a plant to complete its life cycle before a serious
plant water deficit develops. Plants can escape heat stress with early phenological development
(early flowering and early maturity), developmental plasticity (variation in duration of growth
period depending on the extent of water‐deficit) and remobilization of pre‐anthesis assimilates
to grain [32]. Though flower initiation is sensitive to rising temperature in chickpea [33], early
flowering and maturity is a heat escape mechanism [34] particularly in the Mediterranean
spring‐sown environments and south Indian germplasm. Flowering time is an important trait
related to drought adaptation, where a short life cycle can lead to drought escape [35]. Crop
duration is interactively determined by genotype and the environment and determines the
ability of the crop to escape from climatic stresses including drought. Matching growth
duration of plants to soil moisture availability is critical to realize high seed yield [36]. Drought
escape occurs when phenological development is successfully matched with periods of soil
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moisture availability, where the growing season is shorter and terminal drought stress
predominates. In field‐grown clones of Robusta coffee, leaf shedding in response to drought
stress revealed that drought‐sensitive clone has greater extent of leaf shedding [37]. Time of
flowering is a major trait of a crop adaptation to the terminal drought and high temperature
environments. Short‐duration varieties to be developed to minimize yield loss from terminal
drought, as early maturity helps the crop to avoid the period of stress [38]. However, yield is
generally correlated with the length of crop duration under favorable growing conditions, and
any decline in crop duration below the optimum would tax yield [39].

2.2. Drought avoidance

The ability of plants to maintain relatively high tissue water potential despite a shortage of
soil‐moisture; mechanisms for improving water uptake, storing in plant cell and reducing
water loss confer drought avoidance is referred to as drought avoidance. different mechanisms
for drought avoidance are being reported in different plant species which include maintenance
of turgor through increased rooting depth, efficient root system and increased hydraulic
conductance and reduction in water loss through reduced epidermal (stomatal and lenticular)
conductance, reduced absorption of radiation by leaf rolling or folding and reduced evapora‐
tion surface (leaf area). In crops, high root biomass has been of interest because the more the
roots, the more their efficiency in absorption of water. This gives a plant more advantage in
times when less moisture is available in the soil. A positive correlation between root system
sizes and resistance to water stress has been found in several crops and many breeding attempts
have focused on obtaining cultivars with larger root systems [40]. Saxena [41] has developed
a chickpea cultivar with a greater degree of drought tolerance from combining large root traits
of ICC4958. Similarly, Krishnamurthy et al. [42] has reported that large root biomass in a
minicore collection of ICRISAT chickpea germplasm had high correlation with drought
tolerance. Root system size is a complex trait since it is determined by intrinsic genetic factors
and modulated by numerous environmental cues such as nutrient and moisture availability
in the soil [43]. He also noted that smaller leaf surface was also a desirable trait related to
drought tolerance. Plants with small leaf surface (pinnules) have shown to experience reduced
water loss [41]. Glaucousness or waxy bloom on leaves helps with maintenance of high tissue
water potential and is therefore considered as a desirable trait for drought tolerance [44, 45].
Varying percentage of glaucousness in wheat led to increased water‐use efficiency, but it has
minimal affect on total water use or harvest index. Determination of leaf temperature indicated
glaucous leaves were 0.7°C cooler than non‐glaucous leaves and had a lower rate of leaf
senescence [43]. It was also suggested that a 0.5°C reduction in leaf temperature for 6 h per day
was sufficient to extend the grain‐filling period by more than three days. However, yield
advantages are likely to be small as many varieties already show some degree of glaucousness.

2.3. Drought tolerance

The ability of plant to withstand water‐deficit with low tissue water potential is referred as
drought tolerance. A balance between maintenance of turgor and reduction in water loss helps
plants to survive drought stress conditions [46]. Plants can combat drought stress by mainte‐
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nance of turgor through osmotic adjustment (a process which induces solute accumulation in
cell), increase in elasticity in cell and decrease in cell size and desiccation tolerance by proto‐
plasmic resistance [47]. Drought resistance is increased by maintaining plant turgor pressure.
Drought tolerance characters studied are primarily involved with protection of cellular
structure from the effect of cellular dehydration. Dehydrins and late‐embryogenesis abundant
(LEA) proteins are being accumulated in response to decrease in plant tissue water content
[48]. These proteins are said to act as chaperones that protect protein and membrane structure
[49]. Compatible solutes can also protect protein and membrane structure under dehydration
[50]. The role of reactive oxygen species (ROS) in stress signaling have been extensively studied
in recent years and reviewed [51, 52]. Consequently, crop adaptation must reflect a balance
among escape, avoidance and tolerance while maintaining adequate productivity. Use of these
traits as indirect selection for grain yield has been reported to be easier in breeding programs
than selection based on direct grain yields [53].

2.4. Antioxidant defense

The antioxidant defense system in the plant cell constitutes both enzymatic and non‐enzymatic
components. Enzymatic components include superoxide dismutase, catalase, peroxidase,
ascorbate peroxidase and glutathione reductase. Non‐enzymatic components contain cysteine,
reduced glutathione and ascorbic acid [54]. High activities of antioxidant enzymes and high
contents of non‐enzymatic constituents are important under drought stress conditions.

The reactive oxygen species in plants are removed by a variety of antioxidant enzymes
and/or lipid‐soluble and water soluble scavenging molecules [55] the antioxidant enzymes
being the most efficient mechanisms against oxidative stress [56]. Along with catalase, various
peroxidases and peroxiredoxins enzymes are involved in the ascorbate‐glutathione cycle, this
pathway allows the scavenging of superoxide radicals and H2O2. Different enzymes that
metabolize glutathione cycle are ascorbate peroxidase, dehydroascorbate reductase, monode‐
hydroascorbate reductase and glutathione reductase [57]. Most of the glutathione cycle
enzymes are found in the cytosol, stroma of chloroplasts, mitochondria and peroxisomes.
Ascorbate peroxidase is a key antioxidant enzyme in plants whilst glutathione reductase has
a central role in maintaining the reduced glutathione pool during stress [58]. Two glutathione
reductase complementary deoxyribonucleic acids have been isolated; one type encoding the
cytosolic isoforms and the other encoding glutathione reductase proteins dual‐targeted to both
chloroplasts and mitochondria in different plants [59].

Superoxide dismutase plays an important role, it catalyzes the dissociation of two molecules
of superoxide into O2 and H2O2. Lima et al. [60] proposed that drought tolerance of a particular
plant species can be associated with enhanced activity of antioxidant enzymes. In contrast,
Pinheiro et al. [61] in his studies on four clones of Coffea canephora did not find a link between
protection against oxidative stress and drought tolerance. Oxidative damage in the plant tissue
is alleviated by both enzymatic and non‐enzymatic antioxidant systems. These include β‐
carotenes, ascorbic acid, α‐tocopherol, reduced glutathione and enzymes including superoxide
dismutase, peroxidase, ascorbate peroxidase, catalase, polyphenol oxidase and glutathione
reductase [62, 63]. Carotenes are crucial part of the plant antioxidant defense system [64]; in
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spite of this, they are very susceptible to oxidative destruction. The β‐carotene present in the
chloroplasts of all green plants is exclusively bound to the core complexes of photosystem I
and photosystem II. Protection against damaging effects of reactive oxygen species at this site
is essential for chloroplast functioning. β‐carotene functions as an accessory pigment, it also
acts as an effective antioxidant and plays a unique role in protecting photochemical processes
and sustaining them. β‐carotene also has a protective role in photosynthetic tissue by direct
quenching of triplet chlorophyll, which prevents the generation of singlet oxygen and protects
from oxidative damage.

2.5. Plant growth regulators

Plant growth regulators phytohormones are substances that influence physiological processes
of plants at very low concentrations, either they are applied externally or produced in the
plant [65]. Both these terms have been used interchangeably, particularly when referring to
auxins, gibberellins, cytokinins, ethylene and abscisic acid [66]. Under drought, endogenous
contents of auxins, gibberellins and cytokinin usually decrease, while those of abscisic acid
and ethylene increase [67]. Nevertheless, phytohormones play vital roles in drought tolerance
of plants. Auxins break root apical dominance helping in new root formation induced by
cytokinins. Drought stress limits the production of endogenous auxins, usually when contents
of abscisic acid and ethylene increase. Application of indole‐3‐yl‐acetic acid exogenously
enhanced net photosynthesis and stomatal conductance in cotton (Kumar et al., 2001). Indole‐
3‐butyric acid is a naturally occurring auxin. Enhanced indole‐3‐butyric acid synthesis was
observed in maize in response to drought stress and abscisic acid application. Enzyme indole‐
3‐butyric acid synthetase was revealed from Arabidopsis under drought stress [68]. Experiments
with indole‐3‐yl‐acetic acid and ethylene glycol tetra‐acetic acid suggested that calcium and
auxin participate in signaling mechanisms of drought‐induced proline accumulation [69]. An
adaptive strategy that occurs during progressive drought stress is drought rhizogenesis.
Families such as Brassicaceae form short and tuberized, hairless roots in response to drought
stress. These roots are capable of withstanding a prolonged drought period and give rise to a
new functional root system upon rehydration. The drought rhizogenesis was highly increased
in the gibberrelic acid biosynthetic mutant ga5, suggested that gibberrelic acids also participate
in this process [70]. Abscisic acid is a growth inhibitor and produced under a wide variety of
environmental stresses. All plants respond to drought and many other stresses by accumu‐
lating abscisic acid. Abscisic acid is ubiquitous in all flowering plants and is generally recog‐
nized as a stress hormone that regulates gene expression and acts as a signal for the initiation
of processes involved in adaptation to drought and other environmental stresses. It has been
proposed that abscisic acid and cytokinin have opposite roles in drought stress. Increase in
abscisic acid and decline in cytokinins levels favor stomatal closure and limit water loss
through transpiration under water stress [71]. Increased abscisic acid concentration leads to
many changes in development, physiology and growth. Abscisic acid alters the relative growth
rates of various plant parts such as increase in the root‐to‐shoot dry weight ratio, inhibition of
leaf area development and production of prolific and deeper roots. It triggers the occurrence
of a complex series of events leading to stomatal closure, which is an important water conser‐
vation response [72]. In a study on genetic variation for abscisic acid accumulation in rice, a
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nance of turgor through osmotic adjustment (a process which induces solute accumulation in
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of plants. Auxins break root apical dominance helping in new root formation induced by
cytokinins. Drought stress limits the production of endogenous auxins, usually when contents
of abscisic acid and ethylene increase. Application of indole‐3‐yl‐acetic acid exogenously
enhanced net photosynthesis and stomatal conductance in cotton (Kumar et al., 2001). Indole‐
3‐butyric acid is a naturally occurring auxin. Enhanced indole‐3‐butyric acid synthesis was
observed in maize in response to drought stress and abscisic acid application. Enzyme indole‐
3‐butyric acid synthetase was revealed from Arabidopsis under drought stress [68]. Experiments
with indole‐3‐yl‐acetic acid and ethylene glycol tetra‐acetic acid suggested that calcium and
auxin participate in signaling mechanisms of drought‐induced proline accumulation [69]. An
adaptive strategy that occurs during progressive drought stress is drought rhizogenesis.
Families such as Brassicaceae form short and tuberized, hairless roots in response to drought
stress. These roots are capable of withstanding a prolonged drought period and give rise to a
new functional root system upon rehydration. The drought rhizogenesis was highly increased
in the gibberrelic acid biosynthetic mutant ga5, suggested that gibberrelic acids also participate
in this process [70]. Abscisic acid is a growth inhibitor and produced under a wide variety of
environmental stresses. All plants respond to drought and many other stresses by accumu‐
lating abscisic acid. Abscisic acid is ubiquitous in all flowering plants and is generally recog‐
nized as a stress hormone that regulates gene expression and acts as a signal for the initiation
of processes involved in adaptation to drought and other environmental stresses. It has been
proposed that abscisic acid and cytokinin have opposite roles in drought stress. Increase in
abscisic acid and decline in cytokinins levels favor stomatal closure and limit water loss
through transpiration under water stress [71]. Increased abscisic acid concentration leads to
many changes in development, physiology and growth. Abscisic acid alters the relative growth
rates of various plant parts such as increase in the root‐to‐shoot dry weight ratio, inhibition of
leaf area development and production of prolific and deeper roots. It triggers the occurrence
of a complex series of events leading to stomatal closure, which is an important water conser‐
vation response [72]. In a study on genetic variation for abscisic acid accumulation in rice, a
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consistent negative relationship between the ability of detached and partially dehydrated
leaves to accumulate abscisic acid and leaf weight was established [73]. By its effect in closing
stomata, abscisic acid can control the rate of transpiration and, to some extent, may be involved
in the mechanism conferring drought tolerance in plants.

Ethylene is considered as growth inhibitory hormone, it is involved in environmentally driven
growth inhibition and stimulation [66]. The response of cereals to drought includes loss of leaf
function and premature onset of senescence in older leaves. Ethylene regulates leaf perform‐
ance throughout its lifespan as well as to determine the onset of natural senescence and mediate
drought‐induced senescence [74]. Recent studies suggest that growth promotion is a common
feature in ethylene responses. To escape this adversity, plants can optimize growth and tolerate
abiotic stresses such as drought, and this response also involves ethylene synthesis [75].

Polyamines are known to have profound influence on plant growth and development. Being
cationic, polyamines can associate with anionic components of the membrane, such as
phospholipids, thereby protecting the lipid bilayer from deteriorating effects of stress. There
has been a growing interest in the study of polyamine participation in the defense reaction of
plants against environmental stresses and extensive research efforts have been made in the last
two decades [76, 77]. Different genes for enzymes involved in polyamine metabolism has been
analyzed for their expression under drought stress in several species. For example, the apple
spermidine synthase gene when overexpressed encodes high levels of spermidine synthase,
which substantially improves abiotic stress tolerance including drought [78].

3. Morphophysiological mechanisms for drought stress in plants

Water limitation is one of the important factors limiting crop productivity worldwide. Nearly
all terrestrial plants are exposed to drought stress at different times and to different intensities
during their life cycle [79, 80]. As water is fundamental to almost all aspects of plant growth,
plants are thought to have evolved numerous strategies for coping with limited water
availability including changes in phenological developmental and physiological traits [81, 82].

3.1. Phenological traits

3.1.1. Early flowering and maturity

Early maturity is an important trait to avoid drought stress. Early flowering and early podding
are two main components of drought escape in crops to avoid higher yield losses from drought.
The differential genotypic response to drought stress, as a result of variation in physiological
parameters has also been reported by Gunes et al. [83]. Early maturing chickpea varieties that
escape terminal drought have been developed, but early maturity decreases yield and limits
the crop’s ability for extended growing periods. Chickpea genotypes with high growth vigor
showed early maturity. Selection for high growth vigor enhances chances for escaping terminal
drought stress [84]. Initial growth vigor is suitable character for large‐scale evaluation of
germplasm and breeding materials [85].
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3.1.2. Root and shoot traits

Extensive and deep root systems have been recognized as one of the most important traits for
improving crop productivity under progressively receding soil moisture condition. Roots have
a major role in dehydration avoidance as deep root system is able to obtain moisture from the
deeper soil layers even when the upper soil layer becomes dry. The root traits such as biomass,
length density and depths have been proposed as the main drought avoidance traits to
contribute to seed yield under terminal drought environment [83]. Upadhyaya et al. [86]
observed chickpea variety ICC13124 was equally good in respect of root traits (root length,
root weight and root volume) as compared to ICC4958. Shoot fresh weights were significantly
greater in well watered genotypes, but there was no significant effect of moisture stress on
shoot dry matter content, revealing that weight of fresh shoot was higher due to high uptake
of water under well watered conditions which evaporated after drying.

3.2. Physiological traits

3.2.1. Leaf water status

Moisture deficit affects plant establishment in the field, photosynthetic ability and osmotic
behavior of cells. However, species and genotypes vary in their capacity to tolerate water
stress [87]. Plants adopt various defense mechanisms in response to terminal drought which
are accomplished by regulating internal plant water status. Plant water status that includes
leaf water potential, osmotic potential and relative water content represents an easy measure
of water deficit and provides best sensor for stress. Water stress reduces the osmotic potential
of tissues in the plant which helps in maintenance of turgor potential for normal metabolic
activities which has been recognized as basic mechanism of drought tolerance [88]. Gupta et
al. [89] studied the physiological mechanism of drought tolerance in chickpea. It was observed
that tolerant genotype had lower membrane injury, retain imbibitions seedling growth,
osmotic adjustment and water use efficiency. A partial closer of stomata led to decreased
conductance under water stress resulting into reduced transpiration and photosynthesis has
been reported by (Sharma and Singh) [90]. Kushwaha et al. [91] indicated that genotypes which
possessed high initial water content (IWC) along with high relative water content resulted in
relatively less damage to the assimilatory system resulted in to the production of relatively
higher biomass. The osmo‐regulatory activities helped the plant to cope up with moisture
stress. Variation in RWC is achieved through differences in plant ability to absorb water from
soil by developing a high water potential gradient from soil to plant, extending rooting depth
or ability to control water loss through stomata [92]. A decrease in the relative water content
(RWC) in response to drought stress has been recorded in wide variety of plants as reported
by Nayyar and Gupta [93].

3.2.2. Relative stress injury, CTD and photochemical efficiency

The role of cell membrane remains to be more critical for adaptation under temperature and
moisture stress conditions. Blum and Ebercon [94] described that under water stress conditions
measurement of electrolyte leakage can be used to estimate water stress tolerance. Heat tolerant
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spermidine synthase gene when overexpressed encodes high levels of spermidine synthase,
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Water limitation is one of the important factors limiting crop productivity worldwide. Nearly
all terrestrial plants are exposed to drought stress at different times and to different intensities
during their life cycle [79, 80]. As water is fundamental to almost all aspects of plant growth,
plants are thought to have evolved numerous strategies for coping with limited water
availability including changes in phenological developmental and physiological traits [81, 82].

3.1. Phenological traits

3.1.1. Early flowering and maturity

Early maturity is an important trait to avoid drought stress. Early flowering and early podding
are two main components of drought escape in crops to avoid higher yield losses from drought.
The differential genotypic response to drought stress, as a result of variation in physiological
parameters has also been reported by Gunes et al. [83]. Early maturing chickpea varieties that
escape terminal drought have been developed, but early maturity decreases yield and limits
the crop’s ability for extended growing periods. Chickpea genotypes with high growth vigor
showed early maturity. Selection for high growth vigor enhances chances for escaping terminal
drought stress [84]. Initial growth vigor is suitable character for large‐scale evaluation of
germplasm and breeding materials [85].
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a major role in dehydration avoidance as deep root system is able to obtain moisture from the
deeper soil layers even when the upper soil layer becomes dry. The root traits such as biomass,
length density and depths have been proposed as the main drought avoidance traits to
contribute to seed yield under terminal drought environment [83]. Upadhyaya et al. [86]
observed chickpea variety ICC13124 was equally good in respect of root traits (root length,
root weight and root volume) as compared to ICC4958. Shoot fresh weights were significantly
greater in well watered genotypes, but there was no significant effect of moisture stress on
shoot dry matter content, revealing that weight of fresh shoot was higher due to high uptake
of water under well watered conditions which evaporated after drying.

3.2. Physiological traits

3.2.1. Leaf water status

Moisture deficit affects plant establishment in the field, photosynthetic ability and osmotic
behavior of cells. However, species and genotypes vary in their capacity to tolerate water
stress [87]. Plants adopt various defense mechanisms in response to terminal drought which
are accomplished by regulating internal plant water status. Plant water status that includes
leaf water potential, osmotic potential and relative water content represents an easy measure
of water deficit and provides best sensor for stress. Water stress reduces the osmotic potential
of tissues in the plant which helps in maintenance of turgor potential for normal metabolic
activities which has been recognized as basic mechanism of drought tolerance [88]. Gupta et
al. [89] studied the physiological mechanism of drought tolerance in chickpea. It was observed
that tolerant genotype had lower membrane injury, retain imbibitions seedling growth,
osmotic adjustment and water use efficiency. A partial closer of stomata led to decreased
conductance under water stress resulting into reduced transpiration and photosynthesis has
been reported by (Sharma and Singh) [90]. Kushwaha et al. [91] indicated that genotypes which
possessed high initial water content (IWC) along with high relative water content resulted in
relatively less damage to the assimilatory system resulted in to the production of relatively
higher biomass. The osmo‐regulatory activities helped the plant to cope up with moisture
stress. Variation in RWC is achieved through differences in plant ability to absorb water from
soil by developing a high water potential gradient from soil to plant, extending rooting depth
or ability to control water loss through stomata [92]. A decrease in the relative water content
(RWC) in response to drought stress has been recorded in wide variety of plants as reported
by Nayyar and Gupta [93].

3.2.2. Relative stress injury, CTD and photochemical efficiency

The role of cell membrane remains to be more critical for adaptation under temperature and
moisture stress conditions. Blum and Ebercon [94] described that under water stress conditions
measurement of electrolyte leakage can be used to estimate water stress tolerance. Heat tolerant
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genotypes were able to posses higher membrane stability [95]. Higher membrane stability in
drought tolerant genotypes under stress was due to increased activities of antioxidative
enzymes which prevent damage of membrane by active oxygen species produced under stress.
It had been reported that tolerant and intermediate genotypes were superior to susceptible
ones in maintaining membrane stability and lower membrane injury under drought stress
condition [96]. Stomatal closure occurs when plants are subjected to water stress in order to
decrease energy dissipation. Transpiration plays a major role in leaf cooling and reduces
canopy temperature relative to ambient temperature. Relatively lower canopy temperature in
drought stressed crop plants indicates a relatively better capacity for taking up soil moisture
and for maintaining a relatively better plant water status. The photosynthetic efficiency,
transpiration and the values of relative stress injury declined in chickpea under drought
conditions [97]. Photosynthetic pigments play an important role in light harvesting and
dissipation of excess energy. It is known that the content of both chlorophyll a and b changes
under drought stress [98]. Carotenoids participate in energy dissipation and can aid plant
resistance against drought stress.

4. Breeding for drought tolerance

Drought offers great challenges to plant breeders around the globe. Drought is usually
uncertain and unpredictable in the field and response of canopy toward drought is perceived
using conventional techniques mainly. Conventional breeding procedures such as introduc‐
tion, selection, hybridization and mutation are widely used by breeders. In spite of conven‐
tional methods novel methods such as in situ and in vitro techniques can also be used for
selection, survival rate or to monitor gene expression changes of wild‐type plants genotypes
overexpressing candidate genes for drought tolerance. Plant responses to drought at both the
physiological and molecular levels are studied extensively. Major drawback of studies for
drought treatments is uncontrolled soil water moisture and comparison of performance of
different genotypes with different growth characteristics. In environment, drought often
develops during a growing season and occurs for a short period, which tolerant plants can
manage to survive and complete their growth cycle. Drought resistance mechanisms can be
understood by methods which simulate field‐like conditions and quantify drought responses.
Soil water deficit causing drought stress in crop plants has been tested in Arabidopsis using
controlled soil moisture treatment. Controlled drought treatment, exposing plants to constant
levels of soil moisture deficit, enables the evaluation between genotypes/ecotypes for plant
responses to sublethal drought. Phenopsis is an alternative method for an automated control‐
led drought screen, which is used to compare the performance of different Arabidopsis
ecotypes (accessions) and resulted in the identification of a resistant accession, An1 [99].
Controlled drought was also used to study the response of the Arabidopsis erecta mutant and
ERECTA gene complementation [100], the overexpression of the Arabidopsis ESKIMO1 gene
[101] and overexpression of the Pro biosynthesis gene in chickpea [102]. Comprehensive
physiological and molecular studies have not yet been done on the response of plants to
moderate drought (mDr). A transcriptome study in loblolly pine (Pinus taeda), treated for
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cycles of mild drought and recovery [103], revealed a photosynthetic acclimation pattern in
response to mild drought in contrast to photosynthesis inhibition under severe drought. A
comprehensive understanding of the response of plants to mDr with physiological and
molecular tools provided a better understanding of the acclimation process. A semi‐automat‐
ed, controlled mDr testing system was employed to compare with pDr treatment for physio‐
logical and molecular responses. This revealed differential gene reprogramming under the two
drought treatments. The dissection of mDr treatment is presented using a time‐course study
to provide a picture of physiological and molecular responses toward acclimation in plant
growth.

In recent years, much molecular information has been generated on the response of plants to
environmental stresses. Plants respond to environmental stresses such as drought by the
induction of both regulatory and functional sets of genes. Very little is known about the early
events in the perception of stress signals. The common stress signaling pathways have been
distinguished into abscisic acid (ABA) dependent and ABA independent. Most of the key genes
in these pathways have been identified, such as transcription factors belonging to the class of
DRE‐binding protein (DREB)/C‐repeat‐binding factor (CBF), ABA‐binding factor (ABF), MYC
and MYB, including the identification of the stress‐responsive cis‐elements ABA‐responsive
element (ABRE) and dehydration responsive element. Downstream of the early signal
perception events, signaling genes and molecules acting as secondary messengers have been
identified, revealing the role of Ca+ and reactive oxygen species (ROS) as secondary messen‐
gers. These regulatory mechanisms induce downstream functional genes, which are needed
to establish new cellular homeostasis that leads to drought tolerance and/or resistance. Most
of our knowledge of drought responses at the molecular level is based on plant responses to
molecular laboratory experimental conditions of dehydration and/or osmotic treatments.
Laboratory conditions are far from the soil water deficit met by plants under field conditions,
but these studies has provided valuable knowledge. Signaling pathways of ABA dependent
and ABA independent have become a paradigm in plant biotic/abiotic stress responses [104].
These pathways were discovered in Arabidopsis (Arabidopsis thaliana) as a model system,
which paved the way for the discovery of parallel pathways in other crop plants such as in rice
(Oryza sativa) as a model for monocot plants. A number of drought treatments have been used
to test the response of plants for improved tolerance/resistance. One method is progressive
drought (pDr), in which water is with held for a certain period of time until symptoms of
wilting are observed. Usually, this method of drought treatment has been used to determine
survival rate or to monitor gene expression changes of wild‐type plants or of plant genotypes
overexpressing candidate genes for drought tolerance. These studies have helped to study
plant responses to drought at both the physiological and molecular levels. However, one of
the drawbacks of pDr treatment is that it cannot be used to compare the performance of
different genotypes with different growth characteristics. In nature, drought often develops
during a growing season and occurs for a short period, which tolerant plants can manage to
survive and complete their growth cycle. Soil water deficit causing drought stress in crop plants
has been tested in Arabidopsis using controlled soil moisture treatment. Controlled drought
treatment, exposing plants to constant levels of soil moisture deficit, enables the evaluation
between genotypes/ecotypes for plant responses to drought.
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genotypes were able to posses higher membrane stability [95]. Higher membrane stability in
drought tolerant genotypes under stress was due to increased activities of antioxidative
enzymes which prevent damage of membrane by active oxygen species produced under stress.
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ones in maintaining membrane stability and lower membrane injury under drought stress
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physiological and molecular levels are studied extensively. Major drawback of studies for
drought treatments is uncontrolled soil water moisture and comparison of performance of
different genotypes with different growth characteristics. In environment, drought often
develops during a growing season and occurs for a short period, which tolerant plants can
manage to survive and complete their growth cycle. Drought resistance mechanisms can be
understood by methods which simulate field‐like conditions and quantify drought responses.
Soil water deficit causing drought stress in crop plants has been tested in Arabidopsis using
controlled soil moisture treatment. Controlled drought treatment, exposing plants to constant
levels of soil moisture deficit, enables the evaluation between genotypes/ecotypes for plant
responses to sublethal drought. Phenopsis is an alternative method for an automated control‐
led drought screen, which is used to compare the performance of different Arabidopsis
ecotypes (accessions) and resulted in the identification of a resistant accession, An1 [99].
Controlled drought was also used to study the response of the Arabidopsis erecta mutant and
ERECTA gene complementation [100], the overexpression of the Arabidopsis ESKIMO1 gene
[101] and overexpression of the Pro biosynthesis gene in chickpea [102]. Comprehensive
physiological and molecular studies have not yet been done on the response of plants to
moderate drought (mDr). A transcriptome study in loblolly pine (Pinus taeda), treated for
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cycles of mild drought and recovery [103], revealed a photosynthetic acclimation pattern in
response to mild drought in contrast to photosynthesis inhibition under severe drought. A
comprehensive understanding of the response of plants to mDr with physiological and
molecular tools provided a better understanding of the acclimation process. A semi‐automat‐
ed, controlled mDr testing system was employed to compare with pDr treatment for physio‐
logical and molecular responses. This revealed differential gene reprogramming under the two
drought treatments. The dissection of mDr treatment is presented using a time‐course study
to provide a picture of physiological and molecular responses toward acclimation in plant
growth.

In recent years, much molecular information has been generated on the response of plants to
environmental stresses. Plants respond to environmental stresses such as drought by the
induction of both regulatory and functional sets of genes. Very little is known about the early
events in the perception of stress signals. The common stress signaling pathways have been
distinguished into abscisic acid (ABA) dependent and ABA independent. Most of the key genes
in these pathways have been identified, such as transcription factors belonging to the class of
DRE‐binding protein (DREB)/C‐repeat‐binding factor (CBF), ABA‐binding factor (ABF), MYC
and MYB, including the identification of the stress‐responsive cis‐elements ABA‐responsive
element (ABRE) and dehydration responsive element. Downstream of the early signal
perception events, signaling genes and molecules acting as secondary messengers have been
identified, revealing the role of Ca+ and reactive oxygen species (ROS) as secondary messen‐
gers. These regulatory mechanisms induce downstream functional genes, which are needed
to establish new cellular homeostasis that leads to drought tolerance and/or resistance. Most
of our knowledge of drought responses at the molecular level is based on plant responses to
molecular laboratory experimental conditions of dehydration and/or osmotic treatments.
Laboratory conditions are far from the soil water deficit met by plants under field conditions,
but these studies has provided valuable knowledge. Signaling pathways of ABA dependent
and ABA independent have become a paradigm in plant biotic/abiotic stress responses [104].
These pathways were discovered in Arabidopsis (Arabidopsis thaliana) as a model system,
which paved the way for the discovery of parallel pathways in other crop plants such as in rice
(Oryza sativa) as a model for monocot plants. A number of drought treatments have been used
to test the response of plants for improved tolerance/resistance. One method is progressive
drought (pDr), in which water is with held for a certain period of time until symptoms of
wilting are observed. Usually, this method of drought treatment has been used to determine
survival rate or to monitor gene expression changes of wild‐type plants or of plant genotypes
overexpressing candidate genes for drought tolerance. These studies have helped to study
plant responses to drought at both the physiological and molecular levels. However, one of
the drawbacks of pDr treatment is that it cannot be used to compare the performance of
different genotypes with different growth characteristics. In nature, drought often develops
during a growing season and occurs for a short period, which tolerant plants can manage to
survive and complete their growth cycle. Soil water deficit causing drought stress in crop plants
has been tested in Arabidopsis using controlled soil moisture treatment. Controlled drought
treatment, exposing plants to constant levels of soil moisture deficit, enables the evaluation
between genotypes/ecotypes for plant responses to drought.
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A large variety of stress responses in plants are influenced by ethylene metabolism and
signaling. Ethylene signaling pathway is a major cross‐link between ethylene and other plant
hormones metabolism (ABA and GA). Interactions between ethylene and other plant hor‐
mones also benefit immediate stress responses such as stomatal closure as well as long term
adaptations under severe drought conditions. Candidate genes that are related to maintenance
of growth under low water conditions are agronomically important since they provide an
efficient resource for crop improvement. A transgenic potato (Solanum tuberosum) cultivar,
containing a betaine aldehyde dehydrogenase (BADH) gene from spinach (Spinacia oleracea)
under the control of a stress induced Arabidopsis promoter, has been reported to exhibit
improved growth after induction of BADH by NaCl and drought stress.

Proline an osmolyte in plants accumulates under different stress conditions. The amino acid
proline in plant cells contribute to osmotic adjustments under adverse conditions. The enzyme
Δ1‐pyrroline‐5‐carboxylate synthetase (P5CS1) is a major component in proline biosynthesis.
A study with P5CS1‐deficient Arabidopsis mutants indicated that proline synthesis is required
in order to maintain growth at low water availability [105]. Proline dehydrogenase 1 (PDH1)‐
deficient Arabidopsis mutants with blocked proline catabolism exhibited decreased root
growth, fresh weight and dry weight. Additional components of the proline biosynthetic
pathway are associated with stress responses. In transgenic soybean (Glycine max) with a Δ1‐
pyrroline‐5‐carboxylate reductase (P5CR) gene and the antisense construct from Arabidopsis,
it was found that proline might enhance survival during drought stress [106]. The P5CR gene
and antisense construct were manipulated using an inducible heat shock promoter (IHSP).
Two transgenic potato lines, which expressed a trehalose‐6‐phosphate synthase (TPS1) gene
from yeast (Saccharomyces cerevisiae) were found to be more effective in keeping water and
acceptable levels of photosynthesis during drought compared to WT‐plants [107]. The
expression of aldehyde dehydrogenases (ALDHs) is upregulated under stress situations such
as dehydration, salinity and oxidative stress. ALDHs are able to convert highly reactive
aldehydes and hence extenuate oxidative stress [108]. Two drought tolerant Andean native
potato clones (Solanum tuberosum subsp. andigena) under transcriptome analysis showed that
aldehyde dehydrogenase family 7 (ALDH7) was induced under drought stress conditions
[109]. Functional analyses of an ALDH7 gene member (GmPP55) from soybean (Glycine max)
confirmed these studies. Transgenic Arabidopsis and tobacco (Nicotiana tabacum) plants
exhibited improved tolerance to H2O2 as well as salt and drought conditions during different
developmental stages [110].

5. MAS for drought tolerance

Conventional breeding for developing drought‐tolerant crop varieties is time‐consuming and
labor intensive due to the quantitative nature of drought tolerance and difficulties in selection
for drought tolerance. The identification of genomic regions associated with drought tolerance
would enable breeders to develop improved cultivars with increased drought tolerance using
marker‐assisted selection (MAS). Plant breeding has benefited from DNA marker technologies
that were used to establish saturated genetic maps in major crop species including cereals and
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legumes. Markers in a high density genetic map will allow the precise tagging of mono‐ and
oligogenic traits, with the dual goal of marker‐assisted selection for traits and positional
cloning of the underlying genes. Use of genomic tools like molecular markers and other tools
in integrated approach for crop improvement has also been referred as “genomics‐ assisted
breeding”. Mapping of genomes has been of interest to identify genomic locations of disease
resistance genes and other yield‐related traits. However, due to very low polymorphisms in
few cultivated crops gene pool, progress in genomic research has been relatively slow
compared with other highly polymorphic species. Important considerations for undertaking
molecular breeding are molecular markers, genetic maps and markers associated with traits.
During the early days of genomic studies, isozyme markers were used for map development
in chickpea. Expression of these markers was influenced by the environment and their number
was small. Restriction fragment length polymorphism (RFLP) and Random amplified poly‐
morphic DNA (RAPD) markers were also used for genetic mapping studies. After develop‐
ment of simple sequence repeat (SSR) or microsatellite markers, the use of molecular markers
increased extensively. SSR markers were considered as the marker of choice in plant breeding
due to their multi‐allelic and co‐dominant nature. Several hundred SSR markers have been
developed from genomic DNA libraries. In several cases, the mapping populations used for
developing the maps were also phenotyped for the segregating traits. Analysis of phenotyping
data together with genotyping data in some cases identified molecular markers associated with
the genes/quantitative trait loci (QTLs), controlling resistance to key diseases (ascochyta blight,
fusarium wilt, botrytis grey mold, rust), morphological traits (single pod vs. double pod,
flowering time and flower color), seed yield and yield components, etc. Marker‐assisted
breeding reduces the effect of environmental conditions during the selection process, which
is a major hindrance in conventional breeding under drought.

5.1. QTL analysis for drought tolerance in chickpea

Compared to the conventional breeding approaches for improved productivity under water
limited environments, genomics offers great opportunities for dissecting quantitative traits
into their single genetic determinants. The release of varieties through conventional breeding
approaches is coupled with identification of several large‐effect QTLs for grain yield under
drought in different crops. Independent and epistatic QTLs for grain yield and other traits of
agronomic importance were studied in different crops. Only a few studies reported major QTLs
affecting yield advantage under both drought stress and non‐stress environments. Drought is
normally associated with increased incidence of diseases such as blast, brown spot, and
bacterial blight. Few studies have been undertaken to understand the genetics of these abiotic
and biotic stresses simultaneously in a mapping population. Identification of QTLs is paving
the way to MAS and assisted pyramiding of the beneficial QTL alleles. Markers can be used
in marker‐assisted selection (MAS) for improving the desired trait. Isolation and validation of
genes underlying the QTL/genes for the traits of interest is an essential step to determine gene
function. QTLs for drought tolerance have been identified for several major and important
crop species such as rice, maize, wheat, barley, sorghum, pearl millet, soybean and chickpea.
These QTLs were identified for a variety of important traits including: (1) yield and yield‐
contributing traits under water‐deficit conditions (in the case of wheat, maize, rice, soybean
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A large variety of stress responses in plants are influenced by ethylene metabolism and
signaling. Ethylene signaling pathway is a major cross‐link between ethylene and other plant
hormones metabolism (ABA and GA). Interactions between ethylene and other plant hor‐
mones also benefit immediate stress responses such as stomatal closure as well as long term
adaptations under severe drought conditions. Candidate genes that are related to maintenance
of growth under low water conditions are agronomically important since they provide an
efficient resource for crop improvement. A transgenic potato (Solanum tuberosum) cultivar,
containing a betaine aldehyde dehydrogenase (BADH) gene from spinach (Spinacia oleracea)
under the control of a stress induced Arabidopsis promoter, has been reported to exhibit
improved growth after induction of BADH by NaCl and drought stress.

Proline an osmolyte in plants accumulates under different stress conditions. The amino acid
proline in plant cells contribute to osmotic adjustments under adverse conditions. The enzyme
Δ1‐pyrroline‐5‐carboxylate synthetase (P5CS1) is a major component in proline biosynthesis.
A study with P5CS1‐deficient Arabidopsis mutants indicated that proline synthesis is required
in order to maintain growth at low water availability [105]. Proline dehydrogenase 1 (PDH1)‐
deficient Arabidopsis mutants with blocked proline catabolism exhibited decreased root
growth, fresh weight and dry weight. Additional components of the proline biosynthetic
pathway are associated with stress responses. In transgenic soybean (Glycine max) with a Δ1‐
pyrroline‐5‐carboxylate reductase (P5CR) gene and the antisense construct from Arabidopsis,
it was found that proline might enhance survival during drought stress [106]. The P5CR gene
and antisense construct were manipulated using an inducible heat shock promoter (IHSP).
Two transgenic potato lines, which expressed a trehalose‐6‐phosphate synthase (TPS1) gene
from yeast (Saccharomyces cerevisiae) were found to be more effective in keeping water and
acceptable levels of photosynthesis during drought compared to WT‐plants [107]. The
expression of aldehyde dehydrogenases (ALDHs) is upregulated under stress situations such
as dehydration, salinity and oxidative stress. ALDHs are able to convert highly reactive
aldehydes and hence extenuate oxidative stress [108]. Two drought tolerant Andean native
potato clones (Solanum tuberosum subsp. andigena) under transcriptome analysis showed that
aldehyde dehydrogenase family 7 (ALDH7) was induced under drought stress conditions
[109]. Functional analyses of an ALDH7 gene member (GmPP55) from soybean (Glycine max)
confirmed these studies. Transgenic Arabidopsis and tobacco (Nicotiana tabacum) plants
exhibited improved tolerance to H2O2 as well as salt and drought conditions during different
developmental stages [110].

5. MAS for drought tolerance

Conventional breeding for developing drought‐tolerant crop varieties is time‐consuming and
labor intensive due to the quantitative nature of drought tolerance and difficulties in selection
for drought tolerance. The identification of genomic regions associated with drought tolerance
would enable breeders to develop improved cultivars with increased drought tolerance using
marker‐assisted selection (MAS). Plant breeding has benefited from DNA marker technologies
that were used to establish saturated genetic maps in major crop species including cereals and
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legumes. Markers in a high density genetic map will allow the precise tagging of mono‐ and
oligogenic traits, with the dual goal of marker‐assisted selection for traits and positional
cloning of the underlying genes. Use of genomic tools like molecular markers and other tools
in integrated approach for crop improvement has also been referred as “genomics‐ assisted
breeding”. Mapping of genomes has been of interest to identify genomic locations of disease
resistance genes and other yield‐related traits. However, due to very low polymorphisms in
few cultivated crops gene pool, progress in genomic research has been relatively slow
compared with other highly polymorphic species. Important considerations for undertaking
molecular breeding are molecular markers, genetic maps and markers associated with traits.
During the early days of genomic studies, isozyme markers were used for map development
in chickpea. Expression of these markers was influenced by the environment and their number
was small. Restriction fragment length polymorphism (RFLP) and Random amplified poly‐
morphic DNA (RAPD) markers were also used for genetic mapping studies. After develop‐
ment of simple sequence repeat (SSR) or microsatellite markers, the use of molecular markers
increased extensively. SSR markers were considered as the marker of choice in plant breeding
due to their multi‐allelic and co‐dominant nature. Several hundred SSR markers have been
developed from genomic DNA libraries. In several cases, the mapping populations used for
developing the maps were also phenotyped for the segregating traits. Analysis of phenotyping
data together with genotyping data in some cases identified molecular markers associated with
the genes/quantitative trait loci (QTLs), controlling resistance to key diseases (ascochyta blight,
fusarium wilt, botrytis grey mold, rust), morphological traits (single pod vs. double pod,
flowering time and flower color), seed yield and yield components, etc. Marker‐assisted
breeding reduces the effect of environmental conditions during the selection process, which
is a major hindrance in conventional breeding under drought.

5.1. QTL analysis for drought tolerance in chickpea

Compared to the conventional breeding approaches for improved productivity under water
limited environments, genomics offers great opportunities for dissecting quantitative traits
into their single genetic determinants. The release of varieties through conventional breeding
approaches is coupled with identification of several large‐effect QTLs for grain yield under
drought in different crops. Independent and epistatic QTLs for grain yield and other traits of
agronomic importance were studied in different crops. Only a few studies reported major QTLs
affecting yield advantage under both drought stress and non‐stress environments. Drought is
normally associated with increased incidence of diseases such as blast, brown spot, and
bacterial blight. Few studies have been undertaken to understand the genetics of these abiotic
and biotic stresses simultaneously in a mapping population. Identification of QTLs is paving
the way to MAS and assisted pyramiding of the beneficial QTL alleles. Markers can be used
in marker‐assisted selection (MAS) for improving the desired trait. Isolation and validation of
genes underlying the QTL/genes for the traits of interest is an essential step to determine gene
function. QTLs for drought tolerance have been identified for several major and important
crop species such as rice, maize, wheat, barley, sorghum, pearl millet, soybean and chickpea.
These QTLs were identified for a variety of important traits including: (1) yield and yield‐
contributing traits under water‐deficit conditions (in the case of wheat, maize, rice, soybean
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and pearl millet), (2) physiological responses including water‐soluble carbohydrates, carbon
isotope ratio, osmotic potential, chlorophyll content, flag leaf rolling index, grain carbon
isotope discrimination, relative water content, leaf osmotic potential, osmotic adjustment,
chlorophyll and chlorophyll fluorescence parameters to drought stress (in the case of wheat,
maize and rice), (3) flowering time including anthesis to silking interval (in maize), (4) root
traits (rice, maize, wheat, soybean and chickpea), (5) stay green (sorghum) and (6) nitrogen
fixation (soybean). When the QTLs identified for drought tolerance traits contribute higher
phenotypic variation, they are considered major QTLs. These QTLs, after validation in desired
germplasm, can be used for introgressing drought tolerance from the donor genotypes
(generally used for identification of the QTL for the trait) into elite, less drought‐tolerant
cultivars or breeding lines (recipient parents) without transfer of undesirable or deleterious
genes from the donors (linkage drag). After identifying important QTLs, the next step involves
the identification of candidate sequences, validate their role and proceed with the direct
manipulation using the gene itself as marker for MAS. In chickpea the RILs of ICC 4958 ×
Annigeri have been extensively studied for root traits. An SSR marker (TAA 170) was identified
for a major QTL that accounted for 33% of the variation for root weight and 33% of the variation
for root length [111]. Recent preliminary screening of the chickpea mini‐core germplasm
collection for root proliferation and depth in cylinder culture indicated that contrasting parents
are available with wider variation for these traits than that present between ICC 4958 and
Annigeri [112]. Nayak et al. [113] undertook identification of QTLs and genes for drought
tolerance using linkage mapping and association mapping approaches in Chickpea (Cicer
arietinum).SSR markers were tested for polymorphism on parental genotypes of the inter‐
specific (ICC 4958 × PI 489777) and intra‐specific mapping population (ICC 4958 × ICC 1882).
As a result, a comprehensive inter‐specific genetic map of 621 marker loci, spanning a genetic
distance of 984.11cM was prepared. Varshney et al. [114] identified genomics and physiological
approaches for root trait breeding to improve drought tolerance in Chickpea (Cicer arietinum
L.). Molecular markers and candidate genes associated with root traits are being targeted to
introgress the QTLs for root traits from drought‐tolerant genotypes to drought‐sensitive
genotypes following marker‐assisted breeding strategies. Varshney et al. (2014) reported a
“QTL‐hotspot” (ICCM0249, NCPGR127, TAA170, NCPGR21, TR11, GA24 and STMS11) on
CaLG04 in the chickpea genome, identified in analysis on both RIL populations, (ICCRIL03
(ICC 4958 × ICC1882) and ICCRIL04 (ICC 283 × ICC 8261) that contain 45 M‐QTLs and 973 E‐
QTLs for several drought tolerance traits contributing up to 58.20% phenotypic variation for
targeted traits [22, 115].

In the last 20 years, considerable progress has been made towards mapping QTLs for drought
resistance traits in rice however, there have been few successful cases of their application in
MAB. The success rate of using QTLs in molecular breeding reflects the lack of repeatability
of QTL effects across genetic backgrounds and environments. In recent years, several re‐
searchers developed mapping populations between high‐yielding lines (IR64, Swarna and
MTU1010) and drought‐tolerant local landraces and wild cultivars to map grain yield QTLs
for reproductive stage‐specific drought stress.
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To the best our knowledge, none of the studies were conducted under natural drought
conditions predominant in tough environments (TEs) and these QTLs were identified in
moderate stress environment (MSE) and QTLs mapped under severe drought stress condi‐
tions. Successful marker‐assisted selection to improve yield mainly relied on the use of high
yielding lines to identify large‐effect QTLs and evaluation of their consistent effects. Studies
in MSE may limit the chances of detecting QTLs for drought resistance that are widely
applicable to target populations of environments, as the timing and intensity of stress vary
over years in rain fed rice ecosystems, which ultimately changes the plants’ responses and
traits involved in drought‐resistance mechanisms. Most of the indica × indica derived rice lines
used in QTL mapping of drought resistance were not adapted to TEs. The importance of field
experiments in TPEs to identify QTLs for rice yield under natural drought stress was empha‐
sized. Recombinant inbred lines (RILs) derived from locally adapted indica rice lines to detect
QTLs for plant production traits under drought stress in TPEs, but no yield QTL was identified.

Quantitative genetics, with wide range of molecular markers available, provide identification
of the genetic factors (quantitative trait loci‐QTLs) responsible for expression of traits. Recent
development in molecular marker technology is expected to enable greater power in detection
of QTL for agronomically important traits and utilization of QTL information for crop
improvement. Thus marker‐assisted selection could significantly enhance in improving crop
drought tolerance, if QTL with significant effects can be identified.

6. Conclusion

Environment change is a universal phenomenon that has started to have adverse impact on
agriculture. The global temperature is predicted to rise by 2.5–4.3°C by the end of the century.
The situation is further likely to get worse due to the occurrence of increase in the irregularity
of rainfall, drought, flood and land degradation. With predicted climate change scenarios and
continuous population explosion, there is a great need to develop high‐yielding varieties with
improved drought tolerance. Breeding for drought tolerance is not simple. Under a particular
environment, some physiological or metabolic processes can be modified through breeding,
either as single traits or as a combination of traits. Optimal drought‐adaptation requires the
combination of several morphological, physiological and phenological processes which
depends on multiple genes and varies within each target environment. Conventional and
marker‐based approaches coupled with each other have been used for drought tolerance. The
conventional breeding approach is based on selection for yield and its components in a given
drought environment. But this approach requires large investments in land, labor and capital
to screen a large number of progenies plus the difficulty of sampling even a part of the expected
range of variability in stress occurrence in the target environment hence this approach is not
successful. Traits including modification of the root system, stomatal control, and leaf area, as
well as matching plant phenology with the environment, could help in improving productivity
under drought stress conditions. Recent research breakthroughs in biotechnology have
revived interest in targeted drought tolerance breeding and use of new genomics tools to
increase crop productivity.
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and pearl millet), (2) physiological responses including water‐soluble carbohydrates, carbon
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traits (rice, maize, wheat, soybean and chickpea), (5) stay green (sorghum) and (6) nitrogen
fixation (soybean). When the QTLs identified for drought tolerance traits contribute higher
phenotypic variation, they are considered major QTLs. These QTLs, after validation in desired
germplasm, can be used for introgressing drought tolerance from the donor genotypes
(generally used for identification of the QTL for the trait) into elite, less drought‐tolerant
cultivars or breeding lines (recipient parents) without transfer of undesirable or deleterious
genes from the donors (linkage drag). After identifying important QTLs, the next step involves
the identification of candidate sequences, validate their role and proceed with the direct
manipulation using the gene itself as marker for MAS. In chickpea the RILs of ICC 4958 ×
Annigeri have been extensively studied for root traits. An SSR marker (TAA 170) was identified
for a major QTL that accounted for 33% of the variation for root weight and 33% of the variation
for root length [111]. Recent preliminary screening of the chickpea mini‐core germplasm
collection for root proliferation and depth in cylinder culture indicated that contrasting parents
are available with wider variation for these traits than that present between ICC 4958 and
Annigeri [112]. Nayak et al. [113] undertook identification of QTLs and genes for drought
tolerance using linkage mapping and association mapping approaches in Chickpea (Cicer
arietinum).SSR markers were tested for polymorphism on parental genotypes of the inter‐
specific (ICC 4958 × PI 489777) and intra‐specific mapping population (ICC 4958 × ICC 1882).
As a result, a comprehensive inter‐specific genetic map of 621 marker loci, spanning a genetic
distance of 984.11cM was prepared. Varshney et al. [114] identified genomics and physiological
approaches for root trait breeding to improve drought tolerance in Chickpea (Cicer arietinum
L.). Molecular markers and candidate genes associated with root traits are being targeted to
introgress the QTLs for root traits from drought‐tolerant genotypes to drought‐sensitive
genotypes following marker‐assisted breeding strategies. Varshney et al. (2014) reported a
“QTL‐hotspot” (ICCM0249, NCPGR127, TAA170, NCPGR21, TR11, GA24 and STMS11) on
CaLG04 in the chickpea genome, identified in analysis on both RIL populations, (ICCRIL03
(ICC 4958 × ICC1882) and ICCRIL04 (ICC 283 × ICC 8261) that contain 45 M‐QTLs and 973 E‐
QTLs for several drought tolerance traits contributing up to 58.20% phenotypic variation for
targeted traits [22, 115].

In the last 20 years, considerable progress has been made towards mapping QTLs for drought
resistance traits in rice however, there have been few successful cases of their application in
MAB. The success rate of using QTLs in molecular breeding reflects the lack of repeatability
of QTL effects across genetic backgrounds and environments. In recent years, several re‐
searchers developed mapping populations between high‐yielding lines (IR64, Swarna and
MTU1010) and drought‐tolerant local landraces and wild cultivars to map grain yield QTLs
for reproductive stage‐specific drought stress.
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To the best our knowledge, none of the studies were conducted under natural drought
conditions predominant in tough environments (TEs) and these QTLs were identified in
moderate stress environment (MSE) and QTLs mapped under severe drought stress condi‐
tions. Successful marker‐assisted selection to improve yield mainly relied on the use of high
yielding lines to identify large‐effect QTLs and evaluation of their consistent effects. Studies
in MSE may limit the chances of detecting QTLs for drought resistance that are widely
applicable to target populations of environments, as the timing and intensity of stress vary
over years in rain fed rice ecosystems, which ultimately changes the plants’ responses and
traits involved in drought‐resistance mechanisms. Most of the indica × indica derived rice lines
used in QTL mapping of drought resistance were not adapted to TEs. The importance of field
experiments in TPEs to identify QTLs for rice yield under natural drought stress was empha‐
sized. Recombinant inbred lines (RILs) derived from locally adapted indica rice lines to detect
QTLs for plant production traits under drought stress in TPEs, but no yield QTL was identified.

Quantitative genetics, with wide range of molecular markers available, provide identification
of the genetic factors (quantitative trait loci‐QTLs) responsible for expression of traits. Recent
development in molecular marker technology is expected to enable greater power in detection
of QTL for agronomically important traits and utilization of QTL information for crop
improvement. Thus marker‐assisted selection could significantly enhance in improving crop
drought tolerance, if QTL with significant effects can be identified.

6. Conclusion

Environment change is a universal phenomenon that has started to have adverse impact on
agriculture. The global temperature is predicted to rise by 2.5–4.3°C by the end of the century.
The situation is further likely to get worse due to the occurrence of increase in the irregularity
of rainfall, drought, flood and land degradation. With predicted climate change scenarios and
continuous population explosion, there is a great need to develop high‐yielding varieties with
improved drought tolerance. Breeding for drought tolerance is not simple. Under a particular
environment, some physiological or metabolic processes can be modified through breeding,
either as single traits or as a combination of traits. Optimal drought‐adaptation requires the
combination of several morphological, physiological and phenological processes which
depends on multiple genes and varies within each target environment. Conventional and
marker‐based approaches coupled with each other have been used for drought tolerance. The
conventional breeding approach is based on selection for yield and its components in a given
drought environment. But this approach requires large investments in land, labor and capital
to screen a large number of progenies plus the difficulty of sampling even a part of the expected
range of variability in stress occurrence in the target environment hence this approach is not
successful. Traits including modification of the root system, stomatal control, and leaf area, as
well as matching plant phenology with the environment, could help in improving productivity
under drought stress conditions. Recent research breakthroughs in biotechnology have
revived interest in targeted drought tolerance breeding and use of new genomics tools to
increase crop productivity.
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Marker‐assisted breeding is an important technique for improvement of crop productivity
against drought stress. As a complement to the recent rapid progress in genomics, a better
understanding of physiological mechanisms of drought response contributes to the progress
of crop productivity against drought tolerance. Mostly physiological traits associated with
drought tolerance are quantitative in nature. An important research strategy that has been
widely used over the past two decades to deal with such complexity is the use of molecular
markers to identify quantitative trait loci (QTLs) in appropriate mapping populations. Once
molecular markers (i.e. for trait QTLs) linked to specific drought tolerance component traits
found, it is possible to move them into adapted cultivars or other agronomic backgrounds
through marker‐assisted breeding. Moreover, in adapted genotypes identification of QTLs for
the key traits responsible for improved productivity under drought could be helpful in
accelerating the process of pyramiding of favorable alleles for better yield and production.
Integration of knowledge from plant physiology and biotechnology into plant breeding can
help developing best cultivars for drought tolerance. The availability of a large number of
molecular markers, dense genetic maps, and markers associated with traits and transcriptom‐
ics resources have made it possible to integrate genomics technologies into chickpea improve‐
ment. Understanding plant response to water stress for key drought stress traits and screening
of mapping populations for these traits for QTL identification are of prime importance for
future drought stress breeding. Food security requires investments in this domain, in partic‐
ular with new genotypes that can at least maintain an acceptable productivity under drought
stress condition.
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Marker‐assisted breeding is an important technique for improvement of crop productivity
against drought stress. As a complement to the recent rapid progress in genomics, a better
understanding of physiological mechanisms of drought response contributes to the progress
of crop productivity against drought tolerance. Mostly physiological traits associated with
drought tolerance are quantitative in nature. An important research strategy that has been
widely used over the past two decades to deal with such complexity is the use of molecular
markers to identify quantitative trait loci (QTLs) in appropriate mapping populations. Once
molecular markers (i.e. for trait QTLs) linked to specific drought tolerance component traits
found, it is possible to move them into adapted cultivars or other agronomic backgrounds
through marker‐assisted breeding. Moreover, in adapted genotypes identification of QTLs for
the key traits responsible for improved productivity under drought could be helpful in
accelerating the process of pyramiding of favorable alleles for better yield and production.
Integration of knowledge from plant physiology and biotechnology into plant breeding can
help developing best cultivars for drought tolerance. The availability of a large number of
molecular markers, dense genetic maps, and markers associated with traits and transcriptom‐
ics resources have made it possible to integrate genomics technologies into chickpea improve‐
ment. Understanding plant response to water stress for key drought stress traits and screening
of mapping populations for these traits for QTL identification are of prime importance for
future drought stress breeding. Food security requires investments in this domain, in partic‐
ular with new genotypes that can at least maintain an acceptable productivity under drought
stress condition.
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Abstract

Barley heading date is important in adapting barley genotypes to different environ‐
ments. Important factors affecting heading date in barley are temperatures, photoper‐
iod and sowing date. Sowing date is a management option to influence heading date.
It is used to reduce climatic risks such as frosts and water stress at sensitive periods
during crop development. Three major genes control heading date in barley. These
genes regulate photoperiod (Ppd‐H1 and Ppd‐H2), vernalization (Vrn‐ H1, Vrn‐H2 and
Vrn‐H3)  and  the  duration  of  the  vegetative  phase  (Eps).  The  Ppd‐H1  locus  on
chromosome 2(2H) regulates flowering time under long days. Ppd‐H2 on 2H regulates
phenology under short day length. Vernalization is mainly controlled by three loci
(VRN‐H1, VRN‐H2 and VRN‐H3), which interact in an epistatic fashion to determine
vernalization sensitivity. Appropriate physiological and simulation frameworks such
as  that  of  APSIM‐Barley  are  required to  complement  breeding efforts  in  order  to
determine  the  location  of  the  Eps  genes  and  describe  and  quantify  the  effects  of
environment and management on gene expression and their impact on yields and
quality in barley.

Keywords: barley, photoperiod, vernalization, earliness per se, modelling

1. Introduction

World barley production is projected to reach 140 million metric tons (MMT) on 50 m hectares
by 2016/2017 [1] with its greatest economic impact being related to its use as feed, food and for

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons Attribution
License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly cited.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 11

Barley Phenology: Physiological and Molecular

Mechanisms for Heading Date and Modelling of

Genotype‐Environment‐Management Interactions

Ahmed Ibrahim, Matthew Harrison,

Holger Meinke and Meixue Zhou

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/64827

Provisional chapter

Barley Phenology: Physiological and Molecular Mechanisms
for Heading Date and Modelling of Genotype‐Environment‐
Management Interactions

Ahmed Ibrahim, Matthew Harrison, Holger Meinke and
Meixue Zhou

Additional information is available at the end of the chapter

Abstract

Barley heading date is important in adapting barley genotypes to different environ‐
ments. Important factors affecting heading date in barley are temperatures, photoper‐
iod and sowing date. Sowing date is a management option to influence heading date.
It is used to reduce climatic risks such as frosts and water stress at sensitive periods
during crop development. Three major genes control heading date in barley. These
genes regulate photoperiod (Ppd‐H1 and Ppd‐H2), vernalization (Vrn‐ H1, Vrn‐H2 and
Vrn‐H3)  and  the  duration  of  the  vegetative  phase  (Eps).  The  Ppd‐H1  locus  on
chromosome 2(2H) regulates flowering time under long days. Ppd‐H2 on 2H regulates
phenology under short day length. Vernalization is mainly controlled by three loci
(VRN‐H1, VRN‐H2 and VRN‐H3), which interact in an epistatic fashion to determine
vernalization sensitivity. Appropriate physiological and simulation frameworks such
as  that  of  APSIM‐Barley  are  required to  complement  breeding efforts  in  order  to
determine  the  location  of  the  Eps  genes  and  describe  and  quantify  the  effects  of
environment and management on gene expression and their impact on yields and
quality in barley.
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1. Introduction

World barley production is projected to reach 140 million metric tons (MMT) on 50 m hectares
by 2016/2017 [1] with its greatest economic impact being related to its use as feed, food and for
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malting. The demand is projected to reach 142 MMT by 2050 [1]. It is therefore one of the major
sources of income for the countries where it can be produced. Australia is the fourth largest
barley grower in the world, producing about 8.7 MMT of barley in 2015 and contributes up to
30% of the world supply [2,3]. The supplies comprise 2.5 MMT of malting barley and 4.5 MMT
of the feed barley [4, 5]. Currently, one‐third of the world production is used for malting [6]. The
grain is also widely used for human food and livestock feeds, starch production and chemical
industries, while the straw is used for roofing huts and animal bedding. Grazing is sometimes
performed after harvesting or when the crop is green [4, 7].

There are constraints facing barley‐producing nations such as Australia; including transient,
unpredictable and varying climatic conditions [8–10]. These environments are characterized
by a lack of adequate water in spring and summer periods when evaporation and transpiration
are rising rapidly when crops are in the later stages of development, which results in a terminal
drought. There is also a problem of frost when the air temperature drops to 2°C or less. Damage
to crops from frost may occur at any stage of development but is most damaging at and around
flowering. These constraints result in a serious dilemma for growers who must decide whether
to delay anthesis to avoid frost damage or flower as early as possible in order to escape the
effects of terminal drought [11]. Thus, it is important that barley cultivars demonstrate an
adaptation with appropriate rates of development across the heterogeneous environments.

1.1. Barley phenology—its relationship with abiotic stresses, quality and yield

Plant phenology characterises the developmental life cycle events of plants and how these
events are influenced by seasonal and inter‐annual variations in climate as well as habitat
factors [12, 13]. In barley, different development stages, such as spikelet initiation and duration
of grain development can seriously influence yield and quality. These stages are regulated by
environmental factors such as temperature or growing degree days (GDD), duration and
intensity of light, nutrition and husbandry techniques [14]. Heading date is important in
adapting barley genotypes to different stresses such as heat stress, waterlogging, salinity and
drought. Heat stress can quickly deplete the available moisture through high rates of evapo‐
transpiration and ultimately leading to terminal drought [15]. Both heat and drought at late
sowing may interrupt barley developmental processes usually from double ridge (DR) to
maturity. The resultant effects of these stresses are reduction in plant height, dry matter
accumulation and grain yield [15]. On the other hand, low temperature at early growth stages
(Zadoks GS10) may be required for vernalization especially for winter barleys to flower. Apart
from the optimum conditions, poor biomass accumulation and significant yield losses are
attributed to extreme conditions, high or low temperatures, drought or waterlogged anaero‐
biosis and other soil‐related problems [16]. Advances in crop phenology and modelling have
helped with the understanding of how to assess biomass partitioning and effects of abiotic
stresses in crops [12]. Modelling has also helped understand the effects of different environ‐
ments and sowing dates on growth and development of barley plants.

Many scoring systems for plant growth stages have been developed to describe phenology in
cereals [14]. The most widely used scales are Feekes scale [14] and Zadoks scale [17]. The
majority of the scales described only the morphological traits [12], while very few describe the
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apical developmental processes especially on barley [18]. The vital developmental stages that
have significant effects on yield and quality are DR (Zadoks GS30), construction phase which
includes stem elongation (31), heading and anthesis (51&61 as in barley) and grain filling stage
[19, 20]. DR and terminal spikelet (TS) can only be detected through destructive examination
(Figure 1). There have been no consistent reports on the use of correlated traits for the
determination of the flower/floral initiation stage (GS30), although in some cases surrogate
traits such as number of leaves on the main stem have been used to determine this stage [21].

Figure 1. Development stages from double ridge up to terminal spikelet [151].

Developmental stages drive appearance of the main traits in cereals and are sensitive to climate
and management [22, 23]. DR stage is an elementary step for predicting flowering date and
crop yields and has been an important trait for improving crop productivity and adaptation
[24]. Short construction phase (e.g. from Zadoks GS31 to 65) or short grain filling periods often
lead to low yields [25]. The increase in the rate of grain filling is a positively correlated with
grain weight [26]. A significant increase in grain yield in the high rainfall zones of Australia
(usually along the coast with over 550 mm rainfall) was shown to be due to a longer duration
between result from an increased time from GS31 to GS65 (i.e. stem elongation to anthesis) in
wheat [27].

1.2. Factors affecting phenological development in barley

Barley development has three main stages: germination/emergence to double ridge/stem
elongation (GS10 to GS30/31), stem elongation to heading/anthesis (GS30/31 to GS51/61) and
heading to physiological maturity (GS51 to GS 94) [15, 28, 29]. The first stage, the basic
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vegetative phase, is the stage for the production of phyllochrons, roots and tillers. The
agronomic significance of this stage is the generation of enough biomass for livestock feed
especially for dual‐purpose genotypes [30]. The second stage involves the termination of
vegetative growth at GS29. This stage signifies reproductive growth, spikelet initiation and the
onset of stem elongation [31] and is required for the production of a higher number of spikelets
which directly link to grain yield [32]. The third stage is grain filling, influencing grain size
and weight [33]. This stage is essential for yield increase as well as quality. All the three stages
are regulated mainly by genetic, environment as well as management.

Important environmental factors affecting barley developmental stages include temperatures
and photoperiod [15, 34, 35], both of which vary simultaneously in field conditions. This
variability affects developmental events that determine flowering time and consequently
yield [35]. Temperature is very important for all plant physiological processes [36], especially
for the variation in days to spikelet initiation [37], days to heading and days to flowering
(anthesis) in cereals [38, 39]. This observation is supported by Hay et al. [40] and Ellis et al. [41]
who reported that the rate of primordia initiation especially spikelet in barley has a linear
relationship with average daily temperatures. The rate of initiation of organs in barley also
increases linearly with temperature; the optimum temperature for organ development is 25–
30°C [37]. However, low temperature is required in some cereals to stimulate flowering
(vernalization); this term has been used as the basis for classification of barley into winter and
spring types. The variation in the development of phyllochrons in different genotypes of barley
is more likely due to the variation in the combinations of temperature and photoperiod [12].

Growing degree days (GDD) are often used for measuring developmental events in barley.
GDD is the accumulation of the mean daily temperature above a base temperature (0°C in the
case of barley) [34, 42]. Below 0°C, the development of the crop will cease while above 0°C the
growth will increase linearly with temperature [34, 36, 43]. Using zero as the base temperature
(Tb = 0°C) in wheat, Acuna et al. [27] identified an ideotype which may develop sufficient tiller
numbers at 650°Cd to harvest about 400–500 heads/m2. The same ideotype had a construction
phase duration (CPD) within 800–1200°Cd to be able to escape frost and partitioned more
assimilate to developing grain. Miralles et al. [35] reported the GDD that ranges between 950–
2000°Cd and 1300–2100°Cd from sowing to flowering in both barley and wheat, respectively
[35]. This result reflects the high variability in the GDD for flowering time in barley, indicating
that yield might be manipulated using this characteristics.

Photoperiod is also a key environmental factor that affects the development of barley especially
in temperate countries. The duration of day‐length has a predictable pattern that drives
evolutionary plant responses. This forms the basis of classifying barley as a long day, short day
and day‐neutral (DN) plant [44]. Photoperiod can significantly influence the duration of both
vegetative spikelet initiation and stem elongation periods in wheat and barley [45]. The long
day‐length of higher northern and lower southern latitudes causes both photoperiod‐sensitive
and photoperiod‐insensitive cultivars to flower early. The winter type responds strongly to
long days, while spring types vary depending on the selection criterion [46]. For example, in
Western Europe and parts of North America, short days increase the duration of vegetative
growth of spring‐sown barley. This lengthens the time for biomass accumulation and hence
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increases yield [46] under temperate growing conditions. Australia has a unique environment
that differs from other barley growing regions in higher latitudes [21], where daylength is
much shorter in winter, but considerably longer in summer (Table 1). However, there is
variation in the extent of sensitivity of Australian genotypes to photoperiod. The baseline for
the sensitivity ranges from 8 to 10 h of exposure, below which no flowering initiation occurs,
while the upper limit ranges from 13 to 18 h [38]. The sensitivity of both vernalization and
photoperiod starts immediately after plant emergence [38].

Region Coordinate Seasonal sunshine hour duration

Winter:

June–

August

Spring:

September–

November

Summer:

December–

February

Autumn:

March–

May

NT, Darwin

NT, Katherine 14.465°S, 132.26° E 11–12 12–13 12–13 11–12

Perth 31.95°S, 115.87°E 10–12 11–14 12–14 10–13

Carnarvon 24.88°S, 113.66°E 10–12 11–14 12–14 10–12

Victoria, Mallee 35.11°S, 142.36°E 9–11 11–14 12–14 10–12

Ravensthorpe, WA 33.32°S, 119.82°E 9–11 11–14 12–14 10–12

SA, Wimmera 37.82°S, 140.78°E 9–11 11–15 13–14 10–12

Adelaide 34.93°S, 138.60°E 9–11 11–14 13–15 10–13

Victoria 37.47°S, 144.79°E 9–11 11–15 12–15 9–13

Brisbane, NSW 27.47°S,153.02° E 10–12 11–15 12–14 10–13

Tasmania 42.88°S, 147.32°E 9–10 11–15 13–15 9–13

NSW, Queensland 20.92°S, 142.70° E 9–12 11–14 12–14 12–14

Launceston, Tas 41.44°S, 147.14°E 9–11 11–15 13–15 9–13

Table 1. Sunshine duration across Australian regions and their coordinates [152].

Management is also an important factor that affects phenology in barley; important factors
include sowing date, fertilizer application, irrigation and other management practices.
Matching the phenology with an appropriate sowing window allows growers to better manage
climate risks that are particularly pronounced in Australia, where early sowing may expose
the heading of spring barley to frost, while late flowering and terminal drought can curtail
grain filling and hence reduce yield [11]. Plant growth and development are affected by high
temperatures and water stress in late sowing of spring barley [15, 47], high temperatures at
early sowing in Punjab of India [47] and low temperatures with early sowing in Russia [15].
In the same experiment with early sown crops, low tillering capacity as a result of low
temperatures caused a significant reduction in grain yield [15]. Similar results were reported
by Ram et al. [47], in that very early sowing of spring barley may affect tillering capacity,
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although in this case due to high temperatures and reduction in biomass accumulation for late
sowing. In addition, sowing date was found to have the most significant effects on the
phenological development of cereals, especially during the GS31 (stem elongation phase) in
wheat [48].

2. Physiological and molecular mechanisms for heading date and their
effects on grain yield and quality

Heading date (spikelet emergence, Zadoks GS51) is a complex trait in barley that has direct
impact on grain yield and quality and also forms the basis of evolutional adaptation to the
changing climate. The mechanisms of regulating this trait are so complicated that there has
been no final conclusion on the specific number of genes that are involved and their interac‐
tions [37]. Although the expression of this trait is governed by complex factors such as genetics,
physiology and environment [21], neither the plant breeder nor the physiologist can clearly
explain their interactions. For example, physiologists have not answered some unresolved
developmental issues such as the regulation of the developmental rate within an environment
and the cause of the transition between one growth stage to another. Equally, crop breeders
need to account for the gene functions, the number of the genes and their interactions that are
involved in expression of heading date [37].

2.1. Genetic regulation of heading (flowering) date

Barley improvement dates back to its domestication period. However, significant yield
improvements began only in the 1950s as a result of the application of more advanced plant
gene technologies [49]. Studies have been conducted on the genetic improvement, which
include the determination of genotypic and phenotypic variability in days to flowering and
growth phases, as well as comparing different sets of cultivars in barley [29, 50] and wheat [51].
Recent advances in the area of molecular breeding using highly polymorphic molecular
makers such as simple sequence repeat (SSR) and single nucleotide polymorphisms (SNPs)
have also led to significant progress in the improvement of yield and quality in barley. These
markers are being used to tag genes or quantitative trait loci (QTLs) that are of economic
importance, offering promises in their use in marker‐assisted selection (MAS) [52]. Among all
the markers, SNPs and SSRs are unanimously believed to be best suited for the use in marker‐
assisted breeding [53]. They have been used to assess most of the genes in barley and other
cereals through cDNAs, expressed sequence tags (ESTs) and sequenced PCR amplicons that
provide use of SNPs in protein encoding transcribed genes.

A genetic study on early versus late heading in barley was first reported in 1907 [54]. Explo‐
ration of the effects of environment on heading date was initiated following the reports of
Garner et al. [55]. This opinion was supported by other studies that sources of variation in
flowering date among different genotypes of barley were due to the effects of seasonal
variation, location and sowing date [21]. As a result, genotypic differential response to
photoperiod, vernalization and other environmental conditions have been conducted. Three
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groups of genes are responsible for variations in heading date. These include Ppd (photoper‐
iod) [20, 44, 56, 57], Vrn (vernalization) [58, 59] and earliness per se (Eps) [60, 61]. Eps determines
the time and duration of the reproductive phase. Of the three genes, only Eps gene acts
independently of vernalization and photoperiod [19, 20, 62, 63]. All the Vrn genes have been
cloned [46, 64–66]. All the three groups of genes have been well researched in wheat, although
there is no conclusive evidence that Eps genes have been cloned in all cereals. These genes start
to regulate development from emergence GS10 [20]. Hence, there is a lack of information on
the genetics, physiological, biochemical functions and location of the Eps gene especially in
barley [64, 67, 68]. Unfortunately, the access to the barley genome has not been straightforward
because the genome consists of a large number of repetitive sequences [63, 69]. Scientists have
explored the opportunities in the colinearity of the genes among the cereals [63, 67, 70, 71] for
marker design and elucidation of the effects of the genes on yield and quality and their
interaction with the environment in barley [63]. It is, however, important to understand the
behaviour and interaction of these Eps genes with different environment and management
practices. Particularly in Australia, variable climates make production decisions and genetic
improvement for crop adaptation difficult [9]. Evidence of deferential genotype responses to
ambient temperature and other climatic parameters is limited in barley [21]; thus, the knowl‐
edge of genotype x environment or QTL × environment as well as management (G × E × M)
interactions is required to help obtain higher grain yields and quality [72]. The use of crop
simulation modelling to predict expression of complex crop traits under diverse environments
has provided plant breeders and farm managers with good opportunities to make crucial
decisions such as matching the choice of genotypes to an appropriate sowing window or soil
type, in different environmental conditions [73]. Therefore, integration of experimentally
determined genetic responses to photoperiod, vernalization and Eps will complement plant
breeders in their use of genetics and molecular tools in the prediction of flowering time and
the understanding of how these genes affect grain yield and quality in different climates and
with different management.

2.1.1. Photoperiod genes (Ppd)

The photoperiod pathway is generally classified into two components: the circadian clock and
the photoperiod clock regulators [74]. The clock is the receptor of light stimuli perceived by
phytochromes (phyA to phyE) and cryptochromes (cry1 and cry2) which are red and far red
receptors and blue light receptors, respectively [74]. Temperate cereals, including barley, are
quantitative long‐day crops [21]; however, some varieties differ in their response to photoper‐
iod [75], as mentioned above. Photoperiod sensitivity can significantly influence the duration
of both vegetative and stem elongation periods in wheat and barley [45]. Longer day‐length
causes both photoperiod‐sensitive and photoperiod‐insensitive barley cultivars to flower early.
There is evidence that specific stages in floral development in wheat and barley may also be
sensitive to light intensity [76] and heavy shading during the later stages of ear development
may result in the infertility of the spike [76]. As a result, flowering in photosensitive plants like
barley may be entirely inhibited if the light intensity is reduced sufficiently during long periods
because of the low level of availability of carbohydrates within shaded plants [76]. Therefore,
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sowing. In addition, sowing date was found to have the most significant effects on the
phenological development of cereals, especially during the GS31 (stem elongation phase) in
wheat [48].

2. Physiological and molecular mechanisms for heading date and their
effects on grain yield and quality

Heading date (spikelet emergence, Zadoks GS51) is a complex trait in barley that has direct
impact on grain yield and quality and also forms the basis of evolutional adaptation to the
changing climate. The mechanisms of regulating this trait are so complicated that there has
been no final conclusion on the specific number of genes that are involved and their interac‐
tions [37]. Although the expression of this trait is governed by complex factors such as genetics,
physiology and environment [21], neither the plant breeder nor the physiologist can clearly
explain their interactions. For example, physiologists have not answered some unresolved
developmental issues such as the regulation of the developmental rate within an environment
and the cause of the transition between one growth stage to another. Equally, crop breeders
need to account for the gene functions, the number of the genes and their interactions that are
involved in expression of heading date [37].

2.1. Genetic regulation of heading (flowering) date

Barley improvement dates back to its domestication period. However, significant yield
improvements began only in the 1950s as a result of the application of more advanced plant
gene technologies [49]. Studies have been conducted on the genetic improvement, which
include the determination of genotypic and phenotypic variability in days to flowering and
growth phases, as well as comparing different sets of cultivars in barley [29, 50] and wheat [51].
Recent advances in the area of molecular breeding using highly polymorphic molecular
makers such as simple sequence repeat (SSR) and single nucleotide polymorphisms (SNPs)
have also led to significant progress in the improvement of yield and quality in barley. These
markers are being used to tag genes or quantitative trait loci (QTLs) that are of economic
importance, offering promises in their use in marker‐assisted selection (MAS) [52]. Among all
the markers, SNPs and SSRs are unanimously believed to be best suited for the use in marker‐
assisted breeding [53]. They have been used to assess most of the genes in barley and other
cereals through cDNAs, expressed sequence tags (ESTs) and sequenced PCR amplicons that
provide use of SNPs in protein encoding transcribed genes.

A genetic study on early versus late heading in barley was first reported in 1907 [54]. Explo‐
ration of the effects of environment on heading date was initiated following the reports of
Garner et al. [55]. This opinion was supported by other studies that sources of variation in
flowering date among different genotypes of barley were due to the effects of seasonal
variation, location and sowing date [21]. As a result, genotypic differential response to
photoperiod, vernalization and other environmental conditions have been conducted. Three
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groups of genes are responsible for variations in heading date. These include Ppd (photoper‐
iod) [20, 44, 56, 57], Vrn (vernalization) [58, 59] and earliness per se (Eps) [60, 61]. Eps determines
the time and duration of the reproductive phase. Of the three genes, only Eps gene acts
independently of vernalization and photoperiod [19, 20, 62, 63]. All the Vrn genes have been
cloned [46, 64–66]. All the three groups of genes have been well researched in wheat, although
there is no conclusive evidence that Eps genes have been cloned in all cereals. These genes start
to regulate development from emergence GS10 [20]. Hence, there is a lack of information on
the genetics, physiological, biochemical functions and location of the Eps gene especially in
barley [64, 67, 68]. Unfortunately, the access to the barley genome has not been straightforward
because the genome consists of a large number of repetitive sequences [63, 69]. Scientists have
explored the opportunities in the colinearity of the genes among the cereals [63, 67, 70, 71] for
marker design and elucidation of the effects of the genes on yield and quality and their
interaction with the environment in barley [63]. It is, however, important to understand the
behaviour and interaction of these Eps genes with different environment and management
practices. Particularly in Australia, variable climates make production decisions and genetic
improvement for crop adaptation difficult [9]. Evidence of deferential genotype responses to
ambient temperature and other climatic parameters is limited in barley [21]; thus, the knowl‐
edge of genotype x environment or QTL × environment as well as management (G × E × M)
interactions is required to help obtain higher grain yields and quality [72]. The use of crop
simulation modelling to predict expression of complex crop traits under diverse environments
has provided plant breeders and farm managers with good opportunities to make crucial
decisions such as matching the choice of genotypes to an appropriate sowing window or soil
type, in different environmental conditions [73]. Therefore, integration of experimentally
determined genetic responses to photoperiod, vernalization and Eps will complement plant
breeders in their use of genetics and molecular tools in the prediction of flowering time and
the understanding of how these genes affect grain yield and quality in different climates and
with different management.

2.1.1. Photoperiod genes (Ppd)

The photoperiod pathway is generally classified into two components: the circadian clock and
the photoperiod clock regulators [74]. The clock is the receptor of light stimuli perceived by
phytochromes (phyA to phyE) and cryptochromes (cry1 and cry2) which are red and far red
receptors and blue light receptors, respectively [74]. Temperate cereals, including barley, are
quantitative long‐day crops [21]; however, some varieties differ in their response to photoper‐
iod [75], as mentioned above. Photoperiod sensitivity can significantly influence the duration
of both vegetative and stem elongation periods in wheat and barley [45]. Longer day‐length
causes both photoperiod‐sensitive and photoperiod‐insensitive barley cultivars to flower early.
There is evidence that specific stages in floral development in wheat and barley may also be
sensitive to light intensity [76] and heavy shading during the later stages of ear development
may result in the infertility of the spike [76]. As a result, flowering in photosensitive plants like
barley may be entirely inhibited if the light intensity is reduced sufficiently during long periods
because of the low level of availability of carbohydrates within shaded plants [76]. Therefore,
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genotypes vary in the photoperiodic threshold below in which flowering initiation will not
take place.

In barley, two photoperiod genes influencing flowering time are Ppd‐H1 on chromosome
2(2HS), which regulates flowering time under long days [56, 57, 62, 77, 78] and Ppd‐ H2 on
chromosome 5(1HL) that regulates flowering time under short days [20, 62, 78]. Ppd‐ H1 is a
pseudo‐response regulator gene (HvPRR37) [79] and is the major controller of heading date
when crops are exposed to long days (LDs). Therefore, the spring varieties of barley consist of
this dominant allele. However, the recessive allele ppd‐H1 is the major causes of the reduction
in photoperiod response in European spring types and hence the reason for late flowering in
LDs [46]. Reduced photoperiod responsiveness of the ppd‐H1 mutant, which is highly variable
in long season conditions, is explained by altered circadian expression of the photoperiod
pathway gene CONSTANS and reduced expression of its downstream target, HvFT1, which
is controlled by HvCO1, a key regulator of flowering [64, 80]. EARLY FLOWERING3 (ELF3),
which is also a member of the circadian clock genes, regulates flowering under the influence
of photoperiod [81]. This gene also has a loss‐of‐function mutant in plants (e.g. barley and
some legumes) that causes early flowering in short days (SDs) as well as in LDs. In the same
way as the ppd‐H1 operates, the recessive mutant eam8 (mat‐a) has a loss of function charac‐
teristic [64] that leads to the insensitivity to photoperiod and thus can cause early flowering in
both SDs and LDs [64, 81]. However, eam8 is significantly involved in the expression of HvFT1
(a flower initiator) which is also an allelic variant at Ppd‐H1 locus [64]. Similarly, the barley
elf3 mutant helps in the expression of the GA20oxidase2 gene, which causes the production of
gibberellin (GA) in the apical meristems under SDs. Thus, the production of GA activates the
early‐flowering elf3 in SDs in the absence of the FT1 gene [81]. The second photoperiod gene
(Ppd‐H2) responds to short day‐length. Ppd‐H2 acts similarly to HvFT3 when exposed to SDs.
In an experiment conducted using Morex and Steptoe populations, the expression of the
HvFT3 was not found in the Steptoe genotype (which has the ppd‐H2) but was found in in
Morex (which has the Ppd‐H2 gene). Therefore, HvFT3 has been named as the candidate for
Ppd‐H2 [82]. In spring barley, the Ppd‐H2 allele is the major actor regulating flowering, but is
rarely found in commercial winter types [82].

Many other QTLs have been identified from different populations. Ren et al.  [57] also
detected a major QTL under 18‐h photoperiod in glasshouse experiments and mapped
the QTL to the Xp12m50B199–Xp13m47B399 interval of flanking markers on chromosome
4H which accounted for 77.48 and 37.81% of phenotypic variation for long photoperiod
response in Australia and China, respectively. The gene, eam7,  showed a stronger effect
on flowering time with 55 day and 18 day differences compared to Ppd‐H1 (chromosome
2H) and Ppd‐H2 (chromosome 1H) [83]. Another eam7  determining photoperiod insensi‐
tivity under short day‐ length was identified on the short arm of chromosome 6H near
the centromere [83]. This gene was 6.7 and 13.0 cM away from two flanking markers
Xmwg2264 and Xmwg916, respectively. Environmental factors also had a significant effect
on the expression of two different QTLs, for flowering time which were mapped to chro‐
mosomes 1HL and 7HS when the population was grown under long photoperiod condi‐
tions. However, no QTL was detected in the same lines when they were grown under
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short photoperiod conditions [78]. The QTL for heading date are often linked with yield
in barley [19, 84]. These could be the part of the reasons why most of these genes have
a highly significant effect on several agronomic traits, such as biomass accumulation
including grain yield and grain quality in barley [20, 85]. The photoperiod responsive
genes in wheat were found to be in homoeologous series to genes on barley chromosome
1H, 2H [28].

2.1.2. The vernalization genes (VRN)

Vernalization is the requirement for prolonged low temperature to advance flowering in
cereals and depends on the growth habit (such as spring or winter types). The winter types of
barley require cold exposure before flower initiation, typically below 10°C for a period between
4 and 6 weeks [86], depending on base temperature as defined above. In contrast, the spring
types have minimal low temperature dependency and are usually insensitive to vernalization
and Short day photoperiod [87]. This behaviour is characteristic of many temperate cereals
like barley [87, 88] and associated with the capacity of a genotype to survive the cold winter
during vegetative stages [87, 89, 90]. Barley is an excellent model for genetic analysis of low‐
temperature tolerance in fall‐sown cereals [90]. Its responses to vernalization have been
observed to vary greatly among genotypes and between growth phases [45, 90].

Vernalization in cultivated barley is mainly controlled by three major Vrn genes [28], Vrn1,
Vrn2 and Vrn3 [58], or HvVrn1, HvVrn2, HvVrn3 [88], or Vrn‐H1, Vrn‐H2 and Vrn‐H3 [59]. The
Vrn‐H1 (also named as Sgh2 or Sh2) is located in the middle of the long arms of 5H [67, 88].
The Vrn‐H2 (Sgh or Sh) is found on chromosome 4H [67], while the Vrn‐H3 (Sgh3 or Sh3) is
on 1H [59]. Vrn‐H1 translates the fruit‐like MADS‐box transcription factor which is an ortholog
APETA‐LA1 gene [65]. The allelic difference at this gene locus is essential for flowering in
temperate cereals [65, 88, 91] and therefore, it is one of the major determinants of vernalization
requirement in barley and wheat [92]. Within the locus, the allele that is responsible for the
spring growth habit is Vrn‐H1 (the dominant one) [93], while the recessive allele accounts for
genetic regulation of the winter habit [65, 67, 88]. A large deletion in the first intron of Vrn‐H1
locus in the dominant allele is responsible for the null response to vernalization in spring barley
and wheat [93, 94], while no deletion within intron 1 was observed in the winter habit types
possessing recessive vrn‐H1 allelic loci [67, 88, 93].

The second locus is the Vrn‐H2 (Sgh2 or Sh2) which encodes for the zinc finger‐CCT
(ZCCT‐H) transcription factor [93] and is also vernalization dependent. A partial or total
deletion of part of this locus has been shown to cause a non‐functional mutation of the
gene and a recessive form is responsible for the spring growth habit in both barley and
wheat [65, 92, 95]. However, it is necessary to understand that the effects of Vrn‐H2 under
field conditions can only be verified using a variety of sowing dates [59]. The authors fur‐
ther stated that the gene does not affect heading date when crops were autumn sown.

The third is the Vrn‐H3 (Sgh3 or Sh3) on chromosome 1H [20, 28, 88] and later on 7HS
[62, 96]. This gene is an ortholog of the FT gene in Arabidopsis [96] and HvFT1 gene [62]
which responds to vernalization in both barley and wheat. A study conducted by [96]
showed that homologous spring barley with dominant Vrn‐H3 allele had an increase in
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genotypes vary in the photoperiodic threshold below in which flowering initiation will not
take place.

In barley, two photoperiod genes influencing flowering time are Ppd‐H1 on chromosome
2(2HS), which regulates flowering time under long days [56, 57, 62, 77, 78] and Ppd‐ H2 on
chromosome 5(1HL) that regulates flowering time under short days [20, 62, 78]. Ppd‐ H1 is a
pseudo‐response regulator gene (HvPRR37) [79] and is the major controller of heading date
when crops are exposed to long days (LDs). Therefore, the spring varieties of barley consist of
this dominant allele. However, the recessive allele ppd‐H1 is the major causes of the reduction
in photoperiod response in European spring types and hence the reason for late flowering in
LDs [46]. Reduced photoperiod responsiveness of the ppd‐H1 mutant, which is highly variable
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is controlled by HvCO1, a key regulator of flowering [64, 80]. EARLY FLOWERING3 (ELF3),
which is also a member of the circadian clock genes, regulates flowering under the influence
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way as the ppd‐H1 operates, the recessive mutant eam8 (mat‐a) has a loss of function charac‐
teristic [64] that leads to the insensitivity to photoperiod and thus can cause early flowering in
both SDs and LDs [64, 81]. However, eam8 is significantly involved in the expression of HvFT1
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elf3 mutant helps in the expression of the GA20oxidase2 gene, which causes the production of
gibberellin (GA) in the apical meristems under SDs. Thus, the production of GA activates the
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(Ppd‐H2) responds to short day‐length. Ppd‐H2 acts similarly to HvFT3 when exposed to SDs.
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HvFT3 was not found in the Steptoe genotype (which has the ppd‐H2) but was found in in
Morex (which has the Ppd‐H2 gene). Therefore, HvFT3 has been named as the candidate for
Ppd‐H2 [82]. In spring barley, the Ppd‐H2 allele is the major actor regulating flowering, but is
rarely found in commercial winter types [82].

Many other QTLs have been identified from different populations. Ren et al.  [57] also
detected a major QTL under 18‐h photoperiod in glasshouse experiments and mapped
the QTL to the Xp12m50B199–Xp13m47B399 interval of flanking markers on chromosome
4H which accounted for 77.48 and 37.81% of phenotypic variation for long photoperiod
response in Australia and China, respectively. The gene, eam7,  showed a stronger effect
on flowering time with 55 day and 18 day differences compared to Ppd‐H1 (chromosome
2H) and Ppd‐H2 (chromosome 1H) [83]. Another eam7  determining photoperiod insensi‐
tivity under short day‐ length was identified on the short arm of chromosome 6H near
the centromere [83]. This gene was 6.7 and 13.0 cM away from two flanking markers
Xmwg2264 and Xmwg916, respectively. Environmental factors also had a significant effect
on the expression of two different QTLs, for flowering time which were mapped to chro‐
mosomes 1HL and 7HS when the population was grown under long photoperiod condi‐
tions. However, no QTL was detected in the same lines when they were grown under
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short photoperiod conditions [78]. The QTL for heading date are often linked with yield
in barley [19, 84]. These could be the part of the reasons why most of these genes have
a highly significant effect on several agronomic traits, such as biomass accumulation
including grain yield and grain quality in barley [20, 85]. The photoperiod responsive
genes in wheat were found to be in homoeologous series to genes on barley chromosome
1H, 2H [28].

2.1.2. The vernalization genes (VRN)

Vernalization is the requirement for prolonged low temperature to advance flowering in
cereals and depends on the growth habit (such as spring or winter types). The winter types of
barley require cold exposure before flower initiation, typically below 10°C for a period between
4 and 6 weeks [86], depending on base temperature as defined above. In contrast, the spring
types have minimal low temperature dependency and are usually insensitive to vernalization
and Short day photoperiod [87]. This behaviour is characteristic of many temperate cereals
like barley [87, 88] and associated with the capacity of a genotype to survive the cold winter
during vegetative stages [87, 89, 90]. Barley is an excellent model for genetic analysis of low‐
temperature tolerance in fall‐sown cereals [90]. Its responses to vernalization have been
observed to vary greatly among genotypes and between growth phases [45, 90].

Vernalization in cultivated barley is mainly controlled by three major Vrn genes [28], Vrn1,
Vrn2 and Vrn3 [58], or HvVrn1, HvVrn2, HvVrn3 [88], or Vrn‐H1, Vrn‐H2 and Vrn‐H3 [59]. The
Vrn‐H1 (also named as Sgh2 or Sh2) is located in the middle of the long arms of 5H [67, 88].
The Vrn‐H2 (Sgh or Sh) is found on chromosome 4H [67], while the Vrn‐H3 (Sgh3 or Sh3) is
on 1H [59]. Vrn‐H1 translates the fruit‐like MADS‐box transcription factor which is an ortholog
APETA‐LA1 gene [65]. The allelic difference at this gene locus is essential for flowering in
temperate cereals [65, 88, 91] and therefore, it is one of the major determinants of vernalization
requirement in barley and wheat [92]. Within the locus, the allele that is responsible for the
spring growth habit is Vrn‐H1 (the dominant one) [93], while the recessive allele accounts for
genetic regulation of the winter habit [65, 67, 88]. A large deletion in the first intron of Vrn‐H1
locus in the dominant allele is responsible for the null response to vernalization in spring barley
and wheat [93, 94], while no deletion within intron 1 was observed in the winter habit types
possessing recessive vrn‐H1 allelic loci [67, 88, 93].

The second locus is the Vrn‐H2 (Sgh2 or Sh2) which encodes for the zinc finger‐CCT
(ZCCT‐H) transcription factor [93] and is also vernalization dependent. A partial or total
deletion of part of this locus has been shown to cause a non‐functional mutation of the
gene and a recessive form is responsible for the spring growth habit in both barley and
wheat [65, 92, 95]. However, it is necessary to understand that the effects of Vrn‐H2 under
field conditions can only be verified using a variety of sowing dates [59]. The authors fur‐
ther stated that the gene does not affect heading date when crops were autumn sown.

The third is the Vrn‐H3 (Sgh3 or Sh3) on chromosome 1H [20, 28, 88] and later on 7HS
[62, 96]. This gene is an ortholog of the FT gene in Arabidopsis [96] and HvFT1 gene [62]
which responds to vernalization in both barley and wheat. A study conducted by [96]
showed that homologous spring barley with dominant Vrn‐H3 allele had an increase in
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HvFT transcript rapidly, while the recessive genotype vrn‐H3 had low HvFT transcript
without vernalization. A strong relationship was found between the Vrn‐H3 and Ppd
genes as the HvFT was observed to be very low in SD and upregulated in LDs [96]. Final‐
ly, for a given winter genotype to respond to vernalization, it must have all three (vrn‐
H1:Vrn‐H2:vrnH3) and all other combinations are reported to be spring types [59, 88, 95].
These three loci (VRN‐H1, VRN‐H2 and VRN‐H3) interact in an epistatic fashion to deter‐
mine vernalization sensitivity [95].

Since there is a form of homogeneous genetic system for all the cereals with a high degree of
synteny (physical co‐localization of genetic loci on the same chromosome in an individual or
species), the results of one species are frequently applicable to other members of the cereal
family [87, 97, 98], including barley. Consequently, the cloning of the candidate genes in diploid
wheat (Triticum monococcum) of VRN‐Am1 and VRN‐Am2 [65, 91, 92, 99] and hexaploid wheat
(T. aestivum) of VRN‐1 has considerably increased our understanding of the genetics of
vernalization in barley [87].

2.1.3. Basic vegetative phase BVP (Earliness per se, Eps)

Barley has the potential to grow and produce economically viable yields under a wide
range of diverse environment‐types. Early growth plasticity is determined during the vege‐
tative phase [100], which has extensive genetic diversity. One of these genes is the Earliness
per se, Eps. This gene regulates the basic vegetative phase (BVP) in barley and influences
the time and duration of growth stages from DR (Zadoks GS30) to grain filling stage (Za‐
doks GS70) [60, 61]. Expression of this gene can only be fully observed when all the other
sources of the variations in flowering time have been fixed, i.e. when the environmental
stimuli such as exposure to adequate vernalization and photoperiod requirements have
been met by the plants [70, 71, 101–103]. In addition, Eps is also actively involved in the
fine‐tuning of the flowering time in cereals including barley [71, 104]. Various authors have
identified the Eps gene in all the chromosomes of common wheat [71] and barley [20, 63,
67]. Recent advances in molecular genetics have shown that the location and physiological
effects of the Eps gene on yield and quality in barley are limited [63]. Since most of the
cereals share similar genetic synteny [63], it could be assumed that results from studies on
reports on wheat could be applied to barley. Efforts to identify the markers linked to the
genes and their locations are underway. In wheat, RFLP marker, wg241 was observed to be
linked to Eps‐Am1 gene on 1H [71]. The gene was found to be 0.7 cM distal to wg241 and
1.4 cM proximal to the barc287 markers [60, 71]. Among the three markers reported in Bra‐
chypodium and wheat plants, two were identified to be molybdenum transporter 1 (Mot1)
(transcriptional regulator) and filamentation temperature‐sensitive H4 (FtsH4), respectively
[70, 105]. These makers were linked to the Eps gene and were proposed as candidates for
Eps‐Am1 on chromosome 1H [70, 105]. The predicted MOT1 protein showed differences in
the amino acid between the parent lines in which the effects could not be predicted [105].
Thus, any future steps to clone the Eps‐Am1 gene should include the generation of mot1
and ftsh4 mutants and the completion of the T. monococcum physical map to test for the
presence of additional candidate genes.
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2.2. Effects of Eps gene on developmental phases

The genetic and physiological processes that are linked to the adaptation of barley are due to
broad differences in the developmental phases. These phases include both the time and
duration from spikelet initiation (GS30) and up to grain filling (Zadoks GS70). Most previous
research conducted has centred on the effects of Eps gene on the flowering time [61, 65, 67]
with fewer focussing on the variations in the duration of each of developmental stages [61, 106,
107]. For example, an study conducted by Lewis et al. [61] using single seed decent and near
isogenic lines (NILs) observed a significant interaction between the Eps gene and the timing
and duration from vegetative to flowering phase especially from double ridge to terminal
spikelet stage in diploid wheat. The interaction showed that the NIL genotypes with the early
allele, Eps‐e, had the transition to DR stage 35 days earlier (67% less) than the genotypes with
the Eps‐l alleles. The SSD genotypes had highly significant differences (P < 0.0001) in both
heading time and number of spikelets per spike between Eps alleles (eps‐e and eps‐l). The
genotypes with the late allele Eps‐l flowered 61 days later than those with eps‐e alleles (with
76% across temperatures) and produced a mean of 8.7 more spikelets for each spike which was
a 56% increase across temperatures [61]. However, results of Valárik et al. [71] and Zikhali et
al. [103] showed only a few days of differences (from 1 to 5 days) in flowering time between a
pair of near isolines (NILs) and their recombinant inbred lines (RL) in both wheat and rice. In
addition, no significant interaction (P = 0.67) was observed between Eps genes and the stem
elongation stage [61], which is the beginning of construction phase. Also temperature had no
significant effects on the gene determining spikelets number per spike [61]. Contrary to this
opinion, Slafer et al. [108] observed that lengthening the duration of the stem elongation phase,
without modifying total time to anthesis, could increase the number of grains/m2 and
consequently the number of grains per unit land area [45]. In general, variations in both
flowering time and spikelet number per spike could be due to pleiotropic effects of a single
gene or to the effect of tightly linked multiple genes with additive effects [71, 105].

2.3. Effects of temperature on the Eps genes

Temperature is the major environmental factor affecting Eps genes in barley and wheat [61,
101]. Differences exist among genotypes carrying Eps‐e for early heading and Eps‐l alleles for
late heading in wheat [60]. There are significant interactions between the Eps gene and
temperature [60, 61]. The genotypes with Eps‐l alleles had no interaction with temperatures
(21°Cd difference), while lines carrying the Eps‐e allele had a shorter thermal time to heading
at 16°C than at 23°C (336°Cd difference) [61]. Lewis et al. [61] further showed that the thermal
time to flowering for the genotypes with the Eps‐e gene was approximately 1557°Cd. These
are 1118°Cd less than the thermal time for the late genotypes (2675°Cd) with Eps‐l gene. Slafer
et al. [106] used four wheat varieties and six differential temperatures (10–25°C) to study the
effect of temperature on growth stages. They showed that the developmental phases of
individual genotypes were most sensitive to temperature from sowing to anthesis. This
variation can be attributed to the allelic diversity at Eps locus in the lines studied. Hence, an
in‐depth research of genetic variability of the earliness per se genes (Eps) is required for a more
precise analysis of their effects on developmental stages and temperature sensitivity.
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doks GS70) [60, 61]. Expression of this gene can only be fully observed when all the other
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effects of the Eps gene on yield and quality in barley are limited [63]. Since most of the
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linked to Eps‐Am1 gene on 1H [71]. The gene was found to be 0.7 cM distal to wg241 and
1.4 cM proximal to the barc287 markers [60, 71]. Among the three markers reported in Bra‐
chypodium and wheat plants, two were identified to be molybdenum transporter 1 (Mot1)
(transcriptional regulator) and filamentation temperature‐sensitive H4 (FtsH4), respectively
[70, 105]. These makers were linked to the Eps gene and were proposed as candidates for
Eps‐Am1 on chromosome 1H [70, 105]. The predicted MOT1 protein showed differences in
the amino acid between the parent lines in which the effects could not be predicted [105].
Thus, any future steps to clone the Eps‐Am1 gene should include the generation of mot1
and ftsh4 mutants and the completion of the T. monococcum physical map to test for the
presence of additional candidate genes.
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2.2. Effects of Eps gene on developmental phases

The genetic and physiological processes that are linked to the adaptation of barley are due to
broad differences in the developmental phases. These phases include both the time and
duration from spikelet initiation (GS30) and up to grain filling (Zadoks GS70). Most previous
research conducted has centred on the effects of Eps gene on the flowering time [61, 65, 67]
with fewer focussing on the variations in the duration of each of developmental stages [61, 106,
107]. For example, an study conducted by Lewis et al. [61] using single seed decent and near
isogenic lines (NILs) observed a significant interaction between the Eps gene and the timing
and duration from vegetative to flowering phase especially from double ridge to terminal
spikelet stage in diploid wheat. The interaction showed that the NIL genotypes with the early
allele, Eps‐e, had the transition to DR stage 35 days earlier (67% less) than the genotypes with
the Eps‐l alleles. The SSD genotypes had highly significant differences (P < 0.0001) in both
heading time and number of spikelets per spike between Eps alleles (eps‐e and eps‐l). The
genotypes with the late allele Eps‐l flowered 61 days later than those with eps‐e alleles (with
76% across temperatures) and produced a mean of 8.7 more spikelets for each spike which was
a 56% increase across temperatures [61]. However, results of Valárik et al. [71] and Zikhali et
al. [103] showed only a few days of differences (from 1 to 5 days) in flowering time between a
pair of near isolines (NILs) and their recombinant inbred lines (RL) in both wheat and rice. In
addition, no significant interaction (P = 0.67) was observed between Eps genes and the stem
elongation stage [61], which is the beginning of construction phase. Also temperature had no
significant effects on the gene determining spikelets number per spike [61]. Contrary to this
opinion, Slafer et al. [108] observed that lengthening the duration of the stem elongation phase,
without modifying total time to anthesis, could increase the number of grains/m2 and
consequently the number of grains per unit land area [45]. In general, variations in both
flowering time and spikelet number per spike could be due to pleiotropic effects of a single
gene or to the effect of tightly linked multiple genes with additive effects [71, 105].

2.3. Effects of temperature on the Eps genes

Temperature is the major environmental factor affecting Eps genes in barley and wheat [61,
101]. Differences exist among genotypes carrying Eps‐e for early heading and Eps‐l alleles for
late heading in wheat [60]. There are significant interactions between the Eps gene and
temperature [60, 61]. The genotypes with Eps‐l alleles had no interaction with temperatures
(21°Cd difference), while lines carrying the Eps‐e allele had a shorter thermal time to heading
at 16°C than at 23°C (336°Cd difference) [61]. Lewis et al. [61] further showed that the thermal
time to flowering for the genotypes with the Eps‐e gene was approximately 1557°Cd. These
are 1118°Cd less than the thermal time for the late genotypes (2675°Cd) with Eps‐l gene. Slafer
et al. [106] used four wheat varieties and six differential temperatures (10–25°C) to study the
effect of temperature on growth stages. They showed that the developmental phases of
individual genotypes were most sensitive to temperature from sowing to anthesis. This
variation can be attributed to the allelic diversity at Eps locus in the lines studied. Hence, an
in‐depth research of genetic variability of the earliness per se genes (Eps) is required for a more
precise analysis of their effects on developmental stages and temperature sensitivity.
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2.4. Effect of sowing date on the Eps genes

In order to maximize yield potential in any environment, cultivars must have an appropriate
flowering window and life cycle duration in the target environment [28, 60]. Sowing date is
an important factor that governs flowering period, the timing of which needs to escape biotic
and abiotic stress. Out of these three major genes, Ppd, Vrn and Eps, Eps genes do not respond
to the differential to vernalization or photoperiod and still control timing and duration of
flowering independent of these stimuli [28].

2.5. Effect of the Eps gene on grain quality

Yield and quality are important complex traits in any breeding programme. Improvement of
these traits is very difficult to achieve due to their genetic, physiological and physical com‐
plexity. Grain quality could either be physical, such as size, hardness and lustre, or nutritional
such as malting quality. The relationship of Eps gene on heading, spikelets number and number
of grains per spike has been shown to be correlated with yield [61]. However, grain quality
can also be improved by manipulating the Eps gene loci [109] to improve the physical traits
such grain weight or hardness. Experiments conducted by Herndl et al. [110] indicated that
with a shorter pre‐anthesis period, the relationship between yield and protein is always
negative. Crop breeders often focus on increasing yield with little attention on quality traits;
thus, there is less information on the effects of the Eps gene on quality traits.

Heading date is a polygenic trait, controlled by Ppd [111, 112], vernalization [37, 38, 41, 111]
and Eps genes [111, 113]. These genes interact in an additive nature (cumulative effects of non‐
allelic genes to a quantitative trait) [111]. The genetic analysis of Eps showed that it can be
simply inherited as a Mendelian inheritance, but molecular analysis has not been able to
identify an appropriate molecular marker to determine its location [114].

3. Modelling

Crop modelling in agriculture has been used as a physiological framework to undertake
simulation of dynamic crop phenology that support crop improvement programmes [115].
Physiologically sound simulation tools will provide quantitative assessments of crop devel‐
opment and yield relative to the genotype, climate, soil and management in sustainable
farming systems [116]. These tools should provide ex‐ante impact assessments of research
outcomes across a wide range of environments [100]. This is particularly true for Australia
where a highly variable climate poses challenges for production and crop improvement [9].
With respect to climate change, temperature has increased by 0.9 °C since 1910 per annum and
severe heat and drought spells are occurring more frequently in Southern Australia. Total
annual rainfall and frost events may also increase in some of the temperate regions such as
Tasmania [117]. Other reports indicate a 2–5% reduction in rainfall across most parts of the
country [118]. Harrison et al. [119] emphasizes the need for serious attention on the impacts
of climate stress on plant phenology. Globally, climate change will further increase tempera‐
tures, modify the amount and distribution of rainfall and consequently reduce the probability
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of reliable food and forage production, thereby causing a significant threat to food security
and improved livelihood [120]. More than 30% barley yield loss will be attributed to climate
change as a result of drought and heat stress by 2050 [121]. Despite this, there has been little
research work to determine how the climate change will broadly affect whole farm systems
[119, 122], including systems farming barley.

Mathematical functions are being used as tools to simulate crop phenology to predict the effects
of climate events and changing environments on yield and quality [24]. These tools help
explain the interaction of some of the complex traits related to development and growth and
their interaction with the environment. For example, ecophysiological quantitative equations
were used by Yin et al. [24] to describe the response of flowering to photoperiod and temper‐
ature to predict days to heading and yield in diverse conditions. The equations were used as
empirical and mechanistic models to provide important framework for simulating a number
of events in crop growth, especially predicting heading date [24, 123]. The empirical models
are often based on accumulation of growth degree days adjusted by vernalization and
photoperiod [123, 124], while mechanistic models are based on the production of leaves and
floral primordia at the apexes [125].

Four important phenology models: 3s‐beta‐model, 3‐plane‐linear‐model, modified‐rice‐clock‐
model (m‐RCM) and a logistic model were developed and evaluated in rice [39, 126]. All
models were able to predict the flowering time in varying environments although with varying
degree of precisions. Model parameter values from reciprocal transfer experiments also
resulted in realistic differences in flowering time across all the genotypes in different environ‐
ments. The models were able to partition variation due to environment and that of the
genotypes. Thus, ecophysiological model could be very important for dissecting the relation‐
ship between genotype and phenotype [24]. Chapman et al. [73] also developed mechanistic
model called QSUN to estimate growth, development and yield of a diverse range of genotypes
of sunflower under varied environments. Their model was able to account for leaf area index
(r2 = 0.65), total biomass (r2 = 0.96) and grain yield (r2 = 0.93) when tested against actual
phenological data. QSUN was also used to analyse the production risk of sunflower grown in
highly variable subtropical environments in order to undertake decisions such as the choice
of an adapted cultivar and appropriate sowing window in order to obtain higher yields [9].
Another dynamic model was used to investigate the causes and impact of climate change on
peanut production in Northern Australia [127]. The model was used in conjunction with the
information of district yield to offer an in‐depth study of long‐ term production risk. The study
indicated that the stabilization of the above‐average yield, which was due to stable summer
rainfalls, was responsible for the rapid expansion of peanut industries at that time. Such studies
assist in gaining better understanding of complex GxExM and the identification of traits
required to manage crops in variable and changing environments [127]. Therefore, choice of
an appropriate simulation models for predicting phenology are essential for choosing the best‐
adapted cultivar for a specific production environment and for helping with timely planning
of strategic or tactical management [9, 123].

Barley Phenology: Physiological and Molecular Mechanisms for Heading Date and Modelling...
http://dx.doi.org/10.5772/64827

187



2.4. Effect of sowing date on the Eps genes

In order to maximize yield potential in any environment, cultivars must have an appropriate
flowering window and life cycle duration in the target environment [28, 60]. Sowing date is
an important factor that governs flowering period, the timing of which needs to escape biotic
and abiotic stress. Out of these three major genes, Ppd, Vrn and Eps, Eps genes do not respond
to the differential to vernalization or photoperiod and still control timing and duration of
flowering independent of these stimuli [28].

2.5. Effect of the Eps gene on grain quality

Yield and quality are important complex traits in any breeding programme. Improvement of
these traits is very difficult to achieve due to their genetic, physiological and physical com‐
plexity. Grain quality could either be physical, such as size, hardness and lustre, or nutritional
such as malting quality. The relationship of Eps gene on heading, spikelets number and number
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and Eps genes [111, 113]. These genes interact in an additive nature (cumulative effects of non‐
allelic genes to a quantitative trait) [111]. The genetic analysis of Eps showed that it can be
simply inherited as a Mendelian inheritance, but molecular analysis has not been able to
identify an appropriate molecular marker to determine its location [114].
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Crop modelling in agriculture has been used as a physiological framework to undertake
simulation of dynamic crop phenology that support crop improvement programmes [115].
Physiologically sound simulation tools will provide quantitative assessments of crop devel‐
opment and yield relative to the genotype, climate, soil and management in sustainable
farming systems [116]. These tools should provide ex‐ante impact assessments of research
outcomes across a wide range of environments [100]. This is particularly true for Australia
where a highly variable climate poses challenges for production and crop improvement [9].
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annual rainfall and frost events may also increase in some of the temperate regions such as
Tasmania [117]. Other reports indicate a 2–5% reduction in rainfall across most parts of the
country [118]. Harrison et al. [119] emphasizes the need for serious attention on the impacts
of climate stress on plant phenology. Globally, climate change will further increase tempera‐
tures, modify the amount and distribution of rainfall and consequently reduce the probability
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of reliable food and forage production, thereby causing a significant threat to food security
and improved livelihood [120]. More than 30% barley yield loss will be attributed to climate
change as a result of drought and heat stress by 2050 [121]. Despite this, there has been little
research work to determine how the climate change will broadly affect whole farm systems
[119, 122], including systems farming barley.

Mathematical functions are being used as tools to simulate crop phenology to predict the effects
of climate events and changing environments on yield and quality [24]. These tools help
explain the interaction of some of the complex traits related to development and growth and
their interaction with the environment. For example, ecophysiological quantitative equations
were used by Yin et al. [24] to describe the response of flowering to photoperiod and temper‐
ature to predict days to heading and yield in diverse conditions. The equations were used as
empirical and mechanistic models to provide important framework for simulating a number
of events in crop growth, especially predicting heading date [24, 123]. The empirical models
are often based on accumulation of growth degree days adjusted by vernalization and
photoperiod [123, 124], while mechanistic models are based on the production of leaves and
floral primordia at the apexes [125].

Four important phenology models: 3s‐beta‐model, 3‐plane‐linear‐model, modified‐rice‐clock‐
model (m‐RCM) and a logistic model were developed and evaluated in rice [39, 126]. All
models were able to predict the flowering time in varying environments although with varying
degree of precisions. Model parameter values from reciprocal transfer experiments also
resulted in realistic differences in flowering time across all the genotypes in different environ‐
ments. The models were able to partition variation due to environment and that of the
genotypes. Thus, ecophysiological model could be very important for dissecting the relation‐
ship between genotype and phenotype [24]. Chapman et al. [73] also developed mechanistic
model called QSUN to estimate growth, development and yield of a diverse range of genotypes
of sunflower under varied environments. Their model was able to account for leaf area index
(r2 = 0.65), total biomass (r2 = 0.96) and grain yield (r2 = 0.93) when tested against actual
phenological data. QSUN was also used to analyse the production risk of sunflower grown in
highly variable subtropical environments in order to undertake decisions such as the choice
of an adapted cultivar and appropriate sowing window in order to obtain higher yields [9].
Another dynamic model was used to investigate the causes and impact of climate change on
peanut production in Northern Australia [127]. The model was used in conjunction with the
information of district yield to offer an in‐depth study of long‐ term production risk. The study
indicated that the stabilization of the above‐average yield, which was due to stable summer
rainfalls, was responsible for the rapid expansion of peanut industries at that time. Such studies
assist in gaining better understanding of complex GxExM and the identification of traits
required to manage crops in variable and changing environments [127]. Therefore, choice of
an appropriate simulation models for predicting phenology are essential for choosing the best‐
adapted cultivar for a specific production environment and for helping with timely planning
of strategic or tactical management [9, 123].
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3.1. The agricultural production systems simulator (APSIM)

The Agricultural Production Systems Simulator (APSIM) is a cropping systems simulation
model that combines several decision‐support tools. APSIM may be used for accurate predic‐
tions of how traits like heading dates impact on grain yield and biomass of different crop
genotypes in alternative environment and management conditions and also to consider the
long‐term consequences of cropping systems on soil conditions [116]. APSIM may also be used
to increase the understanding factors influencing heading date of barley when grown under
field conditions [12, 115]. The tools within APSIM can also be used to describe genetic
parameters regulating phenology with the function of daily temperature and photoperiod to
predict flowering time and consequently yield and quality [126]. The major challenges facing
barley production are water stress coupled with heat stress during spring and summer and
frost events in winter and early spring. District yield records showed about 85% yield loss due
to frost events in Australia [128]. A later study with more information was conducted to gauge
the impact of frost on grain production in Australia [129]. In the study, APSIM simulated the
effects of frost on wheat production areas across Australia. The model predicted increased
frequency of frost events in the Australian wheat belt (the main barley production regions in
Australia) and also an increase in the mean temperatures with significant yield loss. Zheng et
al. [129] concluded that breeding for frost tolerance could give about 20% yield advantage. As
for most other modules, the barley module of APSIM (APSIM‐Barley) simulates the phenology
in a daily time step. The module uses inputs of weather such as radiation and temperature and
initial soil nitrogen [130]. The module has 11 growth stages, from sowing to harvest (GS0–
GS100) [130]. Manschadi et al. [131] took advantage of APSIM’s scientific basis by assessing
barley growing patterns under different environment and management. The model was able
to account 91% and 82% of the variation for biomass accumulation at maturity and grain yield.
Although negative correlation between yield and quality traits [132] and between life cycle
and quality traits [133] were reported, maintenance of quality traits is critical in order to
alleviate malnutrition [134]. The majority of crop models are constrained in predicting both
the physical and cryptic (nutritional) grain quality such as grain size and grain‐N content [134],
although the model has been used to account for both above and below ground biomass,
growth, water, N uptake and leaching [124]. The same model was used to explain some quality
parameters such as grain size and grain protein concentration [135]. As a result of the chal‐
lenges due to frost and drought events faced by barley production, a simulation model, QBAR,
was developed to identify appropriate management options such as sowing date in order to
increase yield [136]. Thus, QBAR can simulate phenology, soil water, leaf area, biomass
accumulation and yield of barley [136]. A more detailed analysis of extreme terminal drought
effects and frost risk should be conducted that should include several sowing dates and
varieties. QBAR was later modified to (APSIM‐Barley) [136], accounted for 91 and 82%
variances for biomass accumulation and grain yield, respectively [137]. Further improvement
on the QBAR model has been the integration of crop nitrogen balance and grain quality
module [136]. It was later used to account for the effects of extreme climatic events, frost and
terminal drought on yield and yield components, of which paddock‐based crop models could
not explain [138]. The authors proposed that QBAR can be used to determine the best man‐
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agement decisions such as sowing date to obtain highest grain yield even in the events of frost
and water stress.

3.2. Genotype by environment by management (G × E × M)

Information on the target environment for which crop cultivars are to be improved is vital to
plant breeders [139]. This is because a higher genetic (G) diversity for flowering time has been
reported in diverse environments (E) of barley growing regions where frost and drought events
limit crop growth as well as inappropriate agronomic management (M) to improve crop
growth and yield [72]. This concept can be extended to include both abiotic factors such as soil,
water stress and waterlogging as well as induced stresses due to abiotic (salinity) and biotic
factors (pests, weeds and diseases). Environmental factors can be classified into two types: (1)
micro‐environmental factors such as year‐to‐year variation in rainfall, drought conditions, pest
incidence and (2) macro‐environmental factors which include soil type and management
practices [140, 141]. The association between the environment and the genotype to produce a
specific phenotype is termed as the G × E interaction [141]. Hence, the G × E interaction
determines the adaptability and suitability of a specific genotype to a range of environments.
Environment could also be a time boundary, such as a year (annuals) [142]. Hence, matching
heading date to diverse environment may give a large G × E interaction [142]. Variation in the
developmental stages usually from DR to grain filling stages in barley is influenced by G × E
[143]. For highly variable environment types like those found in Australia, there is a need for
specific adaptation (genotype response and better performance in a specific environment)
arising from G × E interaction [144]. Löffler et al. [145] used a crop model index approach to
account for the G × E interaction effect in US maize breeding trials. Factorial regression (FR)
has been used to describe crop interaction with their environment and help understand G × E
[146]. A linear generic model was used to analyze the interaction of 96 genotypes to different
environment [126]. The model was able to explain 81% of the total variation in heading date
across the environments. The introduction of molecular markers has aided our understanding
of the effect of individual gene or QTL effects rather than the cultivar [126]. Yin et al. [126] used
a four‐parameter ecophysiological model to predict grain yield when QTL‐based data inputs
were used. The model when used together with the QTL map was able to sufficiently predict
days to flowering in barley [126], suggesting that the model could be used to help breeders in
Australia to adapt new varieties.

Recent advances in plant breeding combined with dynamic models are now allowing parti‐
tioning of the effect of management in the G × E approaches [72]. Higher genetic gain (GA) in
yield has been attributed to better understanding of G × M interaction effects in maize crops,
where the progressive yield increase in the US has been associated with superior genotypes
being grown at higher density [147]. Another example is the choice of a combination of non‐
tillering genotypes (G) and row spacing (M) in drought prone land can help realize sustainable
production and additional value in obtaining moderate yield instead of complete crop failure
due to limited availability of water [72, 148]. Another study was conducted to check the
performance chickpea genotypes under two different managements, irrigation and rain‐ fed
management systems. The study showed highly significant yield differences among genotypes
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GS100) [130]. Manschadi et al. [131] took advantage of APSIM’s scientific basis by assessing
barley growing patterns under different environment and management. The model was able
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effects and frost risk should be conducted that should include several sowing dates and
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terminal drought on yield and yield components, of which paddock‐based crop models could
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agement decisions such as sowing date to obtain highest grain yield even in the events of frost
and water stress.

3.2. Genotype by environment by management (G × E × M)

Information on the target environment for which crop cultivars are to be improved is vital to
plant breeders [139]. This is because a higher genetic (G) diversity for flowering time has been
reported in diverse environments (E) of barley growing regions where frost and drought events
limit crop growth as well as inappropriate agronomic management (M) to improve crop
growth and yield [72]. This concept can be extended to include both abiotic factors such as soil,
water stress and waterlogging as well as induced stresses due to abiotic (salinity) and biotic
factors (pests, weeds and diseases). Environmental factors can be classified into two types: (1)
micro‐environmental factors such as year‐to‐year variation in rainfall, drought conditions, pest
incidence and (2) macro‐environmental factors which include soil type and management
practices [140, 141]. The association between the environment and the genotype to produce a
specific phenotype is termed as the G × E interaction [141]. Hence, the G × E interaction
determines the adaptability and suitability of a specific genotype to a range of environments.
Environment could also be a time boundary, such as a year (annuals) [142]. Hence, matching
heading date to diverse environment may give a large G × E interaction [142]. Variation in the
developmental stages usually from DR to grain filling stages in barley is influenced by G × E
[143]. For highly variable environment types like those found in Australia, there is a need for
specific adaptation (genotype response and better performance in a specific environment)
arising from G × E interaction [144]. Löffler et al. [145] used a crop model index approach to
account for the G × E interaction effect in US maize breeding trials. Factorial regression (FR)
has been used to describe crop interaction with their environment and help understand G × E
[146]. A linear generic model was used to analyze the interaction of 96 genotypes to different
environment [126]. The model was able to explain 81% of the total variation in heading date
across the environments. The introduction of molecular markers has aided our understanding
of the effect of individual gene or QTL effects rather than the cultivar [126]. Yin et al. [126] used
a four‐parameter ecophysiological model to predict grain yield when QTL‐based data inputs
were used. The model when used together with the QTL map was able to sufficiently predict
days to flowering in barley [126], suggesting that the model could be used to help breeders in
Australia to adapt new varieties.

Recent advances in plant breeding combined with dynamic models are now allowing parti‐
tioning of the effect of management in the G × E approaches [72]. Higher genetic gain (GA) in
yield has been attributed to better understanding of G × M interaction effects in maize crops,
where the progressive yield increase in the US has been associated with superior genotypes
being grown at higher density [147]. Another example is the choice of a combination of non‐
tillering genotypes (G) and row spacing (M) in drought prone land can help realize sustainable
production and additional value in obtaining moderate yield instead of complete crop failure
due to limited availability of water [72, 148]. Another study was conducted to check the
performance chickpea genotypes under two different managements, irrigation and rain‐ fed
management systems. The study showed highly significant yield differences among genotypes
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and between the two management practices for all the important traits. The study also revealed
that both yield and yield components were improved by an average of 48% increase in the
number of pods per plant, 36% in total dry weight and 17% in grain yield in the management
involving irrigation [149].

It is therefore important to note that the use of models capable of accounting for G × E × M
interaction in breeding and agricultural systems can be a powerful tool to better understand
environment‐specific, complex gene expressions. APSIM‐Barley has been used to describe
broad adaptation of barley genotypes in anticipation frost or water stress across Australia. In
another experiment, leaf area and yield of Baudin, Flagship, Buloke and Capstan, barley
cultivars were assessed. The model also reasonably explained the relationship between the leaf
area duration and yield as influenced by weather [150]. However, the model has not been used
to explore the potential agronomic benefits of exploiting G × M interaction in a specific
environment. Matching specific genotypic traits to management option within a target
(specific) environment will assist breeders in trait selection and the design of their breeding
programs.
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and between the two management practices for all the important traits. The study also revealed
that both yield and yield components were improved by an average of 48% increase in the
number of pods per plant, 36% in total dry weight and 17% in grain yield in the management
involving irrigation [149].

It is therefore important to note that the use of models capable of accounting for G × E × M
interaction in breeding and agricultural systems can be a powerful tool to better understand
environment‐specific, complex gene expressions. APSIM‐Barley has been used to describe
broad adaptation of barley genotypes in anticipation frost or water stress across Australia. In
another experiment, leaf area and yield of Baudin, Flagship, Buloke and Capstan, barley
cultivars were assessed. The model also reasonably explained the relationship between the leaf
area duration and yield as influenced by weather [150]. However, the model has not been used
to explore the potential agronomic benefits of exploiting G × M interaction in a specific
environment. Matching specific genotypic traits to management option within a target
(specific) environment will assist breeders in trait selection and the design of their breeding
programs.
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Abstract

Genetically controlled and environmentally responsive mutation as a significant feature
of evolution has very likely occurred on different genomic levels. The evolution of
developmental and growth-pattern systems in plants and animals could have occurred
through a karyotypic mutator system creating controlled, frequent genomic changes on
the karyotypic level in response to environmental stresses, such as temperature changes.
Such a mutator system generating controlled karyotypic changes at very high frequency
in response to stress was discovered. in the fungus, Aspergillus nidulans, once classified
within  the  plant  kingdom.  This  mutator  system is  itself  representative  of  a  basic,
responsive developmental system producing changes in growth-pattern, morphology,
and changes ensuing in a new pattern of differentiation, which are adaptive. Such a
developmental, karyotypic mutator system may itself have evolved, through its own
self-controlled evolution, into types of complex developmental systems that, through
controlled, specific, and minute karyotypic changes during ontogeny, could control
patterns of development in plants and animals, integrating different levels of organi-
zation.  The  deeper  implications  for  development  and  evolution  are  illustrated,
suggesting a new paradigm.
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1. Introduction: environmentally responsive mutagenesis on different
levels of the genome

Experimental investigations of mutations in various unicellular or simple colonial organisms
have  revealed the  beginnings  of  a  paradigm shift  in  biology.  During  the  past  27  years,
environmentally accommodating or adaptively, reactive, enhanced mutation connected to
stressful conditions has been found in bacteria and yeast. In 1969, these were also evident
within the unicellular green alga, Chlamydomonas, a eukaryote. (See references in [1]. Addi-
tional references can be accessed via http://www.googlescholar.com) However, with regard to
yeast, there was also a far earlier report [2] of reactively, accommodating mutation to envi-
ronmental stress. Such enhanced mutations, connected dynamically to stress, allowed for the
sudden adaptation or accommodation of the single cells of the organism to changed, stressful
situations. In various investigations, such adaptive accommodation via enhanced mutation to
a particular nutritional stress allowed single cells in non-growing bacterial colonies to produce
adapted, growing clones or sectors, which are referred to as papillae. While in many other
investigations pertaining to other types of nutritional stress, such adaptation or accommoda-
tion allowed the growth of whole colonies from single cells during the stressful conditions. In
1989, 1990, and 1998, the author showed, through his own work on bacteria under nutritional
stress, that the occurrence of a reactively accommodating mutagenesis to stress, which ensues
in growing colonies that have accommodated to nutritional stress, is under internal, genetic
control  or  regulation.  This  demonstrated  that  such  mutation  is  nonrandom,  connected
dynamically to the stress, and also demonstrated that the mutagenesis displayed develop-
mental features [3–5]. As pointed out, this indicated the evolution of an inner, mutator capacity,
which could have defined the rate of evolution itself.

Earlier in 1967, it was also pointed out by the author [6] that the enhanced occurrence of many
types of mutation was nonrandom, being under genetic regulation through internal mutator
processes, whose existence in the past could have enhanced the degree of evolution from
within. The nonrandomness of enhanced mutations within organisms under stress has become
clearly manifested repeatedly in the last 27 years of mutation research. However, during this
27-year period of investigations, the particular, nonrandom mutations studied were only
adaptively responsive mutations to nutritional requirements and to the stress of antibiotics.
And, in the case of the green alga, the accommodating, reactive, or responding mutagenesis
of high degree to stress, occurring within cells on the culture medium, permitted the growth
of many colonies of joined cells in the presence of a chemical growth inhibitor within the culture
medium. Such a growth inhibitor was another type of chemical stress. These accommodating
reactively, enhanced mutations, connected to environmental stress, permitted accommodation
or adaptation to stress on the molecular level of genetic organization in unicellular or simple
colonial organisms. This would be in contrast to mutations that allow accommodation
involving higher levels of organization, such as on the morphogenic level in a multicellular,
differentiated organism. This would be a living organism that is comparatively far more
complex than bacteria colonies and the colonial algae.
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In unique contrast, very frequent mutations at the chromosomal or karyotypic level connected
to or in response to physical stress can occur under inner control that lead to adaptive changes
in the differentiation of pattern and morphology in olive-green, multicellular, internally
organized fungal colonies having a central, crinkled morphology, sparsely populated with
conidiophores/conidia, and of reduced growth rate. (See [5] for a brief description and earlier,
relevant references.) An adaptively responsive, innerly controlled, greatly enhanced mutation
on a higher genomic level determining development was shown to exist many years previously
to most of the mutation studies referred to above, with significant implications for evolution,
especially for the environmentally responsive evolution of developmental systems.

Investigation with the multicellular, differentiated eukaryotic fungus, Aspergillus nidulans, an
ascomycete, once considered a lower plant, revealed that very frequent mutations on the
karyotypical or chromosomal level of organization were an adaptive response to high-
temperature stress. These environmentally responsive, adaptive, karyotypic mutations, a type
of controlled instability, resulted in the production of many yellow sectors in each sparsely
conidiated, olive-green colony. The sectors were composed of yellow, asexual reproductive
structures, the conidiophores, made up of yellow conidia or spores, the means of asexual
production. The ensuing production of such mutant sectors manifested itself phenotypically
at a higher level as a new type of pattern differentiation through such sectors and morpho-
logical change within fungal colonies [7, 8]. This new pattern of differentiation and alteration
in morphology relies upon inner-controlled, though environmentally reactive genomic
changes. This would be a responding or reactive, inner-controlled hypermutation to stress on
the level of the karyotype. These mutagenetic processes were adaptive or accommodating to
stress in the following ways: Such inner-determined genomic alterations permitted or
developmentally allowed, under temperature stress, large increases in vegetative, yellow
spore production within the various, differentiated, mutant yellow sectors. The phenotypic,
developmental consequence of or connection to such mutation also greatly increased the
growth rate of such, flat, yellow sectors of normal morphology. (Note the photographs at the
end of this article.) As will be illustrated, this mutator system is in itself an example or a model
of an early developmental system that could have evolved into more complex, developmental
systems through its own inner-controlled, adaptively, responsive mutability or instability at
the karyotypic level of the genome.

2. Details of the investigation with Aspergillus nidulans, a plant-like
organism

The fungus investigated, A. nidulans, is a normally haploid, eukaryotic ascomycete with eight
chromosomes. Its colonies have internally septate hyphae made up of multinucleated cells
divided by the respective septa. Without chromosomal rearrangements or new chromosomal
configurations within the haploid genome, the fungus produces flat, grass green colonies due
to green conidiophores emerging vertically from the multinucleated hyphae composing the
complex colonies. The colonies display high growth rates at various temperatures [7, 9].
Colonies with a single, new chromosomal configuration in each of their nuclei have a crinkled
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morphology and a reduced growth rate, especially at high temperature. The new chromosomal
configuration responds self-mutagenically to various temperatures [9]. This fungus produces
asexually reproductive spores, which are the source of new fungal colonies. Each spore, a
conidium, has a single nucleus.

One particular strain of A. nidulans investigated at a high temperature (and at a lesser tem-
perature) has two chromosomal configurations in the haploid genome. The configurations are
nonuniform. These configurations have, respectively, partial duplications in trans of chromo-
somes I (Duplication I) and III (Duplication III). (These resided on respective chromosomal
translocations.) Aspergillus colonies with these two karyotypic configurations or structures in
the haploid genome are much smaller than normal colonies. Unlike normal colonies, those
colonies have a morphology which is crinkled. This is especially pronounced at high temper-
ature. These colonies produce far less vegetative spores or conidia at higher temperature, for
example, 39.5°C [7, 8]. One of these two karyotypic configurations, defined as Duplication I,
has two alleles or genes for conidial color. One allele is for green pigment production, and the
other allele is for yellow pigment production. The two color alleles are heterozygous at the
same locus within Duplication I. The green allele is dominant to the yellow allele, hence the
green or olive-green color of the colonies. That is, these are colonies having green or olive-
green conidia and conidiophores within the crinkled area. In some nuclei, a specific region of
Duplication I containing the green allele is subject to deletions, resulting in yellow sectors of
increased growth rate. The frequency of such deletion from Duplication I, and of correspond-
ing yellow-sector production, is influenced by the other duplication, Duplication III, and by
temperature.

Modulated by temperature and the age of the conidia from which colonies are obtained [7],
Duplication III controls the degree and pattern of deletion including the green allele on
Duplication I. As Duplication III becomes reduced in size as a result of deletions having
occurred from it, the reduced Duplication III enhances (at normal culture temperature) the
deletion of the genetic region including the green-allele region of Duplication I. A deleted or
excised segment, a type of transposition element from Duplication III very likely inserted near
the green allele on Duplication I, may trigger, under the control of Duplication III, such
deletion. When this occurs under a temperature stress, that is a high temperature for culture
growth, this mutagenic, deletional interaction of the two configurations, via a likely transpo-
sition process, is enhanced to even a far greater degree in newly regenerated colonies.
Moreover, this mutagenic enhancement is clearly regulated, since the improved, yellow
sectors, as a consequence of the deletions from Duplication I in many nuclei, all emerge at the
same time, as one can see in the photographs. Furthermore, this temporal control of deletion,
clearly under the control of the reduced Duplication III, becomes far more pronounced or
effective at the stressful, higher temperature [7, 8]. The dampening, epigenetic influence of
age-affected conidia on the degree of mutagenic interaction, in cultures obtained from those
conidia, is also suppressed epigenetically through this higher temperature [7].

Specifically, at that higher temperature, irrespective of the age state of the conidia producing
the fungal colonies, the environmentally accommodating or adaptive results of this
extremely high mutagenesis involving controlled deletion, possibly at mitosis, on the
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karyotypic level of organization, are adaptively responsive fungal colonies at various levels
of organization involving the genomic level. In this regard, each of those colonies respec-
tively and symmetrically produces through the inner-controlled deletions many yellow
sectors of increased growth rate. These are sectors also having an abundance of conidia or
conidiophores, as well as having a relatively smooth or non-crinkled morphology. These are
consequences that are very much accommodating or adaptive to the new temperature
situation or induced epigenetic stress. This is especially the situation in the long term within
the context of the evolution of new, adaptive differentiation patterns displayed by new
adaptive strains of Aspergillus. Also, the configurationally, partial duplications, controlling
such adaptation, are in effect an adaptively responsive, complex mutator system on the
chromosomal or karyotypic level. This is a system that has internal regulation, and one
which is environmentally sensitive or reactive. It is a system whose mutagenic behavior is
asexually inheritable by means of conidia and sexually transmittable to an F1 generation by
means of ascospores [7, 8]. This mutator system has its origin in genomic reorganizations
on the karyotypic level. Many types of mutator systems, environmentally sensitive, can be
traced to past genetic reorganizations [7, 8].

This situation with Aspergillus shows that inner-determined, internally regulated, greatly
enhanced karyotypic changes can nevertheless be caused epigenetically by a physical stress,
namely high temperature. Such induction occurs in such a manner that controlled karyo-
typic changes result in adaptive or environmentally accommodating changes on the
differentiation/morphological level. This would also be the organizational level of the
phenotype. This would be an example of a mutagenic, reactive connection of the karyotypic
mutator to physical stress that ensues in a connected, reactively accommodating, differen-
tiation/morphological change to that very physical stress, which permits adaptation. This is
a situation that has not been demonstrated before. Such is highly significant as it now shows
that morphological and differentiation patterns can be adaptively reactive and connected to
environmental stress by means of a stress-induced, influenced mutagenesis involving
genomic configurations. These would be developmental, controlling elements on the
karyotypic level. Such elements would appear to be regulating the deletion and insertion of
smaller transposition elements within the configurations. The physical stress affects,
possibly through cytoplasmic and membrane distortions, the inner-controlled mutagenic
interaction of the genomic configurations. This occurs in such a way that the regulation
becomes enhanced, leading responsively (within one generation) to very frequent, karyo-
typic-based, controlled alterations in differentiation and morphogenesis in fungal colonies.
Such reactive enhancement of mutation on the karyotypic level to environmental stress
permits effective, environmentally accommodating alterations on the phenotypic level,
which is on the organismal level. The resulting karyotypic alterations have become
coextensive with the many yellow mutant sectors within each of a large number of olive-
green colonies. And thus, such alterations have become coextensive with a new, adaptive
pattern of differentiation and morphogenesis. This represents a reactively or responsively
induced, new karyotypic analog of an adaptive differentiation and morphogenesis within a
short period, and one connected dynamically to stress.
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3. An adaptive phenomenon apparently unique in the history of such
investigations

During the many investigations into environmentally accommodating, connected, reactively
enhanced mutagenesis, the adaptively responsive phenomenon involving Aspergillus was
not previously observed. This is especially and specifically the process whereby controlled,
very frequent karyotypic change under and through physical stress can be manifested
adaptively in a short period as very frequent, adaptive alterations in morphology, growth,
and patterns of differentiation within growing, multicellular fungal colonies under stress. It
is noted that such responsive adaptation by means of karyotypic mutator systems, whether
or not transposition elements are involved, may not be perfect. This is because some
karyotypic changes or instabilities could be deleterious. Nevertheless, the types of environ-
mentally responsive mutator systems within Aspergillus could have themselves evolved into
more effective mutator systems. These would have been systems with developmental
features, leading through their evolving, inner-directed changes to more effectively adaptive
developmental or morphological solutions to various types of environmental and internally
related epigenetic stress.

This phenomenon of environmentally responsive phenotypic change is similar to the phe-
nomenon of the genetic assimilation of induced morphological changes involving environ-
mental stress in Drosophila. This was first discovered and investigated by C. H. Waddington in
the 1950s [10–12]. In this regard, when developing Drosophila embryos are exposed to ether
vapor stress treatments or shocks during a specific developmental period, a portion of the
Drosophila develops two thoraxes with two pairs of wings in adult flies. Within each fly
generation exposed to ether stress, developed bithorax flies were inbred or crossed. When after
a small number of generations of this inbreeding under stress, a significant proportion of the
subsequent progeny resulting from repeated inbreeding for the new morphology, and now
free of ether stress, nevertheless still developed the bithorax phenotype as adults. In response
to stress, the new morphogenesis has become genetically assimilated or inheritable in a
relatively short period. In additional experiments involving inbreeding through a small
number of adult generations, other types of morphological changes occurred. These were
alterations in wing morphology, eye morphology, and in anal excretory papillae. These were
also genetically assimilated following the inbreeding of the adult fly generations, whose
embryos responded morphologically to the stress. These were flies whose developing embryos
were subject to other types of imposed environmental stresses. These were temperature shocks
with regard to wing and eye development and salt treatments of culture media with regard to
papilla size.

Not generally investigated was whether or not many of such responsive, genetically assimi-
lated, environmentally responsive morphological changes were adaptive to the environmental
stresses in question. However, the genetically assimilated increase in papilla size as a response
to salt stress may suggest an inheritable adaptation to the increased salinity in a relatively short
period and to any future saline increases. Also, it was not determined whether or not new
mutations on the gene and karyotypic level were induced through the imposed environmental
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stresses during embryogenesis. Though this situation cannot be ruled out, it should be further
investigated. Also, these morphological alterations might have permitted the development of
less obvious, internally adaptive and enabling features in complementarity with the evident,
genetically assimilated morphological changes. This possibility should also be investigated.
In this connection, see [1] regarding what could be enabling mutations in developmental
processes.

In later years, additional stress-involved assimilation experiments were performed. This was
with a black caterpillar species. Developing embryos of such were subject to heat shocks
within each developing, caterpillar generation. As a result, green adults developed during
each of a small number of embryo generations subject to heat shock. Subsequently, devel-
oping caterpillars eventually became inheritably green without heat shock after a small
number of generations through repeated inbreeding of green progeny caterpillars that had
developed from exposed embryos in each of those generations [13]. As the authors of this
research point out, it is feasible that such inheritably acquired color via heat stress would
be adaptive as an effective camouflage in an environment of green, leafy vegetation during
the warm season, and thus evolutionally adaptive in a relatively very short period in the
context of evolution.

Genetic assimilation of morphological and pattern changes may have played a significant
role in evolution. During evolution, such developmental, genetic assimilation of features at
the organismal level could have involved some types of environmentally responsive,
frequent genomic change on the karyotypic level. They and their effects could have become
repeatedly combined through a relatively short period of inbreeding. Hence, this would
have accounted for an adaptively responsive assimilation during a relatively, very short
period, enabling thereby an accelerated evolution. (In this regard, the adaptive, Aspergillus
mutator system was generated through inbreeding involving reorganized chromosomes.)
With regard to such genetic assimilation of environmentally induced characters, an
alteration in genomic organization is indicated [14]. This inheritable or genetic assimilation
of environmentally influenced morphological alterations, and less evident, enabled features,
could have been the dynamic source for the accelerated, nonlinear evolution of develop-
mental systems in various organisms.

The role of karyotypic mutators in this is quite feasible. This becomes especially feasible in
view of the following found with the Aspergillus mutator system: one can generate, through
an asexual selection from an extremely high mutant-sector, colonial producer at high temper-
ature, a group of colonies with a significantly, further-increased mean frequency of mutant
sectors at high temperature compared to the mean mutant-sector frequency of another group
of colonies at high temperature [7]. This would certainly suggest a genetic assimilation of a
further increased karyotypic mutator effect at high temperature, possibly involving the
stabilization of an epigenetic change, itself stressful. And the high-temperature stress would
be mutagenic in the context of the inner mutator process, in a way, a nonlinear, epigenetic
extension of the mutator process. Occurring in other situations, this could have affected the
rate of morphological evolution itself.
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also genetically assimilated following the inbreeding of the adult fly generations, whose
embryos responded morphologically to the stress. These were flies whose developing embryos
were subject to other types of imposed environmental stresses. These were temperature shocks
with regard to wing and eye development and salt treatments of culture media with regard to
papilla size.
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stresses during embryogenesis. Though this situation cannot be ruled out, it should be further
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ature, a group of colonies with a significantly, further-increased mean frequency of mutant
sectors at high temperature compared to the mean mutant-sector frequency of another group
of colonies at high temperature [7]. This would certainly suggest a genetic assimilation of a
further increased karyotypic mutator effect at high temperature, possibly involving the
stabilization of an epigenetic change, itself stressful. And the high-temperature stress would
be mutagenic in the context of the inner mutator process, in a way, a nonlinear, epigenetic
extension of the mutator process. Occurring in other situations, this could have affected the
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4. The evolution of developmental systems due to environmentally
responsive genomic changes

Relevantly, a nonlinear rate or burst of karyotypic evolution has been correlated with a high,
nonlinear rate of morphological evolution in higher plants and mammals [15]. Karyotypic
mutator systems similar to those described in Aspergillus may have played a significant role in
this [16]. Also, these karyotypic mutator systems may have been mutagenically responding to
various environmental and internal stresses. These stresses could have been extremes in
temperature and premature aging. The results of these processes may have been correspond-
ing, nearly immediate morphological changes that adaptively accommodated to the new
stresses through the environmentally responding mutator system involving the karyotype.
This could account for the high, nonlinear rates of morphological evolution of the mammals
and of higher plants.

Relevantly, frequent duplications of karyotype leading to polyploidy and corresponding
morphological change during plant evolution have been shown to be associated with periods
of environmental stress [17]. Polyploidy in plants and general karyotypic change have been
very adaptive and have greatly contributed to plant speciation. It cannot be ruled out that such
changes in ploidy or karyotype have had, or involved, a developmental, mutator effect,
determining in a controlled, specific, and refined manner genomic changes on the karyotypic
level. Such mutator systems could have had their origin in those very karyotypic reorganiza-
tions. And it is predicted that evidence or indications of this will be discovered in current
plants. As long ago as 1940, the geneticist, Richard Goldschmidt, argued that evolution,
especially macroevolution, could have involved the responsive or directed generation of
mutation on the karyotypic/chromosomal level of organization, ensuing in the sudden
occurrence of organisms with new inheritable, developmental, primary patterns [18].

Karyotypic mutator systems may have contributed to and may have themselves become part
of the evolution of developmental systems in various organisms. By doing so, they could have
determined the very rate or degree of such an evolution [1, 7, 8, 19], consequently enhancing
the evolvability of developmental systems. It is likely with regard to the adaptive Aspergillus
system that those developmental systems would have been the result of an adaptively or
environmentally responding, evolving mutator system on the karyotypic level. This would
have been a system evolving through its controlled, responding or reactive, connected
instability to environmental stress. A consequence of this would have been the evolution in
various organisms of even more effectively adaptive, mutator-based developmental systems,
wherein inner-controlled, minute karyotypic changes, possibly involving transposons, would
have occurred as features of ontogeny. Moreover, such an evolving and integrative mutator
system, involving the karyotype, would have determined the very inner evolvability of the
evolution of development in various organisms, including and especially in higher plants. In
effect, the responsively evolving karyotypic mutator system would be the responsively
evolving capacity to evolve developmental systems, the inner-evolving evolvability of
evolution. Another avenue for evolution involving mutators might have entailed a modern
version of pangenesis proposed in 1967 [6].
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5. Likely consequences and possibilities from the evolution of karyotypic
mutator systems

Though originating several years ago, experimental studies of A. nidulans have nevertheless
made explicit, through further examination, a new type of environmentally responding, inner-
controlled adaptive mutation of high degree occurring on the karyotypic/chromosomal level.
This is an inner-controlled, mutator process, connected to and arising through environmental
stress, manifested phenotypically as adaptive changes in growth, differentiation, and mor-
phology. This phenomenon displayed a temporal control reactive and connected to an
environmental stress, and it seemed to enable a near-sudden or accelerated adaptive response
to a physical stress. Such eventuates when a flexible or plastic accommodation to physical
stress becomes necessary. By means of its timing, the phenomenon is adaptively developmental
through different levels of organization, from karyotype to pattern differentiation and
morphogenesis on the level of the organism. Its inner-regulated temporality is a critical
adaptive characteristic of this reactive or responsive phenomenon. This inner capability to
eventuate such an adaptively responsive phenomenon and the adaptive, developmental
consequences or features is also inheritable.

This adaptively responding process or phenomenon may also be indirectly connected to other
environmentally responding alterations in development, which have temporal features and
which have become inheritable. Genetic assimilation may be one example of this. There may
be other types of environmentally responsive mutator systems that are not evident, yet to be
discovered. These may have also played a significant role in the developmental evolution of
organisms. Nevertheless, it is likely that many developmental and growth-pattern systems in
plants and animals have evolved from a basic, known developmental, karyotypic mutator
system, such as the one discovered in Aspergillus. Such evolved systems could involve, refined,
somatic intrachromosomal recombination. In fact, the process of deletion and transposition
in the Aspergillus mutator system was proposed to involve specific, somatic intrachromosomal
recombination implicating heterochromatin [7, 8].

In various invertebrate animals, controlled, frequent karyotypic changes, such as deletions of
heterochromatin, do occur within somatic cells as opposed to germ cells, during development
[20–22]. Such deletions or excisions may occur through intrachromosomal recombination [21].
And in certain amphibians, development is known to involve the creation of inheritable,
irreversible nuclear (or chromosomal) changes within somatic tissue [see [23]], these changes
possibly being deletions. During lymphocyte differentiation in mammals, there is a regulation
of genomic rearrangement events in those cells [24]. It is well known that very high-frequency,
genomic changes involving somatic hypermutation/intrachromosomal recombination in
developmental, immunological tissues (B lymphocytes) occur as a controlled, adaptive
response to internal environmental stresses, such as bacteria and viruses or other foreign
antigens [25–27]. The developmental consequence is diverse antibody production, which is
adaptive. In various plants, there are controlled changes in ploidy in different cells during
development [28, 29]. In Nicotiana, controlled deletions of heterochromatin in somatic cells,
possibly involving intrachromosomal recombination, occur frequently during development,
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which results in color variegation of the flowers [30]. In maize, some features of development
are based on a transposition-insertion-deletion, controlling-element system, with many
variations of such [31, 32]. Dr. McClintock, the author of this paradigm-altering research,
proposed that many other aspects of maize development could be so based, as well. As in
Aspergillus, such a system in maize is derived from a chromosomal or karyotypic reorganiza-
tion. The system in maize and its variations is temperature sensitive. These developmental
systems have characteristics suggesting their evolution from responsive karyotypic-based
mutators. In view of this, it is likely that other developmental systems occurring through
environmentally responsive, changing karyotypes and based on innerly controlled, refined
genomic changes will be discovered.

Hence, it is predicted that more and various karyotypic-based mutator systems, responsively
generating or leading to frequent adaptive, inheritable changes in differentiation and mor-
phology within short periods, will be detected in various organisms. These mutator systems,
through their own inner-controlled instability, may form the basis for the future and rapid
evolution of more complex and refined developmental and growth pattern systems, leading
to more adaptive and, in many cases, productive organisms. This would include cultivated
and nurtured plants used in agriculture and horticulture, but among the harmful, could
include organisms that are pathogenic to such plants, as well. The likelihood that the envi-
ronmentally responsive mutator systems in bacteria, Aspergillus and maize, are genetically
related through evolution [5] makes this prediction even more likely. The developmental, Ac-
Ds controlling-element system in maize [31] is similar to the mutator system in Aspergillus [5].
The adaptively responsive phenomenon exhibited by Aspergillus (once classified as a lower
plant) provides further evidence for the occurrence of various types of adaptively responsive
or reactive mutagenesis in many, various organisms. It gives greater likelihood to the conclu-
sions stemming from those previous investigations of adaptively responsive mutagenesis. The
developmental, adaptive system in Aspergillus makes it more predictable that environmentally
responsive, inheritable mutator systems of various types, including those with developmental
features, have been a significant parameter in a responsively accelerated, adaptive, develop-
mental evolution of lower organisms, animals, and plants. This would have included the
evolution of the progenitors of cultivated crops and of pathogenic organisms.

What appears to be an example of a predicted situation was recently described [33]. When a
soil fungus pathogenic to rice was exposed to increasing copper concentrations, which
increases are normally toxic to the fungus, and to temperature shocks in other experiments,
frequent genomic rearrangements occurred in response to both types of stresses through the
agency of transposition elements (TEs). With increasing concentrations of copper in the culture
medium, the fungal colonies became resistant to the copper and grew. This was correlated with
increased genomic alteration due to the insertion of certain TEs. Furthermore, increased copper
resistance was correlated with frequent color changes of the colonies from gray to white. The
alterations appeared as white sectors in photographs; morphological alterations were also
generated. The fungal colonies adapted to the highest copper concentration displayed dense
aerial hyphae. Those colonies were completely white. In earlier investigations by these authors,
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temperature shocks affected fungal growth and resulted in morphological transitions. These
included pigment changes and the production of aerial hyphae. (Personal Communication.)

These responsive, frequent genomic changes to stress occurred over a short period, as indicated
by the data. Under field conditions, where there are high concentrations of copper in the soil
where the fungus resides, and the soil is very warm due to a tropical environment, this fungus
exhibits a high degree of genetic diversity or genetic rearrangements, “suggesting [according
to the authors] that high copper content of soil and temperature stress are among the important
environmental factors responsible for the high genetic diversity of the pathogen under field
conditions.” Another implication is that such adaptive, genetic diversity was responsively
induced via TEs over a short period.

Though, as noted by the authors, “extensive research over the last several decades has
elucidated numerous molecular responses to stress, it is much less known how these translate
into organismal–level responses.” The authors argue that environmentally responsive TEs
indicate such a translation. Might the color and morphological change of the colonies in
connection with copper concentration also reflect such a translation? One should recall in this
regard that a process very likely involving transposition elements may also have been involved
in the adaptively responsive mutator situation in A. nidulans. To reiterate, this is a situation
where frequent adaptive changes involving color-pattern differentiation, growth, and mor-
phology occurred over a short period. Experimentally supporting such involvement of
controlling elements in Aspergillus, the transposition of genetic elements that occurred from
chromosome to chromosome in A. nidulans resulted in morphological and pigment changes
within short periods [34]. These transposing elements responsible for those phenotypic
changes had their source in a duplication derived from Duplication I. As to whether or not
such phenotypic changes, based on such small, mobile, karyotypic segments, were adaptive
was, however, not looked into. Yet, experiments conducted by the author showed that high
temperature could significantly increase, within a period just over a week, the frequency of
generation of this genetically based phenotype [7]. In connection to environmental stresses,
karyotypic mutators could have activated and controlled the deletion, transposition, and
insertion of genetic elements throughout the genome with developmental effects during the
course of their evolution.

The inner-controlled, responsively adaptive processes as described in this article may only be
markers or shadows of a deeper, more encompassing adaptive dynamic, whose principle may
be independent of scale or level of organization. The elucidation of this process may give a
better insight into the translation mentioned above. In this regard, the following questions
occur: How and why would the environmentally responsive and innerly controlled karyotypic
changes, mediated by TEs, develop into adaptive phenotypes? What are the underlying
connections that translate environmental cues or stresses into adaptive, organismal, develop-
mental responses, from phenome to genome and through genome to phenome? The authors,
regarding the pathogenic fungus [33], show that the TEs investigated do behave in different
ways and are highly specific, responding differently to different environmental clues or
stresses. Yet, what occurs through such specificity of action across different levels of organi-
zation that ensues in a correct phenotypic adaptation? Further studies of adaptively respond-
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ing karyotypic mutator systems, which appear to integrate dynamically and specifically those
levels, may provide insights into this.

6. Conclusion: toward strengthening the new paradigm with constructive
results

Though it appears that karyotypic mutator systems through their own environmentally
responsive, inner-controlled instability could have adaptively evolved into many current
developmental systems based upon inner-controlled genomic changes, such as those involving
transposing genes, it is still not clear in many ways as to how specific adaptive changes on
various levels could have been mediated during that evolution. In this regard, could a type of
dynamic, epigenetic imprinting due to various stresses, via cellular states, cellular membranes,
the cytoskeleton and nuclear matrix, on chromosomal behavior be involved in such specifically
responsive adaptations? And could such an imprinting account for a likely responsively
accelerated evolution of pathogenic organisms and higher plants through an epigenetic
imprinting process regulating and determining lasting karyotypic mutator influences on the
very developmentally involved epigenesis itself? Most relevantly, and predictable in this
regard, inheritable epigenetic modifications in plants occur due to environmental stresses [35].
Such inheritable, adaptive epigenetic modifications, which the authors refer to as epimuta-
tions, are associated with an increased frequency of genomic rearrangements, whose genera-
tion appears to be nonrandom.

Such a further evolved, environmentally responsive process could be considered as a trans-
generational, environmentally responsive, developmental system, perhaps a variation of
genetic assimilation. It would be one manifesting and occurring through dynamic connections
across different levels. As far as elucidating the dynamic underlying such specific connections
and interconnected adaptations on various levels of organization, including the environmen-
tally responsive, transgenerational epigenetic-karyotypic level, one must look for more
interconnected, holistic and imaginative explanations, based on new assumptions. One such
assumption could be external forces imprinting stable specificity through instability within
and between cellular epigenomes. These explanations and assumptions could and should be
elaborated and tested by experiment in order to gain a more complete, empirically based
picture and so enable scientists to arrive at a heuristic, universal principle in biology.

Knowing such a principle may enable scientists to counter or reverse the generation and
evolution of pathogenic organisms and promote the evolution of pathogenic resistance in
crops, as well. Be this as it may, and pointing to aspects of such a principle, environmentally
responsive and innerly controlled, adaptively changing karyotypic mutator systems, involving
transposons, could have provided the inner dynamic and capacity for various, enhanced
macro- and microevolutions of various organisms and their developmental processes over
relatively short periods. Using tissue culture methods, the creation and application of such
mutator systems in an epigenetic context, involving transmitted energies and stresses, may
even become a significant parameter in a near-future evolution. This would occur through the
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genetic engineering of more productive, age-resistant plant cultivars with altered, adaptive
developmental and growth-pattern systems. These would be developmental changes and
features analogous to those generated by the mutator system in Aspergillus, a model and
primary system. The Aspergillus mutator system is an early and significant example (effectively
in 1972) of an internally regulated hypermutator system in a relatively complex, multicellular
organism enabling quick adaptive responsiveness, on various levels of organization, to new
environmentally induced conditions in the organism, and thereby innerly and developmen-
tally evolutionary. The Aspergillus mutator system can certainly be seen as being an epigenetic
system within a more inclusive one guiding, and cyclically being influenced by inner mutator
processes, and one most likely prone to inheritable imprinting.

This would be a type of mutator-based, multilevel, epigenetic system probably forming the
evolved basis for many, present-day developmental and growth-pattern systems, at least
significant features of such, where controlled genomic change through responsively regulated
genetic deletion, transposition, and insertion is involved. Certainly in many cases, gene
activation and suppression occur as features of development. Yet, such genetic behavior is
dependent on chromosomal configurations or states, such as heterochromatin and methyla-
tion. And, predictably, these could very well be epigenetically controlled, as well as controlling,
through the environmentally influenced deletion, insertion, and expression of genetic factors,
such as transposons, a process representing a type of position effect variegation through
regulated intrachromosomal behavior. Modern genetic research has provided supporting
evidence of this [e.g., [36]]. It clearly shows that transposition elements play a regulatory role
in the development of various organisms, affecting gene expression [37].

As shown in [36], an epigenetic system in a higher plant can induce enhanced, inheritable, and
adaptive mutation, through responsive transposon insertion in specific genes, enabling seed
germination in response to a chemical stress in culture that inhibits such germination in culture.
This is an evolved, mutator-based system controlling development in which transposon
activity must also be induced or enabled by the heat treatment of the parental generation prior
to and necessary for the chemical-stress induction of the beneficial, adaptive mutations
through the stress-responsive insertion of transposons into specific genes of the seed progeny,
enabling seed germination. Thus, heat stress itself would be seemingly acting or being utilized
within the system in a potentiating-mutagenic, epigenetically adaptive fashion. However, an
implicated, controlling methylation of the inserted transposons—where methylation is under
the regulation of another genetic region within the system—can inhibit the expression of the
adaptive mutations, ensuing in resensitivity to the chemical stress. Subsequent heat treatment
reactivates the expression of the beneficial mutations, as well as the expression of adjacent
genes, through demethylation of the inserted transposons. The regulated methylation could
mask the growth effect of the mutant genes in vivo when conditions would require plant
dormancy. Under such cold conditions, as the research implies, the effect of the mutant genes
would be nonadaptive but adaptive under warm conditions. The chemical stress is in fact a
plant hormone that induces dormancy under cold conditions. In view of this, the evolved,
inclusive, and responsive epigenetic control of mutant induction and expression would
quickly be able to accommodate plants transgenerationally to changing environmental
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conditions, allowing for and inhibiting development when, respectively, necessary, and in a
heritable fashion. Even though all the adaptive dynamics across different levels of organization
have not been clarified, the systems or processes such as these can nevertheless be seen as also
contributing to the beginning stages of a new paradigm for mutation and evolution.

A new paradigm encompassing mutation and evolution not only becomes creditable but very
feasible. As viewed through this paradigm change, responsively, adaptively, enhanced genetic
mutation on various genomic levels can occur, while defining or structuring levels of biological
evolution so guided responsively via epigenesis by that mutation. This would be, through
mutator processes, an inner-regulated, transgenerational, environmentally responsive,
enhanced mutation on different levels to stresses. Thereby, this would have been a mutator-
defined, responsive mutation controlling and structuring the rapid and responsively acceler-
ated evolution of organismic, adaptive, developmental capabilities, and their expression. On
a deeper, integrated level, the evolution of developmental and growth pattern systems would
appear to have an inner, ordering, stabilizing dynamic or component capable of quickly
accommodating adaptively to environmental and internally related epigenetic stresses, which
tend to destabilize, and which in this context are mutagenic. Thus, evolution itself would
appear to be a stabilizing, transgenerational, evolving developmental process, countering
destabilization via mutator-controlled, multilevel, responsive mutation, through space-time.
This perspective would not only have significant implications for agricultural research, such
as crop improvement but could guide medical research, as well.

7. Photographs of Aspergillus colonies

The four photographs each show an Aspergillus colony having produced through a karyotypic
mutator system many mutant yellow sectors in response to a temperature stress. These colonies

                          I
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came from a large number of colonies displaying the consequences of such mutability
producing the adaptive differentiation through the pattern of yellow sectors. Note in photo-
graph IV the two white, mutant sectors displaying a normal morphology and improved growth
rate. Their production in this situation, which only occurs in the mutator strain, might have
been the result of the insertion of a small genetic element from Duplication III into an epistatic
gene on chromosome II that influences pigment production.

                          II

                          III
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