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Preface

It would be to deny the reality of history and perhaps even to be somewhat arrogant to sug‐
gest that the planet Earth in our lifetime is somehow in a more special time of its evolution
than any other time previously. Epochs of warming and cooling have characterised the lon‐
gevity of the planet with weather pattern and climate change being a constant. Nonetheless,
scientific observations clearly identify a global increase in average monthly temperatures
over the past century, which leads us to conclude that the planet is experiencing an evolu‐
tionary step change in weather and climate patterns.

What this temperature increase means for climate patterns in the long term is yet to be de‐
termined, but the likelihood of consequences such as rising sea levels is likely to be the re‐
sult of the global warming currently being experienced.

The complexity of relationships between weather variables raises many questions of what to
note and how best to model the scientific data now being gathered and analysed. These
questions also relate to atmospheric composition and the effect of particulate matter density,
especially in the near-ground or lower atmosphere where public health becomes increasing‐
ly regarded as at risk from various forms of carcinogenic carbonates present in the air we
ingest. Questions that arise from this modern reality are represented in this book as they
relate to air quality and without presenting an alarmist perspective and they have at their
core the implications of atmospheric composition and the quality of the air we breathe in the
context of the contemporary topic of global warming.

All the scientific knowledge we have of this world and other planets in the universe indi‐
cates that their physical composition and even their relative geo-positioning is a developing
scenario with change being an ongoing reality. Twenty-first century trending temperature
increases are being observed worldwide with associated factors such as air quality being
linked to an overarching scenario of global warming. So is global warming more of a mod‐
ern phenomenon to be addressed now through policies and practices that can diminish or
stop the effects of pollution, or is it an unstoppable trend leading ultimately to devastating
consequences for the planet? The authors of the seven chapters in this book have chosen a
specific topic for their individual contribution. These chapters have been carefully chosen
from the submissions made in order to produce a highly focused collection of topics relating
to the precision monitoring and modelling of air quality data. While not addressing every
possible dimension of the air quality debate, this book is a comprehensive illustration of the
key areas of research in this field of scientific endeavour.

The authors of each chapter have been chosen for their expertise and work in the area of air
quality, but not all are environmental scientists and atmospheric or climate scientists. The
authors range in academic discipline to include econometricians, medicine, computer sci‐



ence and engineering and reflect work on the topic of air quality that is taking place world‐
wide, reflecting the reality that this is a critical area of concern globally. The book is divided
into two sections with the first focusing on methods of air quality monitoring and modelling
and the second being more specifically related to case studies in a variety of situations and
locations.

This collection of chapters is set in the dialogue milieu of global warming, which at times
has led to catastrophisation of possible future implications for the planet and at others, well-
reasoned proposals for human intervention and strategic planning for management of the
environment and care of the inhabitants of likely affected regions, such as islands and atolls
with regard to sea level rises. The history of physical changes to the planet Earth is one char‐
acterised by occasional huge events, while at other less dramatic times, changes no less have
occurred. The change that came with the so-called Ice Age is an outstanding example of a
major climatic shift with its concomitant effect on the terrain, vegetation and lives of the Ho‐
mo sapiens of the time. Many seismic events we know that have varied in effect over time are
another obvious examples of the physical change to the structure of life on the planet.
Trends in warmer and cooler temperatures, along with other atmospheric and geological
shifts, would seem to be what we might think of as the natural course of events in the long
time frame of existence within which our world fits as part of the physical universe.

Nonetheless, we need to accept that shifts in the climate of our world are occurring at this
time, which means we are experiencing a special time of change in this modern age. Al‐
though not happening exponentially, there are incremental increases in temperature. These
are having observable effects on the face of the earth such as the melting of snow caps and
glaciers, the rising of sea levels and the overheating of land, bringing drought and, conse‐
quently, a negative impact on hundreds of thousands of people worldwide, especially those
living in the historically more arid parts of it.

Climate change frequently occurs (daily in fact), and on a more topical scale, trends in tem‐
perature occur monthly and annually, providing useful comparisons. According to the US
National Aeronautics and Space Administration (NASA) for the month of April this year
(2016), global land and sea temperatures rose by 1.11C, making them warmer than the aver‐
age temperature for April during the data recorded period between 1951 and 1980 [1]. Glob‐
ally, it seems that April was the hottest month on record and the seventh month in a row to
have broken global temperature records. NASA predicts that the year 2016 will be the hot‐
test year on record, probably by the largest margin ever recorded.

From a climate science perspective, this data and these trends can relate to numerous factors
with perhaps the most significant in 2016 being the effect of El Niño, which in this year is of
huge proportions as it pushes hot air and water across the Pacific Ocean.

A report from the Australian Centre of Excellence for Climate System Science indicates that
the increasing temperatures are badly affecting ecosystems worldwide [2]. They report that
in Australia, 93% of the coral reefs that sit along the Great Barrier Reef have been affected by
bleaching, which means that the coral is dying and in the northern parts of the reef, the coral
is already dead. An example such as this brings clarity to the debate on what has become
known as global warming.

Climate change for our world is a historical fact and a feature of nature, but it is the influ‐
ence on them from the planet’s inhabitants that leads to the debate on global warming.
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The term debate is used here not because there is any doubt that carbon emissions since the
Industrial Revolution of the eighteenth century have negatively influenced the atmosphere
of the planet, up to and including the troposphere exceeding 10 km above the earth, but the
debate is how the world’s population deals with the situation.

Recent agreements between governments have seen a determined move towards an interna‐
tional response to the issue of global warming. The United Nations Framework Convention
on Climate Change has 197 countries participating in an agreement to set targets for emis‐
sion reductions [3]. The latest step in this process developed the so-called 2016 Paris Agree‐
ment, following on from the earlier 1999 Kyoto Agreement, which segmented countries into
groups for the timescale likelihood of emission reduction.

The Paris Agreement seeks to accelerate efforts with each country signing up to a Nationally
Determined Contribution to emission reduction. As of 29 April 2016, there were 177 signato‐
ries to the Agreement. Of these, 16 countries have also deposited their instruments of ratifi‐
cation for acceptance or approval, which accounts for 0.03% of the total global greenhouse
gas emissions. Clearly, there is a long way to go before any significant impact will be ob‐
servable, but the challenge to reduce global warming has been taken up seriously by the
international community of world leaders.

The implications of this challenge for emission reduction are both economic and social. In‐
dustries need to find alternatives to fossil fuels for manufacturing and processing; vehicles
need to run on other than gasoline or diesel fuel and smoke emitting fires of any kind
(household, forest or land burn off) need to be eliminated. The nature of some work will
change, and some jobs may go as a result. While the effects of government policies and soci‐
etal practices may change, the positive impact on the world’s atmosphere and, therefore,
global warming retardation is likely to be minimal for some time to come. What will not
change anytime soon is the need for good science relating to climate, atmosphere and air
quality, especially as it relates to pollution.

The news media pays a great deal of attention to global pollution issues and air quality in
general. The UK Guardian newspaper continues to run specific stories on the topic of pollu‐
tion especially and its effect on the populace. The Guardian began a recent article (18 January
2016) by stating, ‘The number of annual deaths caused by pollution around the world is
now greater than malaria and HIV combined, according to a recent study, with scientists
warning that fatalities could reach 6 million a year by 2050’. [4]. This particular assertion
relates to a recent scientific journal article in Nature [5].

A later article in the UK Guardian newspaper reported that ‘Outdoor pollution has risen 8%
in five years with fast-growing cities in the developing world worst affected’.[6]. Pollution
density maps are used to illustrate statistics such as this one and others relating to the ob‐
servable decline in air quality worldwide but particularly in those countries using primarily
fossil fuels for industry, heating and air conditioning. The decline in air quality is more fre‐
quently now linked to public health and well-being.

The World Health Organization (WHO) supports these claims and urges governments to
take immediate remedial action to curb what they consider being a pan-epidemic of atmos‐
pheric pollution-related illnesses [7]. One example of the data collated by the WHO from
another pollution monitoring source is reproduced here in Figure 1, illustrating the intensity
of particulate matter (at the level measurement PM10) in the lower atmosphere. The indica‐
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tion from this map is that those countries burning fossil fuels for heating and industrial op‐
erations are producing most of the planet’s carbon emissions and, thus, are overtly
contributing to the global warming situation. Apparently, this evidence and other similar
data are being used to inform the formulation of policy in such agreements as the recent
Paris Accord mentioned above.

Figure 1. WHO map of PM2.5 concentration in urban areas of the world.

Air quality is the extent (degree) to which the air in a particular location is pollution-free. As
a single measure, the ratio of pollutants to clean air in the atmosphere provides a description
of how healthy it is for human consumption, leading to how safe it is for humans to inhale
it. Climatologists usually label high ratios of pollutants, particularly in urban areas, like
smog, which is a term coined in origin from the fog, itself being dense, moist air visible to the
human eye but for smog, composed of particulate matter caused by chemical reactions, prin‐
cipally from near-ground ozone.

The primary focus of air quality studies is the measurement and modelling of atmospheric
pollution saturation. In this research domain, the topics encompass the effect of pollution on
the planet and the methods of data collection, processing and reporting of information con‐
cerning air quality trends and treatment.

So generally, the two primary areas of study for air quality research are:

• Air quality—the phenomenon: its nature and impact on the planet
• Atmospheric data—sampling, analysis and reporting methods

In this book, these topics are discussed through studies carried out by the authors and their
application of the instruments, methods and reported evidence they have obtained. The sub‐
topics contained in the seven chapters of the book relate to:

• A definitive description of nature and being of air quality
• The nature of pollution and its effect on the planet: plant, vegetable, human and animal
• Air quality in the outdoor atmosphere and indoor environment
• Healthcare and pollution—physical, emotional and social impact
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• Vehicle emissions and their impact on air quality
• Econometric impact studies of pollution and the economy
• Government and industry intervention strategies for air quality improvement
• Air quality and climate change
• The influence of weather on particulate matter in the atmosphere
• Climate and atmosphere sensing and data acquisition instruments
• Data modelling methods for trend analysis with result reporting

Although not exhaustive, emerging from discussions here about these topics, the book rep‐
resents the spectrum of prevalent issues being studied by the scientific community with in‐
put from governments worldwide, business and industry, the public health agencies and
society in general, all who seek to find ways forward to address the matter of and questions
about global warming, a phenomenon of our age.

Philip Sallis
Professor in Computer Science,

Auckland University of Technology,
Auckland , New Zealand
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Abstract

The main objective of this chapter is to introduce a mathematical method for enhancing
the correctness of the output results of air pollution dispersion models via the calibration
of input background concentrations. For developing this method, an air pollution model
was set up in ADMS‐Roads for a study area in the City of Nottingham in the UK. The
method  was  applied  iteratively  to  the  input  background  concentrations,  which
effectively reduced the error between calculated and monitored air pollution concen‐
trations on both the annual mean and hourly levels. The inclusion of the traffic flow
profiles of the modeled road network reduced further the error between the hourly, but
not the annual mean, calculated and monitored concentrations. The application of the
calibration approach to the model in ADMS‐Roads was compared to the use of grid air
pollution sources for the same model in ADMS‐Urban. In terms of the accuracy of the
model results, the calibration approach was better than using grid sources on the annual
mean level and was much better on the hourly level. Compared to the use of grid sources
in ADMS‐Urban, the use of the calibration approach in either ADMS‐Roads or ADMS‐
Urban can significantly reduce the air pollution model runtime.

Keywords: calibration, validation, background concentrations, modeling, air pollu‐
tion

1. Introduction

Modeling the air quality is a powerful technique that can be used to assess the ambient air
quality against the mandatory air quality standards. In addition, it can be used to assess the
effectiveness of the proposed air quality action plans (AQAPs) in improving the air quality
within areas in which air pollution exceeds the national air quality standards. This technique

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



can also be used as a tool to undertake a strategic air quality assessment for a wide range of
plans and programs, including local transport plans [1]. As the majority of national air quality
standards are in the form of annual mean and hourly objectives [2], this requires accurate
annual mean and hourly air quality predictions.

The results of air pollution dispersion modeling should be accurate enough to provide reliable
air quality predictions. Recent air pollution dispersion modeling research assesses the
validation of air pollution models by the determination of the error between calculated and
monitored air pollution concentrations. However, this recent research has not investigated
potential sources of this error so that it can be minimized [3–7].

Nottingham City Council compared the monitored annual mean NO2 concentrations at three
continuous monitoring stations to the calculated concentrations by ADMS‐Urban. The model
overestimated the annual mean of monitored concentrations at the three sites [8]. Therefore,
the model results were multiplied by an adjustment factor, the average ratio of monitored to
calculated annual mean concentrations at the three monitoring sites, to correct the annual mean
results of the model. This might help to improve the annual mean results; however, it did not
improve the hourly calculated results of the model.

Ref. [9] used the hourly predictions of ADMS‐Urban and the hourly observations for the first
half of 1993 to derive a multiplicative adjustment factor. The factor was applied to the air quality
predictions for the second half of 1993 and the adjusted predictions were compared to the
corresponding observations. This approach improved the long‐term results over the second
half of 1993; however, it did not show how much improvement was achieved on the short‐term
level. In addition, Cambridge Environmental Research Consultants (CERC), the developers of
ADMS software, have recommended that modelers should avoid the application of such an
adjustment factor to the model results [10]. Instead, CERC advised that various details of the
model set up, such as input data and modeling options, should be adjusted until the calculated
results fit the monitored concentrations.

Ref. [11] stated that the NOX (not NO2) concentrations should be verified and adjusted if NO2

results of the model disagree with the monitored concentrations. It also commented that “The
adjustment of NOX is often carried out on the component derived from local Road Traffic
Emissions – the Road Contribution.” This is because the source contribution is often small
compared with the background contribution. Therefore, Nottingham City Council used this
approach to verify the annual mean NO2 results of ADMS‐Urban [12].

ADMS‐Urban was used to predict the annual mean road contribution NOX concentrations. For
each monitoring site, the annual mean background NOXwas estimated from the national
background maps and subtracted from the monitored total NOX. This resulted in the moni‐
tored annual mean road contribution NOX which was compared to the results of ADMS‐Urban
for each monitoring site to derive an average adjustment factor. The results of ADMS‐Urban
were multiplied by this factor, and the adjusted results of NOX were used, along with the
background NO2 concentrations, to derive the adjusted calculated total annual mean NO2

concentrations by using the LAQM tools—NOX to NO2 spreadsheet [13].

Air Quality - Measurement and Modeling4
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background maps and subtracted from the monitored total NOX. This resulted in the moni‐
tored annual mean road contribution NOX which was compared to the results of ADMS‐Urban
for each monitoring site to derive an average adjustment factor. The results of ADMS‐Urban
were multiplied by this factor, and the adjusted results of NOX were used, along with the
background NO2 concentrations, to derive the adjusted calculated total annual mean NO2

concentrations by using the LAQM tools—NOX to NO2 spreadsheet [13].
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This approach did not eliminate the error between the calculated and monitored annual
mean NO2 concentrations. This is probably due to inaccuracy in the monitored annual mean
road contribution NOX, caused by inaccuracy in the estimation of the annual mean back‐
ground NOX from the national background maps. In addition, the simple NOX to NO2

spreadsheet is usually imprecise, and using a chemistry scheme to model the atmospheric
chemical reactions of NOX, and derive the oxidized NO2 proportion, is recommended [10].
Moreover, this verification approach is only suitable for the calculated annual mean concen‐
trations and is not applicable to the short‐term, e.g., hourly, concentrations [10].

Ref. [14] adjusted the air pollution model set‐up by the calibration of emission rate inputs to
the model through the application of a genetic algorithm. This was helpful to reduce the
uncertainties existing in air pollution emission inventories such as those relevant to traffic
emission factors [15]. The calibration of input emission rates slightly reduced the error (by
6.46%) between daily calculated and monitored PM10 concentrations over 8 days. This implies
a nonsignificant reduction in the error between hourly calculated and monitored concentra‐
tions over a large time period such as a full meteorological year. Furthermore, no validation
was undertaken for the output results of the model, calculated using the calibrated emission
rates, against monitored concentrations at monitoring sites independent of the calibration
process. This process also required a very expensive computing time, due to the use of a genetic
algorithm, which may extend to several weeks on a single PC before the actual running of the
air pollution model, which may extend to several days to model the air pollution dispersion
in a study area [16, 17].

Therefore, this chapter introduces a mathematical approach for adjusting the model set‐up by
the calibration of input background concentrations, in order to improve significantly the
accuracy of the model results and reduce the computing time. This includes the introduction
of four new concepts to the science of air pollution dispersion modeling; namely, macrocali‐
bration, macrovalidation, microcalibration, and microvalidation. The background concentra‐
tions are some of the most important input data to the broad variety of air pollution dispersion
models [18]. They account for all emission sources that may affect the air quality in a model
application area, and are not defined explicitly in the air pollution model. Therefore, a great
uncertainty exists in input background concentrations, which may vary for the same model
according to the number of explicitly defined air pollution sources. Consequently, the calibra‐
tion of input background concentrations is necessary to provide the appropriate background
concentrations for a certain model set‐up. It may also account for the uncertainties existing in
input air pollution emission rates.

In the following sections of this chapter, the set‐up of the air pollution model of the Dunkirk
area in Nottingham is described and the error between calculated and monitored air pollution
concentrations is illustrated. Then, the different development stages of the calibration process
are discussed, along with the reduction in the error after each stage. The impact of including
the traffic profiles of the modeled road network on the error between calculated and monitored
concentrations is explained. Finally, the calibration of background concentrations in ADMS‐
Roads is compared to the use of grid air pollution sources in ADMS‐Urban.
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2. Set-up of the air pollution model

As a study area, Dunkirk Air Quality Management Area (AQMA) was used to set up an air
pollution model in ADMS‐Roads version 2.3 for the initial development of the calibration
approach. ADMS‐Roads was developed by CERC [19]. Dunkirk AQMA is an urban study area
in the city of Nottingham, as shown in Figure 1, with NO2 levels exceeding the permissible
levels [20]. Therefore, NO2 was selected as the modeled air pollutant as the majority of the
available air pollution monitoring data, required to calibrate and validate the air pollution
model, in and around the Dunkirk AQMA was NO2 data.

Figure 1. The Dunkirk AQMA.

Note that 2006 was selected as the modeling year of the air pollution model due to data
availability for this year. The significant industrial air pollution sources relevant to the Dunkirk
AQMA were identified and their emission rates were obtained from Nottingham City Council,
which also provided the traffic speed data of the main roads in the Dunkirk AQMA. The
emission sources defined explicitly in the air pollution model were the traffic on the main roads
within, and close to, the Dunkirk AQMA, as shown in Figure 1, and the relevant significant
industrial air pollution sources. The Nottingham Watnall Weather Station [21] provided the
2006 hourly sequential meteorological data which included surface temperature, wind speed
at 10‐m height above the ground surface, wind direction, precipitation, cloud cover, and degree
of humidity. The 2006 annual mean and hourly monitored NOX, NO2, and O3 concentrations
by the air quality monitoring station (AQMS), located in the Dunkirk AQMA as shown in
Figure 1, were provided by Nottingham City Council.
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The traffic flow data of the main roads in the Dunkirk AQMA were obtained from Nottingham
City Council in the form of the traffic count every 5 min collected automatically using detector
loops embedded in the main roads. A visual basic for applications (VBA) computer program
was written in MS‐Excel in order to calculate automatically the 2006 Annual Average Daily
Traffic (AADT) flow and the 2006 hourly and monthly traffic flow profiles from the 5‐min
traffic counts, using the following mathematics:

For each day, the 5‐min flow data was automatically aggregated to yield hourly flow data.
Let 𝀵𝀵𝀵𝀵𝀵𝀵 be the total traffic flow in both directions in hour i of day j of month k, and let 𝀵𝀵 be

the number of days in month k, such that i = 0,...,23, j = 1,...,𝀵𝀵 (where 𝀵𝀵= 28, 29, 30 or 31 as

appropriate), and k = 1,...,12.

Therefore,
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Let 𝀵𝀵, 𝀵𝀵, and 𝀵𝀵 be the number of weekdays, Saturdays, and Sundays, respectively, in month
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Hence,there are 3 × 24 = 72 different day‐related hourly average traffic flows; so, correspond‐
ingly, there are 72 hourly factors, such that:

Hourly averageHourly factor  ,  0, ,23
AADT

i
i i i= " = ¼ (7)

Therefore, the full traffic flow data processing output for each main road was:

• 24 hourly factors for weekdays, in order, from hour 0 to hour 23.

• 24 hourly factors for Saturdays, in order, from hour 0 to hour 23.

• 24 hourly factors for Sundays, in order, from hour 0 to hour 23.

• 12 monthly factors for the 12 months, in order, from January to December.

Lack of data from some detectors for some time periods during the year 2006 had to be
addressed. If the corresponding traffic data was available for another year, then that was
used, factored using traffic data from the nearest detectors, for that other year and 2006.
Steps were taken in the code to avoid zero division in factoring the traffic data of that other
year. If the corresponding traffic data from another year was not available, then 2006 traffic
data from the nearest available detectors were used.The traffic flow profiles were compiled
to a special text file, a FAC file, which was used in ADMS‐Roads to reflect the hourly and
monthly variations in the AADT flow on traffic air pollution emissions, so that for each
hour, the traffic flow, used in the model to derive the traffic emissions, was the AADT flow
× monthly factor × hourly factor. The 2003 DMRB traffic emission factors [22], built‐in in
ADMS‐Roads, were used to derive the traffic emission rates from the traffic flow and speed
data.

The chemical reaction scheme (CRS) was used to model the atmospheric conversion of
NOX to NO2 due to a number of chemical reactions with background O3 [19]. Modeling
these atmospheric reactions was necessary to get accurate NO2 results, so NOX and O3

were modeled in addition to NO2. However, using this chemical scheme requires inputs
for NO2, NOX, and O3 background concentrations. Therefore, Nottingham City Council
provided the 2006 hourly sequential NO2, NOX, and O3 concentrations monitored by the
Rochester air quality monitoring station. This is a rural monitoring station remote from
the Dunkirk AQMA and far from urban air pollution, and hence it was recommended to
use its monitoring data as the input background concentrations to avoid double counting
[10].

3. Calibration and validation of the background concentrations

An output receptor was defined in the air pollution model at the geographical location of the
AQMS. With reference to Run 1 in Table 1, the calculated 2006 annual mean NOX and NO2

concentrations underestimated the monitored ones by 37.6% and 25.6%, respectively, at the
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AQMS. In addition, the calculated 2006 annual mean of O3 concentrations overestimated the
monitored one by 42.7% at the AQMS. This necessitated developing the set‐up of the air
pollution model by performing two operations. The first operation was the iterative calibration
of the rural background concentrations so as to account for the urban background emissions,
e.g., residual, poorlydefined, or diffused emissions, from domestic heating sources and minor
roads, in the Dunkirk AQMA. The second operation was the validation of the calculated air
pollution concentrations after each iteration of the calibration process, in order to decide the
final acceptable iteration of this process.

Δ background Calculated
concentrations

Target
concentrations

Run 1 
NO2 0 26.25 35.29
NOX 0 42.19 67.60
O3 0 44.23 31.00
Run 9 
NO2 +7.70 37.27 35.29
NOX +25.42 67.61 67.60
O3 ‐12.60 28.99 31.00
Run 23 
NO2 +1.48 35.45 35.29
NOX +25.42 67.60 67.60
O3 ‐5.40 31.01 31.00
Run A 
NO2 +7.02 36.89 35.29
NOX +25.42 67.61 67.60
O3 ‐12.40 28.86 31.00
Run B 
NO2 +10.12 38.73 35.29
NOX +25.42 67.61 67.60
O3 ‐13.20 29.46 31.00
Run C 
NO2 +14.55 41.64 35.29
NOX +25.42 67.61 67.60
O3 ‐15.30 29.18 31.00
Run D 
NO2 +17.18 43.56 35.29
NOX +25.42 67.61 67.60
O3 ‐16.71 28.69 31.00

Table 1. Macrocalibration development stages of the rural background concentrations.

3.1. Macrocalibration and macrovalidation

The term macrocalibration in this chapter refers to the adjustment of input background
concentrations, so that the error between the annual means of calculated and monitored air
pollution concentrations can be effectively reduced. The macrovalidation was undertaken by
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the direct comparison between the calculated and monitored annual means of NOX, NO2, and
O3 concentrations at the AQMS.

As calculated NO2 concentrations were linked to calculated NOX and O3 concentrations
through the atmospheric chemical reactions discussed in Section 2, it was decided to cali‐
brate NOX and O3, in addition to NO2, background concentrations. A trial and error approach
was adopted to macrocalibrate the hourly sequential rural background concentrations until
the above‐mentioned macrocalibration criterion was achieved. This approach comprised 22
runs of the model, and involved changing the background concentrations manually every
time. In Table 1, the results of an intermediate run (run 9), and the final macro‐calibration run
(run 23), are shown in order to illustrate the progress of this approach.

For each macrocalibration iteration, the values in the “∆ background” field of Table 1 were
added to every hour of the 2006 NO2, NOX, and O3 rural background concentrations. However,
adding these values to the original background concentrations file resulted in having many
consecutive hours with a negative O3 background concentration which raised an error and
interrupted the model run. This technical problem was overcome by replacing the negative,
invalid, O3 background concentrations with zero in the macrocalibrated background concen‐
trations file. Another computer logic was applied to this file in order to preserve the fact that
NOX is NO + NO2. Hence, for every hour in the macrocalibrated background concentrations
file, if NO2> NOX, then NO2 = NOX.

After each iteration of the macrocalibration, the macrovalidation was undertaken by compar‐
ing the calculated concentrations and the target concentrations in Table 1. The calculated
concentrations were the 2006 annual means of calculated NO2, NOX, and O3 concentrations
and the target concentrations were the 2006 annual means of monitored NO2, NOX, and O3

concentrations at the AQMS. Run 23 in Table 1 gave the least error between the calculated and
target concentrations. Therefore, the background concentrations corresponding to this run
were considered the final macrocalibrated background concentrations.

The results of the final macrocalibration run were used to derive Eqs. (8), (9), and (10), which
could be used to evaluate directly the background concentration adjustment values, required
to macrocalibrate the Dunkirk AQMA air pollution model, without the trial and error ap‐
proach:

( )2 monitored 2 uncalibrated

2 background  1.48,
9.2

NO NO
NO

-
D = ´ (8)

where 𝀵𝀵𝀵𝀵2 monitored is the annual mean of monitored NO2 concentrations and 𝀵𝀵𝀵𝀵2 uncalibrated
is the annual mean of calculated NO2 concentrations using the rural background concentra‐
tions.

 monitored  uncalibrated background  ,x xxNO NO NOD = - (9)
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where 𝀵𝀵𝀵𝀵 monitored is the annual mean of monitored NOX concentrations and𝀵𝀵𝀵𝀵 uncalibrated is the annual mean of calculated NOX concentrations using the rural back‐

ground concentrations.

( )
( ) ( )3 monitored 3 uncalibrated

3 background  5.40 ,
13.22

O O
O

-
D = ´ -

-
(10)

where 𝀵𝀵3 monitored is the annual mean of monitored O3 concentrations and 𝀵𝀵3 uncalibrated is

the annual mean of calculated O3 concentrations using the rural background concentrations.

3.2. Microcalibration and microvalidation

The term microcalibration in this chapter refers to the adjustment of input background
concentrations so that the error between not only the annual means of, but also the hourly,
calculated and monitored air pollution concentrations can be effectively reduced. The micro‐
calibration extends the macrocalibration as shown in Figure 2. The microvalidation was

Figure 2. Calibration and validation process for rural background concentrations.
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undertaken by comparing statistically two one‐dimensional arrays of the 2006 calculated and
monitored hourly sequential NO2 concentrations at the AQMS. The statistical approach to
compare these two arrays depended on the definition of them. If these two arrays were to be
defined as two samples of two bigger populations, statistical tests would be the best approach
to compare statistically the two bigger populations [23]. However, if these two arrays repre‐
sented the two populations to compare, statistical tests would not be suitable and descriptive
statistics would be the convenient statistical approach to compare these two populations.

Therefore, careful consideration was given to define correctly the two arrays of calculated and
monitored 2006 hourly NO2 concentrations at the AQMS, concluding that these two arrays
should be defined as two populations, not as two samples. The reason was that these two arrays
of concentrations did not comprise NO2 concentrations from any year other than 2006, or
averages over any time period other than an hour. Therefore, a hypothesis that these two arrays
are two samples of two bigger populations that may extend over many years of time, or
comprise air pollution concentrations calculated or monitored over a diversity of averaging
times, was invalid. Consequently, Pearson correlation coefficient (r) and the root mean square
error (RMSE) were used to compare the two populations. Further details about these two
descriptive statistics are given in [7, 24, 25]. The slope of the regression line through the origin
was also used to compare the two populations of hourly calculated and monitored concentra‐
tions.

Linear regression through the origin was used because it was already known that the perfect
relationship between hourly calculated and monitored concentrations is yi = xi without a
constant, where yi and xi were the calculated and monitored NO2 concentrations for hour i at
the AQMS, respectively. The value of i ranged from 1 to 8760 which was the total number of
hours in the year 2006. The linear regression analysis was undertaken for three cases, uncali‐
brated versus monitored, macrocalibrated versus monitored, and microcalibrated versus
monitored, concentrations. In all these three cases, the independent variable was the monitored
concentrations.

The comparison between the calculated and monitored hourly NO2 concentrations at the
AQMS was undertaken by the comparison between the slope of the best fit line through the
origin and 1.0, the slope of the perfect relationship. The magnitude and sign of the difference
between the slope of the best fit line through the origin and 1.0 indicated the tendency of
calculated NO2 concentrations to underestimate or overestimate the 2006 monitored NO2

concentrations on the micro, hourly, level. Moreover, the slope of the regression best fit line
through the origin was used for the graphical representation of the linear approximation of
the actual relationship between calculated and monitored hourly NO2 concentrations at the
AQMS, after each stage of the calibration process.

The Dunkirk AQMA air pollution model was run with the uncalibrated rural background
concentrations file to output the 2006 calculated hourly NO2 concentrations at the AQMS. This
was carried out for the identification of the initial discrepancy, before any calibration, between
the 2006 calculated and monitored hourly NO2 concentrations at the AQMS, as shown in
Figure 3. Then, the model was run with the macrocalibrated background concentrations file,
corresponding to run 23 in Table 1, to output the 2006 calculated hourly NO2 concentrations
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at the AQMS. This was for the microvalidation after the macrocalibration of the rural back‐
ground concentrations as shown in Figure 4.

Figure 3. Scatter diagram of hourly NO2 concentrations at the AQMS before any calibration.

Figure 4. Scatter diagram of hourly NO2 concentrations at the AQMS after macrocalibration.
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Pearson’s correlation coefficients were calculated as 0.541 before any calibration, and then as
0.412 after the macrocalibration, as shown in Figures 3 and 4. The slight decline in Pearson’s
correlation coefficient after the macrocalibration implied that the macrocalibration slightly
decreased the degree of linearity of the actual relationship between the calculated and
monitored hourly NO2 concentrations at the AQMS. Hence, the macrocalibration slightly
increased the drift of the shape of this actual relationship away from the perfect straight‐line
relationship.

On the other hand, the values of the RMSE were calculated as 18.45 µg/m3 before the calibration,
and then as 17.39 µg/m3 after the macrocalibration, as shown in Figures 3 and 4. The slight
decline in the RMSE after the macrocalibration implied that the macrocalibration slightly
lowered the difference between the calculated and monitored hourly NO2 concentrations.
Therefore, the macrocalibration not only improved the NO2 predictions of the model on the
macro, annual mean, level but also slightly improved the NO2 predictions on the micro, hourly,
level.

The slope of the best fit line through the origin of the actual relationship between the calculated
and monitored hourly NO2 concentrations at the AQMS was calculated as 0.631 before any
calibration, and then as 0.755 after the macrocalibration, as shown in Figures 3 and 4. Although
the results of the macrocalibration, corresponding to run 23 in Table 1, very slightly overesti‐
mated the 2006 annual mean of monitored NO2 concentrations at the AQMS, the slope of the
best fit line through the origin after the macrocalibration was less than 1.0. This indicated that,
after the macrocalibration, the model generally underestimated the monitored NO2 concen‐
trations at the AQMS on the micro, hourly, level. However, the slight increase in the slope of
the best fit line after the macrocalibration implied that the macrocalibration slightly reduced
the tendency of the model to underestimate the monitored hourly NO2 concentrations at the
AQMS. This, together with the reduction in the RMSE after the macrocalibration, confirmed
the slight improvement of the NO2 predictions of the model, after the macrocalibration, on the
micro, hourly, level.

To improve further the NO2 predictions of the model on the micro level, the idea of microca‐
libration was developed. This idea depended on the modification of Eqs. (8), (9), and (10) in
order to generate three one‐dimensional arrays for ∆NO2 background, ∆NOX background, and
∆O3 background as follows:

( )
( )

2 monitored  2 uncalibrated  
2 background  

2 macro 2 uncalibrated  

  1.48,i i
i

i i

NO NO
NO

NO NO
-

D = ´
- (11)

where ∆ℎ𝀵𝀵𝀵𝀵2 background  is the adjustment value for the rural NO2 background concentration

for the hour i. 𝀵𝀵𝀵𝀵2 monitored  is the monitored hourly NO2 concentration for the hour i.𝀵𝀵𝀵𝀵2 uncalibrated  is the calculated hourly NO2 concentration for the hour i using the uncali‐

brated rural background concentrations. 𝀵𝀵𝀵𝀵2 macro  is the calculated hourly NO2 concentra‐
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Pearson’s correlation coefficients were calculated as 0.541 before any calibration, and then as
0.412 after the macrocalibration, as shown in Figures 3 and 4. The slight decline in Pearson’s
correlation coefficient after the macrocalibration implied that the macrocalibration slightly
decreased the degree of linearity of the actual relationship between the calculated and
monitored hourly NO2 concentrations at the AQMS. Hence, the macrocalibration slightly
increased the drift of the shape of this actual relationship away from the perfect straight‐line
relationship.

On the other hand, the values of the RMSE were calculated as 18.45 µg/m3 before the calibration,
and then as 17.39 µg/m3 after the macrocalibration, as shown in Figures 3 and 4. The slight
decline in the RMSE after the macrocalibration implied that the macrocalibration slightly
lowered the difference between the calculated and monitored hourly NO2 concentrations.
Therefore, the macrocalibration not only improved the NO2 predictions of the model on the
macro, annual mean, level but also slightly improved the NO2 predictions on the micro, hourly,
level.

The slope of the best fit line through the origin of the actual relationship between the calculated
and monitored hourly NO2 concentrations at the AQMS was calculated as 0.631 before any
calibration, and then as 0.755 after the macrocalibration, as shown in Figures 3 and 4. Although
the results of the macrocalibration, corresponding to run 23 in Table 1, very slightly overesti‐
mated the 2006 annual mean of monitored NO2 concentrations at the AQMS, the slope of the
best fit line through the origin after the macrocalibration was less than 1.0. This indicated that,
after the macrocalibration, the model generally underestimated the monitored NO2 concen‐
trations at the AQMS on the micro, hourly, level. However, the slight increase in the slope of
the best fit line after the macrocalibration implied that the macrocalibration slightly reduced
the tendency of the model to underestimate the monitored hourly NO2 concentrations at the
AQMS. This, together with the reduction in the RMSE after the macrocalibration, confirmed
the slight improvement of the NO2 predictions of the model, after the macrocalibration, on the
micro, hourly, level.

To improve further the NO2 predictions of the model on the micro level, the idea of microca‐
libration was developed. This idea depended on the modification of Eqs. (8), (9), and (10) in
order to generate three one‐dimensional arrays for ∆NO2 background, ∆NOX background, and
∆O3 background as follows:

( )
( )

2 monitored  2 uncalibrated  
2 background  

2 macro 2 uncalibrated  

  1.48,i i
i

i i

NO NO
NO

NO NO
-

D = ´
- (11)

where ∆ℎ𝀵𝀵𝀵𝀵2 background  is the adjustment value for the rural NO2 background concentration

for the hour i. 𝀵𝀵𝀵𝀵2 monitored  is the monitored hourly NO2 concentration for the hour i.𝀵𝀵𝀵𝀵2 uncalibrated  is the calculated hourly NO2 concentration for the hour i using the uncali‐

brated rural background concentrations. 𝀵𝀵𝀵𝀵2 macro  is the calculated hourly NO2 concentra‐
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tion for the hour i using the macrocalibrated background concentrations. The value of i ranged
from 1 to 8760, which was the total number of hours in the year 2006:

 background   monitored   uncalibrated    ,X i x i x iNO NO NOD = - (12)

where ∆ℎ𝀵𝀵𝀵𝀵 background  is the adjustment value for the rural NOX background concentration

for the hour i. 𝀵𝀵𝀵𝀵 monitored  is the monitored hourly NOX concentration for the hour i.𝀵𝀵𝀵𝀵 uncalibrated  is the calculated hourly NOX concentration for the hour i using the uncali‐

brated rural background concentrations. The value of i ranged from 1 to 8760, which was the
total number of hours in the year 2006:

( )
( ) ( )3 monitored  3  

3 background  
3 macro 3 uncalibrated  

  5.4 ,i uncalibrated i
i

i i

O O
O

O O
-

D = ´ -
- (13)

where ∆ℎ𝀵𝀵3 background  is the adjustment value for the rural O3 background concentration for

the hour i. 𝀵𝀵3 monitored  is the monitored hourly O3 concentration for the hour i. 𝀵𝀵3 uncalibrated 
is the calculated hourly O3 concentration for the hour i using the uncalibrated rural background
concentrations. 𝀵𝀵3 macro  is the calculated hourly O3 concentration for the hour i using the

macrocalibrated background concentrations. The value of i ranged from 1 to 8760, which was
the total number of hours in the year 2006.

The three one‐dimensional arrays of ∆NO2 background, ∆NOX background, and ∆O3background, calculat‐
ed by Eqs. (11), (12), and (13), were added to the arrays of the uncalibrated hourly sequen‐
tial rural background concentrations of NO2, NOX, and O3, respectively. Hence the
microcalibrated background concentrations file was created based on the above three equa‐
tions. However, running the model with these microcalibrated background concentrations
resulted in the overestimation of the annual means of the monitored NO2, NOX, and O3 con‐
centrations at the AQMS as shown in Table 2. In addition, using these microcalibrated back‐
ground concentrations increased the difference between the calculated and monitored
hourly NO2 concentrations on the micro, hourly, level. This was indicated by the large in‐
crease in the RMSE as shown in Table 2.

A possible reason for the large increase in the RMSE after the microcalibration based on
Eqs. (11), (12), and (13) was the use of the macrocalibrated hourly concentrations in these
equations. As discussed before with regard to Figure 4, the hourly calculated concentrations
of the macrocalibrated model were not precise enough. The macrocalibrated model of the
Dunkirk AQMA was validated only on the macro, annual mean, level. Therefore, instead of
using 𝀵𝀵𝀵𝀵2 macro  and 𝀵𝀵3 macro , the macrocalibrated calculated hourly NO2 and O3 concen‐

trations, it was decided to alter two of the three equations for the microcalibration of the rural
background concentrations, using the macrocalibrated annual mean NO2 and O3 concentra‐
tions, so that:
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( )
( )

2 monitored  2 uncalibrated  
2 background  2 macro background

2 macro 2 uncalibrated

    ,i i
i

NO NO
NO NO

NO NO
-

D = ´D
- (14)

where ∆𝀵𝀵𝀵𝀵2 background  is the adjustment value for the rural NO2 background concentration

for the hour i. 𝀵𝀵𝀵𝀵2 monitored  is the monitored hourly NO2 concentration for the hour i.𝀵𝀵𝀵𝀵2 uncalibrated  is the calculated hourly NO2 concentration for the hour i using the uncali‐

brated rural background concentrations. The value of i ranged from 1 to 8760, which was the
total number of hours in the year 2006. 𝀵𝀵𝀵𝀵2 macro is the annual mean NO2 concentration

calculated using the macrocalibrated background concentrations. 𝀵𝀵𝀵𝀵2 uncalibrated is the annual

mean NO2 concentration calculated using the uncalibrated rural background concentrations.∆𝀵𝀵𝀵𝀵𝀵𝀵2 macro background is the macrocalibration adjustment value for the rural NO2 background

concentrations, as given in the column headed “∆ background in Table 1:

( )
( )
3 monitored  3 uncalibrated  

3 background  3 macro background
3 macro 3 uncalibrated

    ,i i
i

O O
O O

O O
-

D = ´D
- (15)

where ∆ℎ𝀵𝀵3 background  is the adjustment value for the rural O3 background concentration for

the hour i. 𝀵𝀵3 monitored  is the monitored hourly O3 concentration for the hour i. 𝀵𝀵3 uncalibrated 
is the calculated hourly O3 concentration for the hour i using the uncalibrated rural background
concentrations. The value of i ranged from 1 to 8760, which was the total number of hours in
the year 2006. 𝀵𝀵3 macro is the annual mean O3 concentration calculated using the macrocali‐

brated background concentrations. 𝀵𝀵3 uncalibrated is the annual mean O3 concentration

calculated using the uncalibrated rural background concentrations. ∆𝀵𝀵𝀵𝀵3 macro background is

the macrocalibration adjustment value for the rural O3 background concentrations, as given in
the column headed “∆ background” in Table 1.

A VBA computer program was written in MS‐Excel in order to automate the generation of the
three hourly sequential one‐dimensional arrays for ∆NO2 background, ∆NOX background, and ∆O3

background using Eqs. (14), (12), and (15). For any hour in the year 2006, if either the calculated or
monitored hourly concentration was missing, then the equation relevant to the type of missing
concentration would not be usable. This was handled in the VBA computer program as follows:∆𝀵𝀵𝀵𝀵𝀵𝀵2 background  =   ∆   𝀵𝀵𝀵𝀵2 macro background for the hours of missing hourly NO2 concen‐

trations, ∆NOXbackground i = ∆NOXmacro background for the hours of missing hourly NOX concentrations,
and ∆O3background i = ∆O3macrobackground for the hours of missing hourly O3 concentrations.

The VBA computer program applied Eqs. (14), (12), and (15) along with the macrocalibration
results of run 23 in Table 1 to generate the microcalibrated background concentrations file.
Running the Dunkirk AQMA air pollution model with this background concentrations file

A Mathematical Approach to Enhance the Performance of Air Pollution Models
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significantly improved the RMSE, r, and the slope of the best fit line through the origin as
shown in Table 2 and Figure 5. This indicated a significant improvement for NO2 hourly
predictions by the model when using this background concentrations file. However, the model
with this background concentrations file underestimated the annual mean of monitored NO2

concentrations, and overestimated the annual mean of monitored O3 concentrations, at the
AQMS as shown in Table 2. Hence, using the trial and error macrocalibration approach, it was
necessary to undertake additional runs of ADMS‐Roads, beyond run 23, as shown in Table 1.

Figure 5. Scatter diagram of hourly NO2 concentrations at the AQMS after the microcalibration based on run 23.

The background concentrations of these additional macrocalibration runs were modified so
that the annual mean of monitored NO2 concentrations was deliberately overestimated, and
the annual mean of monitored O3 concentrations was deliberately underestimated, by these
runs, named A–D in Table 1. Consequently, after the “normal”microcalibration underestima‐
tion of the annual mean of monitored NO2 concentrations and the “normal” microcalibration
overestimation of the annual mean of monitored O3 concentrations, the microcalibration runs
based on the results of these additional macrocalibration runs gave a good estimate of the
annual means of both the monitored NO2 and O3 concentrations at the AQMS. This not only
improved the results of the microcalibrated model on the macro level, but also further
improved the results on the micro level as shown in Table 2 and Figure 6. Therefore, the
microcalibrated background concentrations obtained by Eqs. (14), (12), and (15), based on the
macrocalibration results of run D, were considered the final microcalibrated background
concentrations.

Air Quality - Measurement and Modeling18
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The background concentrations of these additional macrocalibration runs were modified so
that the annual mean of monitored NO2 concentrations was deliberately overestimated, and
the annual mean of monitored O3 concentrations was deliberately underestimated, by these
runs, named A–D in Table 1. Consequently, after the “normal”microcalibration underestima‐
tion of the annual mean of monitored NO2 concentrations and the “normal” microcalibration
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macrocalibration results of run D, were considered the final microcalibrated background
concentrations.
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Figure 6. Scatter diagram of hourly NO2 concentrations at the AQMS after the microcalibration based on run D.

The microcalibration development, from run 23 to run D, increased the error between the
calculated and monitored NO2 concentrations at a few hours, as implied by the comparison
between the scatter in the overestimated points on the lower left side of Figures 5 and 6. A
thorough investigation was undertaken in order to identify the reason for such unexpected
behavior of the microcalibration process at these hours. A potential reason was the very high
ratio of the monitored NOX concentration to the monitored NO2 concentrations, e.g., 7, which
was accompanied by a high monitored O3 concentration at these hours. However, a high
calculated NOX concentration by the air pollution model was accompanied by high calculated
NO2 concentration and low calculated O3 concentration at these hours. This suggested either
imprecise model simulation of the actual atmospheric chemical reactions between NOX and
O3 due to inaccurate input meteorological data or imprecise monitoring data at these hours.

The high monitored NOX concentration resulted in a high increase in the NOX background
concentration due to the microcalibration at these hours. Such a high increase in the NOX

background concentration substantially increased the calculated NO2 concentration, resulting
in a big difference between the calculated and low monitored NO2 concentrations at these
hours. At some of these hours, for which the NO2 concentration was underestimated before
any calibration, the microcalibration iterations increased the background NO2 concentration
in order to increase the calculated NO2 concentration, which changed the NO2 underestimation
into an increasingly greater NO2 overestimation. At the rest of these hours, for which the
NO2 concentration was overestimated before any calibration, the reduction in calculated NO2

concentration due to the microcalibration iterations was masked by the increase in calculat‐
ed NO2 concentration due to the high NOX background concentration.

A Mathematical Approach to Enhance the Performance of Air Pollution Models
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4. Impact of traffic profiles on the macro- and microvalidation

As mentioned in Section 2, the hourly and monthly traffic flow profiles were considered in the
set‐up of the air pollution model by use of a special text file, a FAC file. The impact of the traffic
profiles on the macro and micro levels was investigated by turning off this FAC file in the final
microcalibrated version of the Dunkirk AQMA model, corresponding to run D in Table 2. The
exclusion of the traffic profiles did not have a significant impact on the calculated annual
mean NO2, NOX, and O3 concentrations as shown in Table 2. Therefore, it was concluded that
the consideration of the traffic profiles in the air pollution model was not important for the
macrovalidation.

Figure 7. Scatter diagram of hourly NO2 concentrations at the AQMS after the microcalibration based on run D without
a FAC file.

On the other hand, the exclusion of the traffic profiles slightly worsened the hourly calculat‐
ed NO2 concentrations as shown in Figure 7. This was indicated by the higher RMSE, the lower
r, and the slightly lower slope of the best fit line through the origin, without a FAC file in
Figure 7 compared to with a FAC file in Figure 6. Therefore, it was concluded that the
incorporation of the traffic profiles in the air pollution model could further improve the
microvalidation by reducing the RMSE between the calculated and monitored hourly NO2

concentrations by 28.4%.
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5. The calibration of background concentrations versus the use of grid
sources

Grid air pollution sources are used in ADMS‐Urban to model residual, poorly defined or
diffused emissions in urban areas, such as the emissions from domestic heating sources and
minor roads [26]. This enables ADMS‐Urban to model emissions from sources that are not
defined explicitly in the air pollution model. Therefore, Nottingham City Council uses grid
sources in ADMS‐Urban to compensate for the difference between rural and urban background
concentrations [8]. However, the capability to model emissions from such air pollution sources
is only available in ADMS‐Urban, not in ADMS‐Roads. Hence, the Dunkirk AQMA air
pollution model was set up in ADMS‐Urban, with the Rochester rural background concentra‐
tions, and this time with a grid source. The air pollution emissions of the grid source were
obtained from the UK National Atmospheric Emissions Inventory (NAEI).

The ADMS‐Urban model was run to output the 2006 annual mean concentrations of NO2,
NOX, and O3 at the AQMS as shown in Table 3. Comparing Table 2 with Table 3, the calculated
annual mean NO2, NOX, and O3 concentrations from the ADMS‐Roads model, with microca‐
librated background concentrations, were closer to the corresponding annual means of
monitored concentrations than were the calculated annual means from the ADMS‐Urban
model, with a grid source and rural background concentrations. This indicated that the ADMS‐
Roads model, with microcalibrated background concentrations only, was more precise than
the ADMS‐Urban model, with a grid source and rural background concentrations, on the
macro level.

Case description NO2 annual mean, µg/m3 NOX annual mean, µg/m3 O3 annual mean, µg/m3 

Calculated  Monitored  Calculated  Monitored  Calculated  Monitored

ADMS‐Urban with CRS 37.65 35.29 69.31 67.6 35.18 31.0

ADMS‐Urban with CRS with

trajectory model

37.77 35.29 69.31 67.6 35.07 31.0

Table 3. Monitored versus calculated annual mean concentrations at the AQMS by ADMS‐Urban.

The 2006 hourly NO2 concentrations calculated by the ADMS‐Urban model were compared to
the 2006 hourly monitored NO2 concentrations at the AQMS as shown in Figure 8. Hence,
comparing Figure 6 with Figure 8, the results of the ADMS‐Urban model, with a grid source
and rural background concentrations, gave a much higher RMSE than did the results of the
ADMS‐Roads model, with microcalibrated background concentrations only. In addition, the
results of the ADMS‐Urban model gave a much lower r, and a lower slope of the best fit line
through the origin, than did the results of the ADMS‐Roads model, with microcalibrated
background concentrations only. Therefore, the results of the ADMS‐Roads model, with
microcalibrated background concentrations only, were much closer to the 2006 hourly NO2
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concentrations monitored by the AQMS than were the results of the ADMS‐Urban model, with
a grid source and rural background concentrations. This indicated that the ADMS‐Roads
model, with microcalibrated background concentrations only, was much more precise than the
ADMS‐Urban model, with a grid source and rural background concentrations, on the micro
level.

Figure 8. Scatter diagram of monitored versus calculated hourly NO2 concentrations at the AQMS by ADMS‐Urban.

Comparing Table 1 (run 23) with Table 3, the calculated annual mean NO2, NOX, and O3

concentrations from the ADMS‐Roads model, with macrocalibrated background concentra‐
tions only, were closer to the corresponding annual means of monitored concentrations than
were the calculated annual means from the ADMS‐Urban model, with a grid source and rural
background concentrations. This indicated that the ADMS‐Roads model, with macrocalibrated
background concentrations only, was more precise than the ADMS‐Urban model, with a grid
source and rural background concentrations, on the macro level.

In respect of the 2006 hourly NO2 concentrations, comparing Figure 8 with Figure 4, the
results of the ADMS‐Urban model, with a grid source and rural background concentrations,
gave a slightly higher RMSE than did the results of ADMS‐Roads, with macrocalibrated
background concentrations only. Both the ADMS‐Urban model and the macrocalibrated
ADMS‐Roads model generally underestimated the 2006 hourly monitored NO2 concentra‐
tions which was indicated by the best fit line through the origin having a slope of less than
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1.0 in both Figures 8 and 4. However, the slope of the best fit line in the ADMS‐Urban case
(in Figure 8) was closer to 1.0 than was the slope of the best fit line in the macrocalibrated
ADMS‐Roads case (in Figure 4). Therefore, the tendency of the ADMS‐Urban model, with a
grid source and rural background concentrations, to underestimate the hourly monitored
NO2 concentrations was less than that of the ADMS‐Roads model, with macrocalibrated
background concentrations only.

Continuing the comparison of Figure 8 with Figure 4, the results of ADMS‐Urban, with a grid
source and rural background concentrations, gave a slightly higher r than did the results of
ADMS‐Roads, with macrocalibrated background concentrations only. This implied that the
ADMS‐Urban model slightly increased the degree of linearity of the actual relationship
between the calculated and monitored hourly NO2 concentrations at the AQMS. Hence, the
actual relationship between the calculated and monitored hourly NO2 concentrations was
slightly closer to the perfect straight line relationship in the case of the ADMS‐Urban model
than it was in the case of the macrocalibrated ADMS‐Roads model. The RMSE, r, and the slope
of the best fit line through the origin indicated that the ADMS‐Roads model, with macrocali‐
brated background concentrations only, was almost as precise as the ADMS‐Urban model,
with a grid source and rural background concentrations, on the micro level.

The trajectory model of CRS can be used along with a grid air pollution source in ADMS‐Urban
to adjust the background concentrations in the main model domain, the model application
area, on the basis of the grid source emissions [26]. The trajectory model uses the grid source
domain, which is usually larger than the main model domain. Then, the trajectory model
increases the background concentrations within the nested main model domain, to take
account of the emissions in the larger grid source domain. This converts the rural background
concentrations within the model application area to urban background concentrations before
ADMS‐Urban actually starts its calculations of the air pollution concentrations. Therefore, it
was decided to investigate the impact of running the ADMS‐Urban model with the trajectory
model of CRS on the annual mean and hourly calculated air pollution concentrations at the
AQMS.

Running the ADMS‐Urban model with the trajectory model of CRS did not significantly change
the calculated annual mean NO2, NOX, and O3 concentrations at the AQMS from the calculated
annual means of these concentrations using the CRS only, as shown in Table 3. In addition,
comparing Figure 9 with Figure 8, running the ADMS‐Urban model with the trajectory model
of CRS did not significantly change the RMSE, r, or the slope of the best fit line through the
origin of the actual relationship between the hourly calculated and monitored NO2 concen‐
trations at the AQMS. Therefore, it was concluded that using the trajectory model of CRS for
running ADMS‐Urban did not provide any significant improvement to running ADMS‐Urban
with the CRS only, on either the macro or the micro level. Therefore, using the trajectory model
of CRS did not change the results of comparing the ADMS‐Urban model, with rural back‐
ground concentrations and a grid source, to the ADMS‐Roads model, with either macro‐ or
microcalibrated background concentrations.

In terms of the model runtime, running ADMS‐Urban with a grid source, rural background
concentrations and either the CRS or the trajectory model of CRS required 44 min to calculate
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the annual mean and hourly concentrations of NO2, NOX, and O3 at a single output receptor
point, the site of the AQMS. On the other hand, running ADMS‐Roads with the CRS and either
the macrocalibrated or microcalibrated background concentrations required 9 min to calculate
the annual mean and hourly concentrations of NO2, NOX, and O3 at the same output receptor
point, the site of the AQMS, on the same computer. Therefore, compared to running ADMS‐
Urban, using ADMS‐Roads with the background concentrations calibration technique not only
improved the air quality predictions of the air pollution model on the macro and micro levels,
but it also saved 35 min of the model runtime for each output receptor point. This saving in
the model runtime, when related to an output grid with a large number of receptor points,
constitutes a significant reduction in the air pollution model runtime.

Figure 9. Scatter diagram of monitored versus calculated hourly NO2 concentrations at the AQMS by ADMS‐Urban
with the trajectory model of CRS.

6. Conclusions and recommendations

The mathematical algorithm implemented by VBA computer programing in Section 2 was
necessary for the processing of large files of primary traffic flow count data that were recorded
every 5 min for all of the year 2006.The computer program outputs for each main road in the
Dunkirk AQMA were the AADT flow, and the hourly and monthly traffic profiles for the air
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pollution model. The application of this computer program significantly reduced the process‐
ing time and effort, which may allow an increase in the number of road links that can be
modeled in air pollution dispersion models. This improves the model accuracy, and thus
increases the reliability of air quality predictions.

The application of the VBA computer program also helps to avoid the potential human errors
that may arise during the manual processing of large files of traffic flow input data, which may
further increase the reliability of air pollution dispersion models. The high resolution of the
primary traffic flow data for which the program can start the processing makes this computer
program suitable for a broad range of other road links with similar or less traffic flow data
resolution.

The macrocalibration of background concentrations reduced effectively the error between the
calculated and monitored annual means of NOX, NO2, and O3 concentrations. The iterative
application of the microcalibration Eqs. (14), (12), and (15) to background concentrations
reduced effectively the error between the calculated and monitored annual means of NOX,
NO2, and O3 concentrations, and also the error between the hourly calculated and monitored
NO2 concentrations. Further investigation is required into the adaptation of the macrocalibra‐
tion and microcalibration equations for modeling the air pollution dispersion of inert pollu‐
tants, e.g., CO and PM. As chemical reactions will not be considered, the calibration equations
may reduce to one equation for the macrocalibration, and one equation for the microcalibra‐
tion, of the input background concentrations.

For the hours with missing monitored air pollution concentrations, the microcalibration
equations were unusable. This was addressed by using the macrocalibrated background
concentrations for these hours, as discussed in Section 3.2. As the macrocalibrated background
concentrations give less precise calculated concentrations on the hourly level (see Sections 3.2
for details), such a strategy may reduce the reliability of the number of exceedances and
percentiles predicted by the air pollution model. Therefore, for the hours with missing
monitored air pollution concentrations, further research is needed to investigate the impact of
using the macrocalibrated background concentrations on the reliability of the predicted
number of exceedances and percentiles by the air pollution model. In case of a significant
adverse impact, further research is recommended into the microcalibration of the rural
background concentrations of these hours, based on the meteorological data and the micro‐
calibrated background concentrations of other hours with monitored concentrations.

The inclusion of the hourly and monthly traffic profiles in the Dunkirk AQMA air pollution
model did not have a significant impact on the error between the annual means of calculated
and monitored concentrations. On the other hand, the inclusion of these traffic profiles did
reduce the RMSE between the hourly calculated and monitored NO2 concentrations by 28.4%
(see Section 4 for details). As the Dunkirk AQMA air pollution model did not include a large
number of road sources, further research is recommended to investigate the impact of
including the monthly and hourly traffic profiles on the microvalidation of an air pollution
model that has a large number of road sources. This is to correlate between the number of road
sources with traffic profiles in the air pollution model and the possible reduction in the RMSE
between the hourly calculated and monitored NO2 concentrations.
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In terms of the error between the annual means of calculated and monitored NO2 concentra‐
tions, using ADMS‐Roads with only the macro‐ or microcalibrated background concentrations
was more accurate than using ADMS‐Urban with a grid source and rural background
concentrations. Moreover, in terms of the error between the hourly calculated and moni‐
tored NO2 concentrations, using ADMS‐Roads with only the microcalibrated background
concentrations was much more accurate, although slightly less accurate with only macrocali‐
brated background concentrations (see Section 5 for details). Using the trajectory model of CRS
in ADMS‐Urban did not significantly change the error between the monitored and calculated
concentrations otherwise obtained, and so effectively did not change the comparative results
between using ADMS‐Roads and ADMS‐Urban.

Replacing the grid source with either the macro‐ or microcalibrated background concentra‐
tions can save up to 35 min of the model runtime for each output receptor point. This saving
in the model runtime, when related to an output grid with a large number of receptor points,
constitutes a significant reduction in the air pollution model runtime. The microcalibration
mathematical equations did not require any input data to start the iterations, apart from the
monitored air pollution concentrations. In comparison, the grid air pollution sources require
precise input data for the air pollution emissions which may impede their usage in air pollution
modeling of areas without a precise emissions inventory.
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Abstract

Particulate matter with 10 μm or less in diameter (PM10) is known to have adverse effects
on human health and the environment.  For countries committed to reducing PM10

emissions,  it  is  essential  to have models that accurately estimate and predict PM10

concentrations for reporting and monitoring purposes. In this chapter, a broad overview
of recent empirical statistical and machine learning techniques for modelling PM10 is
presented. This includes the instrumentation used to measure particulate matter, data
preprocessing,  the  selection of  explanatory variables  and modelling methods.  Key
features of some PM10 prediction models developed in the last 10 years are described,
and current work modelling and predicting PM10 trends in New Zealand—a remote
country of islands in the South Pacific Ocean—are examined. In conclusion, the issues
and challenges faced when modelling PM10 are discussed and suggestions for future
avenues of investigation, which could improve the precision of PM10 prediction and
estimation models are presented.

Keywords: particulate matter, modelling, regression, artificial neural networks, in‐
strumentation and measurement

1. Introduction

Particle pollution—also known as particulate matter or particulates—is a complex but stable
gaseous suspension of liquid droplets and solid particles in the earth’s atmosphere. Particle
pollution is known to have many environmental effects from poor visibility to more serious
consequences such as acid rain, which pollutes soil and water. The science of air quality is
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complex, and many aspects of the problem are not understood fully. Particles are commonly
classified according to their size as either coarse or fine. Fine particles have a diameter of 2.5 μm
(PM2.5) or less, and coarse particles are 10 μm or less (PM10). Particulate matter that has a diameter
over 100 μm tends not to stay airborne long enough to be measured. Fine particles are commonly
generated through combustion or by secondary gas to particle reactions. These fine particles
are typically rich in carbon, nitrates, sulphates and ammonium ions. Coarse particles are
commonly the product of mechanical processes but also include naturally occurring wind‐blown
particles. A common example of coarse particulate matter is dust containing calcium, iron, silicon
and other materials from the earth’s crust.

Sources of particulate matter are often classified according to whether they originate from
natural or anthropogenic sources. Natural sources include particles suspended in the
atmosphere by volcanic eruptions, bush fires and pollen dispersal. Mechanistic processes
cause natural particles such as dust and sea‐salt particles to be suspended in the atmosphere.
Biological sources of particulate matter are also natural sources; these consist largely of
fungal spores (≤1 μm) and plant debris (normally < 2 μm) but also include microorganisms,
viruses, pollen (≤10 μm) and fragments of living things (e.g. skin cells). Anthropogenic
sources of biological particles include sources from farming, horticulture, waste disposal
and sewage. Another anthropogenic source is emissions from combustion of fuels, for
example, vehicle exhaust. In Europe, anthropogenic sources have been identified as the main
contributor to PM10 due to urbanisation, high population density and areas of intensive
industry. In New Zealand, the main contributors are also anthropogenic but are emissions
from winter household heating (i.e. the wide use of wood‐burning fires) and industry.

PM10 are so minute that they can be inhaled, penetrate the lungs and cause serious health
problems. One event which illustrates the effect of particle pollution on human health is the
1952 ‘Great Smog’ in London. Particle pollution from coal burning hung over the city for four
days due to cold temperatures and lack of wind. Approximately 4000 deaths were linked to
this single event [1]. As a result of events such as the Great Smog and obvious signs of climate
change, many countries are now committed to international and national clean air legislation
and air quality standards. These agreements require regular reporting of air quality includ‐
ing PM10 concentrations.

The economic costs of particulate pollution on a country can be significant. In the European
Union in 2015, the cost of air pollution‐related deaths was reported to be over US$1.4 trillion.
In Israel, it is estimated that 2500 people a year die as a result of exposure to air pollutants
[2]. In New Zealand (population ~ 4.4 million), it was reported that, despite relatively low
air pollution when compared with other members of the Organisation for Economic Co‐
operation and Development, during 2012 a total of 1370 deaths, 830 hospital admissions
and 2.55 million restricted activity days were linked to PM10 pollution [3]. Even low levels
of PM10 have been found to significantly affect human health.

In order to make informed decisions, as individuals or as policymakers, it is critical that
particulate matter is measured and modelled appropriately.
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2. PM10 modelling

Models can be designed to estimate, predict or project. Discontinuities in data represent a real
obstacle for time series analysis and prediction. Thus, estimating PM10 is important in situa‐
tions where small periods of ground‐truth data, acquired from sensors, are missing. Prediction
models allow us to determine that something will happen in the future based on past data,
generally with some level of probability, and are based on the assumption that future changes
will not have a significant influence. In this sense, a prediction is most influenced by the initial
conditions—the current situation from which we predict a change. Predicting short‐range
PM10 is important in order to identify days in which PM10 levels spike so that people with
medical conditions which make them vulnerable to air pollution, such as asthmatics, can avoid
exposure. It also allows for initiatives such as free public transport days to reduce commuter
traffic volumes and thus reduce PM10 concentrations on a predicted high day. Models that allow
for long‐range projections are also important in order to assess the impact of different air
quality management scenarios. A projection determines with a certain probability what could
happen if certain assumed conditions prevailed in the future. Most PM10 models are designed
to predict short range hourly, mean daily or maximum daily PM10 concentrations one day
ahead.

A wide variety of techniques, ranging from simple to complex, have been used to predict
PM10 concentrations. Mechanistic models are complex three‐dimensional physiochemical
models requiring theoretical information to simulate, using mathematical equations, the
processes of particulate matter transportation and transformation (e.g. the air pollution model
(TAPM) [4]). Such models are complex and time‐consuming to implement and often prove
inaccurate. Mechanistic models require a wide variety of input variables for which ground‐
truth data are not available. These missing data are either estimated or the model is simplified
and all begin with meteorological forecasting, introducing both errors and uncertainties to a
model.

Statistical models aim to discover relationships between PM10 concentrations and other
explanatory variables. Statistical models work on a number of assumptions. Machine learning
algorithms, on the other hand, are largely free of such assumptions and learn from the data
they are presented with, finding patterns and relationships that are not necessarily obvious in
the data. Machine learning approaches also tend to be good at modelling highly non‐linear
functions and can be trained to accurately generalise when presented with new, unseen data.
As a result, machine learning methods have on the whole proven to be better at predicting
PM10 concentrations than statistical models. This chapter focuses on statistical and machine
learning approaches to PM10 modelling and prediction.

The vast majority of models in the last decade have been developed using a data‐driven
approach and have their origins in statistical modelling and machine learning. These models
use ground‐level sensor data and make no attempt to model the physical or chemical processes
involved in PM10 generation, transportation and removal. They are reliant on measurements
of pollutants and meteorological variables which are accurate only within a small area around
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the monitoring stations. Thus, any model is limited by coverage, reliability and distribution of
monitoring stations.

There are several steps in building an empirical PM10 model (Figure 1). The first is data
acquisition from various types of particulate matter sensor. The next step is cleaning and
preparing the raw data for analysis, including handling missing data, suspected errors and
outliers. The next step, variable selection, is central to the performance of most models [5]. The
aim of variable selection is to simplify the model by reducing the dimensions and removing
any variables that do not significantly contribute to the model. The model is then built based
on this subset of variables. Once a model is established, it is tested, after validation where
required, by exposing the model to new data and measuring how well it predicts.

Figure 1. Key steps in the modelling process.

2.1. Particulate matter sampling techniques

The most common instruments for measuring particulate matter measure either its concen‐
tration or size distribution. The most accurate measurements are obtained from instruments
that use a gravimetric (weighing) method. Air is drawn through a preweighed filter, and
particles collect in the filter. The filter is then removed and reweighed. This approach has the
added advantage that particles collected in the filter can be analysed chemically [6]. This
method involves careful pre‐ and post‐conditioning of the filter. Filter choice is also important
as substrates are sensitive to environmental factors such as relative humidity. PTFE‐bonded
glass fibre has been found to be the most stable type of filter [7]. Accurate weighing is essential,
and precise weighing protocols must be followed for results to be comparable [7]. This method
is the most widely adopted by regulatory bodies including the EPA and the EU. However, it
is not the most pragmatic method for PM10 modelling purposes because it is not real time and
provides only average data for the period the filter was deployed. A manual process and
consequently high operating costs limit the applications of this method. However, gravimetric
measurements may be useful to provide a quick snapshot of PM10 at a site in order to determine
locations for more intensive monitoring [8].

The TEOM™ sensor is the most commonly used instrument based on the microbalance
method. TEOM™ uses a filter which is mounted on the end of a hollow tapered tube made of
quartz. Particles collect on the filter and cause the oscillation frequency of the quartz tube to
vary. PM10 measurements can be logged in near real time. A study which examined the
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measurements on PM10 in New Zealand using microbalance measurement instruments found
that the measurements were not equivalent to those from gravimetric methods [9].

Real‐time monitoring of PM10 concentrations can be achieved using optical instruments. These
instruments measure either light scattering, light absorption or light extinction caused by
particulate matter. The most common instrument is an optical particle counter (OPC) which
uses a light source, normally a laser diode, to illuminate particles and a photodetector to
measure light scattered by those particles. Measurements may be periodically verified and
calibrated using data from gravimetric instrumentation. OPC instruments have lower pur‐
chase and operating costs than gravimetric meters, but their lower precision and sensitivity
mean that they are not considered appropriate for compliance monitoring [8]. However, the
low cost of OPC instruments and real‐time monitoring capability make OPCs suitable for
particulate matter research.

Regardless of the data collection methods used, PM10 models are reliant on accurate and
complete time series data from geographically localised monitoring stations.

2.2. Explanatory variables

Suspended PM10 regardless of location is dependent on many factors such as meteorological
properties of the atmosphere, topo‐geographical features, emission sources and the physical
and chemical properties of the particles (size, shape and hygroscopicity). Many natural
environmental factors influence PM10 concentrations from the time of year, to the weather, to
extreme events such as volcanic eruptions and earthquakes. The effect of extreme events in
nature on PM10 concentrations is well documented: high PM10 levels have been reported during
heatwaves in Greece [10], as a result of forest fires [11], and in the aftermath of the Christchurch
earthquakes in New Zealand [12]. Relatively low PM10 concentrations are observed during the
monsoon season in India [13]. Of the myriad complex interrelated potential explanatory
variables, only a small number have been used in the modelling of PM10 concentrations.

Figure 2. Particulate matter and the atmospheric boundary layer.
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One key factor commonly used to explain and evaluate trends in PM10 data is the impact of
meteorological conditions. The atmospheric boundary layer (ABL) is the lowest part of the
earth’s atmosphere (Figure 2). The thickness of the ABL can vary from 100 to 3000 m and
extends from the ground to the point where cumulus clouds form. In the ABL wind, temper‐
ature and moisture fluctuate rapidly, and turbulence causes vertical and horizontal mixing.
Suspended in the ABL, particles may undergo physical and chemical transformations trig‐
gered by factors such as the amount of water vapour, the air temperature, the intensity of solar
radiation and the presence or absence of other atmospheric reactants. It is these physical
processes, which help to explain why meteorological variables have such an influence on
PM10 concentrations.

Having accurate and complete input data is critical to the success of any PM10 prediction model.
As a result, most models make use of data that are readily recorded using weather station
sensors. In cases where data are incomplete, the instance is often removed rather than imputed
because of errors which may be introduced by estimation processes. The outputs of numerical
weather forecast models can also be used as input variables in PM10 models. However, this is
not common because of the uncertainties such variables introduce to PM10 predictions [14, 15].

Wind speed and temperature are the meteorological explanatory variables most frequently
used in PM10 prediction models (Table 1). Wind variables have been found to be useful proxies
for physical transportation factors; wind is critical to the horizontal dispersion of PM10 in the
ABL. Wind direction controls the path that the PM10 will follow, while wind speed determines
the distance it is carried and the degree to which PM10 is diluted due to plume stretching. The
effect of wind speed and direction on PM10 varies with the geographical characteristics of a
location. Low wind speed can be associated with high PM10 [16, 17]; this is common in hilly or
mountainous regions. Conversely, in coastal or desert regions, high wind speeds result in
high PM10 concentrations due to salt or dust suspension. In Europe, PM10 concentrations are
significantly influenced by long‐range transport contributions, which are independent of local
emissions, so both wind direction and speed have a significant impact [18]. In Invercargill,
New Zealand, where there are no close neighbours and thus little long‐range transboundary
PM10, wind speed explains most of the variability in PM10 concentrations [19].

Cold temperatures increase the likelihood of an inversion layer forming in many locations. An
inversion exists where a layer of cool air at the earth’s surface is covered by a higher layer of
warmer air. An inversion prevents the upward movement of air from the layers below and
traps PM10 near the ground. As a result, cold temperatures tend to coincide with high concen‐
trations of PM10. However, in some locations days with high temperatures, no clouds and stable
atmospheric conditions result in high PM10 [17]. In other locations when the difference between
daily maximum and minimum temperatures is large and the height of the ABL mixing layer
is low, high PM10 concentrations are observed [20].

PM10 levels can be reduced by rain, snow, fog and ice. Rain scavenging, a phenomenon in which
below‐cloud particles are captured and removed from the atmosphere by raindrops, is
considered to be one of the major factors controlling the removal of PM10 from the air. The
degree to which PM10 is removed is dependent on rainfall duration and intensity [21]. While
rainfall is a primary factor in PM10 concentrations, it has not been used widely in models. This
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is in part due to the fact that in some countries, there is no rain for long periods of time or little
rainfall in summer. The lack of rain data means that it is not often included in PM10 models [14].

Study reference [16] [26] [25] [34] [33] [35] [35] [39] [14] [23]

Country of study (ISO 3166‐1 alpha 3) GRC GRC PRT CHL MYS AUT CZE TUR SAU MYS

Predicted variable

PM10 Daily Y Y Y Y Y Y Y Y

Hourly Y Y

Explanatory variables

PM10 lag Y Y Y Y Y Y Y Y

Co‐pollutants CO2 Y Y Y Y

SO2 Y Y Y Y

NO Y Y

NO2 Y Y Y Y

O3 Y Y

Meteorological data Temperature Y Y Y Y Y Y Y Y Y Y

Temperature lag Y Y

Wind direction Y Y Y Y

Wind direction lag

Wind speed Y Y Y Y Y Y Y Y Y Y

Wind speed lag

Precipitation Y Y Y

Solar radiation Y Y

Sunshine hours

Air pressure Y Y

Dew point Y

Humidity (%) Y Y Y Y Y Y Y

Cloud cover Y

Date/time Y Y Y Y

Seasonal effects Y Y

Spatial variables

Table 1. Explanatory variables used in recent MLR models for predicting PM10 concentrations.

Relative humidity has been used more frequently in models than rainfall. The relationship
between PM10 concentration and relative humidity also depends on other meteorological
conditions. For example, if humidity is high and there is also intense rainfall (such as during
a monsoon season), then humidity has a negative correlation with PM10 due to rain scavenging.
If high humidity is not accompanied by rainfall but is accompanied by high temperatures,
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humidity has been found to contribute to higher PM10 concentrations. It has been suggested
that when the relative humidity is over 55%, then PM10 concentrations are affected [22].

High solar radiation has also been shown to result in lower PM10. When solar radiation is high,
the surface of the earth is warmer; as a consequence the exchange of heat in the air results in
turbulent eddies that disperse suspended particles [23].

Autocorrelation is a basic structural feature of the meteorological variables used in PM10 models.
When a numeric time series correlates with its own past and future values, this is known as
autocorrelation or lagged correlation. A positive autocorrelation indicates persistence and a
tendency for a system to remain in the same state from one observation to the next. For example,
if today is rainy, then tomorrow is more likely to be rainy. Most PM10 models rely solely on
meteorological data from the same day (day t) and do not consider lagged (t − n) or lead (t +
n) variables. However, the use of lagged variables has consistently increased the predictive
power of such models. McKendry [24] found that one‐day lagged (t − 1), two‐day lagged (t
− 2) and lead (t + 1) rainfall and lead (t + 1) wind direction contributed to models for estimating
daily maximum PM10. Lead (t + 1) daily mean temperature is also known to have good
explanatory power for PM10, whereas lagged daily mean temperature contributes to a lesser
degree. PM10 is also autocorrelated and persistent, and therefore including lagged PM10 in the
set of explanatory variables strengthens the predictive power of a model [24–26].

Co‐pollutants—gases such as nitrogen monoxide (NO), nitrogen dioxide (NO2), carbon
monoxide (CO) and sulphur dioxide (SO2)—have been found to be useful explanatory
variables when used in conjunction with meteorological variables [24, 25, 27]. In many
countries and especially in urban areas, road transportation is considered to be the largest
contributor to PM10. Road vehicles not only emit exhaust but also resuspend particulate matter
[28]. Where data on traffic are not available, CO and NOx can be used as a proxy for exhaust
emissions [27].

Land usage can also influence PM10 concentrations, and therefore, land use type may be a
useful explanatory variable. One study discovered spatial variations in PM10 with higher
concentrations in commercial areas than in residential and industrial areas [29]. However, land
use classifications are not common in PM10 models.

Another factor affecting PM10 concentrations is time. Various temporal variables have been
used in models of PM10 concentration. Variables that reflect the seasonal cycle, such as sine and
cosine of Julian day, are important for mean daily PM10 prediction because they reflect the dry,
warm conditions typical in summer and therefore the role of photochemical production in
increasing particulate matter concentrations [24]. Similarly, binary variables are sometimes
used to indicate whether a period is cold or warm. For urban areas variables that reflect diurnal
and weekly cycles are important due to high‐density commuter and industrial traffic on
weekdays contributing significantly to PM10 levels [16]. In urban areas of New Zealand PM10

has distinct diurnal cycles, with peaks between 10 pm and midnight and 8 am and 10 am,
which have been found to be independent of population density [30]. Over the last 10 years,
most PM10 models have included temporal variables.
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A very recent approach to estimating PM10 concentrations is the use of satellite‐based remote
sensing in addition to ground‐level meteorological variables. MODIS (Moderate Resolution
Imaging Spectroradiometer) and MISR (Multi‐angle Imaging Spectroradiometer) images are
analysed using algorithms designed to calculate how much direct sunlight is prevented from
reaching the ground by aerosol particles—the aerosol optical depth (AOD). Several studies
have used AOD to estimate PM2.5 and PM10 concentrations [31] and have shown that there is
a high linear correlation between particulate matter concentrations and AOD [32]. One study
published in 2014 used AOD along with meteorological variables to predict ground‐level
PM10 but did not evaluate the degree to which including AOD influenced the outcome of
PM10 predictions [32].

2.3. Regression methods

Regression methods have been used as prediction and estimation tools in a wide range of
disciplines including environmental pollution and climate studies. These methods are simple
to implement and compute and provide models that are easily interpretable, hence their wide
adoption. Among regression methods, multivariate linear regression (MLR) is probably the
most commonly used statistical method for modelling air pollution and PM10. Table 1
summarises some recent MLR PM10 models reported in the literature, highlighting the
explanatory variables which contributed to each model.

MLR is simply a process of finding a line that best fits a multidimensional cloud of data points.
The line of best fit is computed to be the line in which the squared deviations of the observed
points from that line are minimised. In other words, the constant term β0 and the coefficients
are calculated so that the average error ε is zero. This line of best fit provides a model (Eq. 1),
which can be used to explain the relationship between one continuous response variable y, in
this case PM10, and two or more explanatory variables xi:
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In MLR, it is assumed that a linear relationship exists between the response variable and the
explanatory variables, all variables are normally distributed, there is little or no multicolli‐
nearity in the data (explanatory variables should not be highly correlated), and the residuals
(ei = yi − ŷi) are homoscedastic (the variance around the predictor line is the same for all values
of the response variable).

MLR models are considered to be limited models of PM10 concentration due to the inability to
extend the response to non‐central locations of the explanatory variables and to meet the other
assumptions of the model [14, 33]. Despite possible nonconformity with one or more of the
assumptions, MLR has been used extensively for predicting PM10 and is often used as a
benchmark to which other methods are compared. Much of the PM10 modelling reported in
the literature does not fully provide or explicitly address the data preparation and exploration
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steps. Thus, it is often difficult to ascertain whether poor performance of MLR models is due
to the fact that the data do not meet the assumptions of MLR, and therefore, MLR is a poor
choice of model, or that the researchers chose not to refine the model when used only as a
benchmark. In practice the assumption of linearity cannot be confirmed, and linear regression
models are considered to be acceptable provided there are only minor deviations from this
assumption. PM10 and its explanatory variables typically do not meet the assumption of
linearity [22]. Often the variables do not have a normal distribution due to the presence of
outliers.

Issues of linearity, non‐normal distribution and homoscedasticity can be addressed by
transforming the variable concerned. Such transformations are undertaken to linearise the
relationship between the response and explanatory variables making model fitting simpler.
Variable transformations should be handled carefully because in some cases, the transforma‐
tion can introduce multicollinearity. Hourly PM10 concentrations in Athens are reported to
have a logarithmic distribution so modellers performed a log transform of the PM10 response
variable in order to improve the homoscedasticity of the residuals [16]. In Chile, maximum 24‐
hour moving average PM10 was also found to be logarithmically distributed. Again a log
transform was used to normalise the data, and extreme outliers were removed [34]. After
outlier analysis, all data were then normalised to ensure constant variance for each variable.
In the case of Graz, Austria, the PM10 was gamma distributed, and a generalised linear
modelling (GLM) approach using a log‐link function was compared with MLR [35]. GLM is a
generalisation of MLR that relates a linear model to its response variable by a link function
and therefore allows for response variables that are not normally distributed. Little difference
was observed between the two models, suggesting that the simpler MLR method was a better
option than GLM in that case. Studies in other locales have reported that PM10 was normally
distributed [26] or that PM10 concentrations were right skewed [14]. Studies have found that
the use of curvilinear transformations of input variables (e.g. inverse transformation of wind
speed) may result in improved regression models (e.g. see [36]).

Multicollinearity can be identified by examining the correlations among pairs of explanatory
variables. However, looking at correlations only among pairs of predictors is not the best
approach as even when pairwise correlations are small, it is possible that a linear dependence
exists among three or more variables. Some PM10 modelling studies report on the linear
correlation of PM10 with each of the possible explanatory variables but fail to examine corre‐
lations between those explanatory variables. A few recent studies have examined the correla‐
tions between pairs of explanatory variables but have not used this information to reduce
multicollinearity [25]. Some researchers have used variance inflation factors (VIF) to ensure
the assumption of no multicollinearity in the data before creating linear regression models [16,
22].

One approach for variable selection, in order to establish a parsimonious model, is stepwise
regression: a systematic method for adding and removing terms from a multilinear model
based on their statistical significance in a regression. The method begins with an initial model
and then compares the explanatory power of incrementally larger (forward) or smaller
(backward) models. In [16], a backward stepwise method was adopted to establish linear
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regression models for daily average PM10 prediction one day ahead for four different sites in
Athens. One problem with stepwise refinement is that a combination of variables to add or
remove may be missed where their combined effect or non-effect is hidden by collinearity.

Pires et al. [25] investigated a number of alternative linear regression models including
principal component regression (PCR), independent component regression (ICR), quantile
regression (QR) and partial least squares regression (PLSR).

PCR uses principal component analysis (PCA) to create new variables, or principal compo-
nents, that are orthogonal and uncorrelated linear combinations of the original explanatory
variables. Linear regression is then used to determine a relationship between PM10 and selected
principal components. PCR showed no improvement over MLR in terms of model perform-
ance [25]. In an earlier study [26], a PCR model for predicting one-day-ahead mean PM10 in
Thessaloniki, Greece, was found to perform slightly better than MLR (for which no input
selection was undertaken); PCR also better predicted high daily mean spikes in concentration.

ICR is another method that extends linear regression, but in this case, the input variables are
independent components—linear combinations of latent variables—that are considered to be
non-Gaussian and statistically independent.

QR models the relationship between a set of predictor variables and specific percentiles (or
quantiles) of the response variable and thus gives a more complete picture of the effect of the
predictors on the response variable. QR has been used very little for modelling pollutants. One
study that compared models developed using QR with MLR found that QR was better at
predicting hourly PM10 concentrations [14].

Like PCR, PLSR combines PCA and MLR, but in PLSR latent variables are selected such that
they provide the maximum correlation with the response variable. If all the latent variables
are used, then the results of PLSR will be very similar to those of PCR. PLSR is the most flexible
of the extensions to MLR modelling and can be used in cases where MLR cannot. For example,
PLSR is applicable where there are a large number of explanatory variables, and as a result,
multicollinearity exists.

A comparison of regression models found the size of the data set is critical to performance [25].
Both ICR and QR were found to perform poorly on a large data set. MLR, PCR and PLSR all
gave similar results and performed best on a large data set. On a smaller data set, the models
that removed the correlation of the variables—PCA, ICR and PLSR—performed best.

Another recent regression-based modelling approach is cluster-wise linear regression which
is founded on the ‘mixtures of linear regression’ statistical framework [37, 38]. When compared
with generalised additive non-linear models, cluster-wise linear models performed extremely
well and further exploration of such models has been recommended [37].

Some research suggests that, in general, non-linear regression methods outperform their linear
counterparts. One study using AOD from satellite imagery along with meteorological
variables—temperature, wind speed, wind direction, relative humidity and planetary boun-
dary layer height—to compare a non-linear regression model with a linear regression model
found that the non-linear models outperformed their counterparts [32]. In the non-linear
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model, non‐linear functions were used to reflect the non‐linear influences of the explanatory
variables. For example, an exponential function of relative humidity was used to account for
the growth of the particle size with increasing humidity (Eq. 2):

( ) ( )( ) ( )( ) ( ) ( )0
10   + += ´ ´ ´ ´T WD RH AOD WSPBLT WD RHPM e e AOD PBL WSb b b b b bb (2)

Some researchers have also explored using generalised additive models (GAMs) to model
PM10 concentrations [14, 18, 27]. GAMs are a nonparametric extension of GLM that are flexible
and able to handle non‐linear relationships well. Like GLM, the response variable may have
an exponential distribution (e.g. gamma, Poisson, exponential, etc.). GAMs assume that the
mean of the response variable is dependent on additive predictors through a non‐linear link
function g and establish the nature of the relationship using smoothing functions which are
determined by the data (Eq. 3):

( ) ( ) ( )0 1 1|   = + +¼+é ùë û p pg E y x f x f xb (3)

In a daily mean PM10 GAM that employed co‐pollutants, the previous day’s mean PM10, and
meteorological explanatory variables, significant differences were seen between the mean
observed and predicted PM10 concentrations [14]. The model was also found to underestimate
occurrences of high PM10. GAMs have not been used widely for PM10 modelling, possibly as
they can be prone to overfitting, hard to interpret and computationally expensive.

2.4. Artificial neural networks

Artificial neural networks (ANNs) are the most common of the machine learning approaches
used to model PM10 and have seen rapid growth in this field since the year 2000. ANNs are
suited to modelling complex and dynamic non‐linear systems and are particularly useful
because they can be trained to accurately generalise when presented with new information.
Air pollution models have been developed using ANNs for modelling and forecasting single
air pollutant indicators such as ozone (O3), NO2, SO2 and particulate matter. In almost all cases,
ANNs, properly designed and trained, have been found to provide more accurate predictions
than traditional linear statistical approaches.

ANNs are a family of computational machine learning algorithms inspired by the way
biological nervous systems process and learn from information. ANNs consist of a large
number of interconnected nodes, called neurons, that work together to learn and identify
patterns. They have three or more layers: one input layer consisting of one or more neurons,
one or more hidden layers where the learning occurs and one output layer. The neurons in this
interconnected network send signals to each other along weighted connections. The most
common variant of ANNs used in PM10 prediction is a feedforward ANN in which signals
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travel in one direction from input neurons (explanatory variables) to output (response
variable).

A multilayer perceptron (MLP) is a fully connected feedforward neural network and is in
essence a logistic regression classifier that facilitates non‐linear transformations between
inputs and outputs. The weighted values of each input are passed to the hidden layer which
generates output weightings for each neuron. Each neuron j receives incoming signals from
every neuron i in the previous layer. The effective incoming signal Nj to the node j is the
weighted sum of all the incoming signals (Eq. 4) [39]:
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where m is the number of input neurons converging into neuron j, xi is incoming signal and
Wji is a synaptic weight associated with each xi. An activation function is then applied to the
Nj to produce the output signal of the neuron j. The most commonly used activation function
in backpropagation (BP) networks is the logistic sigmoid function shown in Eq. 5:
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In order to train a neural network, the weights of each input have to be adjusted so that the
error between the expected output and the predicted output is reduced. Backpropagation is a
widely used method for computing the error derivative of the weights. In BP, the input data
are repeatedly presented to the neural network. If the desired output is not achieved, the error
weighting is propagated backwards through the network and the synaptic weights adjusted.
Once the ANN has been trained, the network can be used to perform a forecast using a testing
data set.

When using ANNs to model PM10, it is important to ensure that there is sufficient data to
adequately train the network. PM10 concentration time series data are typically noisy and
contain outliers. A suggested ‘rule of the thumb’ is that a very noisy target variable requires
over 30 times as many training cases as weights. The necessity for copious training data is one
of the main impediments to using ANNs [40]. A validation data set is used to tune the model
by exposing it to new data prior to testing its ability to predict [41]. In the PM10 modelling
literature, many researchers do not mention the way in which they dealt with the training and
testing of their models beyond the fact that they measured the difference between the observed
and predicted values. It is important when using machine learning approaches to consider the
size of the data sets and the approach used to train, validate and test models.

Spatial and temporal variations of PM10 concentration are attributed to complex interactions
between high numbers of input variables which mean an even higher number of weights are
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needed to train a network with a fully connected topology. The more inputs, the more time
that an ANN model takes to develop. As with regression models, eliminating irrelevant or
interdependent variables can improve an ANN’s performance—thus keeping the model
complexity low while achieving the best fit possible. Often other bioinspired optimisation
methods are used in order to select the inputs for an ANN. Genetic algorithms (GAs) use a
natural selection process, inspired by Darwinian evolution, to try to find the fittest solution.
Individual solutions evolve through mechanisms of reproduction and mutation to produce
new solutions from which only the fittest or best survive, thus finding the optimal solution—
in this case the best subset of explanatory variables for PM10 concentration. A GA can be used
to set the initial weights of the input variables for an ANN; indeed, there are some instances
where GAs have been used to select the best inputs for ANN modelling of PM10 concentrations
[24, 42].

A common rhetoric throughout work using ANNs to model PM10 concentrations is that ANNs
are more appropriate for modelling PM10 than conventional deterministic approaches such as
regression because ANNs are better at dealing with multiple correlated factors, uncertainty
and non‐linearity [43–45]. It is also generally accepted that ANNs are useful in cases where a
full theoretical approach is not available and a large number of different variables are involved
[46].

The first reported use of an ANN as a prediction model for ground‐level SO2 pollution was in
1993 [47]. In 1999, an MLP was used to model hourly NOx and NO2 pollutant concentrations
in central London using basic hourly meteorological data. Their results have shown that the
ANN models outperformed their previous attempts to model the same pollutants using
regression‐based models [48]. Another early study which compared ANNs with MLR for
predicting daily mean and maximum PM10 and PM2.5 reported that neural network models
showed little if any improvement over regression models [24]. Despite this finding, consider‐
able interest and work continue in the area of ANNs for modelling air quality. One study
reported that multilayer ANN models are able to predict the exceedances of PM10 concentration
thresholds in about 75% of cases, suggesting that ANNs might be suitable for predicting
episodic events in which air pollution is high [20].

Since then, the vast majority of air quality prediction models developed using ANN methods
have used the MLP variant. MLP models have been used to successfully predict daily aver‐
age PM10 concentrations one day in advance in urban areas of Belgium [49] and for Santiago
in Chile [20]. A BP neural network was used to predict mean hourly air pollutant concentrations
ten hours ahead (CO, NO2, O3 and PM10) for Guangzhou in China [50]. A summary of some
models developed in the last ten years using ANNs to model PM10 is presented in Table 2,
contrasting the input variables. These studies have used various ANN architectures and
different input parameters to obtain the most predictive models possible for their locations.

A number of studies have compared the performance of ANNs and MLR [17, 33, 43, 46] for
the prediction of PM10 for various locations. In all cases ANNs were found to outperform MLR.
ANNs were also found to give better predictions for PM10 concentrations than a deterministic
dispersion model [43]. In [15] MLP, a radial basis function ANN and PCR models for prediction
of mean hourly PM10 concentrations in Cyprus were compared. A variety of meteorological,
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co‐pollutant and temporal variables as well as lag PM10 were used as input to the models.
Among these models, MLP was found to give the most accurate predictions for all the sites
investigated.

Study reference [33] [54] [54] [54] [23] [62] [63] [51] [51] [52] [42] [42]

Country of study (ISO 3166‐1 alpha 3) MYS CHN CHN CHN MYS NZL NZL MEX MEX TUR IRN IRN

Predicted variable

PM10 Daily Y Y Y Y Y Y Y Y Y Y Y Y

Hourly

Explanatory variables

PM10 lag Y Y Y

Co‐pollutants CO2 Y Y

SO2 Y Y

NO

NO2 Y Y

O3 Y Y

Meteorological data Temperature Y Y Y Y Y Y Y Y Y Y Y Y

Temperature lag Y

Wind direction Y Y Y Y Y Y

Wind direction lag Y

Wind speed Y Y Y Y Y Y Y Y Y Y Y Y

Wind speed lag Y

Precipitation Y Y Y

Solar radiation Y

Sunshine hours Y Y Y Y

Air pressure Y Y Y

Dew point

Humidity (%) Y Y Y Y Y Y Y Y Y Y

Cloud cover

Date/time Y Y

Seasonal effects

Spatial variables Y Y Y Y

Table 2. Explanatory variables used in recent MLP models for predicting PM10 concentrations.

In order to improve on MLP model performance, one approach is to use clustering algorithms
to find relationships between PM10 and meteorological variables using the clusters as input to
the model [51]. When compared with MLP, it was found that using an ANN with k‐means
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clusters gave improved predictions for daily mean PM10 for Salamanca in Mexico. Another
approach reported that improved daily predictions could be achieved by developing separate
MLP models for winter and summer periods. PCA was used to create ANN input vectors
which were components of the most significant lagged variables within a seven‐day period
[52].

A study forecasting PM10 using different variants of ANNs found that ANN models are
effective tools for two‐day‐ahead prediction of incidences of high PM10 concentration. The
models were based on four simple input variables—the daily mean wind intensity, wind speed,
temperature and barometric pressure [53]. The data were preprocessed to eliminate errors
introduced by instrumentation and the input variables normalised in the range of −1 to 1. The
best‐performing ANN was reported to be that with an Elman topology. The authors concluded
that ANN models are an effective tool for early high‐level air pollutant warning systems. In a
recent study, three ANN models—MLP, Elman and support vector machines (SVM)—for six
stations in Wuhan, China, were compared. Because of the rapid development and intensive
construction occurring in the area, a Construction Index (CI) was included to represent the
dust arising from building works. The time series data were decomposed into wavelet
functions, and wavelet coefficients were predicted. All three models were found to give similar
results, and when CI was included, the model gave improved predictions for peaks in PM10

concentration [54].

2.5. Alternative approaches

A few recent studies have explored other machine learning methods for modelling PM10. One
approach is Classification and Regression Trees (CART). CART models are obtained by
recursively splitting the data and fitting a simple prediction model within each partition to
create a decision tree. In one study CART was found to give better overall prediction than an
ANN, but the ANN was found to better reflect temporal trends in PM10 [26]. Random forests
(RFs) are an ensemble technique which consists of a number of learned decision trees that are
used to determine the PM10 prediction. Predicting PM10 is usually considered to be a regression
problem so the RF’s tree responses are averaged to obtain an estimate of the dependent variable.
One study showed that RFs gave better daily mean PM10 predictions than MLP or SVM
approaches [5]. This finding is supported by another study which also found that an RF model
outperformed an SVM model [55]. Tzima et al. explored a number of machine learning
approaches including decision trees and RFs for predicting daily mean PM10 and found that
logistic model trees—decision trees with logistic regression models at the leaves—gave the
best predictions [56].

3. New Zealand PM10 trends and models

New Zealand is a country situated in the Pacific Ocean and comprises two main islands, the
North Island and South Island, and numerous smaller islands. New Zealand has a mild and
temperate maritime climate, but conditions can change rapidly and vary dramatically across
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regions from very wet on the west coast of the South Island, to semiarid in Central Otago, to
subtropical in Northland.

New Zealand has one of the best‐reported air qualities in the OECD. Legislations and guide‐
lines govern the level of PM10 that is acceptable. The World Health Organisation (WHO) has
set guidelines for short‐ and long‐term PM10 exposure levels. These guidelines state that there
should be no more than three exceedances of the daily mean limit of 50 μg/m3 in a year and
annual concentrations should not exceed 20 μg/m3 [57]. New Zealand also has its own local
standards, the National Environmental Standards (NES), which specifies a daily mean PM10

threshold of 50 μg/m3 measured between the hours of midnight and midnight. One exceedance
per year is allowed. In 2012, 87% of New Zealand monitoring sites meet the WHO guidelines,
while 50% had levels which exceeded the short‐term standard [12]. The sites which exceeded
WHO guidelines were mainly in the South Island where the winters are colder and a large
proportion of home heating uses wood burners. In 2013, Christchurch, also in the South Island,
is reported to have exceeded the NES limit on about 30 occasions [58].

During summer, anthropogenic sources are mainly traffic and industry. Thus, PM10 concen‐
trations in New Zealand are linked strongly to season. Figure 3 (left) shows a heat map of
PM10 concentrations by month and time of day; the highest PM10 concentrations occur during
the evening in the winter from May to August. As in other parts of the world, PM10 concen‐
trations are autocorrelated (Figure 3, (right)) and dependent on meteorological conditions.

Figure 3. Heat map of PM10 concentrations in Timaru for 2012, data source [59] (left) and autocorrelation function
(ACF) for a typical week of PM10 concentration observations in Auckland (right).

Christchurch is a coastal city with a flat topology surrounded by hills and is therefore subject
to complex ABL winds. Wind speed and vertical temperature gradient influence PM10

concentrations by dispersing pollutants. A relatively recent study examined a method for
studying PM10 emission trends by removing meteorological factors [58]. PM10 was calibrated
and imputed using simple linear regression and transformed using the natural logarithm.
Transformed PM10 values were then regressed against temperature, the calculated linear
dependency was removed and summer observations were scaled so the PM10 time series was
independent of seasonal fluctuations. This data set was input for multiple linear regression
analysis with temperature and wind speed as explanatory variables. The resulting model could
only explain 20% of the variation in PM10 concentrations. Residuals of the observed and
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predicted values were calculated to investigate the variations in PM10 that were unexplained
by the regression model. These residuals were added to the overall mean of the temperature‐
corrected PM10 data and a simple moving average filter applied to smooth the data. The
modelled trend showed peak emissions in 2001 and 2002 with a subsequent steady decline.
This trend did not match with those reported by local authorities in their three yearly emission
inventories in which a steady decline was reported [58]. However, it is difficult to compare the
two. In the inventory, constant emissions are assumed and then modified according to
meteorological conditions and are only undertaken every three years. In [58], the method has
been modified to allow for emissions that are not constant, and the model is based on hourly
observations making it difficult to assess the success of the method.

In 2010, a study was undertaken to identify the influence of weather factors on occurrences of
high PM10 concentrations—those in which the NES limits were breached—in Blenheim [60].
Blenheim is a small coastal town (population ~ 30,000) in the South Island of New Zealand.
The town is on a flat area surrounded by hills on three sides. Blenheim has a dry climate with
hot summers and cold winters. A boosted regression tree using a Gaussian link function was
used to identify the meteorological variables which best explained the observed variance in
PM10 concentrations. Mean daily wind speed and average temperature between 8 pm and
midnight were found to best explain the variance; these variables were then used as input to
a normal regression tree. It was discovered that low wind speed and low temperatures
explained the majority of the NES exceedances. A similar result obtained for Invercargill using
CART found that low wind speeds and low temperatures in the evening hours also accounted
for most of the variation in PM10 levels [19]. In both studies, the model was used to account for
trends in PM10 rather than to predict or estimate PM10.

Much of the PM10 modelling undertaken in New Zealand until recently has been for areas in
the South Island. This may be due to the fact that there is constant and historic time series data
available from a well‐maintained network of South Island PM10 monitoring stations or that
frequent and higher exceedances of PM10 limits have been recorded for South Island regions
than for regions in the North Island.

An in‐depth study of Christchurch’s daily mean PM10 employing statistical modelling ap‐
proaches was undertaken using GLM, GAM, generalised additive mixed model with auto‐
correlated errors (GAMM + AR) and QR [61]. All of the models evaluated used a natural log
transform of the PM10 response variable as a number of the explanatory meteorological
variables impacted PM10 concentrations in a negative exponential form. It was concluded that
simple linear regression modelling was not a suitable approach as the data violated all of the
assumptions. A total of 41 meteorological variables were considered from which a subset of
20 in addition to lag PM10 were chosen by forward and backward stepwise selection. Models
were built using the response PM10 data both without imputation and with missing values
imputed by linear interpolation. The GAMM+AR model was found to be the best prediction
model and able to explain around 70% of the variability in daily average PM10 concentrations
[61].

There have been very few models developed using ANNs to estimate or predict PM10

concentrations in New Zealand. Gardner and Dorling [48] compared the performance of
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different models such as linear regression, feedforward ANNs and CART approaches for
modelling mean hourly PM10 in Christchurch, New Zealand. As with studies in other parts of
the world, ANNs were found to be the best‐performing modelling method. In another more
recent study, ANNs were combined with a k‐means clustering method to group and rank
explanatory variables. The data used were from Auckland—New Zealand’s most populated
city with a population of over 1.4 million. It was found that the inclusion of cluster rankings,
derived from k‐means cluster analysis, as an input parameter to the ANN model showed a
statistically significant improvement in the performance of the ANN model and that the model
was also better at predicting high concentrations [62, 63].

Near‐ground maximum PM10 concentrations for two sites in Timaru, a small rural town, were
estimated using a feedforward backpropagation ANN with a hyperbolic tangent sigmoid
function [41]. The response and explanatory variables were normalised. Additionally, due to
the correlation between the seasonal changes and PM10 concentration, the PM10 data were
divided into high season (winter/autumn) and low season (spring/summer) classes prior to
creating the model. The inputs included one‐day lagged meteorological variables and one‐day
lagged PM10, in addition to meteorological variables for the day of estimation. Levenberg‐
Marquardt optimisation and Bayesian regularisation training were evaluated, and it was found
that Bayesian regularisation was the best approach for tuning the weights and bias values for
the network. This approach gave good estimations of daily mean PM10 concentration for both
sites.

Some research has been conducted using TAPM, a deterministic global atmospheric pollutant
model, [4] which includes fundamental fluid dynamics and scalar transport equations to
predict meteorology and pollutant concentration [64–66]. Localised models of PM10 concen‐
trations for two South Island towns, Alexandra (population ~ 5000) and Mosgiel (population
~ 10,000), were developed. Alexandra has a borderline oceanic semiarid climate—the country’s
coldest, driest and warmest—due to its geographic location as New Zealand’s most inland
town. Mosgiel is separated from Dunedin city by hills and is situated on a plain. It has a
temperate climate with a significant annual average rainfall of 738 mm. TAPM was found to
correctly predict daily PM10 concentration breaches and non‐breaches of the NES 66% of the
time in Alexandra and 71% of the time in Mosgiel [65]. Another study has looked at TAPM for
simulating PM10 dispersion for a single winter in Masterton and also obtained good predictions
of PM10 [65]. Yearlong PM10 was modelled using TAPM for Christchurch city. TAPM was
reported to provide an acceptable simulation of ground‐level weather and PM10 dispersion
(with a 4 μg/m3 difference in annually averaged concentration of modelled and measured
PM10), but the model tended to overestimate wind speed during still nights resulting in low
PM10 estimates for those periods [66].

4. Summary

Although there are now several models available for predicting PM10, it is difficult to compare
them. The complex nature of ambient particulate matter composition and the physical and
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chemical transformations that particulate matter can undergo between emission source and
sampling location seems to mean that PM10 concentrations are largely explained by location-
specific variables and events. Meteorological variables used in these localised models tend to
be restricted to those which are routinely collected by local authorities.

It is also difficult to compare models because of the variation in PM10 instrumentation and
measurement approaches used between different studies. In the future, improved sensor
technology and lower costs associated with such monitoring could allow for more compre-
hensive coverage of areas—improving the inputs available for modelling. Ability to sense at
different atmospheric levels should also enhance the data and in turn any empirical models.
The use of geo-topological features such as elevation and land use could be considered as
inputs for modelling as they reflect site-specific conditions and are readily available, but few
models utilise these variables. Inclusion of air quality data, such as AOD measurements, from
satellite-based remote sensing should also enhance models. Such data have the potential to
provide a means of imputing missing values, to verify and enhance the accuracy of sensor-
based ground-level observations and to provide additional inputs to models.

While general trends in PM10 concentrations can be explained and similarities can be seen
between countries and factors contributing to PM10, no empirical comparison can be made
between models developed for specific locations. An attempt to develop a single general model
for an area found that the general model performed poorly compared with site-specific
models [32]. Some of these site-specific issues are removed when a deterministic physiochem-
ical modelling approach is used, but accuracy of such models is currently limited as many of
the actual mechanisms involved in pollution generation, dispersal, dilution and removal are
not fully understood. However, it is possible that in the future, with better understanding,
deterministic models could prove to be the way forwards.
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Abstract

This chapter discusses the relationship between economics and air pollution: first, it
presents  the  main  characteristics  of  the  economic  growth-environmental  pressure
debate and introduces the concept of environmental Kuznets curve hypothesis (EKC).
As an example of the EKC, the estimated relationship between CO2 emissions and
economic growth, using a cross-sectional sample of 152 countries, is reported. Second,
the chapter discusses air pollution as a result of a market failure and introduces the main
theoretical causes of ambient degradation, acknowledging air pollution externalities as
a  common  problem  that  leads  to  overexploitation  in  the  absence  of  well-defined
property rights for the atmosphere. Third, the main instruments for pollution control,
including traditional regulation based on standards and the more flexible incentive-
based regulation, are presented. Finally, the chapter reviews the main features of cost
and benefits related to air pollution emissions.

Keywords: air pollution, air quality, incentive-based regulations, transferable permits,
air quality standards, cost-benefit analysis

1. Introduction

Most marketable goods are produced by the manufacturing sector. Industry is, with no doubt,
one of the main contributors of economic growth, and its products are the bases of today’s
lifestyles. The extraction of raw materials from natural resources is part of a transformation
process where industries introduce both final products and pollution to society. In 2013, the
proportion of value added from manufacturing (VAM) to the gross domestic product varied
from 8.6% in low-income countries to 20.8% in middle high-income countries (see Table A1 in
Appendix). Nonetheless, in the information era, traditional manufacturing is no longer the most
important sector of the economy. The world average VAM has decreased from 19.2 to 16.3%
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during the period 2000–2013. This trend of the VAM is observed in both low-income and high-
income countries, possibly explained by a more integrated industry to the services’ sector and
the emergence of the so-called information economy.

Notwithstanding the trend described above, the negative effects of industrial activity on the
environment, which once were perceived exclusively as a local pollution problem, today are
widely debated in public policy, aiming not only to preserve the environment, but also to
mitigate and adapt to climate change produced by greenhouse gases. Overall, emissions
from CO2 coming from the industrial manufacturing and construction sectors are higher in
low-income countries than in high-income countries. Even though VAM decreased worldwide,
emissions of CO2 from the industrial sector do not seem to follow the same path. While CO2

emissions represented 18% of the total consumption of fossil fuels in 2000, they reached 20%
in 2013 (see Table A2 in Appendix).

Traditionally, analysts of pollution classify this physical phenomenon into three categories: (1)
greenhouse gases such as CO2 or methane, (2) pollution from chemical imbalances, and (3)
aerosols.

Regarding the first category, in Ref. [1], NASA estimates that the global levels of carbon dioxide
have increased since 1960 from 316 ppm to near 407 ppm in 2016. As documented in Ref. [2],
these high levels of CO2 have caused the world to increase its temperature, and if the current
trend persists, by 2035, we would observe a level of 535 ppm, which makes a global average
rise of at least 2°C more likely. Today, strong scientific evidence suggests links between
concentrations of greenhouse gases and changes in global temperature: a rising of 2°C relative
to preindustrial levels could bring as a result risks in food security, significant changes in water
availability, collapse of ecosystems, extreme weather events, and irreversible impacts such as
the melting of Greenland ice sheet [2].

Chemical imbalances, on the other hand, create pollution mainly in the form of nitrogen oxides
and sulfur oxides, which in turn produce acid rain and smog. Chemical imbalances such as
the incomplete combustion of fossil fuels produce carbon monoxide which is known for its
toxicity and the concomitant risks for the respiratory and circulatory systems.

Aerosols are essentially suspended particles of different sizes that are produced mainly due
to the burning of fossil fuels and industrial processes. Particulate matter affects water systems,
agriculture, and also the respiratory system of humans. Most local ambient pollution is
attributed to chemical imbalances or to aerosols whose main sources are vehicles or combus-
tion processes in industrial facilities. The World Health Organization (WHO) recognizes that
air pollution is a major environmental risk to health. In fact, the WHO estimated that ambient
air pollution caused 3.7 million premature deaths in both urban and rural areas worldwide in
2012 [3].

The deterioration of air quality from industrial smokestacks’ emissions and other sources that
are well beyond the control of individuals has triggered public concerns and has inspired
heated debates on the trade-off between environmental quality and economic growth. In this
chapter, we discuss first the nature of the debate between growth and environmental quality;
second, the theoretical causes of environmental degradation from the perspective of econom-
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ics; and, third, the type of economic instruments that economists have proposed to regulate
ambient pollution as an alternative to traditional policies based on the so-called command and
control approach. Then, we briefly discuss the framework to think about costs and benefits of
pollution. In the last section, we discuss some lessons learned.

2. Economic growth and emissions

The relationship between environmental degradation and economic growth has been object
of constant debate among environmental economists. During the last two decades, the debate
between economic growth and the environment introduced into the discussion the environ-
mental Kuznets curve hypothesis (EKC). Within the framework of the EKC hypothesis, it is
expected to observe an inverse U curve relationship between a variable that measures envi-
ronmental pressure (i.e., air pollution) and economic growth (usually measured as income per
capita). The name of environmental Kuznets is related to the bell-shaped relationship between
income distribution (inequality) and economic growth that the economist Simon Kuznets
suggested in the 1950s. Identifying the patterns of environmental pressure and economic
growth allows researchers to understand whether economic growth is part of the solution to
environmental problems, or whether, on the contrary, policies aimed to encourage economic
growth have detrimental consequences on the environment. As pointed out by De Bruyn and
Heintz [4], if we accept the hypothesis of the environmental Kuznets curve, we are recognizing
that (1) pollution and environmental degradation is only a temporary phenomenon, and (2)
economic growth can be part of the solution to global environmental problems.

Literature on the environmental Kuznets curve is extensive. An overview of some of the most
influential empirical studies that have examined the relationship between indicators of
environmental pressure and per capita income levels can be found in Ref. [4]. Most studies
have used as indicators water and air pollution.

In Ref. [5], the authors examined the relationship between urban air pollution and economic
growth. These authors did not find evidence that environmental quality decreases with
economic growth. Grossman and Krueger found an inverse U-shaped relationship and
calculated the turning points of this relationship.1 For most pollutants examined, after econo-
mies reach US$8000 per capita (in 1985 dollars), environmental pressure starts to decrease.

Ref. [6] overviews the most cited studies during the first half of the 1990s. In particular, it
examined the study of Grossman and Krueger mentioned above as well as the estimations
from Shafik and Bandyopadhyay [7], Panayotou [8], and Selden and Song [9].

As pointed out by Stern et al. [6], the study in Ref. [7] estimated an environmental Kuznets
curve for air pollution measured as total suspended particulate matter, emissions of sulfur
oxides, and carbon emissions per capita. In their estimations, these authors found that the EKC
hypothesis is accepted for these air pollutants. According to their estimations, the level of

1 Turning point refers to the level of income at which environmental pressures start to decline.
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income at which air pollution starts to decline is between US$3000 and US$4000. In Ref. [9],
the authors tested the EKC for the following air pollutants: SO2, NOx, SPM, and CO. They found
that all pollutants adjust very well to the EKC except carbon monoxide (CO). The following
turning points of income were found in this work: for SO2 US$8709; for NOx US$11217; for
SPM US$10289; and for CO US$5963. However, coefficients were not statistically significant
for the latter. In Ref. [6], Stern et al. refer to the study in Ref. [8] in which the author estimated
EKC for air pollution (emissions of SO2, NOx, and SPM) with a sample of 54 countries. He
found that the turning point for air pollution lies between US$3000 and US$5500, depending
on the pollutant used in estimations. Most studies surveyed applied reduced forms of the
relationship of environmental pressure and economic growth. It should be noted that the
economic model corresponds to a descriptive behavior of what it is expected to be observed
within the EKC framework.

The basic model of the environmental Kuznets curve hypothesis describes the pattern of the
environmental pressure for different growth levels in the economy. Following the explanation
of the relationship between income growth and environmental pressure in Ref. [4], environ-
mental pressure increases faster than GDP during the first stage of economic development.
This is identified as the first phase of the EKC. The second phase is characterized by an increase
in the environmental pressure but at a lower rate than the increase of GDP. In other words,
during the second phase, pollution increases at a decreasing rate until the curve reaches a
maximum. The third phase starts at the maximum point of environmental pressure. In this
phase, the EKC starts to decrease, and if it continues to decrease when income levels tend to
infinity, then economic growth is not linked anymore to environmental pressure. In this case,
there is an authentic environmental Kuznets curve, in which the pattern of environmental
pressure follows an inverted U-shaped curve. If we observe a certain level of income at which
environmental pressure starts to increase again, then we are in the presence of the fourth phase,
where there is a period of relinking between income and environmental pressure. Some
authors have called the environmental pressure-economic growth relationship an N-shaped
curve when this phase is observed.

To illustrate the application for estimating the relationship between economic growth and
environmental degradation, the following reduced form was considered:

2 3
2 0 1 2 3CO i i i iY Y Y eb b b b= + + + + (1)

CO2i is per capita emissions of CO2 of country i, Yi is GDP per capita of country i. 0 is a constant

that indicates the average level of CO2 when per capita income does not influence environ-
mental pressure;  indicates the importance of GDP per capita on environmental pressure;

and the usual assumption of an error term that is normally distributed with mean zero and

constant variance  (0, 2) holds. Results of Eq. (1), estimated by generalized least squares,

are reported in Table 1. Descriptive statistics and data sources are presented in Table A3 in
Appendix.
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Estimation results suggest that CO2 emissions follow an N-shaped pattern. As income
increases, CO2 emissions increase until income reaches a turning point. These stages are
described by the positive and negative coefficients of the GDP pc and GDP pc squared
variables, respectively. This suggests the presence of an environmental Kuznets curve.
However, because the coefficient of GDP cubed is statistically different from zero, the estimated
relationship between environmental pressure and economic growth suggests the possibility
of relinking. In other words, CO2 emissions increase again at high levels of income. Taking into
account the sign of the estimated coefficients and their significance level, we reject0: 1 > 0, 2 < 03 = 0 and conclude in favor of : 1 > 0, 2 < 03 > 0. This suggests that

the relationship between CO2 emissions follows an N-shaped polynomial and not a parabolic
(inverted U-shaped) polynomial as the environmental Kuznets curve predicts (see Figure 1).

Variable Parameter estimate SE T value P value

Constant 0.0220 0.1289 0.17 0.8646

GDP pc 0.0016** 0.000182 9.09 <0.0001

GDP pc squared −6.59E−8** 1.599E−8 −4.12 <.0001

GDP pc cubed 7.52E−13* 3.24E−13 2.32 0.0219

Dependent variable. CO2 per capita emissions.
*Significant at 5% level;
**Significant at 1% level.
R2 = 0.2295.

Table 1. GLS estimation for model (1).

The results from model in Eq. (1) are useful to determine the income level for which the
relationship between environmental pressure and economic growth starts to decline given that
the turning point is a maximum.

To calculate the turning points, we set up the first derivative of the fitted cubic polynomial
equal to zero and solve for Y. Therefore, given in Eq. (2):

2 3
2 0 1 2 3

ˆ ˆ ˆCO i i iY Y Yb b b b= + + + (2)

the first-order condition for maximum (minimum) is given in Eq. (3):

22
1 2 3

CO ˆ ˆ ˆ2 3 0i iY Y
Y

b b b¶
= + + =

¶
(3)

By solving Eq. (3) for Yi, we find the turning points. The fitted model suggests that CO2 per
capita emissions will follow an N pattern: as income per capita increases, CO2 emissions
increase until we reach an income level per capita near to US$18,000. After this income level,
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pollution decreases. However, this decline in environmental pressure is not permanent. When
the economy reaches a level of income per capita near US$40,000, CO2 emissions are likely to
increase again. In other words, there is a relinking of the environmental pressure-economic
growth positive relationship. This suggests a cyclical behavior of pollution and economic
growth.

Figure 1. CO2 emissions and economic growth.

The estimated model is suggestive but not conclusive: the predicted pattern follows an N-
shaped curve. The observed behavior of CO2 per capita emissions suggests that at very low
income levels, air pollution occurs at minimum levels. This could be related to low levels of
industrial activity. Nevertheless, as per capita income grows, the economy shifts from an
agricultural intensive sector to a more industrial intensive sector. This brings as a result more
pollution. However, once the economy reaches the turning point of income, air pollution
decreases. This decline may be associated with the development of cleaner technologies or a
more service-intensive (nonpollutant) sector of the economy. In Ref. [4], the authors discuss
other possible explanations for the inverted U-shaped relationship. They argue that at higher
income levels, one may observe behavioral changes and changes in preferences that are related
to a cleaner environment. For example, individuals are more likely to be willing to pay for
environmentally friendly vehicles and ecoproducts. Also, institutional changes may influence
the income-pollution relationship; at lower income levels of an economy, institutions that
regulate the environment are not very well developed, whereas in rich economies, environ-
mental agencies are more likely to enforce pollution reductions. In fact, the most developed
economic instruments designed for air pollution control occur in middle high- or high-income
countries.

The next section discusses the theoretical causes that help explain pollution from the point of
view of economics. This analysis is highly related to what the first phase of the EKC suggests:
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in the absence of pollution control, either from environmental agencies or from economic
incentives, higher levels of pollution are likely to occur. Excessive pollution levels cause
damages that affect the well-being of individuals who cannot directly control emissions. The
question we intend to answer in the next session is, “How can air pollution be explained from
an economics’ theoretical perspective?” In the subsequent sections, we will discuss the
strategies to curve pollution levels.

3. Air pollution as an externality

External effects or externality is one of the most basic concepts evoked by economists when
looking at problems of environmental pollution (e.g., see [10–12]). In the economics frame-
work, an externality is an important source of market failure that arises when the production
or consumption activities of a person or a firm influence the well-being of a bystander. The
side effect of the activity on others is typically unintended and uncompensated. A negative
externality occurs when the impact of the bystander is adverse and a positive externality when
it is beneficial.

Air pollution is essentially a negative externality: it imposes external costs to people who are
external to the transaction of a polluting product. Further, economists typically define air
pollution as a negative externality in production.

From an economics perspective, demand law suggests an inverse relationship between price
and the quantity consumed of a marketable product. However, when a product does not have
a very well-established market, this product will be most likely underpriced. This is the case
of natural systems such as air or water. The lack of property rights for these natural inputs and
the absence of environmental regulation or legal protection to pollution receptors make a firm
to perceive air as an input that can be freely used, like a common resource, thus neglecting all
external costs imposed to other agents of the economy. In other words, if there were well-
defined property rights for air, firms would have to buy the right to pollute it and emissions
could be internalized through a market mechanism. When buyers and sellers do not take into
account the external costs of their actions while deciding how much to consume or to produce,
the market equilibrium is not efficient and the price of a good does not necessarily reflect its
social value.

Figure 2 illustrates the previous point through a simple supply and demand analysis. Let us
consider the industry of lead smelter. Factories that produce recovered lead ingots from
recycled batteries emit pollution. For each ingot produced, certain amount of smoke enters the
atmosphere. Because exposure to lead smoke may cause poisoning that affects the central
nervous system, especially in children, this smoke is a negative externality. In other words,
because there is no market where the external costs that smoke emissions impose to individuals
are reflected in the price of lead ingots, this externality affects the efficiency of the market
outcome. How?
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Figure 2. Air pollution externality.

If firms ignore the externality, they decide how much to pollute and will benefit, in the absence
of any regulation, from the existence of pollution. With unregulated emissions, firms do not
have the incentives to consider the pollution costs to bystanders affected by smokestacks’
emissions. Polluters receive the total revenue of pollution; however, the victims of pollution
assume all the costs produced by smoke because they cannot control or influence the produc-
tion decisions of emitters. In this case, the market equilibrium is found where supply equals
demand at the equilibrium quantity (Qm) and the equilibrium price (Pm). In the presence of an
externality, however, the cost to society of producing lead ingots is larger than the private costs
to the lead producers. The social cost S’ includes the private cost plus the cost to the victims of
the externality who are affected by pollution. This social cost includes both the private costs
of lead producers and the cost to individuals affected by the emissions. If all firms that pollute
are forced to pay the full social costs (S’) of production that include the external costs of
emissions, the competitive supply S (private marginal cost) will shift upward to S’ (social cost
of pollution) and the externality is internalized. The market price for lead ingots will be higher
(Pop), and the quantity sold will be lower (Qop). The combination (Qop, Pop) is a social optimum,
because it denotes the desirable amount of lead ingots produced from the stand point of society
as a whole. This graph reveals that, at the social optimum, reductions in pollution are accom-
panied by reductions in the supply of the product that contributes to emissions.2

In Section 4, we discuss some public policies proposed to achieve the optimal outcome where
the externality is internalized as well as private solutions for the treatment of externalities. For
this purpose, we focus on environmental quality as a problem of the commons.

2 S, the supply curve, is the marginal cost for the firm that maximizes profits. At the optimum, price = marginal cost for
a competitive firm. S’ is the marginal social cost of production, which in turn equals the marginal cost of production plus
the marginal external cost of emissions.
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4. Environmental policies to correct air pollution externalities

Environmental quality shaped by air pollution entails a critical commons problem. Economists
have long discussed that externalities arise when resources are treated as commons that are
shared by many users without payment. In the absence of rationing, the presence of free-access
common property resources may lead to the overutilization of the resource thus creating
market inefficiencies [13]. The atmosphere has the characteristics of a common property
resource. Economic theory that focuses on market failures arising from incomplete systems of
property rights defines clean air in the atmosphere as a particular form of commons problem:
pure public goods that are nonexcludable and nonrival in consumption (see [14]). This type of
public goods provides benefits to people or firms at zero marginal costs and does not exclude
someone from enjoying them. The presence of such pure public goods has triggered govern-
ments to design environmental policies. Some of these policies follow a command and control
approach that does not account for economic responses. Often, economists argue that these
policies are not cost-effective, sometimes bring unintended consequences on the environment,
and sometimes are ineffective. This approach has essentially used legislation to correct
pollution externalities through uniform standards. Other environmental policies have
emerged taking into account economic incentives, making pollution an expensive activity in
the form of pollution taxes and marketable permit system. We will briefly discuss these
approaches in the following session.

4.1. Standards

A standard is a legal form of regulation that limits how much pollutants a firm can emit. Under
this approach, the government usually implements the so-called command and control policies
to regulate polluting activities. In other words, the environmental authorities regulate behavior
directly by dictating a maximum level of pollution that a factory may emit (safety standard),
or by requiring firms to impose the adoption of abatement technologies for reducing emissions
(technology standard).

4.1.1. Safety standard

Early regulation of air pollution was based mainly on the so-called safety or ambient standard.
Safety standard can be simply defined as a maximum level for some pollutant in the ambient
environment. Safety standards are usually expressed as average concentration levels over
some period of time. In the US, the Clean Air Act, last amended in 1990, requires the US
Environmental Protection Agency (EPA) to set National Air Quality Standards (NAQS) for the
so-called criteria pollutants: particle pollution, photochemical oxidants and ground-level
ozone, carbon monoxide, sulfur oxides, nitrogen oxides, and lead. For example, the US
standard for particulate matter less than 10 μg/m3 (PM10) requires that a 24 h average of 150
μg/m3 not be exceeded more than once per year on average over a 3-year period.3 Safety

3 A table summarizing NAQS is reported by the US Environmental Protection Agency at https://www.epa.gov/criteria-
air-pollutants/naaqs-table#4.

Economics and Air Pollution
http://dx.doi.org/10.5772/65256

63



standards are essentially stock levels of pollution that are set to protect the health of people or
their well-being. The safety standard approach was conceived in terms of rights and fairness
rather than efficiency. The vision of the safety standard requires pollution reductions to
minimum levels to eventually eliminate damage to the environment and risks to people’s
health. This approach is based on legislation that seldom mentions cost-benefit tests. Advocates
of this approach usually argue that in the case of environmental protection, costs should not
be involved in people’s decision-making processes. Safety standards, however, usually are
accompanied by high compliance costs and are subject to several criticisms: first, they are
considered inefficient in the sense that regulators may have chosen pollution levels that are
too high compared to standards based on costs and benefits. Second, safety standards are not
necessarily cost-effective. In other words, not always the maximum amount of safety is
achieved with the available resources. The final criticism to safety standards is that pollution
control may have a regressive impact on income distribution. This means that higher prices of
goods consumed triggered by environmental regulation affect a greater proportion of the
incomes of poor households than those of richer households [15]. A comprehensive discussion
of the potential regressive impacts of pollution control measures is reported in Ref. [16].

4.1.2. Emission standard

An emission standard is a flow variable and may be defined as the maximum level applied to
the quantities of emissions coming from a pollution source. Sometimes this standard is known
as a performance standard because it is an end result of compliance that the environmental
authority requires from final pollution sources. In this case, the authority regulates quantities.
In the case of air pollution, a standard may be expressed as a quantity of material per unit of
time, per unit of output, or per unit of input. For example, an emission standard may be set
as SO2 emissions per kilowatt-hour of electricity produced, or sulfur content of coal used in
power generation. A common emission standard is the mobile source air pollution program
where EPA establishes emission standards for new cars by mandating ceilings on emissions
per mile of operation.4 It is worth noting that the compliance of emission standards does not
mean that ambient standards are met. Complex chemical processes may change the physical
properties of the pollutant, and the environmental authorities usually do not have control over
the numbers of cars circulating, making it difficult to control the ambient air quality.

From a theoretical economic point of view, emission standards are set taking into account what
economists define as efficient pollution levels. An efficient pollution level may be defined as
the one that maximizes the net benefits of reduction. This level occurs theoretically where the
marginal costs of pollution reduction equals its marginal benefits. Efficient levels are illustrat-
ed in Figure 3a, b where total costs and benefits of pollution reduction (Figure 3a) and marginal
costs and benefits of reduction are shown. Starting from an initial and not efficient level of
emissions e1, the efficient level occurs at e* where net benefits are maximum. At this point, the
slope of the total benefits function (marginal benefit) equals the slope of the total cost function
(marginal cost). The point e* is illustrated in Figure 3b. The pollution level where total costs of

4 Details found in the Clean Air Act Mobile Source Fuels Civil Penalty Policy Title II of the Clean Air Act 40 C.F.R. Part
80 Fuels Standards Requirements.
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4 Details found in the Clean Air Act Mobile Source Fuels Civil Penalty Policy Title II of the Clean Air Act 40 C.F.R. Part
80 Fuels Standards Requirements.
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reduction equal total benefits of reduction would lead to too much control of pollution from
an efficiency point of view. In practice, the environmental authority sets a standard to the
theoretical level e* and enforces the standard by measuring pollution at the source and putting
fines to firms in case detecting possible violations.

Figure 3. (a, b) Emission standard.

Under the scheme of emission standards, firms have the flexibility to choose the pollution
abatement method to meet the standard. Other forms of regulation focus on the practices and
technology adoption that emitters must adopt to meet the mandated goal of emission levels.
We will briefly discuss technology standards below.

4.1.3. Technology standards

An environmental agency may specify a particular type of technology that a polluter must
adopt in the production process. Also it may specify the characteristics of the inputs that must
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be used in production or the pollution abatement technologies such as stack gas scrubbers to
directly reduce emissions. Overall, this regulatory approach receives the name of best available
technology. The technology prescribed usually meets two conditions: it must achieve significant
reductions in pollution, but at a reasonable cost (see [12]).

The standards described above in this section are labeled as quantity or direct regulation.
Under this regulatory view, policy makers control pollution through legal regulations by
specifying emissions ceilings or the technology to be used in production or abatement. Under
the regime of standards, the regulator (government) is responsible for how much pollution is
allowed to each firm, mandating a specific technology, and, most importantly, for the moni-
toring of emissions to verify compliance and the implementation of monetary penalties to
noncomplying sources [17]. Economists have claimed that the standards regime is not cost-
effective (it does not achieve the emission target at a minimum cost), and have proposed a
regulatory approach based on economic incentives. The idea behind incentive-based regula-
tion was to make polluting an expensive activity and lower the costs of pollution control by
letting the pollution abatement decisions to firms and not to the regulator [15]. The following
section briefly discusses the major regulatory schemes based on incentives, namely the
pollution tax and the marketable permit system.

4.2. Incentive-based regulation for air pollution control

Two historical economic views of environmental problems have shaped the incentive-based
regulation for pollution control. The first view follows the tradition of Pigou [18] who thought
on environmental pollution as a negative externality problem. In the presence of an externality
such as air pollution, Pigou argued that imposing a per unit tax on the emissions firms would
internalize the externality. The tax rate would be equal to the marginal social damage caused
by the last unit of pollution at the efficient allocation [17]. The second economic view to tackle
environmental problems follows the tradition of Ronald Coase [19] who thought of environ-
mental pollution as a problem of public good. Coase demonstrated that in the absence of
transaction costs and free riding, it is possible to achieve an efficient pollution level through
negotiation regardless of who has the legal right to pollute or prevent pollution [19]. This
theorem is usually evoked when analyzing the initial distribution of permits in a marketable
permit system, a trading market in pollution rights.

4.2.1. Emission taxes

One of the main criticisms of command and control as a regulatory approach is that standards
hinder the cost-effectiveness of pollution control since they allow little flexibility in the means
of achieving lower pollution levels. The cost-effectiveness rule says that cost-effectiveness is
achieved if all sources that control pollution experience the same marginal cost of reduction
[10]. In the standards approaches to regulate the environment, firms are forced to take similar
shares of the pollution control burden by imposing uniform standards in both performance
and technology. In practice, abatement costs are very heterogeneous among firms placing
command and control methods as not cost-effective. The regulator could employ nonuniform
standards to each source in order to achieve cost-effectiveness; however, the information
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burden that the regulator would have to carry, in order to know each source’s abatement costs,
is in practice unfeasible or very expensive [14]. Theoretically, a Pigouvian tax is a way by which
the government can achieve the pollution reduction goal by giving factory owners an economic
incentive to reduce pollution. Since a Pigouvian tax places a price to the right to pollute, the
higher the tax, the larger the reduction. The environmental authority can achieve the desired
level of pollution by setting an emission tax at the appropriate level. Theoretically, this tax is
fixed at the efficient pollution level where the marginal damage of emissions equals the
marginal abatement costs [20]. This tax is shown in Figure 4.5

Figure 4. Emission tax.

One of the main advantages of emission taxes is their economic efficiency. When the marginal
cost of pollution reduction at one factory is greater than that at another factory, the overall
costs can be reduced without changing the ambient pollution level by decreasing pollution at
the low-cost site and increasing it at the highest cost site [15]. In other words, the emissions
tax leads firms with lower marginal abatement cost to larger reductions compared to those
from firms with larger marginal abatement costs. Each firm would reduce its emissions until
its marginal reduction costs equal the tax; then, marginal abatement costs will be the same for
all sources and the cost-effectiveness rule holds.

The previous point is illustrated in Figure 5. Firm A has lower marginal abatement costs than
firm B. This difference may be attributed in practice to differences in production technologies.
The production technology used by firm A makes reductions less costly than reductions at
firm B.

5 The main difference between graph 3 and 4 is that graph 3 is in terms of pollution reductions and graph 4 is in terms of
emissions.
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Figure 5. Emissions reductions and abatement costs.

The emission tax leads firm A to reduce from E0 (initial level of emissions) to EA, while firm B
would reduce a lower quantity, from E0 to EB. In other words, because of the tax, the firm with
lower marginal abatement costs would have a larger proportion of the emissions reductions.
Note that total abatement cost for firm A equals area Y and for firm B it equals area W. The tax
bill that would be sent to firm A equals area X, whereas for firm B the tax bill is much larger
and equal to area Z. One of the main advantages of emission taxes is that the regulator does
not need to know information on abatement costs to reach efficient levels of emissions.
Economists, in general, prefer the tax to standards because the tax reduces pollution more
efficiently. In our example, firm A, which has lower marginal costs of abatement, responds to
the tax by reducing emissions substantially to avoid the tax. Firm B, for which it is more
expensive to reduce emissions, responds to the tax just by reducing less and paying the tax.
The emission tax approach differs from standards where, notwithstanding the marginal
reduction costs for each firm, all firms have to reduce the same amount, thus making uniform
standards non-cost-effective.

4.2.2. Tradable emissions rights

Following the tradition of Ronal Coase [19], who proposed to view harmful effects such as
smoke or noise as rights, economists used his key insight to propose a price-based remedy for
pollution control, based on a system of transferable or tradable emission permits. A detailed
review of this regulatory approach is found in Refs. [20–22]. The basic idea of the system of
marketable permits for emissions is that each firm must have permits to generate emissions.
Each permit specifies the quantity of emissions allowed to the firms. For example, each permit

Air Quality - Measurement and Modeling68



Figure 5. Emissions reductions and abatement costs.

The emission tax leads firm A to reduce from E0 (initial level of emissions) to EA, while firm B
would reduce a lower quantity, from E0 to EB. In other words, because of the tax, the firm with
lower marginal abatement costs would have a larger proportion of the emissions reductions.
Note that total abatement cost for firm A equals area Y and for firm B it equals area W. The tax
bill that would be sent to firm A equals area X, whereas for firm B the tax bill is much larger
and equal to area Z. One of the main advantages of emission taxes is that the regulator does
not need to know information on abatement costs to reach efficient levels of emissions.
Economists, in general, prefer the tax to standards because the tax reduces pollution more
efficiently. In our example, firm A, which has lower marginal costs of abatement, responds to
the tax by reducing emissions substantially to avoid the tax. Firm B, for which it is more
expensive to reduce emissions, responds to the tax just by reducing less and paying the tax.
The emission tax approach differs from standards where, notwithstanding the marginal
reduction costs for each firm, all firms have to reduce the same amount, thus making uniform
standards non-cost-effective.

4.2.2. Tradable emissions rights

Following the tradition of Ronal Coase [19], who proposed to view harmful effects such as
smoke or noise as rights, economists used his key insight to propose a price-based remedy for
pollution control, based on a system of transferable or tradable emission permits. A detailed
review of this regulatory approach is found in Refs. [20–22]. The basic idea of the system of
marketable permits for emissions is that each firm must have permits to generate emissions.
Each permit specifies the quantity of emissions allowed to the firms. For example, each permit

Air Quality - Measurement and Modeling68

represents one unit of emissions. If firms do not comply with the specified emissions, they
would be subject to strong sanctions. Emission permits are allocated among firms. The initial
allocation is a centralized decision, the total number of permits is less than the current amount
of emissions, and some or all sources would receive fewer permits than the current amount of
emissions. The total number of permits is chosen to achieve a level of emissions to guarantee
the desired ambient quality. The permits are marketable; that is, they can be bought and sold
by any firm participating in the market. The idea behind this approach is that firms that can
reduce pollution more easily, because of facing lower marginal abatement costs, would be
willing to sell permits, and firms that face high costs of reduction would be willing to buy
whatever amount of permits they need. The free market for pollution rights is also seen by
economists as an efficient way to achieve optimal pollution levels for society. In the design of
marketable emissions programs, economists create a market for pollution externalities. This
approach combines some of the advantages of standards with the cost-effectiveness of the
Pigouvian tax: the agency administering the program determines the total number of permits
(like in a standard approach) and the transferability of permits allows cost-effective pollution
abatement like in the tax system.

The US has a long tradition of tradable emission programs. These programs have also become
more popular around the world. Early attempts by the US EPA to implement tradable
emissions rights include the offset policy. Under this program, new sources of emissions may
be located in regions where pollution standards were not met (“nonattainment” regions) as
long as they offset their new emissions from existing sources by reducing their emissions below
their current legal requirements. EPA would certify these reductions as emission reduction
credits. These credits created a supply that became transferable to new sources interested in
entering the area (demand). One of the advantages of the offset policy is that it helped improve
air quality without impeding economic growth. The early offset program expanded to the US
Emissions Trading Program which established three trading programs: offset, bubble, and
netting policies. The offset policy worked as explained before. The netting policy allowed
existing sources to expand, avoiding technological requirements for pollution control as long
as any net increase in emissions fell below an established limit. The bubble policy diverges
from the offset policy because emission reduction credits could be traded among existing
sources in localized air quality regions (“bubbles”), whereas in the offset policy new sources
are allowed to acquire credits from existing sources.

Tradable emission rights have been applied in the US to control inputs such as lead in gasoline
[23], to reduce ozone-depleting chemicals mandated by the Montreal Protocol, to tackle acid
rain through the Sulfur Allowance Program, to reduce NOx with the NOx Budget Program,
and to reduce volatile organic matter (VOM) emissions with the Emissions Reduction Market
System (ERMS) in the Chicago area [17]. One of the most important emission trading programs
is California’s Regional Clean Air Incentives Market (RECLAIM) to control nitrogen oxides
and sulfur in a market with more than 400 industrial polluters participating [21]. Non-US
experience includes the European Union Emissions Trading Scheme to reduce industrial
greenhouse emissions. Emissions trading programs have also been implemented to control
particulate matter in Santiago de Chile [24].
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5. Cost and benefits of air pollution control

The economic analysis of cost and benefits of air pollution control entails two main complex-
ities: first, the taxonomy of the costs of environmental regulation is extensive and evaluated
from different points of view, And second, many of the benefits of air pollution control and
better ambient quality are nonmarketable, and, therefore, they cannot be easily monetized. For
many policy makers, the costs of environmental regulations are mainly defined by the cost to
government of administering environmental laws and regulations. These administrative costs
are mainly from monitoring and enforcement. On the other hand, from the point of view of
private firms there are costs of compliance given by the capital and operating expenditures to
meet emission standards. Part of the compliance costs may be shared also by the regulator, for
example, when clean technologies are subsidized. Other “negative costs” or nonenvironmental
benefits linked to environmental regulation include productivity impacts of a cleaner envi-
ronment or innovation stimulation. Other costs encompass the discouragement of investment,
for example, when a firm closes because it cannot afford expensive pollution abatement
technologies, retarded innovation, and other economic impacts including the loss of jobs. Jaffe
et al. report in Ref. [25] that the direct compliance costs for the private sector in the US represent
nearly 2.6 of gross national product (close to US$125 billion). The biggest share of these
compliance costs is business pollution abatement expenditures (61%). Other components of
these costs included personal consumption abatement (11%), government abatement (23%),
government regulation and monitoring (2%), and research and development (3%).

Indirect benefits from air pollution control also include those that are nonmarketable. Acid
rain and exposure to particulate matter can affect human health and are usually linked to
increased risks of lung disorders such as asthma and bronquitis. They also have been linked
to premature mortality in adults and children. Acid rain or particulate matter may cause
damages in ecosystems, including water bodies and forests, and may also damage human-
made infrastructure [26]. Bazhaf et al. estimated 1980s benefits from reducing sulfur dioxide
in a 50% in the Adirondacks region in the US. The authors found annual benefits of US$24
million from improvements in recreational fishing, US$700 million to grain crop producers,
and US$800 annual value for the commercial timber sector [27]. Other efforts to measure
benefits of air quality improvements include the monetary estimation of the impacts of air
pollution in human health. The World Bank estimated that mortality and morbidity from urban
air pollution in India and China meant annual losses that varied between 2 and 3% of GDP [28].
More recently, Cropper and Khanna evaluate the methods used by the World Bank to calculate
economic costs related to the exposure of outdoor air pollution [29]. They recommend the
usage of estimates of disability-adjusted life years (DALYs) lost due to outdoor air pollution
produced by the Global Burden of Disease model (GBD) to calculate the monetary value of a
statistical life. Other economic literature on nonmarket valuation has estimated the impacts of
air pollution on property values. These studies use direct methods of environmental valuation,
using as a framework Rosen’s hedonic pricing model [30]. The basic idea of this analytical
framework is to learn about the price of air quality (a nonmarketable good) by observing the
housing market. The main assumption is that housing is a marketable good composed by a
bundle of heterogeneous characteristics that do not have a market, including air quality of the
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neighborhood where the house is located. By observing the housing market, we can indirectly
observe trade-offs that individuals are willing to make with respect to a characteristic. A
consumer of housing will be willing to pay more for a house located in a clean air environment
than for an identical house in a polluted area, ceteris paribus. This differential in price is an
approximation of the willingness to pay or implicit price of air quality. A long tradition of
hedonic models examining the impact of air pollution on property values has been in the
nonmarket valuation literature. These estimations are important efforts that economists have
done to find a monetary value for air quality. Applications of the hedonic model relating
property values with air pollution include [31–36]. More recent applications include but are
not limited to Refs. [37–42]. All of these studies estimated the so-called hedonic price function
that relates property values to air pollution levels and other characteristics of the structure of
dwellings (e.g., area, bathrooms, number of rooms) and other local environmental amenities
such as proximity to parks, proximity to main roads, proximity to noxious facilities, among
others. Results from the valuation exercises are very contextual and differ from one city/
country to another. For example, in Ref. [36] researchers found that in the US a unit (μg/m3)
reduction in total suspended particles increases mean housing values between 0.2 and 0.4%.
In other application of the hedonic model, the authors found that marginal implicit prices for
PM10 air pollution in Santiago de Chile ranged from US$3 to US$6 depending on the estimation
method [40]. In Bogotá, Colombia, the marginal implicit price for pollution measured as the
annual average PM10 levels varied from US$ 0.31 in lower income neighborhoods to US$4.58
in higher income neighborhoods, also depending on the estimation method [42]. All hedonic
valuations estimating the impact of pollution on property values suggest that air pollution
improvements capitalize into housing values. These results from hedonic model estimations
are important for policy makers related to air pollution control because benefits from housing
capitalizations could be considered in cost-benefit analysis of pollution abatement.

6. Discussion

The debate on economic growth and the environment is not a closed one among economists
[43]. The relationship between economic growth and pollution is suggestive if we accept the
environmental Kuznets curve. In this chapter, we illustrated the nature of the EKC and the
possible explanations for the inverse U relationship between economic growth and pollution.
One of the most echoed explanations for the inverse U relationship is the impact of regulation
on pollution abatement [5].

Usually, pollution is perceived as an economic problem associated with production and
consumption; however, it is important to recognize the public good properties of the environ-
ment that may cause pollution. Pollution could be explained, from an economic point of view,
as a by-product of a market failure. The environment is perceived by polluters as a public good
that is a nonrival and a nonexclusive good for which property rights are not well defined. This
kind of market failure makes firms perceive polluting activities as costless; however, this
chapter has shown that there are external costs of air pollution. If the objective of an environ-
mental authority is to reduce pollution, we have discussed the basic nature of instruments that
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the regulator may use for pollution control, emphasizing on standards and economic-
incentive-based regulation: namely the Pigouvian tax and Emissions Trading. This chapter
highlighted the advantages of incentive-based regulation compared to the command and
control approach for pollution abatement, as it is frequently discussed within the economics
discipline.

However, environmental regulation is not limited to standards or to the incentive-based
regulation pointed out in this chapter. Other approaches to environmental regulation include
decentralized policies where coordination among polluters is facilitated because of small
numbers involved. Within these approaches, there are liability laws, well-defined property
rights, and moral suasion (Field, 1994). Other environmental policies initiatives that have been
used recently in developing countries rely on information and public disclosure as an initiative
for industrial pollution abatement. An emblematic program using this approach is the Program
for Pollution Control, Evaluation, and Rating (PROPER), launched in Indonesia [44]. As
economists recognize the potential trade-offs between clean air and economic growth, and the
impossibility of a zero pollution environment, economics as a discipline has proposed
incentive-based regulation as a cost-effective way to control air pollution. The application of
incentive-based regulation is compatible with the Intended National Determined Contribu-
tions (INDCs) agreed upon in the United Nations’ Framework Convention on Climate Change
(UNFCCC) Conference of the Parties (COP21) in Paris in December 2015, to tackle global
climate change. As this chapter suggests, economics as a discipline complements the efforts of
governments and engineers to reduce industrial pollution.

Appendix

Group of

countries

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

High income 17.9 17.0 16.6 16.4 16.3 16.1 16.1 15.9 15.4 14.4 15.0 14.9 14.8 14.9

Upper middle

income

24.7 24.5 23.3 24.1 24.1 23.9 23.9 23.9 23.7 23.0 23.2 21.6 21.2 20.8

Middle income 22.8 22.6 21.9 22.6 22.6 22.5 22.5 22.4 22.2 21.5 21.6 20.5 20.2 19.8

Lower middle

income

17.1 17.2 17.3 17.3 17.5 17.4 17.5 17.4 17.2 16.6 15.9 16.8 16.6 16.3

Low income 10.2 11.2 11.5 11.3 11.0 10.5 10.4 10.4 10.2 9.9 9.0 9.1 8.8 8.6

World 19.2 18.5 18.1 18.2 18.2 18.0 18.0 17.8 17.3 16.4 16.8 16.5 16.3 16.3

Source: World Development Indicators.

Table A1. Manufacturing, value added (% of GDP).
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Group of
countries

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

High income 14 14 13 13 13 12 13 12 12 12 12 13 12 12
Upper middle
income

23 22 22 22 24 25 24 24 25 25 25 26 25 25

Middle income 23 22 22 22 23 24 24 24 24 24 24 26 25 25
Lower middle
income

21 21 21 22 21 22 23 23 23 22 23 23 22 22

Low income 48 48 47 48 47 47 48 45 46 45 44 39 38 37
World 18 18 17 17 18 18 18 18 19 19 19 20 20 20

Source: World Development Indicators.

Table A2. CO2 emissions from manufacturing industries and construction (% of total fuel consumption).

Variable
name

Definition Mean SD Min Max

Y 2000 year GDP at market prices,
constant 1995 US$ (WB estimates)

6468.67 10518.07 45.605 46485.31

CO2 Carbon dioxide emissions (CO2),
metric tons of CO2 per capita (Year 2000)

4.303521 5.33227 0 21.3

CO2 per capita emissions used for Eq. (2) comes from United Nations data base. GDP from 2003 World Development
Indicators by the World Bank (WB).
One hundred and fifty-two countries are included in the sample. The 2000 per capita GDP variable is measured at
market prices in constant 1995 US$ (WB estimates). According to the United Nations Definition, the variable CO2

measures emissions in metric tons of CO2 per capita. Emissions of CO2 refer to the release of greenhouse gases and/or
precursors into the atmosphere over a specified area and a period of time. In our case, the time period for emissions is
year 2000 and each area corresponds to each country in the 152 observations sample.

Table A3. Descriptive statistics.
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Abstract

This chapter elaborates the source and ingredients of atmospheric pollutants, the
microecology of respiratory tract in animals and humans and the effect of atmospheric
pollution on it and thus clarifies the relationship between air pollution and microecology
of the respiratory tract based on the experiments.
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1. Introduction

This chapter includes five aspects such as atmospheric pollution, the hazards of atmospheric
pollution to the body, microecology of respiratory tract, atmospheric pollution and
microecology of respiratory tract in humans and atmospheric pollution and microecology of
respiratory tract in rats; this chapter describes the source of atmospheric pollution, the classi-
fication of atmospheric pollutants (particulates, sulfur oxides, nitrogen oxides, pollution by
polycyclic aromatic hydrocarbons (PAHs)), acute and chronic influence of atmospheric pollu-
tion to the body, the composition and physiological function of microecology of respiratory
tract and focuses on the effect of air pollution on the microecology of respiratory tract. The
results of oropharyngeal flora detection in children and rats have shown that atmospheric
pollution can cause increase in the detection rates and flora density of both normal flora and
pathogenic bacteriatherefore resulting in microecology imbalance. Exposure to air pollutants
for different length of time can lead to corresponding acute or chronic injury of the respiratory
system. Compared with total suspended particles (TSP) and PM10, PM2.5 can stay for long time
in atmosphere and has long conveying distance, so that it has more influence on the quality of
atmospheric environment and human health.
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2. Atmospheric pollution

2.1. Source of atmospheric pollution

The most principal hazardous substances in atmospheric pollution include sulfur oxides,
nitrogen oxides, dust, hydrocarbons and carbon oxides. Sulfur oxides mainly come from the
combustion of fossil fuels, such as petroleum, coal and natural gas. Nitrogen oxides mainly
come from vehicle exhaust, including multiple substances, such as NO and NO2. Dust is the
particulate whose diameter is generally 0.002–500 μm and mainly comes from the fuel com-
bustion, solid crushing, sand storm and secondary hazardous substances, such as ozone and
sulfuric acid mist, belonging to photochemical smog. The poisonous gases in industry, such as
toluene and gasoline as well as heavily metals entering atmosphere such as mercury, chro-
mium and zinc, would cause atmospheric pollution [1, 2].

Atmospheric pollution is caused by one or multiple kinds of pollutants in gaseousness, gas
dispersoid, or particulate that exist in the atmosphere and it can cause harmful or abnormal
effects to mankind and other organisms. The principal hazardous substances in atmospheric
pollution include sulfur oxides, nitrogen oxides, dust, hydrocarbons and carbon oxides, etc.
and atmospheric pollution has become a worldwide problem because of its wide source and
large scope of influence.

The sources of atmospheric pollution mainly include fuel combustion, industrial production
and transportation. The pollutants discharged by fuel combustion approximately account for
70% of total pollutants in atmosphere of China, 20% by industrial production and 10% by
transportation. Among them, over 95% of pollutants discharged by fuel combustion come
from coal burning; therefore, the main source of atmospheric pollution in China is the flue
dust discharged from direct coal burning.

2.2. Classification of atmospheric pollution

According to their attributes, atmospheric pollution can be divided into three categories, i.e.,
chemical pollution, biological pollution and physical pollution. Among them, chemical pollu-
tion is the most diversified and it is the key point of atmospheric pollutants because of its wide
scope of pollution. Chemical pollutants are discharged into atmosphere mainly in the form of
waste gas. According to their physical states in atmosphere, they can be divided into gaseous
and particulate states. Common gaseous atmospheric pollutants include SO2, O3, CO and NO2.
The particulates closely related to hygiene include total suspended particles (TSP) and
inhalable particulate (IP). TSP is the generic term of various particulates dispersed in the
atmosphere in the state of gas dispersoid. The particle size of TSP is 0.1–100 μm and the toxic
substances contained in them, such as As, Cd, Pb, Ni and polycyclic aromatic hydrocarbon,
can change the activity and metabolic status of cell enzyme. IP or PM (10) means the particu-
lates whose aerodynamic equivalent diameter (AD) are less than 10 μm and it is then generally
divided into coarse particulates (2.5 μm < AD < 10 μm), fine particulates or PM2.5(AD ≤ 2.5
μm) and ultra-fine particulates (UFPs) (AD ≤ 0.1 μm) by the particle size (Figure 1). Coarse
particulate is mainly produced by mechanical actions, but the latter two kinds of particulates
mainly come from fuel combustion, including direct discharge after combustion and genera-
tion from gaseous pollutants through chemical transformation [1–4].
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Atmospheric pollutants can be classified by different division methods, such as source, chem-
ical component, particle size and indoor or outdoor environment. The pollutants directly
discharged into the atmosphere are called primary pollutants and the pollutants produced
after chemical reactions with other environmental substances are secondary pollutants. There
are obvious correlations between them, but that is not always unchanged, since the lowered
level of primary pollutants as precursor would not always automatically make the level of
secondary pollutant correspondingly lower. For example, ozone (O3) is mainly generated by
nitrogen oxides (NOX). When the discharge of NOX is decreased, the level of O3 in the
atmosphere sometimes conversely rises. The particulates in atmospheric pollutants (PM) are
commonly divided into three categories according to the aerodynamic diameter. Coarse parti-
cles (2.5–10 μm, PM10) come from the aggregation of road dust, building scrap, or tiny
combustion particles; fine particulates (<2.5 μm, PM2.5) and extra-fine particulates (<0.1 μm,
UFPs) are mainly formed in the combustion process of fossil fuel. US EPA has already limited
the environmental control standard for PM2.5 and PM10. PM2.5 is the subcomponent of PM10

and there is a standard specially stipulated for PM2.5, so as to guarantee that PM2.5 with
smaller volume and greater permeability through respiratory tract can be effectively controlled
because it is more influential. At present, little is known about the potential risks of UFPs.
There is evidence to show its greater quantity, more contents of transition metals and oxida-
tion-reduction chemical components, which can more easily penetrate blood circulation.
Therefore, it has greater toxicity than PM2.5 and PM10. However, the corresponding control
standard has not yet been promulgated [1–4].

2.2.1. Particulates

In the generally acknowledged atmospheric pollutants, the epidemiological links between
particulates and population health effect endpoint is the closest. The quantitative hazard
assessment of particulates on health has become one of the hot spots that received atten-
tion from international organizations in recent years, such as WHO and EU. It is stipu-
lated by America that the mean daily value and mean annual value of IP (PM10) shall

Figure 1. Particle aerodynamic diameter.
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respectively be 0.15 and 0.05 mg/m3. It is stipulated in GB3095–1996 promulgated by
China in 1996 that the secondary standard for the mean daily value of PM10 shall be 0.15
mg/m3 and the mean annual value shall be 0.10 mg/m3. In 1997, Environmental Protection
Agency of the United States (US EPA) was the first to promulgate the PM2.5 standard and
its mean daily value was strictly stipulated to be 0.065 mg/m3 and its mean annual value
to be 0.015 mg/m3 [1–4].

The toxicity of particulates, both PM10 and PM2.5 can increase the risk of lung cancer. It is
shown by the American research that sulfate, nitrates, hydrogen ion, carbon element, second-
ary organic compounds and transition metals are all concentrated on the fine particulates, but
Ca, Al, Mg and Fe elements are mainly concentrated on coarse particulates and they have
different impacts on the human body. The hazard of PM2.5 on the human body is greater than
PM10, which has become a new target of policy for environmental air control. With the
development of transportation and the increase of motor vehicles as well as the increasing
disruption of environment, the pollution of PM2.5 gets more and more serious. It is found by
researches that the ratio of atmospheric PM2.5 in TSP is increased year by year and 96% of the
particulates that deposit in the lower respiratory tract are PM2.5. The PM2.5 in the urban
atmosphere mainly comes from the exhaust of traffic waste gas (18–54%) and the secondary
pollution of gas dispersoid (30–41%) [1–4].

2.2.2. Sulfur oxides

The toxicity of SO2: Sulfur dioxide is one of the main atmospheric pollutants. It is stipulated by
the second class of national standard for atmosphere that the content of SO2 in air shall be <0.06
mg/m3. SO2 can be adsorbed on the surface of PM2.5 to enter deep into the respiratory tract,
increasing its toxicity by three to four folds. SO2 would be oxidized into SO3 through metallic
particle catalysis, whose risk is four times that of individual effects of SO2. The carcinogenic
action of benzo(a)pyrene, i.e., BaP can be increased under joint action of SO2 and B[a]P.

Researches on the relations between SO2 and the incidence risk of lung cancer. It is shown by
epidemiological researches that SO2 is closely related to the incidence of lung cancer. It is
shown by the analysis of the mortality rate of lung cancer in Qingdao by Hu Yan [5]. that SO2

in the atmosphere of downtown Qingdao has certain correlations with the increase in the
mortality rate of lung cancer. Chen Shijie et al. [6] utilized grey relativity model to calculate
the mortality rate data for lung cancer of mass and the mean annual concentration data of SO2.
It is shown by the results that the grey relativity between the mortality rate of lung cancer and
the SO2 8 years ago is the greatest, thus the latent period of SO2 to cause lung cancer is 7 years.
It is shown by the cohort research of 16,209 individuals in Norway that long-term exposure to
SO2 is related to the risk of lung cancer. Through the data collected by American Cancer
Society for 16 years and the data of risk factor for the cause of death of 500, 000 Americans,
Turner et al. [7]. found that SO2 in air is related to the total morbidity rate and mortality rate of
lung cancer. Through the cohort research of 57,613 workers exposed to SO2 in pulp and
papermaking industry in 12 countries, Moon et al. [8] found that the relative risk of lung
cancer of the workers in the nonexposed group compared with those in the exposed group is
1.49 and its 95% CI is 1.14–1.96 [5, 6].
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2.2.3. Nitrogen oxides (NOX)

The toxicity of nitrogen oxides: The nitrogen oxides in atmosphere mainly come from the waste
gas exhausted from combustion of automobile, coal and petroleum. It is stipulated by the
national atmosphere secondary standard that the content of NOX in air shall be <0.10 mg/m3.
Photosynthesis shall occur at hydrocarbons under the effect of ultraviolet ray. Photochemical
smog shall be produced and it might induce canceration.

Researches on the population epidemiology of nitrogen oxides: Through spatial geographical
distribution map and Spearman rank correlation analysis to the death data of lung cancer in
Jiangsu Province and to the air data of corresponding period, Lu et al. [9] found the positive
correlation between the concentration of NOX and the standardized mortality rate of lung
cancer. It is shown by the cohort research of 16,209 individuals in Norway: long-term exposure
to NOX is related to the risk of lung cancer. When the concentration of NOX is increased by 10
μg/m3, the relative risk of lung cancer would be 1.11 and its 95% CI is 1.03–1.19. It is shown by
the case-control study by Nyberg et al. [10]. in Sweden that with the NOX pollution caused
by exposure to traffic pollution for over 30 years, the risk of lung cancer is increased by one to
two folds.

2.2.4. Pollution of polycyclic aromatic hydrocarbon

The toxicity of PAHs: Most PAHs in atmosphere are generated by the incomplete combustion of
fuel in life and production activities of mankind. Multiple kinds of PAHs have been assessed to
have carcinogenesis, especially among 16 kinds of PAHs under priority control publicized by
US EPA, some of which are strongly carcinogenic compounds. PAHs themselves have no
toxicity, but they present carcinogenic actions through metabolizing activation after entering
the body. PAHs can also react with O3, NOX, and HNO3, etc. and they might be converted into
the compounds with stronger carcinogenic actions or mutagenic actions. At present, the PAHs
proved to have relatively strong carcinogenesis by animal experiments which include benzo(a)
pyrene, benz(a)anthracene, benzo(b)fluoranthene, dibenzo(a,h)pyrene and dibenz(a,h)anthra-
cene, etc., among which the carcinogenic action is the strongest.

3. The hazard of atmospheric pollution to the body

With the increase of population density and the development of modern industry in the city,
the influence of atmospheric pollution on mankind gets more and more serious. It is shown by
many epidemiological evidence that the diseases of respiratory system are related to the low
quality of air. At present, about 600 million tons of atmospheric pollutants are discharged
annually into air worldwide, which is the direct cause for the increased number of hospitalized
patients and outpatient patients, the decreased attendance rate of students and the increased
morbidity rate of allergy. Life and environment shall be a unity and the life existence of living
bodies that must adapt to the internal and external environment, since the maladjustment
between them would merely cause diseases or death. Life and environment must be a unity
of opposites and they are inseparable. All organisms have the limit of adapting to the
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environment and anyone beyond the limit would lose life. Mankind is incessantly adapted to
the environment and ceaselessly transforms the environment. Through the long-term repeated
actions of low concentration of toxic and harmful pollutants in the environment on the body,
chronic hazards would be incurred, which is caused by the sedimentation of poison itself in the
human body or gradual accumulation of the tiny injuries to the body. At present, the world is
confronted with three major environmental problems, i.e., destruction of ozone layer, acid
precipitation and greenhouse effects, which are all related to the atmospheric pollution. The
reason for the destruction of ozone layer is the impact of certain compounds, mainly including
Freon. Under the photochemical action of ultraviolet ray, the harmful compounds in atmo-
sphere might produce the active compounds to destruct the ozone layer, such as NO, NO2,
HO2, Cl

− and ClO−. The hole would be formed at the ozone layer after destruction and the
function of ozone layer to block and absorb ultraviolet ray would be weakened. Excessive
contacts of population with ultraviolet ray might cause corresponding diseases [11–14].

The combustion of large quantities of fuels would produce large quantities of CO, CO2, SO2,
and NOX, etc., which are discharged into the atmosphere and shroud in the air above the
ground surface. As a result, the pH value of precipitation is lower than 5.6 and acid precipita-
tion is thus formed. CO2 can absorb long wave radiation, such as infrared ray and greenhouse
effects can be formed by warmer weather aggravating the multiplying of pathogenic agents.
Since varied kinds of atmospheric pollution are complicated, the categories of pollutants are
multitudinous and their influences on human health are complicated (Figure 2).

Human and environment are closely related and the atmospheric pollution incurred by the
progress of industrial civilization has substantial impacts on mankind. It is shown by researches

Figure 2. Polluted air is harmful to health.
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of environmental epidemiology that from slight symptom of respiratory system to the increase
in outpatient number of cardiopulmonary diseases and mortality rate, all are closely related to
atmospheric pollution. As estimated by World Health Organization (WHO), annual death of
800 thousand people and 4.6 million disability adjusted life expectancy (DALY) worldwide are
related to urban atmospheric pollution. In 1775, British doctor Pott posed the hypothesis of
flue gas pollution to be carcinogenic and in the mid-twentieth century, the occurrence of
London smog incidents made people extensively pay attention to the health hazard of atmo-
spheric pollution. However, its influence on health has not yet been fully recognized by
mankind. The health hazard caused by atmospheric pollution has become a problem world-
wide and it has caught the attention of multitudinous domestic and foreign scholars. Since the
health effect is complicated, it is usually the results of multiple factors through comprehensive
actions. Thus, it is very difficult to draw the explicit conclusion of a certain factor that causes a
certain result. The influence of atmospheric pollution on health is mainly divided into acute
influence and chronic influence [12–15].

3.1. Acute influence

The acute influence of atmospheric pollution on humans includes direct actions and indirect
actions. For example, acute intoxication of certain poison belongs to direct actions; indirect
actions can aggravate the deterioration of respiratory system or heart diseases, etc. and thus
accelerate death of patients. There are a few domestic reports on the acute influence of atmo-
spheric pollution on human body and it is pointed by some scholars that when the mean daily
concentration of each index of atmospheric pollutants does not exceed the health standard but
instantaneous discharge surpasses the maximum allowable concentration for single exposure,
the importance of its influence on health might exceed the average day concentration. There-
fore, the acute hazard of atmospheric pollution could be more concealed and its severity might
be easily neglected by people [16–18].

3.2. Chronic influence

The chronic influence of atmospheric pollution on human body is a kind of composite action,
which is manifested in multiple aspects. The early hazard of low concentration atmospheric
pollution to human body is usually not fully manifested in the form of disease. Instead, it is
mostly manifested as the preliminary effect of diseases. It is shown in the immunologic
dysfunction of body and the change in blood and circulation system, which might induce and
promote the incidence of allergic diseases, respiration system diseases and other diseases in
human body. At the time of performing the epidemiological research, in order to reduce the
influence of smoking and occupational factors, etc., children are preferably selected as the
investigation objectives [13, 19–21].

From the metabolic process of body, it can be seen that human body and environment are
closely related. Human body performs substance exchange with the surrounding environment
through metabolism and dynamic equilibrium is normally kept between the substances in
environment and human body. In case of abnormal changes in environment, normal physio-
logical functions of human body would be affected with varying degrees and human body is
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capable to adjust own physiological functions, so as to adapt to the incessantly changing
environment. That normal physiological adjustment function of adapting to the environmental
changes is formed by mankind in the long-term development process. If the abnormal changes
in environment are within a certain limit, human body can adapt to them. If the abnormal
changes of environment surpass the limit of normal physiological adjustment of human body,
an anomaly might incur in certain functions and structures of the human body and even in
pathological changes. That kind of environmental factor that might incur pathological changes
in human body is called environmental pathogenic factor. The diseases of mankind are mostly
caused by biological, physical and chemical pathogenic factors. The substances that cause
environment pollution include chemical factors, biological factors and physical factors, etc.
and they might become pathogenic factors when they reach a certain extent [19–21].

The contents of pollutants in environment are usually very few under many circumstances,
after mankind lives in that kind of low concentration polluted environment for several months,
several years and even tens of years, chronic hazards to the body might be gradually incurred
to cause diseases. Disease is a process of pathological changes in the function, metabolism and
morphology of body under the actions of pathogenic factors. Human body has certain com-
pensatory ability against the functional hazard caused by disease factors. Some changes are
compensatory and some changes are traumatic in the developing process of diseases and both
changes coexist. When the compensatory action is stronger, body can still keep relative stabil-
ity and the clinical symptoms of diseases would temporarily not emerge. When the pathogenic
factors stop acting, body shall develop to restore health. But the compensatory ability is
restricted. If the pathogenic factors continue to act, the compensatory functions would gradu-
ally be obstructed and the body will manifest unique clinical symptoms and signs of various
diseases. The reacting process of human body to environmental pathogenic factors is shown in
Figure 3.

Figure 3. The process that human body react to environmental pathogenic factors.
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The incidence and development of disease is generally divided into the latent period (without
clinical manifestation), prodromal period (with slight general discomfort), obvious clinical
symptom period (when typical symptoms of the certain disease emerge) and prognostic
period (restoring health or deterioration to death). Under the circumstance of acute intoxica-
tion, the first two periods of disease might be very short and obvious clinical symptoms and
signs might appear very soon. Under long-term micro action of pathogenic factors (such as
certain chemical substances), the first two periods of disease can be considerably long. Patients
might have no obvious clinical symptoms and signs and instead, they might look healthy. But
under continued actions of pathogenic factors, obvious clinical symptoms and signs might
emerge. In addition, its resistance to other pathogenic factors (such as bacteria and virus)
would decrease and therefore, that kind of person is in the latent period or compensatory
state. The stage during which injuries have already occurred by a certain hazard but the
clinical symptoms have temporarily not emerged, shall be deemed as the early period of
disease (clinical prophase or subclinical state) [19–21].

It is shown by researches that 80–90% of mankind cancer is related to environmental factors,
among which 90% are caused by chemical factors and 5% are caused by radioactive factor. But
the chemical substances and radioactive substances within the contact scope of mankind
mainly come from environmental pollution.

4. Microecology of respiratory tract

The respiratory system of mankind is composed of the following organs: Nose, pharynx,
throat, trachea, bronchus and lung. Nose, pharynx and throat are the upper respiratory tract
and trachea and bronchus are the lower respiratory tract. Lung is the place where gas
exchange is performed. Other organs are the passages of gas and are generically called respi-
ratory tract. Like the permanent planting of flora in other systems or parts of the body, that in
the respiratory tract observes a certain regular pattern. For the microorganisms that exist at
each part of human respiratory tract, their category and quantity are relatively stable under
normal circumstances. Bacteria that are often separable from healthy human body mainly
include alpha streptococcus, Neisseria Trevisan, Hemophilia, oral myxococcus, staphylococ-
cus, corynebacteria and a certain anaerobe. Relatively single population of alpha streptococcus
mainly lives on the surface of epithelial cells at oral pharynx and oropharynx mucosa. Saliva
contains such immunological materials as immune globulin and lysozyme. As a result, as the
long-term permanently planted bacteria at oral pharynx, alpha streptococcus has stronger
immunity than the crossing bacteria. Alpha streptococcus normally accounts for over 90% of
bacteria at oral pharynx [22–24].

The microenvironment of each part of respiratory tract is very complicated. Besides the eco-
logical space of body and the process of its gas exchange with outside environment, which
constitute important components of the microscopic environment of respiratory tract,
microbiocoenosis (including bacteria, virus, mycoplasma and actinomycete, etc.) inevitably
intervenes soon after the birth of individuals, since the passage is open to the exterior. They
shall parasitize in different ecological niches of respiratory tract and they shall not be
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pathogenic under health. Some can be combined with the receptors on the cell surface, so as to
obstruct the invasion of the pathogenic microorganisms that enter later, playing the role of a
barrier. The microbiocoenosis at ecological niches of human body, such as the upper respira-
tory tract and trachea, has relationship of mutual synergia and normal commensal flora can
help host to resist the invasion of pathogenic microbes. That protective mechanism includes: (i)
aiming at the competition of the same nutrient, disturbing the nutrition of attacking patho-
genic bacteria; (ii) aiming at the affinity of the same category of cells, i.e., the commensal
bacterium that has relatively big binding force to the receptors on the cells of the host,
disturbing the attachment effect of attacking pathogenic bacteria; (iii) through irritating the
host to produce immune factor, aiming at the attacking bacteria with “cross” antigen, exerting
adverse influences to make the pathogenic bacteria not be permanently planted without
difficulty; (iv) through producing bacteriocin or antibiotic, specifically or not disturbing the
colonization action of identical or relevant sensitive microorganisms [22–24].

Oral pharynx is the passage to link oral cavity and nasopharynx with the lower respiratory tract and
esophagus. Since it is connectedwith the external environment, it is a physiological part where many
bacteria infringe the lower respiratory tract and lung to cause infection. About the general regular
patterns for the cognition to microecology of human body, the core population combination that
parasitizes at the oral pharynx of a healthy body shall fluctuate within harmonious physiological
scope and they shall compose an important microbial barrier for oral pharynx, so as to resist the
change in the external environment. The pathogenic bacteria would firstly be permanently planted at
the mucosa part represented by oral pharynx, such as mouth and nasopharynx. Then it would reach
the lower respiratory tract and lung and would further cause corresponding pathological reaction of
the body. Oral pharynx has a high content of organicmatter and rich nutrition and is exposed in very
complicated microbial environment. Thus it has many opportunities to contact various bacteria. But
the categories of bacteria that live at oral pharynx is actually very limited and the total biomass of
bacteria is only moderate.

5. Research examples: atmospheric pollution and microecology of
respiratory tract in human

In order to explore the early harmful effects of the atmospheric pollution on human health and
screen sensible markers, children of school-age who are the susceptible population to the
atmospheric pollution are selected in our studies. And the researches were performed in
different polluted zones with the different extent of the atmospheric pollution of three cities
in the northeast of China, including Benxi, Shenyang and Dalian. Measurement and multiple-
analysis were performed to analyze the relationship between the atmospheric pollution and
the microecology of the upper respiratory tract.

5.1. The influence of atmospheric pollution on the symptoms and diseases of children’s
respiratory system

Since the circumstances of air pollution in the three cities are difficult, contrast analysis was
performed on the health status of the respiratory system of children in the three cities and the
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children in the contrast regions, so as to have an in-depth understanding of the influence that
atmospheric pollution might produce to the body. By comparison of the three cities, children
from Benxi and Shenyang are high in the positive rate of the general inflammatory symptoms
and diseases of the respiratory system (such as cough, expectoration, sustained cough, sustained
cough with expectoration, pneumonia, etc.), but the rate is relatively low in Dalian due to the
more serious atmospheric pollution in Benxi and Shenyang (Table 1). Significant differences are
found in the disease and incidence circumstance of the respiratory system among children in
three cities (P < 0.01).

Through the investigations to the symptoms and diseases of the respiratory system of 18,000
children in different polluted zones of different cities, it is shown by the analysis of the
investigation that the extent of atmospheric pollution is positively related to various symptoms
and diseases of respiratory system. In the analysis to each kind of symptoms and diseases, it is
all selected into the equation under the condition of P < 0.05 for atmospheric pollution and the
OR value is all >1, which means atmospheric pollution can increase the risk of symptoms and
diseases of children’s respiratory system. Thus it is a hazardous factor to cause symptoms and
diseases of the respiratory system.

5.2. The influence of atmospheric pollution on flora of the respiratory tract

According to the atmospheric monitoring data and urban function zoning of Shenyang,
heavily polluted regions and light polluted regions are selected (Table 2). By means of the

Benxi region Shenyang region Dalian region Control

Symptom

Cough 58.6 (3169) 59.5 (3500) 43.6 (1719) 44.1 (947)

Persistent cough 4.0 (216) 4.2 (246) 2.2 (87) 1.9 (40)

Expectoration 36.0 (1947) 37.4 (2198) 28.1 (1108) 26.8 (575)

Persistent cough and expectoration 2.4 (127) 2.6 (151) 1.1 (43) 1.2 (25)

Wheezing 7.3 (396) 1.4 (82) 0 1.4 (29)

Respite 4.5 (241) 2.2 (132) 2.5 (100) 1.4 (29)

Disease

Bronchitis 10.2 (550) 17.3 (1019) 22. 5 (887) 9.9 (211)

Asthmatic bronchitis inflammation 1.7 (94) 3.3 (195) 5.3 (210) 2.0 (43)

Pneumonia 9.1 (494) 22.1 (1297) 17.5 (692) 11.6 (246)

Eczema 8.9 (479) 12.1 (710) 7.2 (282) 7.5 (159)

Asthma 2.2 (121) 6.1 (359) 10.3 (407) 5.0 (106)

Urticaria 5.8 (314) 7.8 (457) 5.0 (196) 5.5 (116)

Allergic rhinitis 2.0 (106) 3.7 (217) 2.6 (103) 2.2 (46)

**P < 0.01.

Table 1. The prevalence rate and the positive rate of children’ respiratory system symptoms and diseases in different city.
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cluster sampling, samples of 40 and 50 children (half boys and half girls) aged 6–8 from
different regions were selected respectively in 2000, while samples of 40 and 40 children were
selected respectively in 2002. They were required not to use antibiotic drugs in the past 3
months. The qualitative location and quantitative analysis was performed to the flora status
at the upper respiratory tract of children in the heavily polluted regions and contrast regions,
so as to explore the influence of atmospheric pollution on microecology of the respiratory tract.

Normal flora at oral pharynx is the natural barrier for the body. If such barrier is destructed by
harmful factors, the flora would be imbalanced in quantity and category. As a result, the ability
of the defense barrier would decline, exogenous pathogenic bacteria would intrude, or endog-
enous conditions would cause massive multiplication of pathogenic bacteria to incur infection.
It is shown by our research that the density of the aerobic and anaerobic bacteria at oral
pharynx of children in the seriously polluted air regions is higher than that of the light polluted
regions and the abnormal flora also emerged, showing status of the excessive growth of flora
at pharynx of children in the heavily polluted regions (Table 3). It is also shown that the
detection rate of the conditional pathogenic bacteria of children in the heavily polluted regions
was higher than that of the contrast regions. Permanent colonization of the pathogenic bacteria
also emerged at oral pharynx of children in the heavily polluted regions, such as beta strepto-
coccus, Klebsiella pneumonia, Serratia liquefaciens and Pseudomonas maltophilia (Table 4).
The mutual antagonism and mutual restriction objectively exist in the microbes and this
antagonism mainly comes from the microbial community. If the community is destructed, it

TSP X ± SD SO2 X ± SD NOx X ± SD

Heavily polluted region 0.432 ± 0.097 0.169 ± 0.075 0.089 ± 0.021

Light polluted region 0.190 ± 0.041* 0.012 ± 0.041* 0.019 ± 0.058*

*P < 0.05.

Table 2. The yearly mean value of the main substance that pollute air in light and heavy polluted regions of Shenyang
city (mg/m3).

Aerobic Anaerobic
Total
number

Amount
(lgX ± SD)

Detectable
number Amount

Detectable
number Amount

Heavily polluted
region (40)

763 2.883 ± 0.245* 837 2.923 ± 0.255* 1600 3.147 ± 0.260*

Light polluted
region (50)

546 2.737 ± 0.926** 321 2.507 ± 0.050** 867 2.899 ± 0.194**

*P < 0.05.
**P < 0.01.

Table 3. The distribution of bacteria cluster in children’ pharynx in different polluted regions (CFU/ml).
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would be favorable for the translocation of alien microbes and the multiplication of the
pathogenic bacteria. It is shown by the research studies that the atmospheric pollution can
cause the changes in the microbial community at oral pharynx of the body. Therefore, the
atmospheric pollutants as exogenous factors have caused the destruction to the microecology
balance of the upper respiratory tract. It is shown by the research that the incidence rate of the
chronic inflammation at the upper respiratory tract and the incidence rate of chronic bronchitis
of pupils in the heavily polluted regions are both higher than that of the light polluted regions
(Tables 5 and 6), which can be attributed to the microecology imbalance at pharynx of the
upper respiratory tract caused by the atmospheric pollution.

Bacterial species

Heavily polluted region (N = 40) Control (N = 50)

Detection
number

Detection rate
(%)

Detection
number

Detection rate
(%)

Aerobic

Neisseria 33 82.5 39 78.0 0.82 >0.05

Streptococcus
pneumoniae

21 52.5 17 34.0 3.12 >0.05

Streptococcus 11 27.5 24 48.0 3.93 <0.05

Group D streptococci 6 15.0 5 10.0

Streptococci 2 5.0 0 0.0

Liquefied Serratia 1 2.5 0 0.0

Pseudomonas maltophilia 1 2.5 0 0.0

Diphtheroids 1 2.5 2 4.0

Klebsiella pneumoniae 1 2.5 0 0.0

Staphylococcus aureus 0 0.0 1 2.0

Micrococcus 0 0.0 1 2.0

Anaerobes

Peptostreptococcus 19 47.5 18 36.0 1.21 >0.05

Veillonellaceae 16 40.0 29 58.0 2.88 >0.05

Bacteroides 9 22.5 12 24.0 0.03 >0.05

Excellent bacillus 8 20.0 6 12.0 1.08 >0.05

Fusobacterium nucleatum 4 10.0 9 18.0 1.15 >0.05

Propionic acid bacteria 2 5.0 2 4.0

Lactobacillus 1 2.5 2 4.0

Iraq Actinomyces 1 2.5 0 0.0

Clostridium perfringens 1 2.5 2 4.0

Bifidobacterium 0 0.0 1 2.0

Table 4. The comparison of the bacteria examined from children’s pharynx in light and heavy polluted regions.
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It is shown by the dynamic analysis for 2 years that the detectable rate of alpha streptococcus
at oral pharynx of children in the heavily polluted regions is lower than that of the contrast
regions and the difference is significant (Table 4). Alpha streptococcus is the normal flora at
the pharynx mucosa and it can be antagonistic against the abnormally permanent planting of
the certain pathogenic bacteria, playing the role of a barrier. The reduction in the alpha
streptococcus of children in the heavily polluted regions would certainly decrease the protec-
tive effects of the pharynx barrier and would increase the susceptibility to infection. It is

Cough
Persistent
cough Expectoration

Cough and
expectoration

Persistent cough and
expectoration Wheezing Respite

Light polluted region

First
grade

59.7
(597)

3.9(39) 37.5(375) 33.3(333) 2.2(22) 1.8(18) 2.5(25)

Sixth
grade

54.8
(544)

4.2(42) 34.1(338) 29.9(297) 1.9(19) 0.6(6) 2.6(26)

Total 57.3
(1141)

4.1(81) 35.8(713) 31.6(630) 2.1(41) 1.2(24) 2.6(51)

Heavily polluted region

First
grade

64.5
(632)

4.2(41) 42.4(416) 38.4(376) 3.1(30)** 2.0(20) 2.2(22)

Sixth
grade

61.7
(586)**

5.9(56)** 38.7(367) ** 34.5(327)** 3.9(37)* 1.3(12) 2.1(20)

Total 63.1
(1218)**

5.0(97) 40.6(783)** 36.4(7037)** 3.5(67)** 1.7(32) 2.2(42)

*P < 0.05.
**P < 0.01.

Table 5. The positive rate of children’ respiratory system symptom in different polluted regions in Shenyang City (%).

Bronchitis Asthmatic bronchitis Pneumonia Asthma Eczema Urticaria Allergic rhinitis

Light polluted region

First grade 20.5(205) 3.4(34) 21.5(215) 6.3(63) 15.3(153) 7.4(74) 2.3(23)

Sixth grade 13.0(129) 3.1(31) 21.1(209) 5.6(56) 12.8(127) 10.1(100) 4.5(45)

Total 16.8(334) 3.3(65) 21.3(424) 6.0(119) 14.1(280) 8.73(174) 3.4(68)

Heavily polluted region

First grade 23.0(225) 4.1(40) 25.9(254) 8.8(86)** 12.8(125) 5.5(54)* 1.9(19)

Sixth grade 14.2(135) 2.6(25) 22.4(213) 5.8(55) 8.7(83)* 9.8(93) 5.1(48)

Total 18.7(360) 3.4(65) 24.2(467)* 7.3(141)* 10.8(208)** 7.6(147) 3.5(67)

*P < 0.05.
**P < 0.01.

Table 6. The children’ prevalence rate of respiratory disease in different polluted regions of Shenyang City (%).
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considered by some scholars that alpha streptococcus can be taken as the probiotics for the
upper respiratory tract. It can play a role in preventing and treating the infection of the upper
respiratory tract by means of biological oxygen capture, flora adjustment and biological antag-
onism, which is consistent with our research results. It is also shown by this research that
atmospheric pollution can cause the reduction of alpha streptococcus and further cause the
increase of other abnormal flora. As a result, the infection of the respiratory tract might be
increased. Therefore, we consider that alpha streptococcus can be used as one of the probiotics
for the upper respiratory tract and it needs to be further developed as a microbial preparation,
so as to prevent and treat infection of the upper respiratory tract and maintain the
microecology balance.

6. Atmospheric pollution and microecology of respiratory tract in rats

To explore the regulation mechanisms of air pollution-related molecules and demonstrate the
effects of air pollutants on the microecology of the respiratory tract, Wistar rats were used to
expose to simulated real atmospheric pollution. It is beneficial to provide theoretical basis for
the influence of air pollutants to the health of human body and the prevention and control of
atmospheric pollution [25].

6.1. The influence of total suspended particulate (TSP) to the respiratory tract flora of rats

The relationships between normal microbiota and the host include ecosystems, biomes, species
and individuals. Normal microbiota are divided into origin flora and foreign flora. The origin
flora has more obvious physiological function if they come in contact with the host tissue cells
closely, therefore providing more protection to the host and vice versa. Microecological bal-
ance is the ecological balance at the cellular level and molecular level, including microorgan-
isms and host aspects. Normal microbiota of local ecological balance have obvious biological
antagonist action to the pathogenic bacteria. Microecological imbalance will occur when this
balance is damaged or influenced by external environmental factors.

From the ecological perspective, the normal flora of pharynx is the natural protective barrier. If
the bacterial flora imbalance in quantity and types occur when the barrier suffers from the
damage of harmful factors, the defensive barrier will break; therefore, the invading exogenous
pathogen or some kind of endogenous bacteria will multiply and cause infection.

6.1.1. The influence of TSP to the bacterial species of respiratory tract of rats

TSP was collected continuously at a flow rate of 1000 l/min from areas of coal burning, traffic
congestion in Shenyang city (China) during heating season and made into suspension by
ultrasonic oscillation. The aerobic and anaerobic bacteria on the oropharynx of Wistar rats
were analyzed before or after exposure to TSP. The results are shown in Table 7.

Klebsiella pneumoniae and Staphylococcus aureus were not detected on the oropharynx of Wistar
rats before exposure to TSP, however, K. pneumoniae were detected on the oropharynx of six
rats (P < 0.01) and S. aureuswere detected on the oropharynx of two rats after they exposure to
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TSP (Table 7). The detection rate of Escherichia coli on the oropharynx of rats was higher after
low, medium and high concentration of TSP exposure, furthermore, the detection rate of
peptostreptococcus was proportional to the concentration of TSP (Table 9). E. coli and
peptostreptococcus are the normal flora of intestinal tract; therefore, the detection results show
that the bacterial species on the oropharynx of Wistar rats changed after exposure to TSP,
resulting in the colonization of pathogenic bacteria and intestinal bacteria.

Normal flora plays an important role for maintaining ecological balance and stable internal
environment. So many microaerobic, aerobic and anaerobic bacteria colonize in the upper
respiratory tract of healthy people including 21 genera and 200 species of bacteria. The normal
flora of respiratory tract are affected by the normal flora on the oropharynx because of the
anatomic relationship. Compared with the control group, the detection rates of aerobic and
anaerobic bacteria had no significant difference after low, medium and high concentration of
TSP exposure because of the acute toxicity experiment with short time but large dose of
TSP exposure. The changes of microbiocenosis in respiratory tract affected by air pollution

Bacterial species

No TSP exposure(n = 78) TSP exposure(n = 67)

Rats number Detection rate Rats number Detection rate

Escherichia coli 20 25.6 16 23.9

Diphtheroid bacillus 13 16.7 9 13.4

Group A Streptococcus 31 39.7 33 49.3

Neisseria 20 25.6 11 16.4

Streptococcus oralis 13 16.7 6 9.0

Klebsiella pneumoniae 0 0.0 6 9.0*

Staphylococcus aureus 0 0.0 2 3.0

Streptococcus pneumoniae 7 9.0 6 9.0

Staphylococcus epidermidis 11 14.1 14 20.9

Moraxella lacunata 29 37.2 26 38.8

Micrococcus 6 7.7 5 7.5

Veillonella 17 21.8 13 19.4

Lactobacillus 6 7.7 10 14.9

Peptostreptococcus 38 48.7 24 35.8

Bacteroides 21 26.9 21 31.3

Clostridium perfringens 6 7.7 4 6.0

Eubacterium 17 21.8 16 23.9

Peptococcus 6 7.7 5 7.5

*Compared with no TSP exposure, P < 0.01.

Table 7. The comparison of bacterial detection rates before or after TSP exposure (%).
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are gradual, there will be more apparent changes after long-time exposure to pollutants
eventually.

6.1.2. The influence of TSP to the density of bacteria in the respiratory tract of rats

The first step of bacterial colonization is adhesion. Similar to other biological cells, the bacterial
proteins can be ionized into positively-charged amino (−NH+) and negatively charged carboxyl
(−COO−) in solution and the degree of ionization is related to the pH of the environment.
Negatively charged bacteria mainly exist in the alkaline solution and vice versa. The isoelectric
point of gram-positive bacteria is pH 2–3 and the isoelectric point of gram-negative bacteria is
pH 4–5; therefore, all the bacteria are negatively charged in neutral or weak alkaline medium
with pH 7.2–7.6 and the gram-positive bacteria contain much more negative charges than
gram-negative bacteria. For charge dependence, the bacterial adhesion increases with the pH
of the environment. Moreover, the damage of host immune defense (such as malnutrition,
basic disease, etc.) also can provide conditions for bacterial adhesion. However, there is mutual
constraint relationship among bacterial flora such as space competition and nutrient competi-
tion.

The density of bacteria on the oropharynx of rats before or after TSP exposure was determined
and the results are shown in Tables 8 and 9 and Figure 4. There was no significant difference in
the bacterial density of aerobe flora, however, the density of anaerobic bacteria flora was
markedly reduced (P < 0.05) on the oropharynx of rats after TSP exposure compared with the
results before TSP exposure (Tables 10 and 11). The density of bacteroides and eubacterium of
anaerobic bacteria were markedly reduced (P < 0.05) on the oropharynx of rats after TSP
exposure compared with the results before TSP exposure. There was no significant difference

Time n Aerobic bacteria Anaerobic bacteria** Average bacterial density*

No TSP exposure 78 2.4111 ± 0.5868 2.5983 ± 0.4850* 2.5047 ± 0.5447**

1st day after TSP exposure 31 2.4223 ± 0.7594 2.5503 ± 0.6115* 2.4863 ± 0.6868*

8th day after TSP exposure 36 2.2605 ± 0.5534 2.2778 ± 0.6033 2.2691 ± 0.5749

*Compared with 1st day, P < 0.05.
**Compared with 8th day, P < 0.05.

Table 9. The comparison of bacterial density in different time after TSP exposure.

Group n Aerobic bacteria Anaerobic bacteria Average bacterial density

No TSP exposure 78 2.4111 ± 0.5868 2.5983 ± 0.4850 2.5047 ± 0.5447

TSP exposure 67 2.3353 ± 0.6566 2.4039 ± 0.6178* 2.3696 ± 0.6361

*Compared with no TSP exposure, P < 0.05.

Table 8. The comparison of bacterial density before or after TSP exposure.
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in the bacterial density of aerobe flora before TSP exposure and on the first day after TSP
exposure, however, the density of aerobic bacteria was downturn on the 8th day after TSP
exposure and the density of anaerobic bacteria flora was obvious decline with the passage of
time (P < 0.05) on the oropharynx of rats after TSP exposure compared with the results before
TSP exposure (Tables 7 and 9). The average density of bacteria were significantly decreased

Figure 4. The bacterial density in different time after TSP exposure.

Group n Aerobic bacteria Anaerobic bacteria Average bacterial density

Control 18 2.2531 ± 0.7952 2.2922 ± 0.6948 2.2531 ± 0.7837

Low concentration 16 2.4139 ± 0.4964 2.4936 ± 0.4958 2.4537 ± 0.4706

Middle concentration 18 2.3190 ± 0.7240 2.5295 ± 0.7411 2.4243 ± 0.7299

High concentration 15 2.3698 ± 0.5890 2.2915 ± 0.5143 2.3306 ± 0.5448

Table 10. The comparison of bacterial density in different TSP concentrations.

Aerobic bacterial species

No TSP exposure TSP exposure

N XlgX–SlgX XlgX–SlgX

Escherichia coli 8 1.1899 ± 0.8867 0.8677 ± 0.8393

Diphtheroid bacillus 2 2.6276 ± 0.2129 1.8891 ± 0.5826

Group A Streptococcus 15 2.2335 ± 0.3932 2.3379 ± 0.4941

Neisseria 2 2.2516 ± 0.6799 1.6901 ± 0.3012

Streptococcus pneumoniae 2 2.8037 ± 0.2129 1.6901 ± 0.5502

Moraxella lacunata 9 1.9036 ± 0.7001 2.0308 ± 0.2370

Table 11. The comparison of aerobic bacterial density before or after TSP exposure.
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(P < 0.05). There was no apparent change in the bacterial density of aerobe flora because of the
short interval time of TSP exposure. The density of peptostreptococcus, bacteroides and eubac-
terium of anaerobic bacteria were markedly reduced (P < 0.01 or P < 0.05) on the oropharynx of
rats over time after TSP exposure. The results showed that the flora on the oropharynx of rats
changed and there were apparent changes in the normal flora especially the obvious reduction
of anaerobic bacteria as the extension of the TSP exposure time. The normal flora in upper
respiratory tract plays an important role in maintaining immune defense of respiratory tract.
They can serve as antigens to stimulate the host to produce antibodies, at the same time,
stimulate macrophages, enhanced the activity of interferon, release toxic terminal metabolites
such as bacteriocin, bacteriocidin and fatty acid to constitute a biological barrier to prevent the
invasion of invading bacteria. Studies have shown that anaerobic bacteria, especially the
obligate anaerobic bacteria are the vast majority in number in the respiratory tract and they
are indigenous microflora and physiological microbes. Obligate anaerobic bacteria have a
strong biological antagonism effect, they integrate with mucosal epithelial cells closely forming
a layer of biofilm to provide the space-occupying protective effects on the host cells. If the
barrier is destroyed, the obligate anaerobic bacteria cannot survive because of the destruction
of the anaerobic environment, foreign bacteria will invade. In summary, the normal flora on
the oropharynx can be damaged by air pollution, thus it is easy for pathogenic bacteria to
colonize.

6.1.3. The influence of TSP concentration to the flora of respiratory tract of rats

Normal flora is influenced by various aspects especially the physiological functions and the
pathological features of the host, so that, different groups of rats are used to explore the
relationship between the density of aerobic and anaerobic bacterial flora and the concentration
exposed to TSP and the results are shown in Table 10 and Figure 5.

Compared with control group, there was no significant difference in the bacterial quantity
(Table 16), however, the quantity of aerobic bacteria fluctuated up and down with different
dose of TSP exposure, the quantity of anaerobic bacteria was increased related to the dose of

Figure 5. The bacterial density in different TSP concentration.
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TSP exposure, but decreased in high concentration group (P > 0.05). The average density of
bacteria had no significant difference too. In the aerobic bacteria, the density of E. coli increased
obviously after TSP exposure, the density of Neisseria of high concentration group was obvi-
ously higher than that of control group and low concentration group (P < 0.05) on the orophar-
ynx of rats. In the anaerobic bacteria, the density of Veillonella in the high concentration group
was significantly decreased (P < 0.05) on the oropharynx of rats.

The colonization of bacteria is influenced by the host factors and the normal microbiota.
Tension of the mucous membrane of the host, cilia movement and various discharge are
important factors affecting bacteria to colonize. Normal microbiota members mainly come
from anaerobic bacteria, especially the obligate anaerobe. Normal flora is an important factor
in protecting human health. The results confirmed that air pollution can cause changes in the
microecological condition of respiratory tract. Anaerobic bacteria on the oropharynx are the
important biological barrier to resist external environmental change. Therefore, when the
concentration of air pollutants is not very high, the quantity of anaerobic bacteria increases to
maintain the ecological balance and prevent invading bacteria from colonizing. However,
when the concentration of air pollutants is very high, the quantity of anaerobic bacteria
decreases to result to the microecological imbalance in respiratory tract. Thus, it is easy for
pathogenic bacteria and intestinal bacteria to colonize.

6.1.4. The changes of flora in the upper respiratory tract of rats before or after TSP exposure

The results of aerobic bacteria and anaerobic bacteria on the oropharynx of rats before or after
TSP exposure are shown in Tables 11 and 12.

Compared with no TSP exposure, there was no significant difference in the bacterial density of
aerobe flora after TSP exposure (Table 11). In the aerobic bacteria, the detection rate of group A
Streptococcus increased after TSP exposure (P > 0.05), which is different from the results of our
research on crowd. Maybe the resident flora of rats and humans are different and the results
only come from the acute toxicity experiment with short time but large dose of TSP exposure.
In the anaerobic bacteria, the density of bacteroides and eubacterium were obviously reduced
(P < 0.05) on the oropharynx of rats after TSP exposure (Table 12).

Anaerobic bacterial species

No TSP exposure TSP exposure

N XlgX–SlgX XlgX–SlgX

Peptostreptococcus 14 2.2253 ± 0.5418 2.1307 ± 0.6799

Veillonella 5 1.6403 ± 0.3261 1.4897 ± 0.2718

Bacteroides 8 2.3978 ± 0.4495 1.7658 ± 0.6459*

Eubacterium 5 2.6384 ± 0.4277 2.1574 ± 0.4548**

*Compared with no TSP exposure, P < 0.05.
**Compared with no TSP exposure P < 0.01.

Table 12. The comparison of anaerobic bacterial density before or after TSP exposure.
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6.2. The influence of PM10 to the respiratory tract flora of rats

Particulate matter less than 10 μm in diameter (PM10) was collected using low flow of PM10 air
sampling instrument and glass fiber filter film with 55 mm diameter from areas of coal burning
in winter heating season, traffic and life pollution area in Shenyang city (China). Wistar rats
were used as a model to analyze the changes of flora on the oropharynx before or after
exposure to PM10. The results are shown in Tables 13–15.

Bacterial species No PM10 exposure PM10 exposure % χ2 p

n % n %

Bacillus subtilis 8 17.0 3 6.4 1.647 0.198

Staphylococcus aureus 6 12.8 16 34.0* 4.807 0.027

Staphylococcus epidermidis 22 46.8 20 42.6 0.043 0.836

Acinetobacter baumannii 8 17.0 9 19.1 0.000 1.000

Neisseria 6 12.8 2 4.2 1.230 0.267

Group A Streptococcus 18 38.3 15 31.9 0.187 0.666

Micrococcus luteus 9 19.1 2 4.2* 3.706 0.050

Staphylococcus saccharolylicus 11 23.4 3 6.4* 4.113 0.040

Peptostreptococcus 13 27.6 12 25.5 0.000 1.000

Eubacterium aerofaciens 4 8.5 5 10.6 0.000 1.000

Veillonella parvula 20 42.6 9 19.1* 4.987 0.025

Clostridium harmless spore 3 6.4 6 12.8 0.492 0.486

Actinomyces israelii 2 4.2 4 8.5 0.178 0.677

Clostridium difficile 1 2.1 5 10.6 — —.

Streptococcus anginosus 0 0.0 3 6.4 — —

Clostridium death 0 0.0 4 8.5 — —

Fusobacterium nucleatum 0 0.0 6 12.8 — —

*Compared with no PM10 exposure, P < 0.05.

Table 13. The comparison of bacterial detection rates before or after PM10 exposure (n = 47).

Group Aerobic bacteria (n = 44) Anaerobic bacteria (n = 47) Total bacteria (n = 47)

No TSP exposure 331.2 ± 3.5 177.3 ± 2.1 601.9 ± 1.9

TSP exposure 452.3 ± 2.9 251.8 ± 2.2* 796.5 ± 1.8

t(paired) −1.769 −2.407 −2.620

P 0.084 0.020 0.012

*Compared with no PM10 exposure, P < 0.05.

Table 14. The comparison of the bacterial density before or after PM10 exposure (CFU/ml, G ± S).
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6.2.1. The influence of PM10 to the detection rate of respiratory tract flora of rats

Compared with no PM10 exposure, the detection rate of S. aureus increased significantly
(P < 0.05), the detection rate of Micrococcus luteus, Staphylococcus saccharolylicus and Veillonella
parvula decreased obviously (P < 0.05). It was interesting that three strains of Streptococcus
anginosus, four strains of Clostridium death and six strains of Fusobacterium nucleatum were
detected on 30th day after exposure to PM10 (Table 14).

6.2.2. The influence of PM10 to the density of respiratory tract flora of rats

After PM10 exposure, the total bacterial content and the density of anaerobic flora on the
oropharynx of rats were significantly higher than that before PM10 exposure (P < 0.05)
(Table 14, Figure 6). Compared with no PM10 exposure, the detection rate of V. parvula

Group n Aerobic bacteria Anaerobic bacteria Total bacteria

Control 12 241.3 ± 8.1 177.0 ± 2.9 630.2 ± 2.6

1st day 12 854.9 ± 1.3* 288.9 ± 1.9 1011.8 ± 1.5

7th day 11 164.6 ± 4.0 334.0 ± 2.3 627.3 ± 1.8

30th day 12 581.7 ± 1.8* 222.1 ± 1.9 865.2 ± 1.5

F 3.700 1.414 1.622

P 0.019 0.252 0.198

*Compared with control group, P < 0.05.

Table 15. The comparison of bacterial density in different time after PM10 exposure (CFU/ml, G ± S).

Figure 6. The comparison of the bacterial number before or after PM10 exposure.
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decreased obviously, however, the density of it increased significantly after PM10 exposure (P <
0.05). Moreover, the density of Actinomyces israelii increased significantly after PM10 exposure
(P < 0.05).

6.2.3. The changes of flora density in the upper respiratory tract of rats before or after PM10 exposure

Compared with no PM10 exposure, the density of peptostreptococcus and V. parvula increased
significantly in the same rats (P < 0.05).

6.2.4. The changes of flora density in the upper respiratory tract of rats at different time after PM10

exposure

The density of aerobic flora on the oropharynx of rats on the first day after PM10 exposure was
significantly higher than that in control group (P < 0.05), while it decreased on 7th day but
increased obviously on 30th day after PM10 exposure(P < 0.05). The total bacterial content and
the density of anaerobic flora on the oropharynx of rats were increased volatility after PM10

exposure, but no significant difference (Table 15, Figure 7).

The results of present study showed that if the microecological balance was affected by some
abnormal interference and destruction, there would be quantitative, qualitative or positioning
changes in microbial population; therefore, the function of microbial biological barrier was
weakened, so that some physiologic microbes became pathological bacteria. The results of this
study showed that the detection rates of S. aureus, Clostridium difficile, S. anginosus, Clostridium
death and F. nucleatum were much higher after PM10 exposure than that before PM10 exposure.
The density of aerobic and anaerobic flora on the oropharynx of rats were significantly higher,
furthermore, the density of V. parvula and A. israelii increased significantly than that before
PM10 exposure (P < 0.05) (Table 14).

Figure 7. The changes of bacterial number in different time after PM10 exposure.
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The results of Wistar rat animal model of air pollution showed that after PM10 exposure, the
density of anaerobic flora was significantly higher than that before PM10 exposure in the same
rats (P < 0.05) and the total bacterial content had increased significantly (P < 0.05). In the
anaerobic flora, the density of peptostreptococcus and V. parvula increased significantly
(P < 0.05). All of these suggest that the air pollutants can lead to the increase of the bacterial
intensity including both normal flora and pathogenic bacteria, therefore resulting in
microecological imbalance.

The results of Figure 8 showed that the density of aerobic flora on the oropharynx of rats on
the first day after PM10 exposure was significantly higher than that in control group, while it
decreased on 7th day but increased obviously on 30th day after PM10 exposure (P < 0.05).
Which suggested that large amount of bacteria bred and resulted to microecological imbalance
after 1 day PM10 exposure. With the extension of time to PM10 exposure, there was a compen-
satory state after 7 days PM10 exposure, however, the microecological balance was broken
again after 30 days PM10 exposure and led to a significant increase in bacterial number and
density (P < 0.05).

C. difficile is the normal flora in human intestine, which can lead to false membranous enteritis.
It can be detected on the oropharynx of rats on 30th day after PM10 exposure, which suggests
that ectopic metastases occur in the flora at that time. In recent years, the infection of the lungs
and pleura caused by anaerobic bacteria especially peptostreptococcus and F. nucleatum is
increasing and the proportion is as high as 50–80%. The present results showed that the
density of anaerobic flora especially F. nucleatum, V. parvula and peptostreptococcus was
significantly higher than that before PM10 exposure which provide further proof that the
exposure to the air pollutants for long time can lead to respiratory infections.

Infection is a process in which microbe, host and environment interact with each other. Under
the conditions of microecological balance, normal flora is harmless and beneficial to the host,
however, the quantitative, qualitative, or positioning changes of normal flora will lead to
infection under the condition of microecological imbalance. The results of our present experi-
ments indicated that the density change of bacterial flora could act as a sensitive indicator of

Figure 8. The comparison of bacterial density before or after PM2.5 exposure (
ΔP < 0.01).
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air pollution effecting on human body. Air pollution could cause microecological imbalance in
the respiratory tract of human body, furthermore, lead to the infection of respiratory tract and
other respiratory diseases.

6.3. The influence of PM2.5 to the respiratory tract flora of rats

Particulate matter less than 2.5 μm in diameter (PM2.5) was collected using portable air sam-
pling instrument and glass fiber filter film with 47 mm diameter from areas of coal burning in
winter heating season and the traffic downtown area in Shenyang city (China). Wistar rats
were used as model to analyze the changes of the respiratory tract flora on the oropharynx
before or after exposure to PM2.5. The results are shown in Figures 8 and 9.

6.3.1. The influence of PM2.5 to the detection rate of respiratory tract flora on the oropharynx of rats

Compared with no PM2.5 exposure, the detection rates of Cellulomonas/Mycobacterium,
Actinomyces naeslundii, Bacteroides ureolyticus and Gemella morbillorum increased significantly
(P < 0.05). The detection rates of E. coli and Staphylococcus sciuri increased significantly too (P
< 0.01). The detection rates of K. pneumoniae, Staphylococcus gallinarum and Staphylococcus
lentus increased but had no statistical significance (P > 0.05). Streptococcus pneumoniae, S.
anginosus, S. aureus, Mannheimia haemolytica, Plesimonas shigelloides and Pasteurella
pneumotropica were detected after PM2.5 exposure which did not exist on the oropharynx of
rats before PM2.5 exposure (Table 16).

6.3.2. The influence of PM2.5 to the density of respiratory tract flora on the oropharynx of rats

Compared with the results before PM2.5 exposure, the density of aerobic and anaerobic bacte-
ria as well as the total population of bacteria significantly increased (P < 0.01) (Table 17). In the
aerobic bacteria, the density of S. sciuri, Staphylococcus xylosus and so on increased obviously.
The density of some bacteria such as S. anginosus, S. aureus and S. pneumoniae which were

Figure 9. The changes of bacterial density in different time after PM2.5 exposure(* P <0.05).
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detected only after PM2.5 exposure also increased. In the anaerobic bacteria, the density of
some bacteria such as Clostridium tertium and G. morbillorum which were detected only after
PM2.5 exposure increased too.

Bacterial species

No PM2.5 exposure PM2.5 exposure

p
Number of
rats

Detection
rate

Number of
rats

Detection
rate

Escherichia coli 3 3.9 20 26.0 0.000Δ

Cellulomonas/Microbacterium 5 6.5 14 18.2 0.027*

Staphylococcus sciuri 2 2.6 17 1.3 0.000Δ

Klebsiella pneumoniae subsp pneumoniae 1 1.3 4 5.2 0.363

Streptococcus pneumoniae 0 0 1 1.3 0.156

Streptococcus anginosus 0 0 6 7.8 0.066

Staphylococcus aureus 0 0 1 1.3 0.156

Actinomyces naeslundii 2 2.6 10 12.9 0.016*

Bacteroides ureolyticus 5 6.5 17 22.1 0.027*

Gemella morbillorum 1 1.3 8 10.4 0.039*

Mannheimia haemolytica (Algae Pasteur
bacteria)

0 0 3 3.9 0.061

Plesimonas shigelloides 0 0 1 1.3 0.156

Pasteurella pneumotropica 0 0 1 1.3 0.156

Staphylococcus gallinarum 3 3.9 9 11.68 0.071

Serratia marcescens 6 7.8 8 10.4 0.575

Enterobacter gergoviae 5 6.5 7 9.1 0.548

Staphylococcus lentus 5 6.5 11 14.3 0.113

Aerococcus viridans 3 3.9 6 7.8 0.303

*Compared with no PM2.5 exposure, P < 0.05.
ΔCompared with no PM2.5 exposure, P < 0.01.

Table 16. The comparison of bacterial detection rates before or after PM2.5 exposure (%).

Group Aerobic bacteria Anaerobic bacteria Total bacteria

No PM2.5 exposure 107.13 ± 27.69 122.54 ± 15.40 229.67 ± 430.83

PM2.5 exposure 512.71 ± 78.18Δ 330.95 ± 35.64Δ 843.65 ± 120.61Δ

P 0.000 0.008 0.000

ΔCompared with no PM2.5 exposure, P < 0.01.

Table 17. The comparison of bacterial density before or after PM2.5 exposure (CFU/ml, G ± S).
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6.3.3. The changes of flora density on the oropharynx of rats at different time after PM2.5 exposure

Compared with the results before PM2.5 exposure, the density of aerobic bacteria and the
total population of bacteria increased significantly on 1st day (P < 0.05) but reduced
significantly on 7th day while it increased obviously on 30th day (P < 0.05), however, the
density of anaerobic bacteria had no significant difference in different time after PM2.5

exposure (Table 18).

On the basis of TSP and PM10, the impact of PM2.5 on respiratory tract micro ecology of rats
was mainly focused on. In the research, the density of bacteria and the change of bacterial
population were analyzed and the results showed that the detection rate of bacteria and
bacterial amount especially aerobic bacteria increased significantly after PM2.5 exposure. The
density of aerobic bacteria on the oropharynx of rats fluctuated over time on compensated and
decompensated states, which increased significantly on 1st day but reduced significantly on
7th day while it increased obviously on 30th day after PM2.5 exposure. The total bacterial
amount also showed the same trend, the density of most aerobic and anaerobic bacteria was
higher than that before PM2.5 exposure and some genera were detected after PM2.5 exposure.
All the results showed that PM2.5 could change the microecology on the oropharynx of rats to
microecological imbalance. Compared to previous experimental results of PM10, the patho-
genic bacteria of group B Streptococcus and Staphylococcus intermedius were not detected, only 1
case of S. aureuswas detected after PM2.5 exposure. The density of bacteria was higher than no
PM2.5 exposure, but the bacterial species were less than the previous PM10 experimental
results, maybe this phenomenon was caused by the less sample size. In addition, some
scholars thought that fine particulate matters were easy to deposit in the region of the bronchi
and alveoli and possibly entered into blood circulation to damage the microecology of respi-
ratory tract. Present studies have shown that the atmospheric pollutant particles with diameter
less than PM10 can enter into the respiratory tract directly and keep in the deep lungs which are
not easy to be discharged out of the body due to their small diameter without nasal block.
PM2.5 is also known as inhaled lung particulate matter and it has important effect on atmo-
spheric visibility and air quality, which has attracted worldwide attention. Compared with the
coarse atmospheric particulates, the particle size of PM2.5 is small and there are a lot of
poisonous and harmful substances in rich, moreover, PM2.5 can stay for a long time in the

Group n Aerobic bacteria Anaerobic bacteria Total bacteria

Control 13 461.65 ± 101.23 182.58 ± 23.59 644.23 ± 116.37

1st day 12 539.25 ± 72.91* 260.08 ± 36.54 799.33 ± 63.54*

7th day 13 235.92 ± 24.91 274.81 ± 35.95 510.73 ± 44.15

30th day 14 746.96 ± 64.85* 443.82 ± 49.69 1190.79 ± 123.00*

P 0.038 0.145 0.029

*Compared with no PM2.5 exposure, P < 0.05.

Table 18. The comparison of bacterial density in different time after PM2.5 exposure (CFU/ml, G ± S).
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atmosphere and has a long conveying distance, so that it has more influence on the quality of
atmospheric environment and human health.

7. Conclusions

Air pollution caused destruction of microecological balance in upper respiratory tract. The
amounts of oropharyngeal aerobic and anaerobic bacteria were higher in children from heavily
polluted area than those lightly polluted area. The detection rate of conditional pathogenic
bacteria in children from heavily polluted area is higher than that in the control area. After 2
years of dynamic analysis, the detection rate of alpha streptococcus in children from heavily
polluted area was lower than that in the control area and the difference was significant.
Reduction of alpha streptococcus is bound to decrease the protective effect of the pharynx
barrier, but increase susceptibility to infection.

Animal model of atmospheric pollutants was used to analyze the flora on the oropharynx of
Wistar rats. The results showed that K. pneumoniae and S. aureus were not detected before air
pollutant exposure, however, they were detected after air pollutant exposure and the detection
rate of K. pneumoniae increased significantly. Thus Streptococcus pneumoniae, S. aureus and K.
pneumoniae were thought as the common pathogens of bacterial pneumonia. The
microecological environment on the oropharynx of rats changed after air pollutants exposure,
it was easy for pathogens to colonize and cause respiratory infections.

After air pollutants exposure, the density of aerobic bacteria on the oropharynx of rats showed
no significant change, however, the quantity of anaerobic bacteria decreased significantly and
had significant decrease in trend over time. The average density of bacteria reduced with
significant difference over time. The density of bacteroides and eubacterium of anaerobic
bacteria were significantly reduced on the oropharynx of rats after air pollutants exposure
compared with the results before air pollutants exposure. These results showed that air pollut-
ants led to a decrease in respiratory total biomass and anaerobic bacteria and therefore
declined the resistance of anaerobic bacteria, causing dysbacteriosis and colonization of path-
ogenic bacteria, which strongly proved that the anaerobic bacteria in normal flora played an
important role in terms of colonization resistance.

The quantity of aerobic and anaerobic bacteria on the oropharynx of rats had no significant
change with air pollutants but fluctuated with the concentration of air pollutants. The quantity
of anaerobic bacteria on the oropharynx of rats had a downward trend in a high dose group
(Figure 8). The density of Neisseria in aerobic bacteria increased significantly in high concen-
tration group, however, the density of Veillonella in anaerobic bacteria reduced significantly.
These results showed that the pathogenic and potential pathogenic bacteria were easier to
colonize with the increasing concentration of air pollutants, but the quantity of total bacteria
had no obvious change, which confirmed that the bacteria on the oropharynx of rats fluctuated
within a certain range under certain conditions.

Air pollution could cause ecological imbalance and damage to the micro communities on the
respiratory tract which led to the content of normal flora especially anaerobic bacteria
decrease; therefore, the pathogenic bacteria colonized easily and caused respiratory diseases.
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Abstract

The number of automobiles has been steadily increasing in cities as a consequence of
rapid urbanization and economic growth. It has been widely reported that vehicular
emissions are  strongly correlated with the level  of  urban air  pollution.  The major
primary air pollutants that are linked to direct emissions from on‐road vehicles include
soot (black carbon), carbon monoxide (CO), and nitric oxide (NO). Human exposure to
these air pollutants is of health concern. Therefore, it is important to investigate air
pollutants of traffic origin (e.g., BC, CO, and NO) in ambient air at different locations
of cities and to assess the effects of vehicles on the urban air quality. With this goal in
mind, we carried a systematic study in Singapore (the fourth most densely populated
country in the world) with concurrent measurements of BC, NO, and CO in ambient air
at four different locations having variations in traffic flows and meteorology. We then
assessed the relationship between traffic flows and prevailing levels of the three air
pollutants, and studied the association of these air pollutants among each other and
with diverse meteorological conditions. The major outcomes of the study are discussed.

Keywords: urban air quality, traffic emissions, aerosol black carbon, carbon monox‐
ide, nitric oxide, diurnal variations

1. Introduction

Aerosol black carbon (BC) is a widespread environmental pollutant, which is generated from
combustion processes of carbonaceous materials at high temperature. Being the principal light
absorbing aerosol species with specific absorption coefficients ranging from 11 to 12 m2 g‐1 at
650 nm, BC absorbs radiation that lowers the single scattering albedo [1, 2]. As a result, the
amount of reflected radiation is reduced, and the radiation absorbed by the atmosphere is
increased. Due to the nature of higher porosity, BC adsorbs other species from the vapor phase,
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especially organics that are potentially mutagens or carcinogens [3, 4]. For example, BC adsorbs
polycyclic aromatic hydrocarbons (PAHs) with four rings or more, those are carcinogenic in
nature [5, 6]. In the environment, BC is inhaled frequently by humans that can be deposited in
the lungs or other airways causing severe health effects on a long‐ or short‐term basis [7, 8]. In
addition, BC provides surfaces that may catalytically promote certain other reactions in the
atmosphere [9]. This can be seen in the environment with higher levels of BC that affect ozone
(O3) and nitrogen oxide (NOx) concentrations due to heterogeneous destruction of O3 molecules
on particles [10]. For example, Dasch and Cadle [11] observed that oxidation of sulfur dioxide
(SO2) is also catalyzed by BC aerosol.

During the past two decades, research on BC has been increasing rapidly due to its role on
local air quality causing visibility problems and adverse health effects, regional air quality
affecting cloud microphysics, and global climate change due to its positive radiative effects
[12–18]. Previous studies have also reported that BC of local origin can be transported over a
long distance due to its long lifetime (order of several days to several weeks depending on
meteorology) in the atmosphere [19]. Major anthropogenic sources of BC include on‐road
vehicles, domestic heating, industrial activities, and refuse burning, among which vehicular
emissions are particularly dominant [20–22].

Human exposure to ambient BC, carbon monoxide (CO), and nitric oxide (NO) is of concern
in urban environments due to a high population of vehicles [23, 24]. Such higher exposure to
BC, CO, and NO causes several health effects, including myocardial infarction and pneumonia,
elevated inflammatory markers of cardiovascular disease, diminished heart rate variability,
and ventricular tachyarrhythmias. [23–27].

In general, two types of studies are performed to characterize the vehicular emissions, i.e.,
direct tests on engines and experiments in the ambient air. In the past, several studies focused
on engine particle emission through engine test sites or chassis dynamotors [28–30]. However,
to get the real atmospheric particulate characterization, it is essential to perform field
measurements. Although some studies [31, 32] were performed under stationary measure‐
ments in recent years, these studies were, however, confined to a particular measurement site.
Therefore, ambient characterization with on‐road measurements under real moving traffic
conditions are the best experiments that can provide better scientific knowledge on traffic
emissions.

In the past, several detailed studies were undertaken in Singapore to assess the status of air
quality and particulate matter characterization [33, 34]. However, these studies did not address
the effects of vehicles on aerosol BC and association of NO and CO with BC. The latest study
by Kalaiarasan et al. [35] investigated traffic‐generated airborne particles in naturally venti‐
lated multistorey residential buildings of Singapore and the potential health risk at different
vertical heights. To get a clear picture on the role of vehicles on ambient air quality, it is essential
to get the status of air quality at different urban locations with varying traffic loads. The status
of ambient air quality at human breathing levels (2 m above ground) can be augmented to
health risk models to assess the risk due to location of a particular area.
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Some limited studies have been carried out in the urban areas of developed countries recently
to assess the effects of vehicles on ambient air quality [36–40]. These studies monitored the air
quality status (BC, CO, and NO) near locations of heavy and low traffic flows for comparative
assessment of air quality. However, no such studies were undertaken in tropical areas within
Southeast Asia. We undertook a preliminary study in Singapore for the first time. Being a
heavily motorized country, the traffic system in Singapore (the fourth most densely populated
country in the world) is of particular interest in the region of Asia Pacific from air pollution
point of view [35, 41, 42]. In connection to health problems, bronchial asthma is one of the
common respiratory disorders in Singapore and is commonly observed that about 1 of 5
children is asthmatics [35]. Therefore, there is a strong need to investigate traffic‐generated
pollutants (BC, CO, and NO) in ambient air at different locations and to assess the effects of
vehicles on the ambient air quality.

The present study was designed with the following objectives: (1) measurements of levels of
BC, NO, and CO in ambient air at four different locations having variations in traffic flows and
meteorology, (2) assessment of the relationship between traffic flows and prevailing levels of
the three air pollutants, and (3) examination of the association of these air pollutants among
each other and with the meteorology.

2. Materials and methods

2.1. Characteristics of study area

The study was conducted in Singapore, which is located at the tip of the Malayan Peninsula
(1°09ʹN to 1°29ʹN and 103°36ʹE to 104°25ʹE) with areas of about 699 km2 and population of
about 4.7 million [35]. Singaporeʹs geographical location and maritime exposure, uniform
temperature, pressure, and high humidity characterize its climate. The temperature ranges
from 32°C for a high and 24°C for a low with a daily mean humidity of 84.4%. Singapore is the
fourth most densely populated country in the world with a population density of 6369
persons/km2 as at 2008 and can be considered as a land scarce country [35]. Early to 1995 and
after independence, Singaporeʹs public transport systems were managed separately, but in
1995 most land transport functions were brought together by the Land Transport Authority
(LTA) [43]. With the plans and policies for implementation to provide a world class transport
system, since 1998 onwards Singapore is known to be a heavily motorized country with the
most developed road system in the Asia‐Pacific region [44].

In Singapore, the number of automobiles has been steadily increasing as a consequence of
rapid urbanization and economic growth. As an example, based on LTA data, the total num‐
ber of vehicles in Singapore were 688,811 in 1999 and 956,704 in 2011 (LTA, 1999; LTA, 2011)
[45, 46]. In the present study, we have studied the effects of vehicles on local air quality at
the human breathing level in 2010. We give the vehicle details in the break‐up of different
categories for 2009, as described below. As per the data of LTA (1999), cars accounted for
61% of the total vehicle population. These cars are all gasoline driven and a majority of them
have catalytic converters. Goods vehicles, running on gasoline and diesel, accounted for
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18%. The gasoline driven two wheelers, i.e., motorcycles and scooters accounted for approx‐
imately 16% of the vehicle population. Buses and taxis accounted for 2% and 3%, respective‐
ly, and these vehicles run with diesel fuel. Although the percentage composition of the
buses and taxis in the total population is low, the overall vehicle kilometers traveled by
them on road are quite high.

Singaporeʹs strategy for reducing air pollution from vehicles focuses on two main aspects:
improving the fuel quality to reduce emissions and management of traffic to control the
increase in the number of vehicles [47]. The high expense of owning and operating a vehicle
in Singapore has effectively controlled the growth of vehicles. In addition, car owners pay
annual road taxes based on the engine capacity of their vehicles. “Singapore has also intro‐
duced a full‐fledged use of the Electronic Road Pricing System, commonly known as ERP, for
vehicles on major expressways. According to this system, vehicles traveling on certain
expressways at certain time periods have to pay a toll” (LTA, 2011). The Singapore government
introduced a quota system known as Certificate of Entitlement (COE), in January 1990. Under
this system, a vehicle entitlement is valid for 10 years from the date of registration of the vehicle.
If the owner wishes to continue using the vehicle on expiration of the vehicle entitlement, he
has to pay a revalidation fee.

2.2. Details of the measurement program

To achieve the objectives of this study, field measurements were carried out at four different
sites: (i) road side in the National University of Singapore campus (NUS), (ii) road side in the
vicinity of expressway (EXW), (iii) central express tunnel (CTE), and (iv) a remote site near
coastal region (RME). These measurement sites were selected on the basis of intensity of traffic
flow. The parameters of measurement included were air quality (BC, CO, and NO), meteorol‐
ogy (wind speed and wind direction), and traffic volumes (car, bus, taxi, motorbike, and
others). Table 1 presents the details of the field measurement program with information of the
monitoring sites.

Measurement site Site
code

Characteristics of
sites

Details of field measurement
Air quality  Meteorology Traffic survey Duration of

study
Road side in
National University
of Singapore campus

NUS Medium traffic
volume

BC, CO, NO Wind speed, wind
direction

Car, bus, taxi,
bike, etc.

13–16 May, 2010

Road side of
expressway

EXW Higher traffic
volume

BC, CO, NO Wind speed, wind
direction

Car, bus, taxi,
bike, etc.

22–23 July, 2010

Central express
(CTE)  tunnel

CTE Higher traffic
volume

BC, CO, NO Wind speed, wind
direction

Car, bus, taxi,
bike, etc.

02–04 June, 2010

Remote site near
coastal region

RME Negligible traffic
influence

BC, CO, NO Wind speed, wind
direction

Car, bus, taxi,
bike, etc.

05 May, 2010

Table 1. Monitoring sites and details of the measurement program.

To get insights into the behavior of air pollution patterns during weekdays and weekends,
measurements at the NUS site were conducted from Thursday to Sunday. Automated equip‐
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ment was maintained in an air conditioned mobile enclosure with the sampling tubes pro‐
truding out from the window of the van. A video camera was used to capture the traffic flows
and to characterize the composition of the vehicles traveling at each measurement site. In the
tunnel site, CTE, the monitoring point was at the center of the tunnel, so that the field meas‐
urements could be carried out under smooth flowing traffic conditions. The wind speed and
wind direction were measured with digital wind vane and anemometer, respectively.

2.3. Measurements of BC, CO, and NO

In this study, field equipment was placed at a distance of 5.0 m from the road at all measurement
sites except the tunnel site, CTE. Air pollutants were measured at approximately 2.0 m height
above the ground except the NUS site. Measurements at NUS were done on the rooftop of the
Atmospheric Research Station, which is about 15 m above the ground level.

For the measurement of BC in ambient air, the optical and thermal techniques are widely used.
In the past, various research groups used these techniques to estimate the BC concentration
[48]. However, aethalometer is the only equipment that is used for the real‐time measurement
of BC [49]. To get measurement information with short‐term peaks in quasi‐real time, aethal‐
ometer is the best option. The model AE–20UV Aethalometer (Magee Scientific Company,
Berkeley, CA) was used to measure BC in real time for this study. The sample flow rate was
5.0 L/min, and sampling time base was 5 min. The principle of measurement method is based
on the optical attenuation of light by particles collected on the quartz fiber filter, which is
summarized as follows: (i) light from a stabilized lamp is split and passes the sampling portion
and a reference blank portion of the filter, (ii) the intensity of the transmitted light is determined
by the light sensors placed after the filter, (iii) thus, changes of light transmitted through the
sampling portion of the filter due to collected absorbing aerosols are detected and recorded as
changes in optical attenuation, and (iv) finally, assuming a constant specific attenuation cross‐
section of BC, the concentration of BC is calculated. We used the original laboratory calibration
factor of 17 m2/g, as recommended by the manufacturer.

CO was measured by a real‐time CO analyzer, Thermo Environmental Instruments (TEI),
Model 48C. The instrument is based on the principle that CO absorbs infrared radiation at the
wavelength of 4.6 µm. The model 42C, NO–NO2–NOX analyzer from TEI, was used to measure
NO based on the principle of chemiluminescence. It is based on the principle that NO and O3

react to produce a characteristic luminescence with intensity linearly proportional to the NO
concentration.

3. Results and discussions

3.1. Overall results

Table 2 presents the overall results of the ambient levels of BC, CO, and NO at four measure‐
ment sites. On the basis of 1 h observations, the mean BC varied as the lowest at the RME site
(1.7 µg/m3) to the highest at the CTE site (45.6 µg/m3). Similarly, CO and NO varied from 336.3
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ppbv (parts per billion by volume) at the RME site to 8322.4 ppbv at the CTE site and 60.0 ppbv
at the NUS site to 100.2 ppbv at the EXE site, respectively. Concurrent measurements of NO at
CTE and RME were not possible due to instrumental problems. From the results obtained at
the four sites, it can be clearly seen that the tunnel, CTE, experienced the highest air pollution
followed by the expressway site, EXW, and the site with the least influence of vehicles (RME)
experienced the lowest air pollution. Therefore, the contribution of vehicles to the ambient
levels of these air pollutants is significant. The highest levels of BC and CO measured at the
CTE site can be attributed to the high traffic flow of vehicles of different types with reduced
ventilation as well as little homogeneous mixing of air pollutants inside the tunnel. The relation
between various types of the volume of vehicles and the resulting levels of air pollutants during
the measurement period can provide better insights into the role of vehicles on the profiles of
the measured concentrations of air pollutants. This aspect of the study is discussed in a
subsequent section.

Measurement site* BC (μg/m3) CO (ppbv) NO (ppbv)
Mean SD N Mean SD N Mean SD N

NUS 6.2 3.8 94 582.9 404.3 95 60.0 58.3 87

EXW 7.2 1.9 45 1384.8 325.4 46 100.2 37.1 47

CTE 45.6 9.6 14 8322.4 886.6 15 NA NA NA

RME 1.7 0.5 23 336 .3 162.5 24 NA NA NA

*Experimental results are based on average of 1 h observations.
SD: standard deviation; N: number of observations; NA: not applicable.

Table 2. Overall results of BC, CO, and NO during the measurement period.

To compare the results obtained from this study with those from other appropriate studies
reported in the literature, Table 3 presents the relevant data on BC, CO, and NO. In general,
the ambient concentrations of BC, CO, and NO in Singapore are comparable to those reported
for other urban areas of the world.

Location BC (μg/m3) CO (ppbv) NO (ppbv) Particular of site Reference
Essen East, Germany NA 1 921.4 60.0 Urban [50]

Düsseldorf–Mörsenbroich, Germany NA 2707.4 111.2 Urban [50]

Helsinki, Finland 1.5 NA NA Sub Urban [21]

Los Angeles, USA 4.4 230 NA Urban [38]

Toronto, Canada NA NA 70.5 Urban [37]

Aachen, Germany 9.4 NA NA Urban [36]

Aachen, Germany 1.5 NA NA Rural [36]

Barcelona, Spain 3.6 NA 14.2 Urban [40]

NA: not available.

Table 3. Ambient concentrations of BC, CO, and NO reported for different parts of the world.
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3.2. Diurnal variations of BC, CO, and NO

To get a better insight into the diurnal variations of BC, CO, and NO, the measurement data
obtained for every 5‐min interval observations were averaged during all hours of the day. In
this section, we have considered two measurement sites (NUS and EXW) for examining diurnal
variations, because of the similar pollution status of BC at these two sites. However, the tunnel
site, EXW, and the remote site, RME, experienced different pollution status and traffic flows
(Table 2). Therefore, in this paper, we discuss the pollution and traffic patterns at the CTE site
in a separate section. The site, RME, did not show any specific trends of air pollution. Figure 1
shows the diurnal variations of BC, CO, and NO with hourly average observations at NUS. BC
showed pronounced peaks in the morning traffic hours (7:00–11:00) with a maximum concen‐
tration of 8.9 µg/m3 at 9:00, indicating that vehicular emission is an important source of BC
(Figure 1). Similarly, CO and NO showed pronounced peaks in the morning traffic hours (7:00–

Figure 1. Diurnal variations of concentrations BC, CO, and NO at the NUS site. The error bars represent the corre‐
sponding standard deviations.
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11:00) with maximum concentrations of 959.7 and 102.8 ppbv, respectively, at 9:00, indicating
that vehicular emission is an important source of CO and NO (Figure 1).

The concentrations of BC, CO, and NO remained low in the afternoon. There were no
significant evening rush hour peaks, which could be probably due to unstable atmospheric
conditions induced by long hours of sunshine and hence improved dispersion of traffic
emissions during the afternoon. Moreover, being a tropical country, the solar radiation in
Singapore remains high even during the evening rush hour, thereby resulting in the enhanced
vertical mixing of air pollutants. This leads to dilution of BC, CO, and NO concentrations.
Relatively higher concentrations in the early morning could be attributed to low mixing heights
and reduced dispersive conditions. Being a coastal city, Singaporeʹs air quality is also influ‐
enced by land breeze and sea breeze. Land breeze blowing during early morning brings in
contaminated air, whereas the sea breeze that blows during afternoon brings in relatively clean
air. In addition, the traffic flow of heavy‐duty/utility vehicles is relatively higher in the morning
than during other periods of the day.

Figure 2. Diurnal variations of concentrations of BC, CO, and NO at the NUS site during weekday and weekend.
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In the case of the expressway site, EXW, it was observed that the traffic volume remained high
on the expressway even in the noon; there was no decrease in the concentration in the afternoon
in contrast to the diurnal profiles of BC, CO, and NO concentrations in the ambient air at NUS.
Furthermore, the effect of dispersion on the concentrations of air pollutants does not play a
significant role at this site because the measurements were performed at the ground level.

To examine the effect of rush hour traffic, the mean diurnal variations of BC, CO, and NO were
divided into weekdays (Thursday and Friday) and weekends (Saturday and Sunday). This is
to be noted that the measurement at the NUS site was done for 4 days with two weekdays and
two weekends. Figure 2 shows the diurnal trends of these pollutants during weekdays and
weekends. The morning peak, which is usually seen between 7:00 and 11:00 on weekdays, does
not exist on weekends. The peak concentrations on weekdays were 11.9 µg/m3, 1279.6 ppbv,
and 137.1 ppbv for BC, CO, and NO, respectively. However, during weekends, the peak values
seemed to be less than half of respective peaks of weekdays (the peaks on weekend were 5.5
µg/m3, 590.8 ppbv, and 52.1 ppbv for BC, CO, and NO, respectively). From these observations,
it can be confirmed that vehicles play a major role in making significant contributions to the
prevailing air pollution levels in Singapore.

In the eastern United States, at Uniontown, PA, the diurnal variation of BC concentrations was
measured in 1990 [49]. A clear peak was observed between 6:00 and 10:00. There was no
significant evening rush hour peak, but instead slightly elevated concentrations were observed
from 20:00 to 23:00. Pakkanen et al. [21] analyzed in Helinski reported that the peak in hourly
average BC concentrations was observed during the morning and evening rush hours on
weekdays. Weekends showed relatively stable hourly average concentrations. Therefore,
based on these comparisons, it appeared that our observations on BC due to traffic emissions
were consistent with those from the other studies reported in the literature.

3.3. Measurements in the tunnel site

The field measurements at CTE were conducted under varying traffic composition to examine
the effect of traffic volume and the composition on the levels of BC and CO measured in the
traffic tunnel. Air sampling and traffic surveys were performed on 2 days from 13:40 to 19:25
on day 1 and from 9:45 to 16:10 on day 2. The average traffic count on the first day was 3900
vehicles per hour, and the vehicle fleet comprised 8% motorbikes, 3% heavy‐duty vehicles,
24% pickups and vans, 49% cars, 1% buses, and 15% taxis. On the second day, the traffic count
was around 4400 vehicles per hour, almost 10% higher as compared to the first day. The traffic
composition was similar to the first day consisting of 6% motorbikes, 3% heavy‐duty vehicles,
24% pickups and vans, 48% cars, 1% buses, and 18% taxis. Heavy‐duty vehicles, pickups and
vans, buses, and taxis are driven by diesel fuel, whereas the fuel used in motorbikes and cars
are with gasoline. Based on the classification by fuel types, the fraction of diesel‐driven vehicles
on the first day was 0.43 and on the second day was 0.46.

The concentration of BC was 40.9 µg/m3 on the first day and 49.9 µg/m3 on the second day. The
concentration of CO was 8394.5 ppbv on the first day and 8247.3 ppbv on the second day.
Average concentrations of the air pollutants at different sampling locations are also shown in
Table 2. As can be seen from Table 2, the concentration of air pollutants in the CTE was
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observed to be much higher than those at other sampling sites. Such higher concentrations at
CTE site could be due to a combination of three factors: (1) measurements in the tunnel were
performed very close to the emission source (vehicles), (2) there was a substantially high
volume of traffic flow in the tunnel, and (3) there was a limited vertical dispersion of BC and
CO in the confined environment in the tunnel.

Figure 3. Variations of BC concentration with the number vehicles: (a) diesel‐driven vehicles, and (b) gasoline‐driven
vehicles.

Figures 3(a) and (b) show the variations of BC with the total number of diesel‐driven vehicles
and the total number of gasoline‐driven vehicles, respectively, for 2 days. It should be noted
that the concentration plots were made based on the observations of 5‐min interval. The
concentration of BC could not be continuously obtained in the tunnel during these 2 days as
the instrument was automatically set in the calibration mode for every hour. Hence, the
variations of BC in Figures 3(a) and (b) do not show their continuous profiles. The increase in
the frequency of calibration is especially important as the instrument tends to be saturated
with such a high concentration of BC in ambient air of the tunnel. The variations of CO
concentration with traffic are shown in Figures 4(a) and (b).

The variation in the concentration of BC followed closely the trend in percentage of diesel‐
driven vehicles. However, such a similarity in the trends of concentration of BC and gasoline
vehicles was not seen. For example, on the first day of the air sampling in the tunnel, there was
a gradual decrease in the number of diesel‐driven vehicle between 16:40 and 19:40, which was
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accompanied by a similar decrease in the concentration of BC. On the other hand, the number
of gasoline vehicles remained almost the same. The link between the number of diesel‐driven
vehicles and the corresponding change in the concentration of BC is further strengthened by
the variability in the concentration of CO. In other words, the concentration of CO follows a
trend very similar to the number of gasoline vehicles, which is in contrast to the pattern of BC.

Figure 4. Variations of CO concentration with the number of vehicles: (a) diesel‐driven vehicles, and (b) gasoline‐driv‐
en vehicles.

This finding strongly suggests that diesel‐driven vehicles emit much higher levels of BC than
gasoline‐driven vehicles. This observation is consistent with the previous studies, which have
indicated that BC is more abundant in heavy‐duty diesel‐fuelled exhaust than in light‐duty
gasoline‐fuelled vehicle exhaust [51, 52]. The amount of BC emitted is highly variable, and
depends on the vehicle condition, its age, quality of the fuel used, maintenance, the speed of
vehicles, and the operating modes of drivers. Miguel et al. [52] did the measurement of CO
and BC in two bores of the Caldecott tunnel in California: one bore was influenced by heavy‐
duty diesel truck emissions; a second bore was reserved for light‐duty vehicles. Miguel et al.
[52] found that concentration of BC in truck‐influenced bore was higher by a factor of 5 in spite
of higher traffic volume in other bore. The concentration of CO was higher in the bore
dominated by light duty vehicles. According to Miguel et al. [52] light‐duty gasoline‐driven
vehicles and heavy‐duty diesel trucks, emitted, respectively, 30 ± 2 mg and 1440 ± 160 mg of
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fine BC particles per kg of fuel burned. Gray and Cass [53] estimated that diesel‐driven vehicles
were responsible for 60% of total BC emissions. Steiner et al. [54] showed that the contribution
of BC to total suspended particulate matter (TSP) emitted from a spark ignition engine is 11%.
On the other hand, the contribution of BC to TSP in the case of particles emitted from diesel
engine ranges from 50% to 80%.

3.4. Correlation of BC with CO and NO

From the time‐series plots of BC and CO with vehicles (in Section 3.2), it has been observed
that the traffic flow makes a major contribution to the existing levels of these air pollutants. To
further confirm this trend, we reviewed the relevant literature on studies done in various parts
of the world. From the literature review, it could be concluded that vehicular emissions are
strongly correlated with the levels of CO and NO under normal conditions and these pollutants
are indicators of traffic emissions in the urban environment [55, 56]. From the estimation of
USEPA [57], it is clear that transportation sources were responsible for nearly 72% of total CO
emissions, 40% of NOx, and 31.5% of hydrocarbons in the United States in 1991. In the UK west
Midlands conurbation, of which Birmingham is the major city, 98% of CO and 85% of NOx

emissions arise from road traffic. In Australia, the local transport was responsible for up to
63% of NOx emissions and 95% of CO emissions. In Mexico City, traffic accounts for 99% of the
CO and 70% of NOx [58].

Therefore, to provide further evidence that BC is influenced by traffic flows and to estimate
the contribution of traffic flows toward the total ambient levels of BC, the statistical correlation
of BC with CO and NO were examined. In this interpretation, we considered the data from the
sites of NUS and EXW as we made observations of air pollutants in the open ambient air at

Figure 5. Correlation plots of BC with NO and CO at the NUS and EXW sites: (a) BC vs. NO at NUS, (b) BC vs. CO at
NUS, (c) BC vs. NO at EXW, and (d) BC vs. CO at EXW.
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these measurement sites with substantial traffic volumes. Linear regressions of 15 min
observations of BC versus NO and BC versus CO were performed from the data of these two
sites individually. High correlations of BC with NO (R2 = 0.825, n = 343, p < 0.01) and with CO
(R2 = 0.776, n = 352, p < 0.001) were observed at NUS (Figures 5a and b). Similarly, the EXW site
also experienced high correlations of BC with NO (R2 = 0.891, n = 183, p < 0.001) and with CO
(R2 = 0.861, n = 181, p < 0.001) as shown in Figures 5(c) and (d), respectively. These high
correlations suggest a strong association between vehicular emissions and levels of BC. With
these highly significant correlations, we have attempted to assess the contribution of vehicles
to the BC concentration in the ambient air using the linear regression equations obtained from
the plots of BC and CO in Figures 5(b) and (d) at the sites, NUS and EXW.

A linear regression of BC with CO yielded the following equations at NUS (Eq. 1) and EXW
(Eq. 2):

8.4 1090.6BC CO= ´ + (1)

4.7 800.2BC CO= ´ + (2)

where BC is in ng/m3 and CO is in ppbv. To estimate the contribution of BC from vehicular
sources, we assumed that 90% of the total emission of CO is traffic generated. Therefore, the
background CO in the absence of traffic would be 58.3 and 138.5 ppbv at NUS and EXW,
respectively (i.e., 10% of 1 h average CO concentration; see Table 2). For these values of CO,
Eqs. (1) and (2) gave an estimate of BC concentration of 1.6 and 1.4 µg/m3 at NUS and EXW,
respectively, in the absence of traffic. The average ambient concentrations of BC at NUS and
EXW were 6.2 and 7.2 µg/m3 (Table 2). Thus, the average concentrations of BC due to traffic
were 4.6 and 5.8 µg/m3 at NUS and EXW. Finally, the contributions of vehicular traffic to the
total BC concentration were estimated to be 74% and 80% at NUS and EXW, respectively. While
EXW is close to the road, NUS is relatively far from the road. Consequently, the roadside
environment involving human exposure to higher BC emissions could cause more health
effects. It should be noted that the approach to estimate the traffic contribution toward air
pollutants through the regression analysis has been used by other investigators. For example,
Lim et al. [59] estimated the contribution of traffic to PAHs concentration using a regression
equation.

3.5. Correlation of vehicles with BC, CO, and NO

As described in Section 3.3, the traffic flow showed a significant influence on the levels of BC
and CO. It is also evident from the past studies [55, 56] that vehicles have a dominant influence
on the ambient levels of NO concentration. Therefore, to examine the role of vehicles on the
levels of BC, CO, and NO, correlation coefficients were estimated between various species
using Minitab 15 English. In this approach, we classified the entire observations into two parts
with respect to the site characteristics (results are presented in Tables 4a and b). It should be
noted that the observations were made in the ambient air at the sites, NUS and EXW. However,
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in the case of CTE, the observations were made inside the tunnel. In the correlation analysis,
all pollutant concentrations and their corresponding traffic numbers (diesel‐driven and
gasoline‐driven) were included at both NUS and EXW sites. The correlation analysis at CTE
was made separately to ensure that the assessment of correlation was based on traffic flows
only.

BC CO NO Nd Np

BC 1.00

CO 0.85III 1.00

NO 0.92III 0.21 1.00

Nd 0.84III 0.29II 0.85III 1.00

Np 0.27II 0.82III 0.88III 0.49III 1.00

Nd: number of diesel‐driven vehicles; Np: number of gasoline‐driven vehicles.
Bold marks are statistically significant. Superscripts II and III denote that correlation is significant at P < 0.01 and P <
0.001.

Table 4(a). Correlation matrix for NUS and EXW sites.

BC CO Nd Np

BC 1.00

CO 0.91III 1.00

Nd 0.92III 0.56II 1.00

Np 0.53II 0.94III 72III 1.00

Nd: number of diesel‐driven vehicles; Np: number of gasoline‐driven vehicles.
Bold marks are statistically significant. Superscripts II and III denote that correlation is significant at P < 0.01 and P <
0.001.

Table 4(b). Correlation matrix for CTE site.

Table 4(a) presents the correlation matrix of the sites of NUS and EXW. The observations from
this correlation analysis are summarized as follows: (1) BC concentration showed significant
correlations with CO and NO, (2) BC concentration showed strong and significant correlations
with the number of diesel‐driven vehicles monitored during that period, (3) CO concentrations
showed a strong and significant correlation with the number of gasoline‐driven vehicles
observed during that period, and (4) NO showed strong and significant correlations with both
gasoline‐driven and diesel‐driven vehicles. Hence, it could be concluded that the BC concen‐
trations were mainly influenced by the diesel‐driven vehicles. However, the CO concentrations
were predominantly influenced by the gasoline‐driven vehicles.

Table 4(b) presents the correlation matrix of the site, CTE. It should be noted that the parameter,
NO concentration, was not included due to unavailability of observational data. Overall, it can
be seen that the concentrations of BC and CO were influenced by diesel‐driven and gasoline‐
driven vehicles, respectively.

Air Quality - Measurement and Modeling126



in the case of CTE, the observations were made inside the tunnel. In the correlation analysis,
all pollutant concentrations and their corresponding traffic numbers (diesel‐driven and
gasoline‐driven) were included at both NUS and EXW sites. The correlation analysis at CTE
was made separately to ensure that the assessment of correlation was based on traffic flows
only.

BC CO NO Nd Np

BC 1.00

CO 0.85III 1.00

NO 0.92III 0.21 1.00

Nd 0.84III 0.29II 0.85III 1.00

Np 0.27II 0.82III 0.88III 0.49III 1.00

Nd: number of diesel‐driven vehicles; Np: number of gasoline‐driven vehicles.
Bold marks are statistically significant. Superscripts II and III denote that correlation is significant at P < 0.01 and P <
0.001.

Table 4(a). Correlation matrix for NUS and EXW sites.

BC CO Nd Np

BC 1.00

CO 0.91III 1.00

Nd 0.92III 0.56II 1.00

Np 0.53II 0.94III 72III 1.00

Nd: number of diesel‐driven vehicles; Np: number of gasoline‐driven vehicles.
Bold marks are statistically significant. Superscripts II and III denote that correlation is significant at P < 0.01 and P <
0.001.

Table 4(b). Correlation matrix for CTE site.

Table 4(a) presents the correlation matrix of the sites of NUS and EXW. The observations from
this correlation analysis are summarized as follows: (1) BC concentration showed significant
correlations with CO and NO, (2) BC concentration showed strong and significant correlations
with the number of diesel‐driven vehicles monitored during that period, (3) CO concentrations
showed a strong and significant correlation with the number of gasoline‐driven vehicles
observed during that period, and (4) NO showed strong and significant correlations with both
gasoline‐driven and diesel‐driven vehicles. Hence, it could be concluded that the BC concen‐
trations were mainly influenced by the diesel‐driven vehicles. However, the CO concentrations
were predominantly influenced by the gasoline‐driven vehicles.

Table 4(b) presents the correlation matrix of the site, CTE. It should be noted that the parameter,
NO concentration, was not included due to unavailability of observational data. Overall, it can
be seen that the concentrations of BC and CO were influenced by diesel‐driven and gasoline‐
driven vehicles, respectively.

Air Quality - Measurement and Modeling126

3.6. Effect of wind speed and wind direction on pollutants

In general, the variability of pollutant concentration levels strongly depends on the origin of
the air masses arriving at the sampling site and the concentration of pollutants in the ambient
air is influenced by the direction from which wind blows. In this study, we did not find any
specific trends between wind directions and the concentrations of air pollutants at the
measurement sites. For example, at the NUS site, we observed that winds mainly blew from
the Northeast during the morning rush hour. However, on the following day, there was a
change in the wind direction. To assess the role of meteorology in the variation of ambient
levels of BC, CO, and NO, we estimated correlation coefficients between pollutant levels, wind
speed, and wind direction using Minitab 15 English. As explained in Section 3.5, we considered
the NUS and EXW sites in a single platform for correlation analysis and further interpretation.
Table 5 presents the correlation matrix of BC, CO, NO, wind speed, and wind direction. It was
observed that the wind direction had lower correlations with the air pollutant concentrations
during the measurement period, indicating that there was little change of air pollution levels
with the change in wind direction. The reason for such observations could be due to the fact
that winds blowing from the South bring in clean marine air resulting in relatively low
concentrations of air pollutants; however, the northerly winds originated from land air mass.
Being influenced by human activities, the land air mass led to the enhancement in the level of
air pollutants.

BC CO NO WS WD

BC 1.00

CO 0.85III 1.00

NO 0.92III 0.21 1.00

WS -0.68III -0.72III -0.67III 1.00

WD 0.14I 0.16I 0.15I 0.13I 1.00

WS: wind speed; WD: wind direction.
Bold marks are statistically significant. Superscripts I and III denote that correlation is significant at P < 0.05 and P <
0.001.

Table 5. Correlation matrix meant for meteorology at NUS and EXW sites.

In general, wind speed is considered as one of the important parameters affecting the concen‐
tration of air pollutants. It determines the time taken to travel from a source to a given receptor
and the total area over which the air pollutant would be dispersed. The wind speed showed
strong and significant negative correlations with BC, CO, and NO. Higher wind speeds result
in better mixing of air pollutants, causing their dilution. As the wind speed gets lower, air
pollutants tend to get accumulated due to poor dispersion of air. Therefore, the concentration
of BC < CO, and NO increased at low wind speeds. Harrison et al. [7] compared the daily mean
elemental carbon concentration and wind speeds at Birmingham, and found quite a similar
relationship as the one observed in this study.
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4. Conclusions

The present study investigated the on‐road emissions of BC, CO, and NO under real moving
traffic conditions at four different measurement sites (NUS, EXW, CTE, and RME) of Singapore,
an urban environment in the Asia‐pacific region. On the basis of 1 h observations, the mean
BC varied from the lowest value at the RME site (1.7 µg/m3) to the highest one at the CTE site
(45.6 µg/m3). Similarly, CO and NO varied from 336.3 ppbv at the RME site to 8322.4 ppbv at
the CTE site and 60.0 ppbv at the NUS site to 100.2 ppbv at the EXE site, respectively. At the
NUS site, BC showed pronounced peaks in the morning traffic hours (7:00–11:00) with a
maximum of 8.9 µg/m3 at 9:00, and CO and NO showed pronounced peaks in the morning
traffic hours (7:00–11:00) with maximum values of 959.7 and 102.8 ppbv, respectively, at 9:00,
indicating that vehicular emission is an important source of BC, CO, and NO. The concentra‐
tion of air pollutants in the tunnel site, CTE, was observed to be much higher than those at
other measurement sites. The study revealed that diesel‐driven vehicles had a major influence
on the ambient BC concentration. However, gasoline‐driven vehicles had more influence on
ambient CO concentrations. The contribution of on‐road vehicles to the total BC concentration
was estimated to be 74% and 80% at NUS and EXW, respectively. The statistical analysis of
data obtained in this study showed significant correlations between BC, CO, and NO,
confirming that the on‐road vehicles were the dominant source of these air pollutants. A
significant negative correlation between wind speeds and concentrations of BC, CO, and NO
was observed, confirming that the lower wind speed was mainly responsible for the accumu‐
lation of air pollutants in the sampling location due to poor dispersion of air.
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Abstract

The first section of this chapter provides an up‐to‐date general view of air pollution/air
quality topic. It indicates main pollutants and their sources and impacts and presents
and discusses current air quality standards and air quality indexes worldwide; how
datasets are acquired, gathered and analyzed and how the measurements are then
interpreted are also presented. Recent works containing updated and detailed technical
discussions for each issue addressed and additional web resources are mentioned. The
great importance of air pollution monitoring is emphasized. Second, in the international
context of incomplete information on air pollution in East Europe, the chapter includes
a section presenting an assessment of air pollution at some sites in Romania together
with its evolution from the beginning of the monitoring up to present. Availability of
PM10, PM2.5, NOx, SO2 and CO concentrations is site and pollutant dependent and varies
from 3 to 9 years. Investigation of temporal and spatial variation of pollutant levels, as
well as of PM10 and PM2.5 relationships with the measured gaseous air pollutants and
with meteorological variables, includes correlation and linear regression analysis and
temporal‐trend analysis; coefficient of divergence was calculated to check up on the air
pollution inter‐sites’ differences and pollutant seasonal variation intra‐site.

Keywords: air pollution, air quality standards, air quality index, particulate matter,
gaseous pollutants, temporal trends, East Europe

1. An introduction to air pollution monitoring

The challenge of modern society to take air pollution abatement measures based on scientific
knowledge has encouraged the scientists to study the atmospheric composition changes, the
short‐ and long‐term pollutant effects and impacts and to simulate air pollution scenarios all
over the world. The advances achieved in the field of air pollution during the past decades are
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due to numerous detailed investigations, the application of a large number of techniques and
the acquisition of abundant monitoring data.

First, the aim of this chapter is to provide an up‐to‐date general view of air pollution/air quality
topic. Second, in the international context of incomplete information on air pollution in East
Europe, the chapter includes a section presenting an updated image of air pollution at some
sites in Romania together with its evolution from the beginning of the monitoring up to present.

The substances that accumulate in atmosphere in such a concentration and for enough long
time that they may harm the living organisms or produce damage to building materials are
called pollutants. World Health Organization gives us the following definition of air pollu‐
tion: “Air pollution is contamination of the indoor or outdoor environment by any chemical,
physical or biological agent that modifies the natural characteristics of the atmosphere.” [1]
Air pollution can be also defined as “when gases or aerosol particles emitted anthropogenically
build up in concentrations sufficiently high to cause direct or indirect damage to plants,
animals, other life forms, ecosystems, structures or works of art” [2]. Although both definitions
refer to accumulation of a pollutant in atmosphere, the second one is a restrictive definition to
anthropogenic influence on air composition. In this respect, the air quality (AQ) collocation,
which is often used to express the status of air pollution, can be viewed as a measure of the
anthropogenic perturbation of the natural atmospheric state. The quality of the air depends
on the amount of pollutants, the rate at which they are released from various sources and how
quickly the pollutants are deposited or disperse. Good air quality refers to clean, unpolluted
air. The meteorological conditions influence significantly the amount of pollutants in a region:
low winds, temperature inversions and topography with mountains can trap the pollutants
close to the ground, leading to an increased amount of pollutants over the region. Conversely,
the presence of a strong and persistent wind over an area with significant pollutant emissions
but located in a plain can disperse very quickly the air pollutants.

Air pollution comes from many different sources such as factories, electrical power and
chemical plants, chimneys, landfills, oil refineries, smelters, solid waste disposal farming,
home and business activities, etc. In addition, all transportation activities using cars, buses,
trucks, trains, boats and airplanes contribute to air pollution. Pollution can also result from
wildfires, volcanic eruptions, dust storms or windblown dust. As a result, air pollutants can
have natural or anthropogenic sources, could come from mobile (e.g. automobiles) or station‐
ary sources (e.g. industrial facilities), could be emitted by local sources and may travel or be
formed over long distances affecting therefore large areas. Pollutants in atmosphere can be
primary pollutants (emitted directly to the atmosphere) or secondary pollutants (formed by
chemical reactions involving primary pollutants and other constituents within the atmos‐
phere). In highly populated metropolitan areas where air pollutants result from a combination
of stationary sources and mobile sources, we encounter the so‐called air pollution hotspots.

However, the air pollution refers not only to ambient, outdoor pollution, but also to indoor
pollution. Pollution within enclosed spaces, such as schools, homes, building offices and
various workplaces, can come from tobacco smoke, mould, chemicals released from household
products or synthetic fabrics, different paintings or dyes. This chapter is focused on outdoor
pollution. However, I must note a very detailed and recently published report that summarizes
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the main standards and guidelines related to the key indoor air pollutants developed by
various international agencies worldwide in reference [3].

Below is an introduction to the most widespread air pollutants together with their main
sources, and impacts they can have, pollutants that are frequently monitored in most of the
networks (Figure 1).

Figure 1. Diagram showing connections between most widespread air pollutants, air quality and impacts. Adapted
from brochure [10] and modified.

Particulate matter (PM) in atmosphere is a mixture of particles (solid and liquid) covering a
wide range of sizes and chemical compositions. PM10 (PM2.5) refers to all particles with a di‐
ameter less than 10 (2.5) µm. In cities, PM originates predominantly anthropogenically, from
several source categories, such as local industrial emissions, vehicular traffic and long‐range
transport, and can be enhanced by natural sources of coarse particles not easily controllable
(e.g. re‐suspended windblown dust, sea salt, etc.). Apart from meteorology, even street con‐
figuration and urban morphological characteristics may influence the pollutant accumula‐
tion or dispersion via the airflow pattern [4, 5]. The main precursor gases for secondary PM
are sulfur dioxide (SO2), nitrogen oxides (NOx), ammonia (NH3) and volatile organic com‐
pounds (VOCs). PM particles are of major concern because of their potential health impact.
Although the specific biological mechanisms are not completely understood, many epide‐
miological studies [6] show the associations between short‐ and long‐term exposure to PM
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and hospital admissions, medication use, respiratory symptoms and reduced pulmonary
function, or even increased mortality. Heart rate alterations associated with exposure to mix‐
tures of ambient concentration of particulate matter, carbon monoxide (CO) and nitrogen di‐
oxide (NO2) were observed in epidemiological studies and animal experiments [7]. Health
effects are more strongly associated with exposure to fine fraction PM2.5 than to the coarse
fraction of PM10 [8], and the risk of their occurrence is especially high in urban areas.

Sulfur dioxide (SO2) is an acidic gas formed by oxidation of sulfur (S), mainly through
combustion of fossil fuels containing S. The electricity generation sector is the most important
source of SO2. Areas where coal is widely used for domestic heating are important sources of
SO2, as well. Volcanoes are the biggest natural source of sulfur oxides. SO2 aggravates heart
diseases and asthma and can reduce lung function and irritate the respiratory tract. It contrib‐
utes to the formation of particulate matter, and of acid rain, which damages forests, crops,
buildings and ecosystems in rivers and lakes.

Nitrogen oxides (NOx) is the name of a group of highly reactive gases containing nitrogen
and oxygen in different amounts. The principal source of NOx is road traffic, but fuel com‐
bustion from industrial facilities is another source. Nitrogen monoxide (NO) makes up the
majority of NOx emissions, although newer diesel vehicles may emit as much as 55% of their
NOx as NO2 [9]. Oxidation of NO emissions also leads to NO2. In the presence of sunlight,
NO2 reacts with hydrocarbons and produces photochemical pollutants as ground‐level O3.
NO2 is associated with adverse effects on health of liver and blood. It can aggravate lung
diseases leading to respiratory symptoms and increased susceptibility to respiratory infection.
NOx contributes to the formation of particulate matter, to acid deposition and to eutrophication
of soil and water.

Carbon monoxide (CO) results from incomplete combustion of fuels but can also be formed
by oxidation of hydrocarbons and other organic compounds. Sources of CO include road traffic
(high levels of CO are registered in heavy traffic congestion with old cars and trucks), industrial
processes, residential wood burning and forest fires. CO can react with other pollutants
producing ground‐level ozone or with O2 creating CO2, which is an important warming agent.
In a warmer atmosphere, higher levels of NO3 could appear and thus PM level may increase.
CO can lead to significant reduction of oxygen to heart and central nervous system, and,
therefore, headaches, dizziness and fatigue appear.

Non‐methane volatile organic compounds (NMVOCs) include a variety of chemicals, coming
from both anthropogenic (paints, road transport, dry‐cleaning and other solvent uses) and
biogenic (vegetation) sources, with the emitted amounts dependent on species and on
temperature. Certain NMVOC species, such as benzene (C6H6) and 1,3‐butadiene, are directly
hazardous to human health. NMVOCs are also precursors of ground‐level ozone.

Ground‐level ozone (O3) is not directly emitted into the atmosphere, but it forms in the
atmosphere from a chain of chemical reactions from certain precursor gases: NOx, CO,
NMVOCs and methane (CH4). It irritates the airways of the lungs, may decrease the lung
function and aggravates the asthma even at very low levels. O3 damages plants and ecosystems,
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and it can lead to premature mortality. Ozone is also a greenhouse gas contributing to warming
of the atmosphere.

Other pollutants of interest are ammonia (NH3) and methane (CH4), coming mainly from
agriculture, waste management and energy production; benzo[a]pyrene (BaP), resulting from
incomplete combustion of various fuels for domestic home‐heating, in particular wood and
coal burning, waste burning, coke and steel production and road traffic; toxic metals: arsenic
(As), cadmium (Cd), lead (Pb) and nickel (Ni), emitted mainly from the combustion of fossil
fuels, metal production and waste incineration; and black carbon (BC), which is a product of
incomplete combustion of fossil fuels; BC results mostly from traffic and industry.

Air qusformed in networks of air quality monitoring stations owned by national govern‐
ments, but regional, provincial administrations or some non‐profit organizations might
collaborate, too. Nowadays, automatic and/or manual AQ networks operate in numerous
countries. The various air pollutants are monitored depending on national or regional interests,
network capabilities and/or personnel and funding available. Among the usual determination
techniques, the chemiluminescence (NOx), UV fluorescence (SO2), non‐dispersive infrared
spectroscopy (CO), UV photometry (O3) and gas chromatography with photo ionization
detector (C6H6) find themselves out. Measurements of PM10 and PM2.5 are obtained by gravi‐
metric analysis and those of heavy metals (Pb, Cd, Ni, As) by atomic absorption spectrometry.
A presentation of advances in instrumentations and methodologies for measuring atmospheric
composition from space, aircraft and the surface can be found in the reference [11], laboratory
techniques being also included. Datasets are acquired through measurements made on an
hourly or daily average basis, and concentration values are evaluated and reported. The
registered volume or mass concentrations, expressed as ppb, ppm or µg m‐3 for example, are
used to assess and inter‐compare the air quality levels at different scales: local, regional and
global. When long‐term data are available, a long‐term trend analysis can be performed. When
an assessment of the AQ is desired, the ambient air measurements must be evaluated in
conjunction to data on anthropogenic emissions and their trends for all available pollutants,
or at least the main pollutants.

Air pollution is mostly regulated by emission standards and taxes and by air quality stand‐
ards. The air quality standards have scientific basis on epidemiological, toxicological investi‐
gations on humans and animals and intensive researches on pollution impact on ecosystems.
Because the time pattern of air pollution is important in relation to pollution impacts, the
objective of a standard is to establish the limit values and alert thresholds for pollutant
concentrations in ambient air with the general aim to avoid, prevent and/or reduce harmful
effects on human health and on the environment. Air quality standards are expressed as
guidelines (WHO) or standards (US EPA, EU). A detailed review of air quality policy in the
USA and the EU, including the main legislation acts and emission standards, is presented in
[12], and reference [13] provides a review of air quality management actions. A comparative
table on limit values for the main pollutants SO2, NO2, CO, PM10 and PM2.5 including some
other countries worldwide is provided in Table 1.
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Pollutant Time

period   

European Union   US EPA

NAAQS 

WHO Australia British

Columbia 

South

Africa 

Mexico China* India*

Value  Observations        Air quality limit value/guideline  

10 1 year 40, 20 For protection of

human health

35/year, since

2010

50 20 50 50 40 60

24 h 50 For protection of

human health

7/year

150

1/year

50 50 50 120

4/year

120 50 100

2.5 1 year 25 15 10 8 8 15 100 40

24 h 35 25

1 year 20 For protection of

ecosystems

50 20 50 50 0.03 ppm 20 20

24 h 125 3/year 365

1/year

20 80 260 120

4/year

0.13 ppm

1/year

50 80

2 1 h 350 24/year 75 ppb 200 900 350

88/year

150

3 h 0.5 ppm 1/

year

10min 500

1 year 30 For protection of

ecosystems

NO2 1 year 40 For protection of

human health

53 ppb 40 30 60 40 40 40

24 h 200 80 80

1 h 200 For protection of

human health

18/year

100 ppb 200 120 400 200

88/year

0.21 ppm

1/year

120

1 year 120 Long‐term goal

for protection of

human health:

AOT40 from 1 h

values within

period May–July

1 h 6000 Long‐term goal

for protection of

ecosystems:

AOT40 from 1 h

120 ppb

Air Quality - Measurement and Modeling140



Pollutant Time

period   

European Union   US EPA

NAAQS 

WHO Australia British

Columbia 

South

Africa 

Mexico China* India*

Value  Observations        Air quality limit value/guideline  

10 1 year 40, 20 For protection of

human health

35/year, since

2010

50 20 50 50 40 60

24 h 50 For protection of

human health

7/year

150

1/year

50 50 50 120

4/year

120 50 100

2.5 1 year 25 15 10 8 8 15 100 40

24 h 35 25

1 year 20 For protection of

ecosystems

50 20 50 50 0.03 ppm 20 20

24 h 125 3/year 365

1/year

20 80 260 120

4/year

0.13 ppm

1/year

50 80

2 1 h 350 24/year 75 ppb 200 900 350

88/year

150

3 h 0.5 ppm 1/

year

10min 500

1 year 30 For protection of

ecosystems

NO2 1 year 40 For protection of

human health

53 ppb 40 30 60 40 40 40

24 h 200 80 80

1 h 200 For protection of

human health

18/year

100 ppb 200 120 400 200

88/year

0.21 ppm

1/year

120

1 year 120 Long‐term goal

for protection of

human health:

AOT40 from 1 h

values within

period May–July

1 h 6000 Long‐term goal

for protection of

ecosystems:

AOT40 from 1 h

120 ppb

Air Quality - Measurement and Modeling140

Pollutant Time

period   

European Union   US EPA

NAAQS 

WHO Australia British

Columbia 

South

Africa 

Mexico China* India*

Value  Observations        Air quality limit value/guideline  

values within

period May–

July 

8 h 0.07 ppm 100

24 h 4

8 h 10° 9 ppm

1/year

10° 9° 11° 10°

11/year

11 ppm

1/year

2°

1 h 35 ppm

1/year

30° 28° 30°

88/year

10° 4°

Data compiled from references [13–16].
*China sets standards for three levels of air pollution, here is shown the most restrictive one, for residential areas; +for
protection of ecosystems; “x/year” represents not to be exceeded × times per year; units of measure are µg m‐3, unless
where ° is indicated, when mg m‐3 must be considered; ppm—parts per million; ppb—parts per billion.

Table 1. Comparison of current worldwide air quality limit or target values/guidelines.

The data from monitoring stations are also used to calculate air quality index (AQI). This is a
common way to present to the people the air quality status by the government agencies, in
both developed and developing countries. The higher the AQI value, the higher the percentage
of the population that is likely to experience severe adverse health effects. AQI can be calculated
for both short (hourly, daily) and for long‐term (annual) periods. AQI is constructed in order
to match the air quality standards of the country where it is used. A general formula to compute
an AQI is the following:

pollutant
pollutant concentration readingAQI x100

standard concentration
= (1)

The AQI is generally based on a number of subindices for individual pollutants. The classifi‐
cation of air quality is based on the subindex with the highest value. Currently, there are
numerous AQIs, but we do not have a methodology internationally accepted to construct these
indexes. Most of them are defined using the main common gaseous pollutants: CO, NO2, O3,
SO2 and particulate matter (PM10 and PM2.5). Sometimes, other pollutants, such as C6H6, NH3

or Pb, are added. Table 2 presents a compilation of some current existing AQI, the health risk
category and implications for the population. At the end of Table 2, the AQ classification, the
color code and how the AQI is computed, as provided by Rhenish Institute for Environmental
Research at the University of Cologne (EURAD), are shown [17]. For the rest of the regions
included in Table 2, the appropriate references for AQI calculation are provided.

Air Pollution Monitoring: A Case Study from Romania
http://dx.doi.org/10.5772/64611

141



Most state or local agencies report the AQI on their public web sites. Real‐time monitoring
data and forecasts of air quality that are color coded in terms of the air quality index are
available from US Environmental Protection Agency's AirNow web site www.airnow.gov.
Real‐time AQI visual map for more than 60 countries over the world is available at https://
waqi.info. To convert an air pollutant concentration to an AQI or conversely, EPA has also
developed a calculator [23]. As one observes, the AQI is country or city specific, and even
the interpretation of an AQI varies considerably from one region to other; this makes the
comparison of calculated values in various regions difficult. To minimize these difficulties
within its boundaries and to facilitate the international comparison of near real time of AQ,
European Union introduced in 2006 the Common AQI in the framework of CITEAIR Project
[22]. Moreover, the AQIs do not take into account the coexistence of all the air pollutants.
Reference [24] shows how a multi‐pollutant and multi‐site AQI could be designed in order
to get an aggregate measure of air pollution. However, the AQI has the advantage to concen‐
trate multiple and multi‐scale measurements in a unique indicator and allows to follow the
evolution of air quality in a given region or city providing timely and understandable infor‐
mation for population and supporting local authorities governments in decisions to prevent
and avoid adverse health effects. Critical and comparative reviews of the existing AQIs and
proposal of alternatives are provided by references [25–27].

Canada [18] 

Health risk

category

AQHI Health messages 

At risk population  General population 

Low 1–3 Enjoy your usual outdoor activities   Ideal air quality for outdoor activities

Moderate 4–6 Consider reducing or reschedu

‐ling strenuous activities outdoors

if you are experiencing symptoms

No need to modify your usual outdoor

activities unless you experience symptoms

such as coughing and throat irritation

High 7–10 Reduce or reschedule strenuous

activities outdoors. Children

and the elderly should also

take it easy

Consider reducing or rescheduling strenuous

activities outdoors if you experience symptoms

such as coughing and throat irritation

Very high Above 10 Avoid strenuous activities outdoors.

Children and the elderly should also

avoid outdoor physical exertion

Reduce or reschedule strenuous activities

outdoors, especially if you experience symptoms

such as coughing and throat irritation

China [19] 

Air pollution level

(color code) 

AQI  Health implications  Cautionary statement (for PM2.5) 

Good (green) 0–50 Air quality is considered

satisfactory, and air pollution poses

little or no risk

None
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China [19] 

Air pollution level

(color code) 

AQI  Health implications  Cautionary statement (for PM2.5) 

Moderate (yellow) 51–100 Air quality is acceptable; however,

for some pollutants there may be a

moderate health concern for a very

small number of people who are

unusually sensitive to air pollution

Active children and adults, and people with

respiratory disease, such as asthma, should limit

prolonged outdoor exertion

Unhealthy for

sensitive groups

(orange)

101–150 Members of sensitive groups may

experience health effects. The

general public

is not likely to be affected

Active children and adults, and people with

respiratory disease, such as asthma, should limit

prolonged outdoor exertion

Unhealthy (red) 151–200 Everyone may begin to experience

health effects; members of

sensitive groups may experience

more serious health effects

Active children and adults, and people with

respiratory disease, such as asthma, should avoid

prolonged outdoor exertion; everyone else,

especially children, should limit prolonged outdoor

exertion

Very unhealthy

(purple)

201–300 Health warnings of emergency

conditions. The entire

population is more likely to be

affected

Active children and adults, and people with

respiratory disease, such as asthma, should avoid

all outdoor exertion; everyone else, especially

children, should limit outdoor exertion

Hazardous

(maroon)

Above

300

Health alert: everyone may

experience more serious health

effects

Everyone should avoid all outdoor exertion

India [20] 

Air pollution

level 

AQI  Associated health impacts 

Good 0–50 Minimal impact

Satisfactory 51–100  May cause minor breathing discomfort to sensitive people

Moderately

polluted

101–200 May cause breathing discomfort to people with lung disease such as asthma, and

discomfort to people with heart disease, children and older adults

Poor 201–300 May cause breathing discomfort to people on prolonged exposure, and discomfort to

people with heart disease

Very poor 301–400 May cause respiratory illness to the people on prolonged exposure. Effect may be more

pronounced in people with lung and heart diseases

Severe 401–500 May cause respiratory impact even on healthy people, and serious health impacts on

people with lung/heart disease. The health impacts may be experienced even during light

physical activity
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US EPA [21] 

Level of health concern

(color code) 

AQI  Sensitive groups  General population 

Good (green) 0–50 None None

Moderate (yellow) 51–100 Unusually sensitive individuals may experience

respiratory symptoms

None

Unhealthy for sensitive

groups (orange)

101–150 Increasing likelihood of respiratory symptoms

and breathing discomfort in active children and

adults and people with lung disease, such as

asthma

None

Unhealthy (red) 151–200 Greater likelihood of respiratory symptoms and

breathing difficulty in active children and adults,

people should reduce prolonged or heavy

outdoor exertion

Possible respiratory effects

Very unhealthy (purple) 201–300 Increasing severity of cardiovascular symptoms

and impaired breathing likely in active children

and adults and people with lung diseases

Significant increase in

respiratory symptoms

Hazardous (maroon) 301–500 Serious aggravation of heart or lung disease and

premature mortality in people with

cardiopulmonary disease and older adults

Serious risk of respiratory

effects in general population

Europe [22] 

Pollution

(color

code)  

CAQI  Observations 

Very low

(green) 

0–25  CAQI do not replace the pre‐existent AQI. CAQI are designed to give a dynamic picture of the

air quality situation in each European city and to allow an AQ comparison of all EU cities in an

easily understandable way. Three indices exist:

• An hourly index, which describes the air quality today, it is based on hourly values and updated

every hour

• A daily index, which stands for the general air quality situation of yesterday, it is based on daily

values and updated once a day

• An annual index, which represents the city’s general air quality conditions throughout the year

and compare to European air quality standards. This index is based on the pollutants year

average compared to annual limit values, and it is updated once a year

A general background AQI for outdoor air quality experienced by the average citizens, and a

roadside AQI for AQ on busy streets for people living, working, walking, people in cars and

busses are also calculated

Low

(lime) 

25–50 

Medium

(light

orange)

50–75

High

(gold) 

75–100 

Very high

(dark red)

Above

100 
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AQ category, AQI and code color as provided by EURAD [17] 

𝀵𝀵𝀵𝀵𝀵𝀵 = 𝀵𝀵𝀵𝀵𝀵𝀵 3(24ℎ)100 , 𝀵𝀵2(24ℎ)90 , 𝀵𝀵𝀵𝀵10(24ℎ)50 , 𝀵𝀵2(24ℎ)125 , 𝀵𝀵(24ℎ)10000 𝀵𝀵50
below 10 10‐20 20‐30 30‐50 50‐80 above 80

Data compiled from references indicated in table for each location.

Table 2. Examples of current worldwide Air Quality Index by location (country, region or city).

Apart from evaluation of air quality at various spatial scales, air pollution monitoring provides
essential information to validate the predictive methods and dispersion models, which
represent an important set of tools for simulating air pollution scenarios.

One concern that must be mentioned here is the future changes in air quality that will result
from climate changes. Many studies indicated a warmer and a more humid climate, with a
higher frequency of occurrence of heat waves, of stronger local storms and a higher probability
of decrease in frequency of mid‐latitude cyclones. Shortly, a warmer and more humid climate
will increase the CO2 and VOC levels, will determine (region‐specific) increases or decreases
of O3, a greater conversion of SO2 to sulfate will take place, and patterns of NOx will be affected.
Due to an increased presence of reactive gaseous species even PM2.5 speciation might be
changed, and this will, in turn, affect the Earth’s radiative balance. Simulations of future
changes in air quality that will result from changes in both meteorological forcing and air
pollutant emissions are presented by Glotfelty et al. [28] up to 2050 following the IPCC AR4
SRES A1B scenario. It shows that global air quality is projected to degrade by the mid‐21st
century on global average, but the changes are regional in nature: for example, PM2.5 level will
reduce in Europe and Africa, whereas it will increase in South and Southeast Asia, Indonesia,
Australia and South America.

Moreover, thinking about the future long‐term air pollution, we must also consider that
changes in future air quality will have economic consequences whose projections must be also
analyzed. With respect to this, the very recent report “The Economic Consequences of Outdoor
Air Pollution” [29] supplies us with a comprehensive assessment of the regional and global
economic consequences of outdoor air pollution for the period 2015–2060. Linking the
pollutant emissions to labor productivity, healthcare expenditures and changes in crop yields
(market costs) and to mortality and morbidity/illness (non‐market costs), the projections are
indeed of great concern, even if they are subject to uncertainties. The results indicate, among
other consequences, that “by 2060, a large number of deaths are projected to take place in
densely populated regions with high concentrations of PM2.5 and O3 (especially China and
India) and in regions with aging populations, such as China and Eastern Europe. The projected
mortality effects of PM2.5 exposure are much larger than those of O3. The market costs of air
pollution, flowing from reduced labor productivity, additional health expenditures and crop
yield losses, are projected to lead to global annual economic costs of 1% of global gross domestic
product (GDP) by 2060. The projected GDP losses are especially large in China (–2.6%), the
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Caspian region (–3.1%) and Eastern Europe (Non‐OECD EU –2.7% and Other Europe –2.0%),
where air pollution impacts lead to a reduction in capital accumulation and a slowdown in
economic growth. In per capita terms, the average global welfare costs from mortality and
morbidity are projected to increase from less than USD 500 per person in 2015 to around USD
2 100‐2 800 in 2060” [29].

One can, therefore, have an idea about the severe global economic consequences of air pollution
and the need of stronger policies to improve the air quality results to be of huge importance
for all of us. Within this context, to monitor air pollutants is of great necessity of two‐fold
importance: in order to take informed decisions, to develop and strengthen the political
strategies when the societal and economic challenges are addressed and also to respond to the
scientific questions of atmospheric sciences.

2. Case study: assessment of air pollution over Northern Romania

2.1. The air pollution monitoring in Romania

A systematic air pollution monitoring in Romania started in early 2000s, beginning with
Bucharest, the capital of Romania, and has been gradually developed to the rest of the country.
Before 2000s, air pollution was investigated in some fixed points of interest (next to industrial
sources, traffic hot spots, parks...) only by manual sampling. The number of fixed sampling
points was city dependent and variable in time (for example, Bucharest had between 14 and 5
sampling points); decreasing trend was due to technical issues; 30 min and sometimes 24 h
were used as sampling periods for total suspended particles (TSP) and gases NO2, SO2,
CH2O, NH3 and O3; and TSP were sometimes selectively analyzed for their content of Pb, Cd,
Zn and Cu, experimental methods used not being reported. Measured data indicated frequent
exceedances of the maximum admitted concentrations (CMA) at that time. For example,
between 1996 and 2000 in Bucharest, TSP levels ranged from 150 to 350 µg m‐3 (annual average),
CMA being of 500 µg m‐3. I do not analyze the air pollution before 2000, as measurements were
done following local protocols, and the imposed thresholds varied in time, were country
specific and were not correlated with the regulations worldwide. All these make the compar‐
ison of registered pollutant concentrations in those times with data from other cities very
difficult and of very limited usefulness.

Nowadays, a number of 143 monitoring stations of all types, traffic, industrial, urban back‐
ground, rural and remote background, operate at the country scale. Within the context of air
quality monitoring in Europe, reports of the National Environmental Protection Agency
(owner of the National Air Quality automatic Monitoring Network) are focused only on
compliances with the European Union regulations counting exceedances of the limit values.
The very few addressed topics regarding air pollution using some monitoring data in few cities
are presented in references [30–35]. Most extensive review image of the air pollution problem
in Bucharest metropolitan area was published in 2015 by Iorga et al. [16, 36].

The following part of the chapter focuses on the assessment and analysis of daily concentra‐
tions of major pollutants using the longest monitoring datasets available at present.
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2.2. Description of selected stations, data and methods

I selected two urban sites in cities (medium‐size) of national importance (Iasi, Cluj‐Napoca),
with regional role and potential influence at European scale, a regional background site in
mountains (Miercurea Ciuc) and the single remote rural background site (Poiana Stampei) for
which Romania reports data within EMEP, the European Monitoring and Evaluation
Programme for Transboundary Long‐Range Transported Air Pollutants (Figure 2 and
Table 3). The selected sites are located in different climatic regions of the country have different
topography and are expected to be impacted by different pollution sources.

Iasi (IS) is the largest city in North‐East Romania; it is located between northernmost hill and
a plain, surrounded by uplands, woods and a valley. Iasi has a humid, continental‐type climate
with summers wetter than winters, with four distinct seasons. Pollution comes from vehicular
traffic with old vehicle fleet, construction works, two thermo‐electrical power stations and a
lack of green spaces. An international airport is located 8 km east of the city center.

Cluj‐Napoca (CN) represents the second most populated city in North‐West Romania, with a
metropolitan area exceeding 420,000 inhabitants. Located in a river valley, surrounded by
forests and grasslands, it has a continental climate characterized by warm dry summers and
cold winters. Some West‐Atlantic influences are present during winter and autumn. The city
is an important knob of the European network roads, connecting the country with Western
Europe. It has the second main airport in Romania, after Bucharest, at 9 km in its eastern part.
Cluj‐Napoca has a large industrial park with modern facilities and is an important regional
commercial centre, and tourism is well developed in the area. The heating system in Cluj is
modern and based on natural gas.

Miercurea Ciuc (MC) is a small city located in a basin surrounded by high mountains with
rural settlements. The lowest temperature in the country is frequently registered here. The AQ
monitoring station installed here is categorized as rural regional. No major industry exists
here; tourism provides the main activities.

Figure 2. Map showing Romania and the air quality monitoring stations included in present research.
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Poiana Stampei (PS) is a very small village in North Romania, at the border between the two
historical provinces Moldavia in East and Transylvania in West. Over 73% of the village area
is represented by forests, and agricultural activity is made with rudimentary field craft.

The air pollution in above sites is compared here with the urban background air pollution in
Bucharest, the capital of Romania. Bucharest (approx. 44° 26’ N, 26° 06’ E) represents the most
developed city of the country and is located at a relatively equal distance from the Danube
River and Carpathian Mountains. The Air Quality Network of Bucharest consists of eight
stations that are distributed at different spatial levels (inner core city, larger urban zone and
sub‐city area) covering the main types of anthropogenic activities. Detailed information about
Bucharest can be found in reference [16].

Station name, site

designation

(population) 

Station type  Latitude  Longitude  Altitude 

(m a.s.l.) 

Pollutants included in analysis

and the start year of monitoring 

Poiana Stampei, PS

(837) 

Remote rural

background

47°19′30″ N 25°08′04″ E  908  PM10 (2010), NOx (2010), O3 (2010),

SO2 (2010), CO (2010)

Miercurea Ciuc, MC

(37 176)

Regional rural 46°21′34″ N 25°48′06″ E  710  PM10 (2009), NOx (2009), O3 (2008),

SO2 (2009), CO (2009)

Cluj‐Napoca, CN

(324 576)

Urban

background

46°46′26″ N 23°35′49″ E  333  PM10 (2007), PM2.5 (2009), NOx

(2006), O3 (2006), SO2 (2006), CO (2006)

Iasi, IS

(290 422)

Urban

background

47°09′25″ N 27°35′25″ E  44  PM10 (2006), PM2.5 (2009), NOx

(2006), O3 (2006), SO2 (2006), CO (2006)

Bucharest Greater

Area (2 272 163),

Lacul Morii, LM

Urban

background

44°26′33″ N 26°03′36″ E  90  PM10, PM2.5, NOx, SO2, CO, O3

Last monitoring year is 2013 for all sites and pollutants. The sampling periods and detailed analysis of pollution
corresponding to the selected station in Bucharest used here for comparison are presented in references [36, 39].

Table 3. Stations, monitored pollutants and beginning year of monitoring.

Data used in the present study are extracted from AirBase v.8 database [37] of European
Environment Agency (EEA) for background stations in above locations. However, in order to
have completeness of data series for Iasi, some PM2.5 data were added from a traffic station.
Availability of the concentrations is site and pollutant dependent and varies from 3 to 9 years.
Most data cover the period from January 1, 2006 to December 31, 2013. I focus here on PM10

and PM2.5, and NOx, SO2 and CO (Table 3), as primary gaseous pollutants that accumulate in
urban atmosphere and significantly contribute to the photochemical formation of ozone and
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other oxidants and to a fraction of the particulate matter [38]. O3 daily averages were added in
order to seek if they could help to better understand the correlations between particulates and
primary gaseous pollutants.

A synthetic database of daily averaged datasets of pollutants from AirBase and local meteor‐
ology series (air temperatures, relative humidity, atmospheric pressure, wind speed and
direction) was prepared in order to have completeness for all sites for common time periods
per site, as Table 3 specifies. When it was necessary, conversion of hourly gaseous pollutants
and local meteorology data to daily averages was done by averaging over 24 h periods from
midnight to midnight.

Last monitoring year is 2013 for all sites and pollutants. The sampling periods and detailed
analysis of pollution corresponding to the selected station in Bucharest used here for compar‐
ison are presented in references [36, 39].

Statistical examination of temporal and spatial variation of PM10 and PM2.5 concentrations, as
well as their relationships with the measured gaseous air pollutants and meteorological
variables, includes:

• Correlation analysis, expressed by Pearson coefficients (COR), statistically significant at 95%
confidence interval.

• Single and multiple linear regression analysis, between daily PM as dependent variable and
meteorological factors and gaseous pollutants as independent variables, respectively.

• Temporal trend analysis for detecting and estimating a monotonic annual and seasonal
trend of ambient pollutant concentrations was performed using the non‐parametric Mann‐
Kendall’s test and Sen’s method using MAKESENS software [40].

• Coefficient of divergence (COD), a self‐normalizing parameter, was applied to evaluate the
differences in the average concentrations of pollutants at each site for paired seasons and to
compare monitoring sites. COD provides information on the degree of uniformity between
monitoring stations and seasons. For example, a low COD and a high COR are expected for
sites impacted by similar pollution sources. A COD value between 0 and 0.2 will indicate
uniformity, and a COD between 0.4 and 1 will indicate heterogeneity. The coefficient of
divergence is calculated as:
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ij ik

x x
COD

p x x
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= ç ÷ç ÷+è ø
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where j and k stand for the two seasons being compared, p is the number of components
investigated and xij and xik represent the average mass concentrations of pollutant i during
seasons j and k; j and k stand for different sites when COD definition was applied to inter‐site
comparisons.
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2.3. Emissions

Inventories of emitted air pollutants have been substantially improved during the past few
years, in particular for main pollutants, including fine particulates and ozone. WebDab
contains all emission data officially submitted to the secretariat of the Convention on Long‐
range Transboundary Air Pollution (LRTAP Convention) by Parties to the Convention [41].
Romania updated its reports to the emission database WebDab of EMEP in 2015. Pollutant
emission trends per site (Figure 3) were evaluated using the gridded data from WebDab for
the corresponding time periods of ambient mass concentrations of pollutants, considering the
national total economic sectors.

Figure 3. Pollutant emission trends per site as resulted from WebDab emission database, for national total economic
sectors. Dotted lines represent PM2.5 emissions. Bucharest emissions are included for comparison.

As shown in Figure 3, the total emissions of gaseous pollutants decreased for all sites, especially
starting with 2006, whereas the PM10 and PM2.5 emissions show a different pattern: positive
trends for IS and MC and stable emissions for CN and PS sites. Even if the particulate emissions
in Bucharest are 10 times higher than in all other sites, due to implementation of the environ‐
mental development plan, Bucharest has decreased its particulate emissions from about 5970
Mg in 2000 to 3060 Mg in 2013. Emissions of PM seem to be of major concern among the
pollutants in Romania. The decreasing trend of gaseous emissions follows the general
decreasing trend of emissions (SO2 decreased by 58%, NOx and CO by about 25%) at EU scale
[42], the strongest decrease being for SO2 (range: 34% for MC–66% for IS), followed by CO
(range: 1% for MC–42% for CN).
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2.4. Ambient pollutant concentrations

2.4.1. Levels of PM10, PM2.5, NOx, CO, SO2, O3

Particulate matter and gaseous pollutant variability are presented in detail in Figure 4.
Figure 4a and 4b provides a box‐plot comparison of the annual levels of daily averages of
PM10 and PM2.5 mass concentrations by site for the corresponding monitoring periods,
including EU limit values [43]. Measured ambient annual (mean, median and 95th percentile)
PM10 concentrations have the highest values at IS urban site and the lowest at PS remote site;
at all sites, observations situate below the EU limits with the exception of IS city, where in 2013
a value of 44.64 ± 20.78 µg m‐3 has been reached. This value is comparable with the value of
45.10 µg m‐3 representing the mean PM10 concentration during 2005–2010 in Bucharest, when
a decrease from about 46 to 35 µg m‐3 was registered. Concentrations higher than 100 µg m‐3

appear very often at IS (and more frequent than in Bucharest in 2010 [16, 36]) and even in the
alpine basin of MC, although here 95th percentile data are below 100 µg m‐3. The cleanest air
appears to be in PS (mean concentration of 15 µg m‐3 in 2013), and the urban city CN is the
second in rank. PM2.5 levels exceed frequently the EU target of 25 µg m‐3 at both urban sites.
Our observations fit very well within the range of European concentrations (from about 20
µg m‐3 (Finland) to about 75 µg m‐3 (Bulgaria)), data extracted from Ref. [42] based on 90.4
percentile of daily mean concentration values corresponding to the 36th highest daily mean in
2013.

The average of PM2.5/PM10 mass concentration ratios situates between 0.38 (IS) and 0.71 (MC),
indicating a higher contribution to PM10 samples of coarse particles for IS and of fine fraction
for MC. Together with results for CN site (0.63) and Bucharest (from 0.7 for industrial sites to
0.8 for a traffic site in the very centre of the city), our observations are consistent with the
PM2.5/PM10 mass ratios from 0.5 to 0.9 at most sites across the Europe.

As shown in Figure 4c, the annual average SO2 concentration in IS was 6.92 µg m‐3 in 2006 and
has gradually decreased to 3.45 µg m‐3 in 2013, and in CN decreased from 6.83 to 5.69 µg m‐3.
Lower values were observed for regional MC and remote PS sites. The decrease in ambient
concentrations of SO2 and CO in IS was related to lower local emissions of SO2 and CO based
on the positive correlation ambient‐emitted SO2 and CO, respectively (CORSO2=0.94;
CORCO=0.96). The same conclusion stands for CO in Cluj‐Napoca, but in a lower extent for
SO2 (CORSO2=0.41). For PS site, the ambient SO2 concentrations increased slightly from 4.67 to
6.91 µg m‐3, especially due to intensive use of coal for residential household activities. Multi‐
annual average temperature at PS is 4.3°C.

The annual averages of NOx and O3 concentrations show a lower variability at each site, their
average values 2006–2013 varying between 40 (42) µg m‐3 and 55 (34) µg m‐3 in mid‐sized cities
IS and CN, respectively.

All the gaseous pollutant concentrations at studied sites here are at least one order of magni‐
tude lower than the values observed in Bucharest. [16, 39].
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(a)

(b)

(c)

Figure 4. a) Levels of daily PM10 mass concentrations for the specified monitoring periods by each site, including me‐
dian, the 5th, 25th, 75th and the 95th percentiles of their 24 h concentrations. Dotted line within boxes represents the annu‐
al average. The EU annual limit value of 40 µg m‐3 (long continuous line) is included. Black circles represent first and
last 5% of observed PM10. b) As in Figure 4a, but for PM2.5 concentrations. Long continuous line represents the EU‐2015
limit value of 25 µg m‐3. c) Annual variation of gaseous pollutants by site..
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2.4.2. Seasonal variability and site inter‐comparison

The seasonal variability (Table 4) and inter‐site comparison (Table 5) were investigated using
the coefficient of divergence (COD) and coefficient of correlation (COR). As an example,
Figure 5 shows the extreme differences between seasons in Iasi.

    IS        CN   

Season Spring Summer Autumn Season Spring Summer Autumn

Winter 0.22 0.33 0.14 Winter 0.30 0.30 0.17

Spring 0.15 0.17 Spring 0.19 0.34

Summer 0.25 Summer 0.34

               

MC PS

Season Spring Summer Autumn Season Spring Summer Autumn

Winter 0.39 0.39 0.38 Winter 0.11 0.11 0.07

Spring 0.26 0.29 Spring 0.07 0.12

Summer 0.29 Summer 0.12

Table 4. Seasonal variability per site using COD calculated from multi‐seasonal average pollutant concentrations.

COD values for the pairs of seasons ranged from 0.07 to 0.12 at PS site, and this indicates almost
no seasonality here. Seasonal changes in pollutant concentrations were modest for Spring‐
Summer and Winter‐Autumn for IS and CN, and surprisingly, some season‐to‐season varia‐
bility appears at MC site.

  Coefficients of divergence (COD)    Inter‐sites’ correlation coefficients (COR) 

Site  MC  IS  CN  Bucharest  Site  MC  IS  CN  Bucharest 

PS 0.51 0.61 0.56 0.46 PS 0.99 0.6 0.48 0.66

MC 0.28 0.29 0.37 MC 0.71 0.56 0.75

IS 0.21 0.22 IS 0.83 0.95

CN 0.20 CN 0.91

Table 5. Comparisons between sites using COD and COR calculated from multi‐annual average pollutant
concentrations.

Overall, the inter‐site calculated COR indicates a positive correlation among all sites suggesting
that they all suffer from the same pollution source categories. A very similar situation was
found to characterize Greater Bucharest Area (COR varies from 0.55 to 0.88) and the Greater
Athens Area, where COR varies from 0.55 to 0.84 [44]. However, COD values differentiate the
sites, showing: air pollution at the remote PS site is very different from that of all the other
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sites; cities Iasi, Cluj‐Napoca and Bucharest are relatively similar, and air pollution at regional
rural MC site is relatively different from the others. The highest contributor to COD value of
the paired PS‐IS sites is PM10, and highest contributors to COD for the pair MC‐Bucharest are
NOx, PM10 and PM2.5.

Figure 5. Coefficients of divergence between two seasons for the multi‐seasonal average concentrations of pollutants
for Iasi site.

2.4.3. Associations between particulate matter levels and gaseous pollutants—meteorology influence

Table 6 synthesizes the relationships between daily PM10 and PM2.5 and daily averaged gaseous
pollutant concentrations over the entire sampling periods up to 2013 per site. It shows good
correlations between both PM10 (PM2.5)‐NOx and PM10 (PM2.5)‐CO, and a less‐defined correla‐
tion with SO2. However, the strength of these correlations varies among sites: probably a
common road traffic origin in cities IS and CN but with differences in contribution percentages
of NOx versus CO (IS has a higher percentage of old vehicles than CN), a lower capability of
the area to disperse the pollutants at MC site, low traffic and higher coal and wood combustion
at the remote site PS.

Similar correlation coefficients (0.4–0.8 for PM10‐NOx relationship, about 0.4–0.7 for PM10‐CO)
were reported at different sites in UK and Greece [45]. Bucharest data indicate correlation
coefficients of 0.4–0.7 for PM10‐NOx relationship, 0.2–0.5 for PM10‐CO relationship and 0.1–0.4
for PM10‐SO2 relationship. The daily mean O3 concentrations negatively correlated with both
PM10 and PM2.5 could be explained by the reaction of O3 with NO, which is a major sink for
O3. At the site MC, a positive correlation PM10‐O3 appears. As in some situations in the UK
atmosphere [46], short periods with positive correlation PM‐O3 during photochemical
episodes were reported in Bucharest Greater Area during 2005–2007 [39]. Our positive
correlation might indicate such situations when both PM and O3 are generated by photochem‐
ical activity for MC in warm season, but the calculated coefficient is very low, and probably
these episodes are swamped by the 4‐year analysis.

The associations between PM10 and primary gaseous pollutant levels were investigated further
by multiple linear regressions performed using daily mean PM10 values and daily averaged
gaseous pollutants NOx, SO2 and CO for the same periods. For each pollutant, the multiple
regressions were performed only for NOx, SO2 and CO for which single correlation coefficients
with PM10 were higher than 0.30 (Table 6). The multivariate linear regression model is widely
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recognized as a useful tool to show associations between primary pollutants [36, 46], to
calculate combustion/non‐combustion fraction of PM [45] or to predict daily concentrations of
PM [47]. For present sites, the model was applied assuming NOx, SO2 and CO as tracers for
anthropogenic activities. In this model, slopes will represent the association of anthropogenic
activities with PM10 (contribution of anthropogenic activities to PM10), and intercepts are
assumed to represent the non‐anthropogenic contribution (the natural contribution) to PM10.
The natural contributions to PM10 thus re‐constructed are shown in Figure 6 for each site.

IS  CN 

PM10 PM2.5 NOx O3 SO2 CO PM10 PM2.5 NOx O3 SO2 CO

PM10 1.00 0.70 0.56 ‐0.13 0.34 0.64 PM10 1.00 0.73 0.64 ‐0.21 0.32 0.53

PM2.5 1.00 0.56 ‐0.19 0.26 0.59 PM2.5 1.00 0.46 ‐0.27 0.32 0.59

NOx 1.00 ‐0.49 0.36 0.79 NOx 1.00 ‐0.63 0.25 0.63

O3 1.00 ‐0.12 ‐0.44 O3 1.00 ‐0.15 ‐0.46

SO2 1.00 0.46 SO2 1.00 0.31

CO 1.00 CO 1.00

MC PS

PM10 PM2.5 NOx O3 SO2 CO PM10 PM2.5 NOx O3 SO2 CO

PM10 1.00 0.95 0.81 0.05 0.24 0.91 PM10 1.00 – 0.37 ‐0.13 0.13 0.64

PM2.5 1.00 – – 0.57 – PM2.5 1.00 – – – –

NOx 1.00 ‐0.18 0.09 0.83 NOx 1.00 ‐0.45 ‐0.19 0.54

O3 1.00 0.33 ‐0.12 O3 1.00 ‐0.07 ‐0.49

SO2 1.00 0.07 SO2 1.00 0.05

CO 1.00 CO 1.00

Table 6. Correlation coefficients between daily PM10 and PM2.5 and daily averaged gaseous pollutant concentrations.

Figure 6. Chart showing re‐constructed natural contributions to PM10 by site.
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Site  Temperature  Atmospheric pressure  Relative humidity  Wind speed  Wind direction 

PM10

 IS (n = 2068) ‐0.18 0.15 ‐0.13 ‐0.10 ‐0.12

 CN (n = 1327) ‐0.22 0.16 ‐0.12 ‐0.19 ‐0.34

 MC (n = 1339) ‐0.55 0.08 0.22 ‐0.37 ‐0.09

 PS (n = 1199) ‐0.16 0.20 ‐0.20 ‐0.40 ‐0.02

PM2.5

 IS (n = 1733) ‐0.32 0.27 0.05 ‐0.14 ‐0.13

 CN (n = 1327) ‐0.48 0.17 0.16 ‐0.26 ‐0.30

 MC (n = 326) ‐0.51 0.05 0.29 ‐0.42 ‐0.14

n = number of samples used in analysis.

Table 7. Correlation coefficients between daily PM10 and PM2.5 and daily averaged local meteorological variables.

Correlation analysis of PM and daily averaged local meteorological variables (Table 7)
revealed a similar behavior for PM10 and PM2.5 with all parameters with the exception of PM
relationship with the relative humidity.

The negative correlations of PM10 and PM2.5 with temperature, relative humidity and wind
speed indicate dilution of ambient concentrations of PM due to an increased atmospheric
boundary layer, scavenging by fog or cloud droplets and deposition onto ground surfaces
(precipitation data were not available) and dispersion of particles, especially of fine fraction,
by winds. The negative correlation with temperature could be due also to increased emissions
(Figure 3) or a reduced dispersion (highest coefficients were obtained at MC site) and stable
atmospheric conditions (atmospheric pressure) during cold seasons. In cold seasons, low
speed wind conditions and lower temperature could result in a lower boundary layer that traps
pollution to the ground. In warm seasons, more intense winds, higher temperature (that could
reflect positive correlations with solar radiation) and higher boundary layer could result in
pollution transport. The multi‐annual averages of relative humidity for the corresponding
monitored periods have high values for all sites: 72% (IS), 77% (CN), 81% (MC) and 82% (PS).
Relative humidity values in the range 70–90% for MC and PS sites appeared frequently, and
they were found to be associated with low winds; temperature inversion episodes in MC and
PS areas are frequently mentioned in climatology, as well. These combined factors might
explain the positive correlation PM10‐relative humidity.

The PM10 and PM2.5 dependence of wind direction (Figure 7 indicates this dependence for
PM10, but PM2.5 presents the same distribution) gives certain insights into the distribution of
emission sources around the selected monitoring sites. Particulate matter concentrations are
associated with southwesterly winds for MC, while in larger cities IS and CN the PM10 and
PM2.5 are distributed relatively equal in all sectors with the exception of NW‐NE sector.
Highest PM10 concentrations (range: 60–80 µg m‐3) appear to come from S‐SE directions in Cluj‐
Napoca, and highest PM10 (from 100 to 180 µg m‐3) come from all directions between NE and
NNW in Iasi. At the remote site PS, the highest PM10 levels (of about 60 µg m‐3) appeared on
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Site  Temperature  Atmospheric pressure  Relative humidity  Wind speed  Wind direction 

PM10

 IS (n = 2068) ‐0.18 0.15 ‐0.13 ‐0.10 ‐0.12

 CN (n = 1327) ‐0.22 0.16 ‐0.12 ‐0.19 ‐0.34

 MC (n = 1339) ‐0.55 0.08 0.22 ‐0.37 ‐0.09

 PS (n = 1199) ‐0.16 0.20 ‐0.20 ‐0.40 ‐0.02

PM2.5

 IS (n = 1733) ‐0.32 0.27 0.05 ‐0.14 ‐0.13

 CN (n = 1327) ‐0.48 0.17 0.16 ‐0.26 ‐0.30

 MC (n = 326) ‐0.51 0.05 0.29 ‐0.42 ‐0.14

n = number of samples used in analysis.

Table 7. Correlation coefficients between daily PM10 and PM2.5 and daily averaged local meteorological variables.

Correlation analysis of PM and daily averaged local meteorological variables (Table 7)
revealed a similar behavior for PM10 and PM2.5 with all parameters with the exception of PM
relationship with the relative humidity.

The negative correlations of PM10 and PM2.5 with temperature, relative humidity and wind
speed indicate dilution of ambient concentrations of PM due to an increased atmospheric
boundary layer, scavenging by fog or cloud droplets and deposition onto ground surfaces
(precipitation data were not available) and dispersion of particles, especially of fine fraction,
by winds. The negative correlation with temperature could be due also to increased emissions
(Figure 3) or a reduced dispersion (highest coefficients were obtained at MC site) and stable
atmospheric conditions (atmospheric pressure) during cold seasons. In cold seasons, low
speed wind conditions and lower temperature could result in a lower boundary layer that traps
pollution to the ground. In warm seasons, more intense winds, higher temperature (that could
reflect positive correlations with solar radiation) and higher boundary layer could result in
pollution transport. The multi‐annual averages of relative humidity for the corresponding
monitored periods have high values for all sites: 72% (IS), 77% (CN), 81% (MC) and 82% (PS).
Relative humidity values in the range 70–90% for MC and PS sites appeared frequently, and
they were found to be associated with low winds; temperature inversion episodes in MC and
PS areas are frequently mentioned in climatology, as well. These combined factors might
explain the positive correlation PM10‐relative humidity.

The PM10 and PM2.5 dependence of wind direction (Figure 7 indicates this dependence for
PM10, but PM2.5 presents the same distribution) gives certain insights into the distribution of
emission sources around the selected monitoring sites. Particulate matter concentrations are
associated with southwesterly winds for MC, while in larger cities IS and CN the PM10 and
PM2.5 are distributed relatively equal in all sectors with the exception of NW‐NE sector.
Highest PM10 concentrations (range: 60–80 µg m‐3) appear to come from S‐SE directions in Cluj‐
Napoca, and highest PM10 (from 100 to 180 µg m‐3) come from all directions between NE and
NNW in Iasi. At the remote site PS, the highest PM10 levels (of about 60 µg m‐3) appeared on
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the direction NE‐SW, whereas intermediate and low values are associated to all directions from
NE to NW.

If one compares meteorological factors that influence the concentration of particulates for the
above sites, it results that the most important are temperature, wind speed, humidity and, on
the last position, the atmospheric pressure. For Bucharest, the order is changed: wind speed,
temperature, atmospheric pressure and humidity. A literature survey revealed that wind
speed, relative humidity and temperature seem to compete for the first position, but also their
squared terms and interactions between them play some role. In any case, the order of
importance of meteorological variable influences on ambient PM levels is regional in nature,
and no general conclusion might be drawn.

Figure 7. Mass concentrations of PM10 with respect to wind direction by each site. PM2.5 shows the same pattern.

2.5. Pollutant trends: annual and seasonal

Pollutant annual and seasonal average concentrations at all sites were further investigated in
order to determine if temporal trends could be revealed. Calculated annual trends (Table 8)
indicate the most pronounced decreases for PM10 at IS site (‐3.6% yr‐1), for NOx at MC (‐3.1%
yr‐1) and stability in CN area. A slight increasing trend for SO2 was detected at PS remote site.
The annual pollutant trends follow only partial trends of emissions, depending on the site, as
it results from a comparison of data in Table 8 with graphs in Figure 3. Seasonal trends at PS,
MC and CN sites showed the same behaviors as annual pollutant trends for all seasons,
whereas in Iasi some seasonality could be observed. Here, PM10, CO and SO2 decrease mainly
during winter, whereas the maximum decrease of NOx appeared in autumn (associated with
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maximum increase of O3). All estimated trends are lower than those calculated for Bucharest
area [36, 39], where for example, SO2 annual trends varied between ‐1.28% yr‐1 and ‐3.73% yr‐1.
More pronounced reductions in SO2 (from ‐6.6 to ‐14.9% yr‐1) were recently reported for UK
[48], whereas for various stations across Europe, percentage reductions of PM2.5 varied from 7
to 49% during the 2002–2010 period [49].

Site/Pollutant  PS  MC  IS  CN 

S  Q  Trend  S  Q  Trend  S  Q  Trend  S  Q  Trend 

PM10 0 ‐0.1 Stable 4 1.3 Stable ‐15 ‐3.6 Decreasing ‐4 ‐2.0 Stable

PM2.5 nd nd nd nd nd nd 0 0.1 Stable ‐6 ‐2.3 Stable

NOx ‐6 ‐3.8 Decreasing ‐6 ‐3.1 Decreasing ‐18 ‐0.8 Decreasing ‐2 ‐3.8 Stable

O3 nd nd nd ‐4 ‐5.3 Stable ‐2 ‐0.1 Stable 0 0.01* Stable

SO2 6 0.8 Increasing ‐6 ‐0.3 Decreasing ‐24 ‐0.4 Decreasing ‐4 ‐0.3 Stable

CO nd nd nd 2 0.02* No trend ‐10 ‐0.1 Decreasing ‐4 ‐0.03* Stable

All trends are statistically significant at level of significance at least 0.1 (corresponding to 10% chance there is no trend)
unless otherwise indicated.
*Trend non‐significant; nd—not determined; S—Mann‐Kendall statistics; Q—Sen’s slope estimate.

Table 8. Pollutant annual trends, calculated as percent change per unit time.

In southeastern United States, decreasing trends from ‐5.1 to ‐9.7% yr‐1 for SO2 and decreases
of annual mean CO and NOx concentrations at rates ranging from ‐1.2 to ‐7.2% yr‐1 (‐6.0 to
‐9.0% yr‐1) were reported [50], which are also higher than the corresponding decreasing rates
determined for all selected locations in Romania. However, calculated temporal trends of main
pollutants during 1997–2012 in Makkah, Saudi Arabia, indicate both increases (3.4% yr‐1 for
PM10, 6.1% yr‐1 for SO2, 4.7% yr‐1 for O3) and decreases (‐2.6% yr‐1 for CO, ‐3.5% yr‐1 for NO) [51].
Among potential factors responsible for the observed trends all over the world are emissions
for traffic, changing weather patterns, construction activities, windblown re‐suspensions,
emissions of O3 anthropogenic precursors, whose predominance is of regional nature, but
large‐scale meteorological phenomena (North Atlantic Oscillation for example), implementa‐
tion of pollution abatement strategies or the economic crisis influences are also important [52].

3. Conclusion

This study contributes to the knowledge on air pollution in East Europe, presenting an updated
assessment of the ground‐level concentrations of major air pollutants in different environ‐
ments, from highest to background values, and using data covering the longest available time
period. Ambient air pollution levels, their variability and trends are discussed in the context
of air quality status and trends in Bucharest, Europe and worldwide. Specific‐air pollutant
trends are analyzed in order to show if they follow the trend of pollutant emissions.
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Abstract

Our study consists of the assessment and the mapping of the atmospheric pollution,
which concerns the region of Tiaret city, by using the lichens as bioindicators. In our
zone, we did a survey on 25 domains by using Kirschbaum and Wirth 1997 method.
This method has enabled to define five classes according to the calculated air quality
index (AQI). The dominant class was the one that contained a high pollution degree,
which is reflected through the spatial distribution of the lichen species. The achieved
map allows us to better visualize the pollution state.

Keywords: air pollution, mapping, lichens, bioindicators, Tiaret, Algeria

1. Introduction

The atmospheric pollution still constitutes a major problem worldwide, especially in the densely
populated areas and near industrial sites [1]. More than 2 million people die annually around
the world as a result of diseases caused by the air pollution and up to 1.3 million of this figure
are inhabitants of the urban areas in developed countries [2]. According to the same source, 1.1
million of these deaths could be avoided if the regulatory limits and norms for air quality were
complied with. Facing such a worrisome situation, detection and assessment of atmospheric
pollution constitute  an important  environmental  management  goal  in  order  to  maintain
acceptable air quality levels. Several methods exist to monitor compliance with air quality
standards and one of them is biomonitoring where responses of living organisms to air quality
[3] and environmental pollution in general are recorded [4]. This method can provide qualitative
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and/or quantitative information about the levels of atmospheric pollution [3]. Biomonitoring
demonstrates the concept of risk of pollution and provides a complementary tool for the
assessment of the pollution's environmental impact [5, 6]. The use of biomonitoring can also
help raise awareness among the public about the importance of the issue of environmental
pollution [5, 6]. From the biomonitoring standpoint, four concepts at different levels of biological
organization can be defined as follows [7]:  biomarker,  biointegrator,  bioaccumulator and
bioindicator. Lichens are the well‐known bioindicators and constitute an ideal means for the air
quality assessment. Among the lichen bioindicator methods, the approach of Kirschbaum and
Wirth [8] is based on the differences in the lichen's sensitivities toward pollution.

Algeria like other countries in the world is facing a serious air pollution problem. In the case
of the City of Tiaret, statistics given by the Algerian National Department of Health indicates
that 32 new asthma cases are recorded there every month [9]. Many of the asthma cases are
likely due to air quality problems and pollution. Impact of the air pollution on public health
in Algeria is often overlooked. Hence health officials have to raise public awareness to cope
with the problem. At the same time, assessment and monitoring of atmospheric pollution must
be improved. It is against this background, that the purpose of the current study is to assess
the atmospheric pollution in the region of Tiaret by the examination and census of the lichen
flora. Very little work has been done on the subject of biomonitoring using lichens in Algeria.
Therefore, this study is aimed at mapping the classes of lichen species in the context of their
sensitivity to different levels of pollution. Specific objectives of the study include:

• to identify the lichen species present in the region of Tiaret, Algeria at the agglomeration
level;

• to investigate the use of the chosen bioindicator species in the assessment of air pollution in
the Tiaret geographical area;

• to estimate the atmospheric pollution according to the Kirschbaum‐Wirth method using the
collected lichen data; and

• to develop an air quality map of the region of Tiaret using the collected lichen data and
estimates.

2. Materials and methods

2.1. The study zone

The study was conducted in the city of Tiaret, which is located in the northwest of Algeria
between the mountainous Tell chain in the north and the mountainous Atlas chain in the south
at an altitude of 980 m on average. The climate is Mediterranean and semi‐arid with a mean
annual rainfall of 400 mm/year. The prevailing winds are from the west and northwest, their
average speeds range from 3 to 4 m/s. The population of Tiaret is quadrupled during the period
from 1966 to 1998, with the actual numbers increasing from 37,990 to 167,000 inhabitants. As
a result, the City of Tiaret has a population density of 136.10 inhabitant/km2. The rate of
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population growth reached 3.66% per annum between 1977 and 1987, and this was accelerated
to 4.11% in 1998 (NOS 1998). The predicted 2015 population of Tiaret is estimated to reach
213,551 inhabitants, and the population growth rate is likely to level off at 2% per annum [10].

Urbanization of the Tiaret city took place in two very different periods, which has resulted in
two major and distinct areas in the city. Overall the structure of the city consists of concentric
blocks of housing and commercial infrastructure that ultimately converge towards the old
urban network of Tiaret City centre. The municipality of Tiaret administers a road network of
200 km, which carries high volume of permanent traffic. Parts of this road infrastructure have
deteriorated in recent years. The city has established three types of housing environment zones,
which in turn define the type of public roads. This is an indirect outcome of the fact that the
network of Tiaret is not organized according to a spatial and functional hierarchy, i.e. it cannot
be divided into main boulevards, secondary boulevards, primary public road, secondary
public road, etc.

2.1.1. The automobile fleet of Tiaret city

Automobile traffic will have a strong influence on air quality. In December 2008, the automobile
fleet of Tiaret city consisted mainly of old vehicle models that do not contain catalysts for
removal of exhaust pollutants [11]. More recently, the automobile fleet of the municipality of
Tiaret consisted of 31,178 vehicles and up to 75% of them were aged at 20 years or older. Out
of this number, there are 1925 cabs, 19,756 gasoline‐powered vehicles and 11,422 diesel
vehicles. At present, the number of vehicles is almost four times that of 2006 when the total
vehicle count stood at 8015 (registration vehicles cards branch of Tiaret, 2010: personal
communication). These factors increase the possibilities of the emission of pollutants [12]. This
conclusion is further supported by the departments of environment and public health. The
road transport has been shown to contribute up to 30% towards the particulate pollution which
is of public health significance by causing respiratory disorders in the City of Tiaret. Our work
targeted the part of the City of Tiaret to assess the atmospheric pollution. Figure 1 indicates
various sites of research used in our study.

2.1.2. Typology of the monitoring stations of the air quality

Information for the classification and selection of sites for air quality monitoring stations were
extracted from reference [13]. The urban monitoring stations were selected so that the data
collected at these sites would allow the project team to evaluate the average population
exposure level to atmospheric pollution in urban areas of Tiaret (Figure 1). Pollution levels
detected by these stations should be representative of the average levels of the urban agglom‐
erative pollution. The most important geographical locations for the monitoring stations
should be in areas with the highest population densities (e.g. Badr city, Louz city, Rousseau
city). Pollution in these urban areas will originate from surface and the mixed or combined
sources include the following:

• residential, tertiary, commercial and institutional sources,

• road traffic sources,
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• agriculture, forestry and

• others (including the natural sectors)

Figure 1. Localization of the research sites in the area of study (region of the city of Tiaret).

Traffic monitoring stations: The objective of these stations is to supply information on the
concentration of pollution measured in representative zones of a road infrastructure. These
stations can be installed at any type of the studied zone whether it is in a space of a rural or
urban domination ( Rahma, Volani, La Gare). The category of the issuer which the influence
must be dominant on the station is the road transport.

Industrial monitoring stations: The objective of these stations is to supply information on the
concentrations of moderate pollution that originate from a combination of several pollution
sources and where the pollution accumulation tends to be highest in the vicinity of the
industrial source of pollution (SN metal). Dominant sources of pollution will include the
following: industry and waste treatment, production, transmission and distribution of energy
and others.

National and rural stations: Exposure supervision of the ecosystems and the population in
rural areas to the atmospheric pollution can be connected to the said cross‐border pollutions
(Titanic) using these types of sampling sites.
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2.1.3. Distribution of the population

The study of population distribution is very important for the interpretation of the examined
phenomena and the outcomes of these phenomena. At the same time, it is significant in
determining the population properties and its spatial distribution, as well as the use describing
the said population. For the Tiaret Municipality, the spatial units where the population figures
were collected were divided up into three spatial frames:

• County town agglomeration

• Secondary agglomeration (Karman, Ain Mesbah, Senia)

• The scattered zone

As stated above, the population of the municipality of Tiaret has experienced a high population
growth rate with the majority being located in the municipality's urban areas. This puts
pressure on the life system, especially the housing and the socio‐educational equipment, the
economy and also the employment opportunities.

2.2. Study design and experimental approach

This work was done over 5 months (from January to May, 2012); the big sections were achieved
on different sites during this study. Field work consisted of the sampling site selection, selection
of the tree species which carry the lichens, sample collection of said lichens and the exact GPS
coordinates of all sampling sites. Once the sample collection was complete, samples were
returned to the plant ecology laboratory at the Faculty of Natural and Life Sciences at Ibn
Khaldoun University in Tiaret. The samples lichen species were then identified in the same
facility using relevant catalogues, the key determination and selected chemical indicators such
as K—reactivity with potassium hydroxide and CI—reactivity with bleach. The atmospheric
pollution map was constructed using the resources of the URBATIA in Tiaret, Algeria.

To estimate the overall air quality in the urban areas of Tiaret, we adopted the method of
Kirschbaum and Wirth [8]. Unless otherwise stated, the Kirschbaum and Wirth method and
experimental approach are designated as the method in further text and all the information
are from reference [8]. The method is relatively simple and cost‐effective to use, and it is ideal
for experimental air quality data collection in the municipality of Tiaret. Several stages must
be carried out in the application of the method for the measurement and mapping of air
pollution/air quality. First, determination of different study zones must be carried out. Second,
the tree species, which have lichen symbionts, must be selected. Third, sample collection of
lichen and their quantitative and qualitative analyses must be performed, while the final stage
involves the mapping of the lichens distribution and the relation to air quality.

It is recommended that the study zones are defined using a 1 km domain, but this spacing can
be increased or decreased depending on the given study area. Each domain should contain six
judiciously selected trees, and these should be evenly distributed throughout in each domain.
Selection of trees carrying lichens should adhere to the following criteria: all sampled trees
must be isolated and subjected to the same environmental conditions such as luminosity,
humidity and exposure to the wind. The bark characteristics and the development of the
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lichens/lichen cover vary among various trees species. Therefore, it is advisable to perform
lichen sampling on only trees belonging to a single species, if possible. Alternatively, lichens
from one kind of bark in terms of its natural acidity and structure should be sampled. The
tree(s) age should be recorded as the tree's average diameter or as the range between the
minimum and maximum tree diameters, if more than one tree is joined together and sampled.
For our study, the minimum circumference of the sampled tree was equal to 70 cm, and the
lichen cover is allowed time to be developed as rate of lichen cover development is slow.

The trees that should be considered first as the best lichen carriers are the ash tree, the poplar
and the lime tree. Oak, the sycamore maple and fruit trees, namely the apple tree, the walnut,
the cherry tree, are also good lichen carriers. Willows and birches or plane trees are not good
candidates as their bark is too acidic and detaches easily and the potential for lichen cover
development is very limited, and these trees do not allow for monitoring air quality and
pollution. For the current study, the sampled trees had the highest lichen cover and were the
most representative of the vegetation in the particular domain. The sampled trees also had
comparable characteristics among the different sampling sites. Sampling of oblique trees and
those where surface wounds or the friction of the cattle were detected were also excluded from
the sampling.

Two types of lichen analyses were performed. The qualitative sampling consisted of estab‐
lishment of the identity of the lichen species. The qualitative lichen analysis was conducted by
examining the species distribution over the most colonized trunk surface area equal to 20 × 10
cm. Quantitative evaluation is done through the measurement of the frequency of the tree
colonization by a given lichen species. For this, a 10‐compartment grid of 10 × 10 cm per grid
was used to evaluate the colonization frequency of each lichen species identified. The samples
were examined between 100 and 150 cm above the ground level to avoid the influence of animal
excrement and artificial fertilizers on the results of the lichen analysis. Frequency of a given
lichen species was recorded manually as the number of compartments that a given lichen
species was detected in. The maximal frequency of a particular lichen species on a given tree
was 10. This procedure is repeated for all the species present inside the grid and the given
domain. The results of the quantitative analyses were recorded using indices. Every sample is
the object of an index and the lichen frequencies measured were the object of such indices for
a given domain.

On‐site collection of lichen was done in one of two ways. The detached lichens (many of the
terricolous lichens) were collected manually. The non‐detached lichen species, i.e. all the
fruticose lichens and most of the foliose lichens, were removed using a knife of a hammer,
together with a small piece of the substratum the lichens were attached to. Care was taken not
to damage the lichens attached to bark of trees. After sample collection, the lichen samples
were placed in plastic bags, which are appropriate for the short‐term storage and transport of
lichen samples. The sampling location, the substrate and date were recorded on‐site. In the
laboratory, the fresh material was spread on a bench and allowed air‐dry. Then the lichens can
be without other precaution placed in the herbarium in a special envelope. Fruticose lichens
take up a lot of space and they break easily. Thus, they must be placed in the herbarium when
they are still wet and elastic, and only moderate pressure should be applied. In the samples of
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herbarium, the labels contained the following information: the place, the field if necessary the
substrate (facilitate the determination), the date of collection and the name of the sample
collector [8].

Lichen/sample coding was performed to avoid data confounding. For example, Xanthoria
parietina E1, the domain LOUZ S16. Samples taken in the City of Tiaret were coded, in order
to facilitate the data interpretation and avoid any confusion in it. Fifty species were identified
and collected at the city of Tiaret and were coded accordingly to prevent confusion and
problem in data interpretation. The actual sample coding of the lichen species is indicated with
two columns, one for the species name, and the other for their codes. Samples made in the city
of Tiaret were grouped under 25 domains coded with numbers (S1, S2, S3,…) (Table 1).

Station Code Station Code

Fida S1 Asia Kebir S14

Habitat S2 Rahma S15

Academie S3 Louz S16

Cite Rousseaux S4 URBATIA S17

Ite S5 PMI Volani S18

Rue De Frigo S6 40 Logments S19

Boulice Amare S7 SN metal S20

Volani S8 Voie d’evitement S21

Terrain Boumediene S9 Cite Zaarora S22

Stade Kaid Ahmed S10 Cite Manare S23

Titanic S11 La Gare S24

Maidi S12 Polyvalent S25

Cite Badr S13

Table 1. The coding of the studied domain.

2.2.1. Identification of the lichens

Cuts of the thallus from all collected lichens were identified in the laboratory after examination
with a binocular magnifying glass and a microscope. The following determinants were used:
the form and the colour of the thallus and fructification, the presence of verrucosis whorl scar
(isidium), floury mass (solarium) and other structures. In order to determine the crustose
lichens, the use of the microscope is essential [8]. In certain cases, it is enough to bring a good
magnifying glass with a magnification of 10× and test for reactivity with potassium hydroxide
and little bleach. We note K+ when the potassium hydroxide (KOH at 20%) reacts (otherwise:
K‐) and C+ (C is for C1, the chlorine), when the bleach reacts (otherwise: C‐).We put a quite
small drop. At the same time, if the colouring seems fuzzy or not clear, it is absorbed onto a
white tissue, making it easier to distinguish the obtained colour. During sampling, a small
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knife is useful to lift or remove fragments but it is necessary to avoid damaging the trees and
the rare or unique lichen species were not sampled in line with previously reported studies
[14]. Taking these limitations into accounts, all the lichen species that were observed in the
field were counted and recorded. Thus, the method guidelines were considered limiting and
were modified to the conditions in the Tiaret geographical area.

Assessment scale of the air quality classes and map construction: The value of the air quality
indices (referred to as AQI in further text) was represented by colours. And for this purpose,
the values were grouped into classes. Each class has its own colour. Figure 2 shows the
pollution degree according to the assessment scale of the air quality as outlined in the method
[8]. To construct the pollution map, once the identified species and the AQI were calculated
for every domain, we have established a pollution degree scale for the different studied
domains according to different colours.

Figure 2. Assessment scale of the air quality classes (by Kirschbaum and Wirth method, 1997).

At URBATIA, all the collected data were exploited to construct a map of atmospheric pollution
in the southern region of the city of Tiaret. Using the MapInfo®7.8 software, a map was
constructed using the Kriging method interpolation and the vertical mapper™ between the
concentration points in elements of the software and for the domain location. Setting of the
map was done using AUTOCAD software. By applying the GPS data collected, the geographic
coordinates (x, y) were obtained, and the z coordinates are represented by the AQI.

3. Results and discussion

The focus of our work was the assessment and construction of an atmospheric pollution map
of the Tiaret city by using lichen bioindicators. We now use the AQI values to show different
results that were calculated in each studied domain by the method [8], to allow us to classify
the zones according to the atmospheric pollution degree. Then we will clearly indicate the
space distribution of the listed lichen species. Then we will introduce the atmospheric pollution
map achieved for this region. Finally, a comparison will be made with other previous research.

3.1. Results of the indices of the air quality (AQI)

In order to calculate the indices we have followed this way: Calculating the average frequency
of each lichen species existing on the six studied trees and then the average frequency of each
species will be added up and the total amount represents the index of the air quality.

Air Quality - Measurement and Modeling170



knife is useful to lift or remove fragments but it is necessary to avoid damaging the trees and
the rare or unique lichen species were not sampled in line with previously reported studies
[14]. Taking these limitations into accounts, all the lichen species that were observed in the
field were counted and recorded. Thus, the method guidelines were considered limiting and
were modified to the conditions in the Tiaret geographical area.

Assessment scale of the air quality classes and map construction: The value of the air quality
indices (referred to as AQI in further text) was represented by colours. And for this purpose,
the values were grouped into classes. Each class has its own colour. Figure 2 shows the
pollution degree according to the assessment scale of the air quality as outlined in the method
[8]. To construct the pollution map, once the identified species and the AQI were calculated
for every domain, we have established a pollution degree scale for the different studied
domains according to different colours.

Figure 2. Assessment scale of the air quality classes (by Kirschbaum and Wirth method, 1997).

At URBATIA, all the collected data were exploited to construct a map of atmospheric pollution
in the southern region of the city of Tiaret. Using the MapInfo®7.8 software, a map was
constructed using the Kriging method interpolation and the vertical mapper™ between the
concentration points in elements of the software and for the domain location. Setting of the
map was done using AUTOCAD software. By applying the GPS data collected, the geographic
coordinates (x, y) were obtained, and the z coordinates are represented by the AQI.

3. Results and discussion

The focus of our work was the assessment and construction of an atmospheric pollution map
of the Tiaret city by using lichen bioindicators. We now use the AQI values to show different
results that were calculated in each studied domain by the method [8], to allow us to classify
the zones according to the atmospheric pollution degree. Then we will clearly indicate the
space distribution of the listed lichen species. Then we will introduce the atmospheric pollution
map achieved for this region. Finally, a comparison will be made with other previous research.

3.1. Results of the indices of the air quality (AQI)

In order to calculate the indices we have followed this way: Calculating the average frequency
of each lichen species existing on the six studied trees and then the average frequency of each
species will be added up and the total amount represents the index of the air quality.

Air Quality - Measurement and Modeling170

3.1.1. Example of calculation of the AQI in a domain

For illustrative purposes only, we show an example of the AQI for one of the studied domain
(see Table 2 for details), but it should be noted that the index is calculated as a whole for each
of the 25 studied domains.

Station Academy Latitude: 35° 21ʹ54.08ʺ N Longitude: 1° 19ʹ 09.81ʺ E

Altitude: 1006 m

Trees

Species of lichens 1 2 3 4 5 6 Average frequency of the species

E1 0 10 10 8 0 10 6.33

E5 0 0 0 10 0 0 1.66

E11 10 1 0 9 10 0 5.00

E12 0 9 10 0 0 0 3.16

E16 0 0 0 0 7 0 1.16

E21 10 0 0 0 0 0 1.66

E23 0 0 0 0 10 0 1.66

E43 0 0 0 0 10 0 1.66

E61 0 0 0 1 0 0 0.16

Index of air quality: AQI (sum of frequencies) 22.5

Table 2. An example of calculation of the AQI in the domain ACADEMIE.

3.1.2. AQI results at all studied domains

For all the 25 domains, the total of the frequencies give the value of the AQI by which the
pollution degree was assessed and this is done according to different classes (see Table 3 for
details). Results in Table 3 demonstrate in a global way the air quality of each studied domain.
If the value of the AQI is low, then the pollution is high and the status of air quality is critical
or worst from the environmental management point of view, if AQI reaches the extreme value
of 0. On the other hand, a high value of the AQI indicates a good air quality. According to the
Table 3, the lowest pollution degree was recorded at the domain RAHMA (AQI = 0), where
the pollution is extremely high. In this domain, an illegal rubbish container was identified and
could be the source of the air quality problems. Some domains showed low air quality indices,
impacted by a limited existing number of lichen species with a low covering rate, e.g. Cite
Badr, La Gare, Cite Manare and SN metal. Domains of Badr and La Gare are overcrowded
urban areas and busy road traffic junctions. On the other hand, domains of Cite Manare and
SN metal contain high levels of industrial activity. These facts provide an explanation for the
calculated AQI

An average AQI was recorded at the domain Kaid Ahmed stadium and Titanic, which are
opened domains with low degree of building and population coverage. On the other hand,
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the domain LOUZ indicates a low pollution degree (AQI = 38.5). This domain is situated close
to the north region of the city and distant from the sources of emissions and the industrial units
and road traffic, the fact that it is situated in a secluded area towards the city centre. From 25
studied domains, five pollution classes were highlighted. From Figure 3, it is clear that 68% of
the total number (17 domains) of the studied domains exhibited a high pollution degree and
16% or four domains were very highly polluted. Only 8% (two domains) of the total domains
sampled show an average pollution degree. While for the two pollution classes: the extremely
high class (4%), the lower class (4%), they represent the lowest number of domains, and it is
one domain for each.

Station Code AQI Pollution degree Type of station

Fida S1 22.3 High Urban station

Habitat S2 20.67 High Traffic station

Académie S3 22.5 High Traffic station

Cite Rousseau S4 17.67 High Urban station

Ite S5 13.83 High Traffic station

Rue De Frigo S6 24.83 High Traffic station

Boulice Amar S7 23.83 High Traffic station

Volani S8 25 High Traffic station

Terrain Boumedienne S9 23 High Urban station

Stade Kaid Ahmed S10 30 Average Traffic station

Titanic S11 33.83 Average National rural station

Maidi S12 24.33 High Urban station

Cite Badr S13 12.16 High Urban station

Assia Kebire S14 18 High Traffic station

Rahma S15 0 Extremely high Traffic station

Louz S16 38.5 Low Urban station

URBATIA S17 18.1 High Urban station

PMI Volani S18 19.8 High Urban station

40 Logements S19 24.6 High Traffic station

SN metal S20 9 Very high Industrial station

Rue Lourd S21 23.4 High National rural station

Cite Zaarora S22 24.7 High Industrial station

Cité Manare S23 8.2 Very high National rural station

La Gare S24 11.6 Very high Traffic station

Polyvalent S25 19.5 High Urban station

Table 3. The values of the AQI of the studied zone.
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Figure 3. Evolution of the domain numbers according to the pollution classes.

Most of studied domains had an AQI that varies between 12.5 and 25, which corresponds
closely to a high pollution degree [8]. In this area, we find different types of domains especially
urban and traffic, it reflects an important population density and a significant road infrastruc‐
tures.

3.2. Results of the pollution classes obtained on each type of domain

From Figure 4, we notice that, regardless of the domain's typology, the high and very high two
classes are present. In an urban and traffic domain, the high class is mostly present (7/10 and
8/10, respectively). It is also presented in the national industrial and rural domain in a rate of
one class per domain. About the high class, we notice it with a low rate (only one domain of
each type). A class with an average pollution degree is indicated of each national traffic and
rural domain. Though at the domain of urban type, slightly polluted class appears simulta‐
neously, and a class of an extremely high pollution degree.

Figure 4. Pollution classes according to the typology of the studied domains.

3.2.1. Average results of AQI according to the studied stations

An average AQI is calculated by averaging the calculated AQI at the different domains of the
same typology. From Figure 4, we note that the average AQI of all types of domains varies
from 21.51 to 19.03, which corresponds to a high pollution degree. Even if these different
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domains are in the same class (high), we notice that the urban type shows the highest AQI
average (21.51) then the industrial type shows the lowest AQI of 20.33 and 19.59, respectively.

3.3. Spatial distribution of the lichen species

In our study zone, we have observed and identified 50 lichen species, which permitted us to
conduct an overall evaluation of the pollution degree in the studied domains. In Table 4, the
families of lichen species in all domains and the species number in all the families are sum‐
marized. Different lichen species are also identified according to the Thallus type, name
foliaceous, crustacean, and basidiolichen, and the results are presented in Figure 5.

Station in common AQI 2010 (pollution class) AQI2013 (pollution class) Notes

Volani 27.6 (average) 25 (high) Degradation of air quality

PMI Volani 16.8 (high) 19.8 (high) Stable air quality

L’Acadimie 20.6 (high) 22.5 (high) Stable air quality

Cite Rousseaux 37.3 (average) 17.67 (high) Degradation of air quality

Ite 20.2 (high) 13.83 (high) Stable air quality

40 Logements 14.5 (high) 24.6 (high) Stable air quality

Table 4. Comparison of the different AQI at the common domains.

Figure 5. The species number of each thallus type.

Noting that the existence of Xanthoria polycarpa indicates a very high pollution, such levels can
be inferred for the following domains: SN metal and La Gare. The Physconia grisea spp. found
at the domains of Academie, Cite Badr and Assia Kebir was indicated as a very resistant species
by Fadel et al. [15], which is the case in our study. Physcia tenella was found in Titanic domain,
and it can be classified as moderately resistant, which reflects the pollution degree found at
that station. Some domains like Cite Badr, La Gare, SN metal, Volani, Ite, contain very few
lichen species, and thus, their recovery rate was weak. Those domains highly urbanized and
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experience busy road traffic, i.e. the lichen species will represent a high occurrence of diffuse
sources of the atmospheric pollution. The overall extent of pollution is increasing. In domains
with moderate and high average levels of pollution, a high number of lichen species was
observed, i.e. indicating that the ecological conditions there are favourable to the development
of the species. This conclusion is demonstrated by the recovery of two different lichen species
from the domain of Louz, including the recovery of lichen species that have been shown to be
susceptible to atmospheric pollution, namely Physconia distorta [16].

3.4. Presentation of the pollution map of the studied zone

After calculating the AQI of each domain, the data were used to produce the pollution map of
the study zone, shown in Figure 6. Different pollution zones are distinguished by colour
coding, which is explained below.

Figure 6. Atmospheric pollution mapping with lichens in Tiaret city.

3.5. Reading of the pollution map

Figure 6 provides a complete picture and evaluation of the atmospheric pollution level in the
studied zones. An in‐depth analysis of this map results in five pollution classes represented
by five gradual colours.
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Class 01 refers to an extremely high pollution, indicated on the map by the mauve colour,
represented by only one domain Rahma with a pollution degree, AQI = 0 leads us to suggest
that the air quality is low in this domain. This is similar to the data on lead pollution from road
traffic in the Rahma domain [17]. The apparition of this class can be due to the hazardous waste
and to the emanations of exhaust gases issued from the road traffic. Furthermore, this domain
is characterized by a relatively steep gradient, which obliges the engine to develop more power
and to consume more fuel, thus releasing more pollutants, bringing about a considerable
increase in emissions, and a very important area of road traffic. The area also has a high
concentration of gas stations with underground fuel storage tanks, which can result in leakage
of gasoline and diesel and thus contribute to the atmospheric pollution from filling of reservoirs
in gas stations [18].

Class 02 indicates a very high pollution in the domain Badr and La Gare, because of the high
population density in these domains, domestic discharges (solvent evaporation), discharges
from internal heating (especially in the winter), the road traffic emissions, as well as the
important industrial emissions in the domain SN metal and Cite Manare. These findings are
similar to those of reference [15], which have demonstrated that the peripheral domains of the
urban network are highly polluted and indicated by the results of this study for the SN metal
domain. Fadel et al. [15] also reported atmospheric transport of the pollutants from various
industrial in the prevailing wind direction. This mechanism could provide an explanation for
the pollution levels recorded in this study for the industrial domains, such as SN metal.
Therefore, the class 02 sources of atmospheric pollution include those of domestic origin (Cite
Badr), those from road traffic (La Gare) and finally those of industrial origin (SN metal). This
is in line with findings from previous studies [1, 19, 20].

Class 03: the results of the third class indicate that this zone is affected by a high pollution
degree. The affected areas belong to traffic domains (Academie, Volani, Assia Kebir, Habitat,
Ite, Rue De Frigo, Boulice Amar, 40 Logements), Urban domains (Polyvalent, Fida, Cite
Rousseaux, Terrain Boumediene, URBATIA, PMI Volani, Maidi), a national rural domain (Rue
Lourd) and an industrial domain (Cite Zaarora).

These domains are the more representative on the map, and they appear by a yellow colour,
which dominate almost the entire map (68%) of the studied zone. They are the busiest and
more frequented of the entire city, which favour the pollution to reach a worrying peak. They
are also subjected to a strong urbanization and an increase in the number of vehicles, entailing
harmful effects on the environment. The last point mainly applies to traffic from old vehicles
with a diesel engine and those who use fuels that does not correspond to the regulations of the
environmental protection [11]. According to reference [21], the real conditions of the traffic are
connected to the urban and rural circle and to the category of the road (highway, express way,
medium‐sized road, local network), to the function of the road (transit, distribution, residential
access), to the mandatory speed limits, to the road's characteristic and to the traffic level (fluid,
busy, saturated).

The number of vehicles in the national roads is densely; it is the case of the domain Rue Lourd
in our study zone, the fact that the municipality of Tiaret which is conceived as a metropolis
of the highland region is often frequented by all kinds of vehicles.
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The industrial zone Cite Zaarora is represented at this class (separately from the industrial
zone SN metal, which is present in the class 02, corresponding to a very high pollution degree),
this is probably due to the fact that Cite Zaarora, even if it is an industrial zone, still being less
active than the SN metal zone, which explains its presence in this class.

One of the reasons that explains the high pollution level in some studied domains is the
organizational form of the roads; it is applied with a lot of ignorance, the fact that the radial
links are not ensured and the main network was not designed to support the current traffic. It
brings about bottleneck between the south and the north (the case of the domain Academie,
40 Logements and Ite in our study zone), which means that the city centre, as an obligatory
crossing point, is suffocated by the massive number of vehicles. It causes a network disorga‐
nization of the traffic, considered as an essential element of the urban planning [22].

At some domains of this class, for example, Cite Rousseau, PMI and Volani, wind is abated by
hindrances formed by a high density of infrastructures, which fosters local pollutant accumu‐
lation. This is explained by the absence of the wind that contributes to the accumulation of
pollutants close to its sources. In fact the buildings typography can disrupt the normal
functioning of the wind and its trajectory and modifying the average characteristic and
turbulence of the wind blowing [23].

We note at this class level the existence of the equipment (Maid), services (Volani), agricultural
activities (Assia Kabir), and a large amount of schools (Polyvalent), where the pollution directly
affects the human health.

Class 04 indicates that the pollution is moderate, it is represented by the blue colour at the
domains: Stade Kaid Ahmed, Titanic and La Rue Des Freres Kaidi (W11), these sites are open
areas, boosting the dispersion of the atmospheric fallout, which are transported by the wind.
There is no topographic obstacle to stop them. It contributes to avoid the localized accumula‐
tion phenomena of the pollution. In fact, Loubet et al. [24] explained that the most adverse
conditions of the atmospheric pollution dispersion meet when the wind speed is low or nil.
Antipolis [22] also confirmed that the wind is an essential factor, which explains the dispersion
of the pollutant emitted. It intervenes as long by its direction to orientate the pollution plumes
than with its speed to dilute and to bring about the pollutant emissions.

Class 05 represented on the map by a green colour, which is localized at the domain Louz with
a maximal AQI equals to 38.5. In fact, this domain is characterized by a low traffic road, its
location is opened and wide, in which case the air is considered as slightly polluted. As we
move away from the dense centre of the agglomeration (Louz) as the pollution level decreases.
Maatoug et al. [17] have effectively confirmed that the opened sites are less polluted, favouring
the dispersion of the atmospheric fallout which is carried by the wind.

Our less polluted domain (Louz) is situated far from the emission sources of the industrial
units and the sources of urban emanations; this concept is confirmed by Fadel et al. [15], during
their research on the bio assessment of the atmospheric pollution in the city of Skikda.

In this regard, and to support our discussion, it may also be considered necessary that we make
a comparison between our research and that of Snouci [25] achieved on some common domains
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with our study zone (14 common domains) and by using the same methods of the atmospheric
pollution assessment.

In order to better illustrate the comparison between the two researches, Table 4 shows the
common domains with their AQI.

According to Table 4, we notice that, among the 14 common domains, six of them remained
at the some pollution level, five have undergone air quality deterioration, while only three
domains have undergone a slight improvement.

Then, about the domains which have shown a similitude of the AQI (Ite, PMI, Volani, Aca‐
demie, Habitat and Rue Frigo), we note that they have kept the same pollution level in the two
researches (high pollution).

The AQI of the domains Volani, Cite Rousseaux, Polyvalent, Assia Kebir and SN metal in our
research has been decreased, compared to the calculated pollution level on 2010. We note that
the domain Cite Rousseaux has been a subject of an important deterioration of the air quality
(AQI decreased from 37.3 in 2010 to 17.7 in 2013), it is due to a heavy urbanization and to the
increased rate of the number of vehicles in the city of Tiaret which is increased considerably
since 2010. In fact, those domains are situated in the commercial districts of the city of Tiaret.
This leads to strong road traffic in those districts by all types of vehicles that continue to
increase. The other domain which has been an important cause for of deterioration of the air
quality, is the domain SN metal (AQI decreased from 23.4 in 2010 to 9 in 2013) where the
industrial emissions have been accumulated during this time, which represent the most
important cause of the air quality deterioration.

Our study showed that the AQI of the domains; 40 Logements, Voie D’evitement, Terrain
Boumedienne and Stade Kaid Ahmed have increased compared to the study of the year 2010;
this is probably due to the elimination of some commercial activities, and to the transfer of
certain administrative departments and the closure of some streets in these domains, which
lead to a decrease in the road traffic.

In general, we can say that the atmospheric pollution in the region of the city of Tiaret had
been in a sharp increase during the last 3 years (2010–2013). In our study, the apparition of a
new class that corresponds to an extremely high pollution degree at the domain Rahma can
justify such deterioration; due to the household hazardous waste, that are accumulated during
a period of time at that domain, and to the population density, also to commercial activities
(sale of building materials) and to the road traffic, which is multiplied along this period.

4. Conclusion

Our research focused on the assessment and the mapping of the overall atmospheric pollution
in the region of Tiaret by using as bioindicators, lichen species and the total lichen flora. The
calculated AQI. values in the 25 domain study zone led to breakdown of the sampling sites
into five classes of pollution (Kirschbaum and Wirth method, 1997):
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• The first class is represented by the traffic domain Rahma with an API = 0 and extremely
high pollution degree.

• The second class corresponds to a very high pollution degree shared between automobiles,
industrial and urban domain, where the most representative domains are Cite Badr (AQI=
12.16) and SN metal (AQI = 9).

• The third class is the dominant class, and it corresponds to a high pollution degree with an
AQI, which varies between 12.5 and 25. This class groups 17 domains of different typologies
(urban, traffics, industrial, rural, and national) located in a severely dense agglomeration
and we register the existence of two sites that belong to the industrial zone Zaarora and SN
metal.

• The fourth class is called the moderate class, and it is represented by two domains: Stade
Kaid Ahmed (AQI = 30) and Titanic (AQI = 33.83); scattered in urban agglomerations with
a low population density and in the road sector, relatively low.

• The fifth class is the last class, which comprises only one domain ( Louz) with a low
urbanization, far from all types of emission sources, with an AQI = 38.5, it reflects a low
pollution degree.

Afterwards, we have listed and identified 50 lichen species in the 25 domains in our study
zone. The census results and the identification have obviously showed that their number and
coverage rates are strictly linked to the pollution degree. The lichen distribution and speciation
directly correspond to the pollution degree, based on the observation of the ground. We have
classified the collected species in the study zone according to their crustose Thallus types (29
species), foliose (20 species) and basidiolichen (one species). Finally, a pollution atmospheric
mapping of the part of the city of Tiaret is achieved according to different classes given by the
AQI for the localization of the domains on the map.

In fact, the method permits mapping of pollution for vast geographical areas in a relatively
short time, because of the epiphyte vegetation that we have noticed. The used approach also
provides an indication about the average pollution in the Tiaret area over several years.
Moreover, lichens give us an overall pollution picture in the atmosphere of the Tiaret munic‐
ipality. Among the measures to improve air quality in the study area, we can cite the renewal
of the car fleet which permits without doubt, a decrease in the pollutant emissions of the road
traffic; and to improve the adjustment of the combustion used in engines, and to use less
pollutant fuels. In a perspective of continuity of this study, it would be interesting to achieve
the some work in an extended period of time to assess the pollution evolution during the time.
It will also be necessary to achieve this study in partnership with other Algerian cities to
estimate the average degree of the pollution in Algeria. It allows us to catalogue the Algerian
lichen species. In conclusion, we can say that the bio indicators have provided us with very
interesting information, which allowed the detection of the air quality degradation before this
one affects severely biotopes or human.
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