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Preface

This book features state-of-the-art contributions in mathematical, experimental and numerical
simulations in engineering sciences. The rapid developments in many areas of technology in
the twenty-first century have placed increased focus on improving simulation methods and
also experimental testing procedures. Both approaches are complimentary to each other and
enable optimized delivery of solutions and performance of modern industrial and technologi-
cal products and systems. The contributions in this book, which comprise twelve chapters, are
organized in six sections spanning the major fields of engineering, i.e., mechanical, aerospace,
electrical, electronic, computer, materials, metallurgical, geotechnical and chemical engineer-
ing. Many complex industrial problems have been addressed by contributors, employing a
range of sophisticated modelling and computational simulation techniques. Chapters featured
address ABAQUS finite element simulation in micro-forming for extremely small metallic com-
ponents, weighted essentially non-oscillatory (WENO) numerical analysis of compressible re-
active flows (including combustion of fuel droplets), partitioned frequency-time method
computational analysis of radio frequency circuits, APSYS-platform based computational
modelling for HgCdTe barrier infrared detectors, transfer matrix method numerical computa-
tion of optical properties of fiber Bragg and long-period fiber gratings, Monte Carlo simulation
of radiation-induced charge carriers in semiconductors, multi-point statistical methods (MPS)
simulation of parallel strategies for implementation on many-core architecture computers,
Comsol finite element simulation of laser processing of materials, finite difference computation
with the “phase field method” for phase decomposition in binary alloys, Lagrangian-Eulerian
and Eulerian-Eulerian mathematical modelling of single and two-phase nanofluid dynamics, dis-
crete element method (DEM) and experimental testing of geo-materials and finally ANSYS
FLUENT computational fluid dynamics simulation of rheo-kinetic mixing processes in a batch
reactor with free radical polymerization. Contributors are all very active researchers in their
respective fields and are truly international, being based in Poland, China, Portugal, Romania,
France, Mexico, Malaysia, Italy, Iran and Lithuania. It is envisaged that the chapters will be
well-received by readers and will provide an excellent insight into advanced simulation proce-
dures for multi-physical engineering topics of relevance to many diverse areas of technology in
the twenty-first century.

Dr. Noreen Sher Akbar
DBS&H, CEME, National University of Sciences and Technology,
Islamabad, Pakistan

Dr. Anwar Bég

Fluid Mechanics, Spray Research Group,
School of Computing, Science and Engineering,
University of Salford,

Manchester, UK
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Chapter 1

Numerical Simulation in Microforming for Very Small
Metal Elements

Krzysztof Mogielnicki

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/64275

Abstract

Microforming is a technology of very small metal elements production, which are
required as a parts for many industrial products resulting from microtechnology. This
chapter gives a review of the state-of-the-art microforming of metals and its numeri-
cal simulations. Phenomena occurring in the miniaturization of microbulk-forming
technologies are described. The main problems in microforming are size effects, which
have physical and structural sources and directly affect the material flow mechanics in
microscale. Size effects must be taken into account in all areas of the forming process
chain, demanding new solutions, especially in workpiece structure and die surface
numerical modeling.

Keywords: microforming, size effects, numerical simulation

1. Introduction

Trend of miniaturization of everyday devices increases industry demand for efficient produc-
tion of miniature parts. Machining production technologies of small-dimension elements by
turning, milling, and polishing are well known for a long time. However, these methods are not
efficient enough for the great demand for small and handy devices. This makes engineers to
search for new methods of microelements manufacturing or to adapt traditional ones for the
requirements of miniaturization.

Microforming is an adopted technology of production of small parts by metal forming. This
process is characterized by good productivity, high dimensions accuracy, proper surface
smoothness, high material usage, and good mechanical properties of manufactured items,

I m EC H © 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
open science | open minds and reproduction in any medium, provided the original work is properly cited. (e NN



4 Modeling and Simulation in Engineering Sciences

which makes it a good alternative to machining. Excepting benefits, microforming also brings
some limitations, for example, limited forming possibilities of deformed materials or narrow
shapes of obtained elements. Approaches of microforming methods are presented in Figure 1.

Metal Forming Method

]

Micro forming

! - |

Sheet EII“:

Deep Stamping Bending Fosging Extrusion

Figure 1. Microforming methods [1].

Comparing microforming to traditional forming process, it is obvious that while going to a
microscale some process parameters, such as grain size or surface structure, keep constant [2].
Relationships between the dimensions of treated items and morfometric parameters of their
microstructure and surface geometry, in billets as well as in tools, are different in macro- and
microscale. This leads to the formation of the size effect phenomenon. In the available
technological knowledge relating to conventional macroscale forming methods, presence of
size effects does not permit direct application into microforming of metals [3—6]. Microforming
is defined as the forming of the part features with at least two dimensions in the submillimeter
range [3]. Figure 2 presents some microparts made by microforming processes.

/i“@ ‘{ | Micropart
(1 LML
£5

Mesopart

»
- -

Figure 2. Mechanical microparts formed by microforming [7, 8].
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Figure 3 presents all the issues which need to be considered in microforming system. There
are four factors influencing the material deformation: tool-workpiece interface condition, grain
size, workpiece size, and element feature size [7]. These factors further affect the efficiency of
microforming system and the quality of manufactured items influencing on such a process
parameters as: deformation load, forming stability (scatter of the process variables), defects of
deformation, dimensional accuracy, mechanical properties, and the quality of achieved
surface.

Size related parameters Size effect related behaviors
* Workpiece size * Flow stress
* Grain size * * Fracture behavior
* Feature size * Flow behavior
* Asperity size * Elastic recovery

) * Friction
Bulk forming * Surface roughening

S

Sheet forming ‘
Process performances

* Deformation load

* Defects (i.e. Underfilling, earing,,
cracking, etc.)

* Dimensional accuracy

* Formed part properties

* Scattering

* Surface finish

Figure 3. Issues related to size effect in microforming system [7].

The primary problem connected with microforming is the so-called “size effect” ensuing from
same miniaturization. The occurrence of unpredictable changes in process parameters, while
treating similar scaled workpieces, is called size effect [9]. These effects distinguish described
process from conventional methods of metal forming, and significantly influence on the
possibilities and limitations of this technology. Sources of size effect formation can be divided
into two groups [2, 6]: physical —related to the workpiece size and the forces affecting the
process; structural —induced by the microstructure of the material.

Physical sources:

* Surface-to-volume (S5/V) ratio size effect—with element size decreasing, the S/V ratio
increases, which makes the surface effects more crucial.

* Forces relation size effect: van der Waals forces, surface tension, and gravitation—these
forces can be neglected in conventional forming processes. However, they must be taken
into account in the case of microforming, because they are relatively considerable regarding
the process forces and can directly affect its conditions.

5
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Structural sources:

* Grain size to element thickness size effect—the grain size of metallic materials results from
the material properties and determined by the casting condition, the thermal and mechan-
ical treatments. It is impossible to obtain each material with each grain size, thus the grain
size cannot be scaled down in parallel to the element dimension. Figure 4 schematically
shows microformability of polycrystalline and amorphous materials.

% fifle

Grain size D, = Width of V-groove W,

S S

Grain size D, = Width of V-groove W,

Amorphous

Figure 4. Microformability of polycrystalline and amorphous material [10].

In conventional metal forming operations all treated materials are considered as homogene-
ous. In microforming processes they are heterogeneous, because of relatively large grains size
to the billet volume. As the grain size increases, the grain structure of the billet becomes to be
more heterogeneous and the material shows anisotropic behavior in the submillimeter
dimensional range. The anisotropic behavior of the workpiece material can directly change
local deformation mechanisms as shown in Figure 5.

* Surface structure scalability (SSS) size effect—similarly to grain size, it is often not possible
to reduce the die and billet surface roughness with the element dimension, due to that the
surface structure scalability is the source of size effects. In lubrication as well as in dry
conditions, SSS leads to a size-dependent friction behavior.

wall thickness
=8 pm—__

Figure 5. Backward extrusion of a billet composed of heterogeneous grain structure [3].
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Microforming is a relatively young technology, developed in the last two decades, but more
and more research centers in the world deal with it. Together with reports of experimental
work results, attempts of identified numerical simulating phenomena are undertaken and
presented.

2. Influence of size effects on deformation behavior in microforming
processes

2.1. Flow stress

Flow stress decreases as workpiece size decreases [5, 11, 12]. Surface grains of the deformed
material have lesser constraints compared to internal ones. Distribution of dislocations in
surface grain boundaries is different from that of internal. The surface grains have alower flow
stress. When the plastically treated detail size is decreased to microscale and the grain size is
relatively large, there are small number of grains constituting the workpiece and the volume
fraction of surface grains increases significantly —surface layer model (Figure 6). Analogously,
increase of grain size in small element reduces their number in its volume. This leads to
decrease of grainy material flow stress in microscale (Figure 7).

Swrface grains
#= Thickness of specimen
5= Thickness of surface layer
= Diameter of specimen
&= Height of specimen

1
[ 5, h

Figure 6. Change of surface grains volume fraction with decreasing of specimen size—surface layer model [13, 14].

Internal grains.
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Figure 7. Grain and specimen flow stress size effects in: (a) tensile; (b) compression tests [13, 15].
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2.2. Fracture

Similarly to flow stress, fracture strain decreases with the decrease of specimen size [16, 17]
and the increase of grain size [12]. This phenomenon was found in tensile tests of wire and
thin details. Fracture takes place through the localized shearing in the individual grain
(Figure 8) [18-20]. The fracture strain increases also with the decrease of workpiece size in
compression of bulk metal [21]. The tensile-tested material in microscale can be considered as
a chain and each specimen’s perpendicular section acts as a chain link (Figure 9). Material
yields when all the grains in the section yield and the initial yielding occurs at the weakest
section consisting of the soft grains [23]. The smaller the number of grains in the section, the
higher the probability to find one with a significantly large fraction of soft grains decreasing
the fracture strain.

Figure 8. Scanning electron micrograph of a tensile-tested aluminum wire with a diameter of 25 um [18].

| S -

grain

Soft

grain
A — MNon-uniform - Uniform
fét Wieskes! distribution Weak istribution
FE] ‘/ Vol of different slice of different

\ grains grains

e

! !

Figure 9. Schematic illustration of yielding at the weakest section of extended material [22].
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2.3. Flow behavior

Inhomogeneous and anisotropic material behavior causes the irregular flow of formed
workpiece geometry with the decrease of its size and the increase of grain size [24]. Chan et
al. [12] experimentally presented decrease of flow stress, scatter of obtained data, and inho-
mogeneous specimen deformation with decrease of the ratio of element size to its grain size.
Flow stress decrease because of grain boundary surface area to billet volume ratio gets small
and the grain boundary strengthening effect is reduced. In addition, when the workpiece
volume contains only a few grains (Figure 10), their size, shape, and orientation affect the
deformation process significantly, leading to the scatter of the obtained data, for example
stress-strain curves (Figure 11), and to the inhomogeneous billet deformation.

Figure 10. Microstructures of compressed specimens annealed in different temperatures [12].

The flow stress curves of the specimen with the annealing
temperatures of 900°C and 700°C

450 =
400 < -
- - - * I
3504 — . -
= - «®
e 3004 LT
= ” «”
E 2504 e =
5 2001 " .
,E 15"'-"',-.-h = = = O00PC (Grain size: 180 pm)
]Dﬂ-',' = = T0PC (Grain size: 40 pm)
40
0 T T T T J
oo 02 04 b 08 La

True sirain

Figure 11. Flow stress curves of the billets with different grain size [12].
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Flow stress size effect (Figure 12) and inhomogeneous deformation behavior were included
in FE simulation of microcompression tests. Grain properties composite model was proposed.
Grains were divided into several groups with assigned corresponding stress-strain curves. The

flow stress curves of the testing samples and the scatter effect can be then estimated based on
Eq. (1):

o(s)=2.Vi-ae) )

where 7 is the total number of grains in the billet, V; is the volume fraction (area fraction in
two-dimensional case) of the ith grain, and o,(¢) is the flow stress of the ith grain.

Size effect on the flow stress curve

S=Specimen diameter
G=Grain size

FR |

= 500 . iy
g - RSED] | IE
o 400F === e oy . N .'I.

8G, > 8G, > 8/G;

0.3 06 09
True strain

Figure 12. Illustration of flow stress size effect [12].

The volume/area fraction of each grain in the testing sample was estimated based on metal-

lographies. The flow stress curves were then assigned to the grains randomly, as it is shown
in Figure 13.

+ The scater rangas fram

The plastic properties Comparison of scatter range
of grains 1 obtained from analytical
method and experiment "
— 500 - e
a £ soof :
3 3 =
# 450 = 450 3-
| | ST
= = 300 -
= = gE” Siress-sraincurves G,

+ experiment
I T T T -— I T T T
4] 0.3 (1)) 0.9 ] 0.3 0.6 09
Trse sirain T strain

Figure 13. Spread o(¢) of the grains flow stress-strain curves [12].
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) ) Unit grain
The plastic properties of
the grains

bound

T steess {MPa)

3D metallography model

Figure 14. Schematic illustration of the 3D full-scale model with cubic grain.

Figure 16. Stress distribution in the 3D full-scale models with surface-to-grain ratio 12.5 [12].

3D full-scale simulations using a commercial CAE system, ABACUS, were conducted with
eight-node linear brick element. Grain was represented as a cube for simplification

1
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(Figure 14). The grain properties identified by Eq. (1) were employed into the models. The
grain interior and grain boundary were considered as a single body, while the change of
grain boundary strengthening effect due to the change of surface-to-grain ratio was taken
into account with varying the mean flow stress of grains. FE simulation of compression of
billets consisting of individual grains results showed the inhomogeneous workpiece
deformation with the decreasing ratio of specimen size to grain size (Figures 15 and 16). In
3D full-scale model, the asymmetry of the material deformation behavior and grain
properties was taken into account. The results showed that the scatter effect of the flow
stress curve increases with increasing grain size and the achieved scatter range had a good
agreement with the experimental result.

Holding time (h) 0.1 0.5 2 8
Grrain size | pum

A

Microstruchanes

Figure 18. Aggregates of polycrystalline (a) tessellation in 140 Vornoi polyhedral; (b) freely meshed model with 140
subdomains; (c—f) Microstructure mapping on a 1313 x 60 cubic element mesh and domain with subdomain numbers
140, 26, 385, and 2520, respectively [25].

Voronoi tessellation can be adopted to describe the polycrystalline aggregate [25-27]. Lu et al.
[25] proposed a mixed material model based on modified Hall-Peth relationship, surface layer



Numerical Simulation in Microforming for Very Small Metal Elements
http://dx.doi.org/10.5772/64275

model, and grained heterogeneity (e.g., grain size, shape, and deformability). Pure copper
compression experiment was performed (Figure 17). Generated virtual microstructures which
can be implemented in the commercial FE code are presented in Figure 18.

The deformed part can be represented by a space tessellation into 3D Voronoi diagram which
describes grain boundary [25]. Voronoi diagram is defined as n distinct regions, V; based on
an open set ), and n different seeds z; (i=0, 1,..., n — 1) such as:

\/,.:{weg d(w,zj)jzo,l,...,j;ti} ?)

where d is the function of distance. Voronoi polyhedra are the influence zones of these grains
that are their mass center.

ia)

(d}

Figure 19. Profile of specimens after compression, (a) homogenous model with A =1.6, (b) A =7.5, (c) A =3, (d) A =1.6,
(e) A =0.85[25].

A 3D domain is decomposed into a certain number of subdomains. Then, the seeds are spread
into these subdomains. Assuming the center of a cube is (x, y, z), the seed will lie A6a/2 away
from the central point. The coordinate of the seed position should be (x + Ada/2, y + Ada/2, z +
Ada/2). 6 is the maximum distance between the seed and the cubic center, and A is a random
number between —1 and 1. Both 6 and A are the so-called shape factors which will determine
the shapes of the Voronoi cells. A critical distance d between different seeds is defined to
prevent each seed from being too close to another. After that, 3D Voronoi polyhedra can be
generated by taking these seeds as the generating points [25].

Obtained from nanoindentation hardness of grains was used to identify the deformability of
individual grain inside the billet. Applying developed material model, the microcompression
test of pure copper was numerically simulated (Figure 19) using commercial the FEM software
ANSYS/LS-DYNA. Numerical analyses results show that the scatter of deformation behavior
becomes significant with decreasing factor A, where A is the specimen radius/grain size.

13
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2.4. Elastic recovery

Springback increases with decreasing ratio of workpiece thickness to grain size [15, 28]. Liu et
al. [15] used the pure copper sheet foils with the thickness from 0.1 to 0.6 mm as the testing
material for tensile test and microbending (Figure 20). It was founded that the springback angle
increases with the decreasing metal element thickness. This is consistent with the conventional
bending knowledge specific for macroscale bending. Increase in the scatter of springback angle
with decreasing sheet thickness was also found. It was concluded that the main reason for that
is elastic anisotropy of surface grain due to grain orientation difference.

]

im Tiam
0m
A
LT ]
U\Fm
rm =|:Imlml‘
=015

=01 mim r0lme 04 ms
Thickses (man )

Figure 20. Left: Three-point bending test device and tooling; Right: Influence of grain size on springback angle [15].

— i
\ s

(a) 13 grains (b) 25 grains
iy

(c) 75 grains

Figure 21. Grained heterogeneity in workpiece with: (a) 13 grains; (b) 25 grains; and (c) 75 grains [29].

Fang et al. [29] conducted numerical simulation to investigate the size effect of the springback,
which occurs after the micro-V-bending in terms of Voronoi tessellation. A finite element
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model of the micro-V-bending has been designed by using the ABAQUS/Standard commercial
software. The workpiece grain sizes of 98, 152, and 201 um have been adopted in the FE model
(Figure 21) to recognize the relationship between the size effect and springback angle during
the V-bending process. Voronoi tessellation can imitate the microstructure of materials, and
represents grained heterogeneity graphically in FE models. Grains were divided into three
groups with assigned corresponding stress-strain curves (Figure 22). Simulation results
display the inhomogeneous deformation behavior during micro-V-bending process and also
show that springback effect increases with grain size (Figure 23).

True Stress (Mpa)
¥ 8 3

Y Y T / i/ \

True strain

Figure 22. Left: Flow stress curves of the grains in workpiece with grain size 152 um; Right: Micro-V-bending FE mod-
el with workpiece grain size 152 um [29].

— 435 5
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2 nsg

3

% 1184
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Grain size [pm]

Figure 23. Left: Micro-V-bending result after unloading; Right: Springback angle with different grain size [29].

2.5. Frictional behavior

2.5.1. Open and closed lubricant pockets (CLPs)

Changes of interfacial friction with the decrease of element size in microforming process can
be estimated based on the size-scaled ring compression test [5] and double-cup extrusion
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(DCE) [30]. The friction is recognized based on the comparison between the geometry of the
deformed sample and the finite element simulations results. Change of friction factor with
decreasing workpiece size in the DCE process in lubricated conditions is presented in
Figure 24. It can be seen that the friction increases with the scaled down workpiece size [30].

To recognize the frictional behavior in microforming, the asperity deformation process
needs to be taken into account. Surface topography evolution process is shown in Figure 25.
Before the tool touches the workpiece surface, there is a layer of lubricant on the whole con-
tact surface (Figure 25a). When the tool presses the workpiece surface, some lubricant is
trapped in the roughness valleys, which results in the formation of the so-called closed lu-
bricant pockets (Figure 25b). In the CLPs, a hydrostatic pressure is thus generated and part
of the deformation load is shared by the lubricant. Under this condition, material slides
along the tooling surface with low friction. At the workpiece edges the lubricant is squeezed
out from the roughness valleys and the so-called open lubricant pockets (OLPs) are then cre-
ated. At the OLPs, the flattened asperities support deformation load and they become to be
the real contact areas (RCAs), which increases the interfacial friction (Figure 25c). Open and
closed pockets model application in FE simulation is presented in Figure 26 [32]. Presence of
CLP and OLP results in the nonuniform deformation of material asperities surface affects
the surface properties of the formed microelement.

N

o
A
r

@ in mm 04 0.6
05 ®
_ 1.0 o
£ 20 A
£ 2440 =
o
® | friction
Moved Punch factorm g2
Die §‘
215 0.15
=4 0.1
Static Punch ] 0.06 {'—H

relative punch stroke z/H,

Figure 24. The formed geometries in different size-scaled achieved in double-cup extrusion tests [31].
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Alayer of lubricant

squeezed out

Figure 25. The evolution of workpiece surface asperities in deformation process [32].
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Figure 26. 2D sketch of OLPs, RCAs, and CLPs [32].
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Figure 27. The increase of OLP fraction with the decrease of workpiece size [7].
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Figure 28. End surface topographies of the specimens (1 x 1.5 mm) with the asperity size of: (a) 25 um; and (b) 10 um
[32].

Increase of friction with miniaturization is related to the increase of OLP fraction (Figure 27).
The influence of different sizes of asperity on the change of the compressed surface topography
is shown in Figure 28. The thickness of OLP rim decreases with the increase of asperity size.
This reveals that the efficiency of lubricant in load supporting is higher in the surface with
large asperities. More lubricant can be then trapped in the roughness valleys, resulting in the
increase of the CLP area fraction.
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2.5.2. Friction in forward and backward cup extrusion

Material tends to flow backwards (higher cup) with the decrease of the workpiece size when
the fine-grained material is used [31]. Coarse grain size (Figure 29, case 0.5 mm) is larger than
the cup wall thickness, which makes the material flow forward easily (longer shaft). Defor-
mation behavior of fine- and coarse-grained samples in microdouble-cup extrusion is showed
in Figure 30.
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Figure 29. The experimental results of the combined forward rod —backward cup extrusion [31].

Figure 30. Microstructures of the microformed parts in microdouble-cup extrusion with different grain sizes. (a) 20 and
(b) 150 pm [33].

2.5.3. Surface roughening

The ratio of tool asperity size to the formed element size increases with decrease of workpiece
size and the increase of grain size [22, 34, 35]. Die workpiece interface effects become significant
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in microforming. Geiger et al. [31] has shown that the use of the traditional friction coefficient
or friction factor can lead to erroneous results in microscale. Some of the researchers have taken
into account the impact of degree of a tool roughness on the material deformation process in
numerical analysis. Challen et al. [36] presented the friction model for rough contact of plastic
material with a rigid tool. Model is based on a simplified geometry of the tool surface, whose
actual profile reflects a triangular wave (Figure 31). The surface roughness used in the model
is the average of the asperities parameters measured in the experiment.

Wawelength = AR

mem Roughness Profile

Figure 31. Triangular wave surface roughness model [36].

In that way, using a commercial FE system DEFORM, geometry of the tool surface was
modeled in experimentally verified simulations of the forward microextrusion processes [37,
38] (Figure 32), where a significant influence of container roughness on the material flow was
shown.
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Figure 32. Flow nets of microextruded metal rods with a tool surface characterized by: (a) constant friction factor; (b)
and (c) rigid triangular waves [39].
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Vidal-Sallé et al. [40, 41] modeled die roughness in the form of a rigid triangular wave and the
wave of interconnected arcs—model machined by turning surfaces in FE simulations of
cylinder compression (Figure 33).

Figure 33. Plastic strain distribution in the compressed billet for perfect sliping [41].

Jeon et al. [42, 43] modeled die surfaces in the form of rigid sinusoidal curve in numerical
simulation of the ring compression (Figure 34) as opposed to the use of the traditional empirical
friction coefficient or factor. This finite-element-based model has been validated experimen-
tally in terms of loads and metal flow using the ring test and actual surface measurements.
The curve was referenced to the parameter Ra and the friction factor was determined as m =

flat).

Figure 34. Tool surface geometric model with using an elliptical profile [42].

2.6. Repeatability

The scatter of the measured material properties (Figure 35) (e.g., flow stress, material defor-
mation behavior) increases with the increase of grain size and the decrease of the workpiece
size. This phenomenon is the resulted of different properties of individual grains and their less
number in the workpiece volume [11, 44]. The deformation behavior of a single grain has an
anisotropic nature. When the specimen size decreases and the grain size stays constant, there
will be a small number of grains in the specimen volume and so the number of microstructural

21



22 Modeling and Simulation in Engineering Sciences

features decreases. The uniform distribution of different grains no longer exists. Each grain
with each property plays a significant role to the overall material deformation behavior.
Different crystallographic orientations, different shapes, and sizes of neighboring grains lead
to inhomogeneous deformation, which result in the scatter of achieved material properties.

The flow stress curves of the testing samples

g

True stress (MPa)

300}
= Probability
7 Lowerbound distribution
ffa. g}
—
[ 0.3 0.6 0.9

True strain

Figure 35. Schematic illustration of the modeling of the scatter effect with a normal distribution function [12].

2.7. Mechanical property of the formed billet

The hardness distribution of the formed billet becomes to be no uniform in microforming
(Figure 36) when the grain size is coarse [45, 46]. More even material flow and hardness
distribution can be achieved using the ultrafine-grained material. This implies the potential
applications of the ultrafine-grained materials in metal microforming processes.

T in T [T &

Figure 36. Left: Illustration of nanoindentation; Right: statistical distribution of a-value, a—ratio of the hardness at
each class to the average hardness [25].

Billet formability increases with the decrease of workpiece size for a constant grain size [21].
It needs a larger strain to initiate cracking in microforming (Figure 37). Common assumption
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is that the damage energy to initiate fracturing is the same in macro- and microscale. The flow
stress decreases with the billet size, so the larger deformation is needed to obtain the critical
damage energy in microforming.

o-d,
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= hﬂl 7 NN : h 'hn drﬂ h
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All dimensions in mm
Initial
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—

Scaling down

Figure 37. Different size-scaled central headed parts [21].

2.8. Summary

Microforming is considered as an economically competitive process for production of metallic
microcomponents. The scaling down of a forming system from macro to micro leads to the
occurrence of size effect. This phenomenon differs microforming from forming in macroscale
and do not allow applying conventional knowledge. The anisotropic properties of each grain,
the random nature of grain distribution, and orientation as well as tool surface roughness
become significant. This leads to the inhomogeneous deformation and the scatter of the
achieved flow stress. Experimentally recognized size effects, such as flow stress size effect,
deformation behavior size effect, or interfacial friction size effect are numerically modeled,
giving the ability to more accurately identify their mechanics and to predict the results of the
microforming process.

For the microforming process simulations, commercial FE systems such as DEFORM, QFORM,
ABACUS, or ANSYS/LS-DYNA are used. Nonlinear code ADINA (developed by K] Bathe and
his team at MIT Mechanical Engineering) may be also recommended to solve some of the
complex multiphysical micromechanics phenomena associated with metal forming. Grain

23
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structures are modeled based on metallographies or using Voronoi tessellation and the tool
surface roughness using rigid waves. Ortiz atomistic models of material behavior based on
atomistic energy laws may be an alternative way to resolve the mechanics of microforming of
metals.

Although the polycrystalline material deformation behaviors have been extensively studied
and adopted in numerical simulations, the size effects physics is not yet thoroughly under-
stood. The influence of size effect on deformation mechanics in microforming processes is still
a challenging issue to be investigated.
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Abstract

Numerical simulation has been widely employed to investigate the compressible flows
since it is difficult to carry out the experimental measurements, especially in the reactive
flows. The shock-wave capturing scheme will be necessary for resolving the compres-
sible flows, and moreover the careful treatments of chemical reaction should be
considered for proceeding numerical simulation stable and fast. Recently, the present
authors have tried to establish a high-resolution numerical solver for computing the
compressible reactive flows. This chapter presents the numerical procedures acquired
in this solver for computing the fluxes using weighted essentially non-oscillatory
(WENO) scheme, dealing with chemical stiffness problems, and tracing droplets and
their interaction with the compressible fluids. As examples, the Taylor-Green vortex
(TGV) problem considering the passive scalar mixing, the spatially developing reactive
mixing layer flows taken gas-phase hydrogen, and liquid #-decane as fuel are simulated,
respectively. Many important characteristics of flow, flame, and ignition are analyzed
under the supersonic condition.

Keywords: compressible reactive flows, spray combustion, numerical simulation,
WENO, Lagrangian trajectory model

1. Introduction

Numerical simulation has become one of important approaches in academia and industry to
research-complicated reactive flows in recent years, though it is still a fast developing subject.
For combustion in low-speed flows, usually the low-Mach-number assumption is used, which
assumes that the change of temperature is unrelated to the hydrodynamic pressure [1,2]. While
for transonic or supersonic reactive flows, such as in the scramjet combustor, the compressi-
bleeffects could notbeignored and the set of fully compressible Navier-Stokes equations should
be solved.

I m EC H © 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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There are three numerical simulation methods for compressible reactive flows via solving
Navier-Stokes equations, including Reynolds-averaged Navier-Stokes (RANS) equations,
large eddy simulation (LES), and direct numerical simulation (DNS). RANS simulates all scales
of fluctuations using turbulent models. However, there is still lack of a general model suitable
for all flow types, since RANS ignores the details and impacts of turbulent fluctuations. LES
divides the flow scales into large and small scales via a low-pass filter. The large-scale flows
are solved using the governing equations, and thus LES is able to give the temporal and spatial
evolution of large-scale eddies. The small-scale flows are simulated using a sub-grid-scale
(5GS) model, but there is also no general SGS model. DNS solves the Navier-Stokes equations
for all scales of flows without introducing any models and assumptions, and thus it can
accurately predict the full-scale flow characteristics. However, its main limitation in practice
is the high cost of calculation.

In the early days, RANS or LES was used to simulate the compressible reactive flows consid-
ering the computing cost. Dauptain et al. [3] simulated the supersonic hydrogen flame using
the large eddy simulation, and their numerical results agreed well with the experiment
measurements. LES was also used to simulate the supersonic flow and combustion in a model
scramjet combustor [4], and the velocity and temperature at different cross-sections were
compared with the experimental data. Edwards et al. used the hybrid method of LES/RANS
to simulate the supersonic reacting wall-jet flow [5]. There are also other examples using RANS
or LES [6-9]. Recently, some researchers have used DNS to simulate the compressible reactive
flows. For example, O'Brien et al. [10] simulated the time-developing, H,/air-reacting mixing
layers and investigated the dynamics of backscatter of kinetic energy using DNS; Diegelmann
et al. [11] did the direct simulations of reactive shock-bubble interaction with detailed chem-
istry under varying initial pressure.

One of the main difficulties in the simulation of compressible flows is how to distinguish the
discontinuities which may widely exist in supersonic flows. Jiang and Shu [12] proposed the
weighted essentially non-oscillatory (WENO) scheme to capture shock waves with almost no
oscillations. But the WENO scheme is too dissipative in regions with large shear rates. To
overcome this drawback, the hybrid scheme was hence developed, which switches the WENO
scheme and the linear (high-order) scheme according to a discontinuity detector. Pirozzoli [13]
proposed a hybrid compact-WENO scheme to obtain high resolutions for simulation of shock-
turbulence interaction. Furthermore, Ren et al. [14] proposed a Roe type, characteristic-wise
compact-WENO scheme. Considering overcoming the complexity and program paralleliza-
tion of compact schemes, Hu et al. [15] proposed a simple WENO scheme, which switches
between the WENO scheme and its optimal linear scheme. A detailed review of numerical
methods used for high-speed flows can be seen in [16].

The spray combustion can occur in the scenario of compressible flows [17-24]. Therefore, the
methods to treat the dispersed droplets in the flows will be concerned by different approaches,
such as Eulerian and Lagrangian methods. The Eulerian one needs complicated modelling of
two-phase correlation terms, which is yet to be done. Even though the high computation cost
will be taken by the Lagrangian method to track each particle released to the flow fields, it is
the physically clear and mathematically simple method in simulations of two-phase reactive
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flows. This chapter will also consider the spray combustion in mixing layer flows as a com-
putation example.

This chapter tries to contribute the numerical simulation in the direction of compressible
reactive flows. It is organized as follows. In section 2, the governing equations are presented;
the methods to calculate the multispecies physical parameters and to deal with the chemical
stiffness are also presented. In section 3, the discretization schemes and time integration
methods are discussed, including the discretization of inviscid/viscous terms. In section 4,
three examples of numerical simulations of compressible flows are presented. In section 5, the
conclusions are drawn finally.

2. Governing equations and models of gas properties

2.1. Governing equations

Since this chapter will extend the simulations to the compressible two-phase turbulent flows
considering the dispersed droplets’ evaporation and gas-phase combustion, the governing
equations will describe the Lagrangian transport of droplets through a continuous, compres-
sible and chemically reacting carrier gas flow.

The equations for the gas-phase including mass, momentum, and energy exchange between
the gas and the dispersed phase read as

%+£(pu,)—s,,, (M)

%(pui) " aixj(puiuj +Po,~1,)=5, )

2o t)+_{(pet+p)u]_aa_;_uz ,]]:sQ 3)

%( pY,)+ a%[ka (4, +V;)-pD, Z—I}f] = Seombustion T Sy, (4)

Here, p is the gas-phase density, u; is the velocity, T is the temperature, P is the pressure, Y;is
the mass fraction of the k™ species, and (5,7 is the Kronecker delta function. The right-hand side
terms of the above equations S,, Sy and S, describe the two-phase couplings of mass, mo-
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mentum, and energy, respectively. S is the source term due to combustion. 7; is the

combustion,k

Newtonian viscous stress tensor

ou, Ou; 2 0u,
Ty =p| ot ), ©)
! ox, ox, 3ox, "

A correction velocity Vc jis added to the convection velocity in the species equations to ensure
global mass conservation

i W, 0X, ‘
=Wy ©
Here, N, is the total number of species. W, and X; are the molecule weight and the mole fraction
of the k™ species, respectively. ¢, is the total energy, that is, kinetic energy plus internal

(containing chemical) energy, which is defined as follows:

& T P uu,
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where c,,and h0 fk are the specific heat capacity at constant pressure and specific chemical
formation enthalpy at the reference temperature, T, of the k™ species, respectively. The values
of ¢, are represented by a fifth-order polynomial, and the coefficients can be found in [25]

Cp,k
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The equation of state used for ideal multispecies gas is introduced to close the above equations
as

P=RTY 2t 9)

k=1 k

where R is the universal gas constant.

2.2. Models of gas properties

The kinetic theory for gases is used to compute the transport and thermodynamic properties
of the mixture. The Lennard-Jones potentials are used to calculate the inter-molecular forces.
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The thermal conductivity of each species is determined by the modified Eucken model. The
dynamic viscosity of each species and the binary diffusivity are computed with the Chapman-
Enskog theory, and their formulas can be found in [26]

26.69,W,T
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The viscosity and thermal conductivity of the mixture are calculated by the expressions of
Wake and Wassiljewa [26], respectively,
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2.3. Equations of spray droplets

The evaporating fuel droplets are solved individually under the Lagrangian framework.
Before describing the Lagrangian model, several usual assumptions should be formulated. The
spray of droplets is sparsely dispersed and every droplet is unaware of the existence of the
others. The droplet rotations are neglected and an infinite heat conduction coefficient is
assumed. Therefore, the inner temperature distribution of each droplet remains uniform.
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Because of the high-density ratio between the liquid and gas phases, only the drag force acting
on the droplets is significant. The Lagrangian equations for the position (in the i direction),
X4, velocity, uy, temperature, T,, and mass, m,, of a single droplet are given by

dudi Fd »fl
i Td Ly 1
dt m, [rd (1~ ) 15)
duy, F, [ f
AL, _Qutinly [fo)(NuY(G g gy [ )Ly 17
dt mye, 7, \3Pr ) ¢, ! my )L
dm, . 1) Sh
dtd =it =—m, [ZJ(ﬁJIn(lJF B,) (18)

where ¢, is the specific heat of mixture gas, c; is the specific heat of the liquid. The momentum
response time, 7,4, is defined as

_ Pada

ta 18u

(19)

where d, is the droplet diameter. The gas-phase Prandtl and Schmidt numbers in gaseous
phase are given by

c
Pr:h,sczi (20)
A peD

respectively. The Nusselt and Sherwood numbers are

Nu =2 +0.552Re}/* Pr'’* (21)

Sh =2+0.552Re}/*Sc'* (22)

respectively. Here, the droplet Reynolds number based on the slip velocity is defined as
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Re, = N (23)

u

f1is an empirical correction to the Stokes drag law and is given as
f,=1+0.15Re}* (24)

The corrections of heat transfer for an evaporating droplet are given as

f: 2 = (25)

where the nondimensional evaporation parameter is given by

md
p=-15Prt, (m_] (26)

d

The evaporation rate is controlled by the mass transfer number, By, and is given by

BM — _sf 14 (27)

Here, Y is the mass fraction of the vapor on the far-field condition for the droplets and Y; is
the vapor surface mass fraction calculated directly from the surface molar fraction (), which
is obtained using the equilibrium assumption

Xsf
Y, = 28
' Xsf+(1_Xsf)W/WV ( )
Xf=Pa““ exp L ¢ 1.1 (29)
s P R/W Ty, T,

where Wis the mean molecular weight of mixture gas, Wy is the molecular weight of the vapor,
P, is the atmospheric pressure, R is the universal gas constant, and Ty, is the liquid boiling
temperature at P,,. Ly is the latent heat of fuel vapor at liquid temperature, T,, and is given
as follows:
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T.. -T
L =L C,L d
v="Lug, [—T - ] (30)

cL ™ 'BL

where L Ty, is the latent heat at Ty and T, is the critical temperature.

2.4. Two-way coupling models

The source terms S, due to interactions between continuous phase and dispersed phase, are
expressed by summating total droplets existing in one computation cell, denoting as N,

1 .
Sm = _ENZL(md) (31)
S :_LZ(F + ity ) 32
F AV < d d“a,i ( )
1 . u ,'u i
0T [Qﬁmd( 3 +hv,sf>] (33)
—LZ(m ) for fuel
S, =1 AVEH (34)

0 for other species

where m4 and ri1; denote the droplet mass and dm,/df, respectively, u,, is the droplet velocity,
AV is the volume of the computational grid for the gas-phase calculation, and hy  is the
evaporated vapor enthalpy at the droplet surface. F; and Q, are the drag force and the
convective heat transfer, respectively, described later. For the combustion reaction model, a
one-step global reaction is adopted for the reaction of hydrocarbon-air mixtures. The source
term, S mpustion 1S €Xpressed using the combustion reaction rate per unit volume, Ry, as follows:

n W

combustion, k = _n_kaRF (35)

F F

S

where 1, and n; are the molar stoichiometric coefficients of the k™ species and the fuel for the
one-step global reaction (positive for the production side), respectively. W, and W; are the
molecular weights of the k' species and fuel, respectively.
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3. Numerical discretization procedures

A finite difference methodology is used to solve the above governing equations. An explicit
Runge-Kutta time-integration methodology is applied, obtaining a third-order time-accurate
computation. For example, for a semi-discrete equation of dU;=L ,(U)dt, the iteration from n

to iteration n+1 is performed as

. m, 1 1)
U LI I,I + 4Ai&L (U] ) (36)
n+l __ n ( ) 2 (2)
U]. —gLI]. +§Uj + 3AtLl(U] )

where U, is the conserved variable at the direction j.

The higher-resolution numerical scheme applied for the resolution of supersonic flow is
essential to the reliability of simulation. The nonviscous flux f ;,;,, for the interface at j+1/2, is

evaluated using a fifth-order hybrid Compact-Weighted Essentially Non-Oscillatory scheme
[14] for the resolution of turbulent field and shock-capturing calculation in the supersonic flow.
The numerical flux of the hybrid scheme is calculated as

A

_ Fcu WENO
fivz =i (1 + G]+1/2)-l:j+1/2 (37)

AN
which is constructed by hybridizing a fifth-order Compact Upwind (CU) scheme, f 5 5and a
fifth-order WENO one, f \]/\113\210, through a smoothness indicator 7.. 0, is the weight of the

numerical flux,

r

[

.
_ . j+1/2
Oiipp = mm(l,—] (38)
A sixth-order symmetric compact difference scheme is applied for the viscous diffusion terms,

B oo 2(f = fy) + (£ ) (39)
i+l 36Ax

F .+
]

T
+

-1

1
3

A . s o f .
where F | is the difference approximation for (%) ; at the node j.
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Because of the stiffness of the equation due to the reactions, the time integration of the
equations is performed by means of the point-implicit method [27]. For instance, U is supposed
as the unknown variable at time step n+1, and the below equation is solved to obtain U™'=L["
+AU

as ’ n n n
[1—[%) At]AU:(—C +V"+S")At (40)

where C is the convection term, V is the viscous term, S is the source term, and I is the unity
matrix.

In order to obtain the physical quantities of the fluid at a droplet position, the fluid velocities
computed on the Eulerian mesh were interpolated at the droplet locations. A fourth-order
Lagrangian interpolation was used for this purpose [28]. When the droplet is located at (x, y,,
z4) in a cell whose coordinates are (x, yy, zo)...(x;, ), ), the fluid velocity at the droplet position
is obtained via the Lagrangian interpolation, which is expressed as

n/2 n/2 n/2 n/2 n/2 _ n/2 _
Y 24— %

u(xd,yd,zd)z Z Z Z x H Ta= H Ya H Ui ik (41)

i=1-n/2 j=1-n/2 k=1-n/2 I=1-n/2 x,‘ - xl 1=1-n/2 ]/,» —]/, I=1-n/2 Z,‘ _Z[

(1) (1) (1K)

where the subscripts i, j, k, and I represents the cell indexes and n = 4.

In the Lagrangian droplet-tracking method, the droplet equation of motion was integrated
with the third-order Adams-Bash-forth scheme in direction, i, for droplet position,

23 16 n-1 5 n-2

X = A = - — T — 42
d,i d,i 12 d,i 12 d,i 12 d,i ( )

The equations of velocity and temperature of the droplet are solved using the same integration
method, as Eq. (42).

4. Numerical examples

4.1. Taylor-Green vortex (TGV) case

Taylor-Green vortex problem is an idea test for a numerical scheme whether it has the ability
to simulate the transition from laminar to turbulence, since it contains the stages of laminar,
transition, and finally turbulence as time develops. The three-dimensional Taylor-Green
vortex was first introduced by Taylor and Green, and its initial condition is given as follows:
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u=U,sinxcosysinz

v=-U,cosxsinysinz
(43)
w=0

p=p,+ pOUOZ(cos2z +2)(cos2x +cos2y) /16

The computing domain is [0, 2rt]x[0, 2m]x[0, 2rt]. The parameters are set as p,=100, p,=1,
U,=1, then the Mach number is about 0.08 and the flow is nearly incompressible. The boundary
conditions in the three dimensions are all periodic. Three numerical schemes are used here,
WENO [7], WENO-compact upwind [9] (denoted as WENO-CU), and WENO-linear upwind
[10] (denoted as WENO-LU), respectively. Two sets of computation grid are taken as 64* and
32° for different flow Reynolds numbers.

Figure 1 shows the results of the total kinetic energy integrated in the entire flow field. For Re
= 30,000, the kinetic energy decays very slowly at the beginning and it has almost no change
in the first few seconds. However, when the time is at about 4 s, the sub-grid scales are
produced and the kinetic energy begins to decay due to the numerical dissipation, which also
can be taken as the implicit sub-grid dissipation. The results of Re number equalling 3000 are
similar, since in both cases, the numerical viscosity is larger compared to the physical viscosity.
For the results of Re = 300, there is only slight difference between the curve of WENO-LU and
WENO-CU, since in this case the physical viscosity is dominated.
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Figure 1. Comparison of the total kinetic energy. (a) Re = 30,000; (b) Re = 3000; (c) Re =300.
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Figure 2 shows the energy spectrum of the TGV with Re = 30,000. As the time increases, the
slope of energy spectrum also changes. If the time is longer than 4, the turbulence develops
and the kinetic energy builds up a Kolmogorov inertial range. The slope is then approximately
decayed with the -5/3 law. It implies that it can predict the characteristics of turbulence.

WENO-LU
WENO-CU
-5/3 scaling

Figure 2. Energy spectrum of TGV with Re = 30,000.

Since the passive scalar transportation is very important in many fields, especially in the
chemical-reacting process, we also solved the conserved passive scalar transport equation

o(pf)
ot

+V-(pfl) =V -(pDVf) (44)

Here, only the WENO-LU scheme is used since it has less dissipation and costs less computing
time. Equation (44) presents the initial condition for f and it is a function of the initial Q
distribution, where Q is the value of g-criteria. Different Schmidt numbers are taken in the
simulations, 1, 0.1, and 0.01, corresponding to different diffusivity coefficients, respected
D=p/(pSc)

fit=0)=

LreflGQ) er]; €L ¢ =100 (45)
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Here, erf is the error function. Figure 3 shows the initial distribution of f. As we can see, in
most regions, fequals 1 or 0 and there are large gradients of finitially.

Figure 3. Initial distribution of passive scalar f.

Figure 4 shows the variance of the passive scalar for the Re = 30,000 flow in different Schmidt
numbers and different grid levels. Similar to the kinetic energy decaying, the scalar variance
decays very slowly in the first 4 s, and it can be concluded that the passive scalar mixing goes
on with the laminar diffusion. However, the significant decaying can be observed due to the
initial large gradients of passive scalar. For the time longer than four, the turbulent mixing
occurs and the decaying of passive scalar variance is larger than that in the beginning stage.

<>
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Figure 4. Variance curves of passive scalar.

Figure 5 shows the passive scalar contours for Re = 30,000 and Sc = 1.0 in the plane of z = 7.
During the stage of laminar diffusion, the interface between the high and low f region is clear
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while the interface is wrinkled in the stage of turbulent mixing, which enhances the mixing
process.

Figure 5. Passive scalar field in the plane of z=m. (a) t=0s; (b) t=3s; (c) t=65; (d) t=10s.

4.2. Reactive H,/air spatially developing mixing layer

The schematic of the supersonic mixing layer is shown in Figure 6.

= Ua
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Figure 6. Schematic of computation model of spatially developing mixing layer.

The inlet conditions are set as follows. The average velocity profile in the stream-wise direction
is a hyperbolic tangent, and the average velocity in other directions is set to zero

a:

_ -0.51
uA+uF+uA UF tanh(y y)

46
2 2 26, #6)

where 0, is the inlet layer thickness given as 0.4 mm, and [, is the length of computational
domain in the y direction. U, is the hot-air inflow velocity, 2000 m/s, U is the cold fuel inflow
velocity, 1000 m/s. The temperatures of both streams are T, =1600 K and T;=390 K. The reactive
system pressure is specified as p,=1 atm.
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The stream-wise and transverse domain lengths are [, and /,, respectively. By setting /=4I, the
transverse domain size is large enough to have minimal influence on the main flow region of
the droplet-laden shear layer. The computation grid in the two-dimensional case is taken as

512 x 128 equally spaced computational cells in the stream-wise and the transverse directions,
respectively, after a series of grid independence tests.

In order to stimulate the flow instability, the inlet velocity perturbation is given as
v'=(U, —UF)G(y—O.Sly) Asin(2nf t +&) (47)

where G is the Gauss function, A is the fluctuation amplitude, f, is the maximum disturbance
frequency, and & is the random phase. The nonreflecting conditions are used in the transverse
directions. The outflow is treated by an extrapolation of each primitive variable. A 19-step
detailed H,/O, reaction mechanism is used, which can be referred in [29].
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Figure 7. Instantaneous contour distribution of reactive flows. (a) temperature; (b) Hy; (c) H,O.
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Instantaneous distributions of temperature and mass fraction of H, and H,O at ¢ =2 ms are
shown in Figure 7. At about x = 0.4 m, the mixing layer loses stability, the large-scale vortices
begin to form, and efficient mixing occurs inside the vortices. Due to the relatively high
temperature of air, fast reaction occurs and a large amount of water concentrates inside the
vortices.

Figure 8 shows the flame structures in the mixing layer flow. The flame structures were
obtained by means of plotting all the combustion status in the whole computation domain
within the time interval 2<t<2.5 ms, that is, recording and plotting the temperature or species
fraction at each calculation node in the observing time interval. Here, the mixture fraction is
defined as

W
J=—H (48)
W, +W,

where Wy and W, are the mass fraction of element H and element O, respectively. For the
stoichiometric ratio, Z,=0.111. It can be seen that the peaks of temperature and water are both
near Z. The flame structure is similar with that in the flamelet model, since the non-premixed
flame dominates in the current case.
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Figure 8. Flame structure. (a) temperature distribution and (b) water distribution.

4.3. Non-premixed combustion of n-decane droplets in turbulent mixing layers

The considered flow configuration is that of a spatially developing shear layer, as depicted in
Figure 9, which is formed between a stream of hot air moving at velocity U, and a spray carried
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by cold air moving at velocity Us. x and y refer to the stream-wise and transverse directions,

respectively. The inflow parameters of the two streams are listed in Table 1.
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Figure 9. Schematic of a fuel spray in a two-dimensional turbulent shear layer.

Velocity ratio Temperature ratio

Pressure ratio

Convective Mach number

u,/Us T\/Ts P,/Pg _u,-u
Mc_ a, +ag
2 4 1 0.4
U (m/s) Ts (K) Py (MPa) Inflow Reynolds number
Re= P ‘ U,-Us I %
1
458.3 363.3 0.1 2731.2
uy (m/s) T, (K) pa (kg/m®) Particle Stokes number (St,)
st )
tO_ T\ 18ug u,-ug
458.3 298.2 642.0 10.5

Table 1. Inflow parameters.

The initial Mach numbers of the two streams equal 1.2. The cold-air stream is nonuniformly
laden with droplets at the cold-air inlet. For the combustion reaction model, a one-step global
reaction model of n-decane is used [30]. In this model, the chemical reaction is simplified as

C,H,, + Mo, 0,=> Mo, CO, + nHZOHZO

(49)
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where 7, is the molar stoichiometric coefficients of each species. The global reaction constant,
k (mol/cm?/s), is given by

R b
k:A~T”exp _i p-YF p'YOz (50)
RT )\ W, x10° WOZ x10°

where A is the coefficient of frequency and E is the activation energy. In the reaction of n-
decane, these parameters are given as follows: A =3.8 x 10", E =1.256 x 10°]/mol, 2 =0.25, b =
1.5, and n=0. Therefore, the combustion reaction rate per unit volume (g/cm?/s) is Rg= Wyk x 10°.

In all simulation cases, the fuel droplets are initially located in the cold air and cannot vaporize
until they traverse into the hot air associated with the rolling-up process of vortices. The hot-
air stream provides the heat needed for droplet vaporization. The fuel vapor diffuses into the
air stream, and it begins to react with the local oxygen as it reaches the high-temperature
regions.

Large eddies rotate and entrain the hot air, providing heat for the evaporation of fuel droplets
that preferentially accumulate in the high-strain vortex-braid regions adjoining the hot air. The
fuel vapor generated by droplet evaporation diffuses toward the hot air and mixes with the
surrounding oxygen, forming reactive pockets. Auto-ignition occurs when the fuel mass
fraction is high enough, as depicted in Figure 10(a). Under the instantaneous condition, the
time #, defines the moment that the incipient establishment of ignition kernels occurs. We
normalize the gaseous temperature by T" = T/T;, and T;,= (T, + Ts)/2. The droplet diameters are
normalized by d* d = d4/d, and d is the initial droplet diameter.

Large eddies rotate and the reaction kernels between two convection vortices are strained at
time ¢ = t;;+ 0.25¢;, as shown in Figure 10(b). Here, the time #, is the large eddy turnover time
and is defined as

6L

t =— L
' |UA_US|

Q)

where 6, is the length of the large eddy. Compared with the reaction rates of the ignition
kernels at time t;,,
a larger temperature increase and facilitates the self-acceleration of the chemical reaction rate.
Attime t =t + 0.5t the reaction kernels are separated into two parts due to the stretch effects,
as shown by Figure 10(c). One part of the reaction kernels still exists in the high-strain vortex-
braid zone and suffers the shear strain continuously. Evaporating fuel droplets segregate in a
thin layer along this reaction kernel and feed fuel vapors for the chemical reaction. The other
separated part is entrained in the inner of the large cold eddy. It is difficult for the fuel droplets
to penetrate into the high-vorticity core of the large eddy because of the large droplet inertia

and fuel droplets surround far from this separated reaction kernel, forming a thick vaporiza-

the chemical heat release in the reaction kernels at time t, + 0.25¢; results in
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tion layer. However, the turbulence motion separates the vaporization layer and the flame
kernel. Hence, the fuel vapor diffusion is difficult for feeding the chemical reaction in the flame
kernel effectively. Here, we call it the weak-fueling mechanism due to the preferential
concentration effects of droplets. If we track the separated reaction kernel in the inner of the
cold eddy, it is found that the local chemical reaction rate of this flame kernel is decelerated,
compared to that of the reaction kernel in the high-strain zone accompanied by the rich reactant
supplement. Figure 10(d) depicts the extinction phenomena at time ¢ = £, + 0.75¢;. Compari-

Figure 10. Flame kernels at (a) time ¢ = t; (b) time t = £+ 0.25 #;; (c) time ¢ = ,,+ 0.5 #; and (d) time ¢ = t,;+ 0.75 #.

o
Instantaneous distributions of dimensionless gaseous temperature (left) and reaction rate (right), with red isolines giv-
en by Q = [11, 15] (kgm>s?) in (a) and Q = [15, 24] (kgm>s™) in (b)~(d). Here, the dots indicate fuel droplets in the
figures, with colors corresponding to dimensionless droplet diameters in the right figures.
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son with Figure 10(c) shows that the reaction kernels that have high chemical reaction rates
in the high-strain region at time ¢ = t,,+ 0.5, disappear. The other reaction kernel entrained in
large eddies is distorted due to the turbulence motions.

5. Conclusions

This chapter introduced the state of art of the numerical simulation on compressible flows.
The high-order hybrid WENO scheme, as one of the important issues for simulating the
supersonic flows, is required to compute the numerical fluxes, in which the WENO scheme is
used near the discontinuities and linear scheme is used in the smooth regions of the flows. In
the solver developed by the present authors, the point-implicit method is utilized to treat the
chemical stiffness problem.

A TGV problem, defined to investigate the transports of passive scalar, is simulated by the
present numerical procedures. The decaying of the kinetic energy and variance of passive
scalar due to initial gradients are analyzed based on the numerical results. The spatially
developing mixing layer flows are simulated, taking the hydrogen and liquid n-decane
droplets as fuel and air as oxidizer in the scenario of supersonic inflows. The stable combustion
of hydrogen/air and the flame structure are analyzed by the numerical results. The ignition
considering the eddy turnover effects is carefully analyzed, since the large-scale structures and
droplet dispersion can be captured by the present numerical methods.

This chapter tries to contribute the field of numerically analyzing compressible reactive flows.
The new high-order schemes and numerical strategy will be developed in the future, so that
the stabilities and robustness will be enhanced by the solver based on the Navier-Stokes
equations. Thus, deeply understanding the flow physics of compressible reactive flows will
be benefited from results obtained by numerical simulations.
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Abstract

This chapter is devoted to the discussion of a hybrid frequency-time CAD tool especially
designed for the efficient numerical simulation of nonlinear electronic radio frequen-
cy circuits operating in an aperiodic slow time scale and a periodic fast time scale.
Circuits driven by envelope-modulated signals, in which the baseband signal (the
information) is aperiodic and has a spectral content of much lower frequency than the
periodic carrier, are typical examples of practical interest involving such time evolu-
tion rates. The discussed method is tailored to take advantage of the circuits and signals
heterogeneity and so will benefit from the time-domain latency of some state varia-
bles in the circuits. Because the aperiodic slowly varying state variables are treated only
in time domain, the proposed method can be seen as a hybrid scheme combining
multitime envelope transient harmonic balance based on a multivariate formulation,
with a purely time-step integration scheme.

Keywords: partial differential equations, numerical simulation, radio frequency cir-
cuits, time-frequency analysis

1. Introduction

In the last two decades, radio frequency (RF) and microwave system design has been found as
a significant part of the electronic semiconductor industry’s portfolio. Over the years, the
necessity of continuously providing new wireless systems’ functionalities and higher trans-
mission rates, as also the need to improve transmitters’ efficiency, has been gradually reshap-
ing wireless architectures. Heterogeneous circuits combining baseband blocks, digital blocks,
and RF blocks, in the same substrate, are commonly found today. Hence, RF and microwave
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circuit simulation has been conducted to an increasingly challenging scenario of heterogene-
ous broadband and strongly nonlinear wireless communication circuits, presenting a wide
variety of slowly varying and fast changing state variables (node voltages and branch cur-
rents). Thus, RF and microwave design has been an important booster for numerical simula-
tion and device modeling development.

In general, waveforms processed by wireless communication systems can be expressed by a
high-frequency RF carrier modulated by some kind of slowly varying baseband aperiodic
signal (the information signal). Therefore, the evaluation of any relevant information time
window requires the computation of thousands or millions of time instants of the composite
modulated signal, turning any conventional numerical time-step integration of the circuits’
systems of differential algebraic equations highly inefficient. However, if the waveforms do
not require too many harmonic components for a convenient frequency-domain representa-
tion, this category of circuits can be efficiently simulated with hybrid time-frequency techni-
ques. Handling the response to the slowly varying baseband information signal in the
conventional time step by time step basis, but representing the reaction to the periodic RF
carrier as a small set of Fourier components (a harmonic balance algorithm for computing the
steady-state response to the carrier), hybrid time-frequency techniques are playing an impor-
tant role in RF and microwave circuit simulation.

Beyond overcoming the signals’ time-scale disparity, the partitioned time-frequency technique
discussed in Section 3.2 is also able to efficiently simulate highly heterogeneous RF networks,
by splitting the circuits into different subsets (blocks) and computing their state variables with
distinct numerical schemes.

2. Theoretical background material

2.1. Mathematical model of an electronic circuit

Dynamic behavior of an electronic circuit can be modeled by a system of differential algebraic
equations (DAE) involving electric voltages, currents and charges, and magnetic fluxes. The
DAE system can, in general, be formulated as

@ b F(x(0) = b0, (1)

in which b(t)eR" stands for the excitation vector (independent voltage or current sources) and
x(t)€R" represents the state variable vector (node voltages and branch currents). f{ ) models
the memoryless elements of the circuit, as is the case of linear or nonlinear resistors, linear or
nonlinear controlled sources, etc. g( ) models the dynamic elements, as capacitors or inductors,
represented as voltage-dependent electric charges or current-dependent magnetic fluxes,
respectively.
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This system of (1) can be constructed from a circuit description using, for example, nodal
analysis, which involves applying Kirchhoff currents’ law to each node in the circuit, and
applying the constitutive or branch equations to each circuit element. Hence, it represents the
general mathematical formulation of lumped problems. However, as reviewed in [1], this DAE
circuit model formulation can also include linear distributed elements. For that, the distributed
devices are substituted by their lumped-element equivalent circuit models, or are replaced, as
whole sub-circuits, by reduced order models derived from their frequency-domain character-
istics. It must be noted that the substitution of distributed devices by lumped-equivalent
models is especially reasonable when the size of the circuit elements is small in comparison to
the wavelengths, as is the case of most emerging RF technologies integrating digital high-speed
CMOS baseband processing and RECMOS hardware in the same substrate.

2.2. Transient simulation

Obtaining the solution of (1) over a specified time interval [¢,, t,,] with a specific initial
condition x(ty)=x, is what is usually known as an initial value problem, and evaluating such
solution is frequently referred to as transient analysis. The most natural way to compute x(¢) is
to numerically time-step integrate (1) directly in time domain. So, it should be of no surprise
that this straightforward technique was used in the first digital computer programs of circuit
analysis and is still nowadays widely used. It is present in all SPICE (which means simulation
program with integrated circuit emphasis) or SPICE-like computer programs [2]. In order to
numerically time-step integrate the DAE system of (1) commercial tools use initial value
solvers, such as linear multistep methods (LMM) [3-5], or one-step methods, i.e., Runge-Kutta
(RK) methods [3-5]. Either LMM or RK families can offer a great diversity of explicit and
implicit (iterative) numerical schemes, suitable to compute the numerical solution of different
types of initial value problems with a desired accuracy.

2.3. Steady-state simulation

Although SPICE-like computer programs (which were initially conceived to compute the
transient response of electronic circuits) are still widely used nowadays, RF and microwave
designers’ interest normally resides on the steady-state response. The reason for that is some
properties of the circuits are better described, or simply only defined, in steady-state (e.g.,
harmonic or intermodulation distortion, noise, power, gain, impedance, etc.). Initial value
solvers, as linear multistep methods, or Runge-Kutta methods, which were tailored for finding
the circuit’s transient response, are not adequate for computing the steady-state because they
have to pass through the lengthy process of integrating all transients, and expecting them to
vanish.

Computing the periodic steady-state response of an electronic circuit can be formulated as
finding out a starting condition (left boundary), x(f,), for the DAE system modeling the circuit
that leads to a solution obeying the final condition (right boundary) x(t,)=x(t,+T), with T being
the period. In mathematics, these problems are usually known as periodic boundary value
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problems. Taking into account the formulation of (1), these problems will have here the

following form,

dq(x(1)) + f(x() =b(1), x(t,)=x(t,+T), t,<t<t,+T, ()

dt

where the condition x(t)=x(t,+T) is known as the periodic boundary condition.

In order to numerically solve (2), a solution that simultaneously satisfies the differential system
and the two-point periodic boundary condition has to be computed. A particular technique
has been found especially useful for RF circuit simulation: the harmonic balance (HB) [6-8]
method.

2.4. Harmonic balance

Harmonic balance (HB) [6-8] handles the circuit, its excitation and its state variables in the
frequency-domain. Because of that, it benefits from allowing the direct inclusion of distributed
devices (like dispersive transmission lines), or other circuit elements described by frequency-
domain measurement data. Frequency-domain methods differ from time-domain steady-state
techniques in the way that, instead of representing waveforms as a collection of time samples,
they represent those using coefficients of sinusoids in trigonometric series. As a consequence,
under moderate nonlinearities, the steady-state solution is typically achieved much more
easily in the frequency domain than in the time domain.

In periodic steady-state, any stimulus b,(t) or state variable x,(t) can be expressed as a Fourier

series

+K K
bs (t) = z Bkejkwaf5 X, (t) — Z Xkejkwot’ (3)
k=-K Py

where w,=21/T is the fundamental frequency and K is the order adopted for a convenient
harmonic truncation. The HB method consists in converting the DAE system of (2) into the
frequency domain, to obtain the following n(2K+1) algebraic equations system

jQQ[/‘] + F[r] + jgc[r‘][x["ﬂl _ X["]] + G[/‘][x[fﬂ] _ X[f]] — B, (4)

in which the unknowns are the Fourier coefficients of the state variables of the circuit

X=[X"X,,.X,'T, (5)

n
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where each one of the X, v=1, ..., n,is a (2K +1)x1 vector containing the Fourier coefficients
of the corresponding state variable x,(f). F and Q are vectors containing the Fourier coefficients
of f(x(t)) and g(x(t)), respectively, and G and C denote the n(2K +1)xn(2K +1) conversion
matrices (Toeplitz) [7,9] corresponding to g(x)=df(x)/dx and c(x)=dq(x)/dx. j is the imaginary

unit and Q is a diagonal matrix defined as

Q=diag| —Ka,,....Kw,,~Ka,,....Kw,,....,—Ka,,....,K®, |. (6)

v=1 v=2 v=n

The system of (4) can be rewritten as

JQQU +F B +| jQC" + G [X"1 - X" =0,

HKd) Jodrly (7)
or, in its simplified form, as
dH(X) .
H(X") + o XU - X =0, 8
(X X | [ ] 8)
in which
H(X) = jQQ(X)+F(X)-B=0 9)

is known as the harmonic balance system, and the n(2K +1)xn(2K +1) composite conversion

matrix

I(X)= % = JQC(X) + G(X) (10)

is known as the Jacobian matrix of the error function H(X). This system of (9) is iteratively solved

according to (8), until a sufficiently accurate solution X" is achieved, i.e., until

[HX) =] QX + F(X1) - B|< 5, an
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where 6 is the allowed residual size, and | H(®)|| stands for some norm of the error function
H(e).

2.5. Multivariate formulation

The multivariate formulation is a powerful strategy that emerged in the late 1990s, playing an
important role in RF circuit simulation today. It was first introduced by Brachtendorf et al. [10]
as a sophisticated derivation of quasi-periodic harmonic balance, followed by Roychowdhury
[11], who demonstrated that the multivariate formulation can be an efficient strategy to analyze
circuits running on distinct time scales. The multivariate formulation uses multiple time
variables (artificial time scales) to describe the multirate behavior of the circuits. Thus, it is
suitable to describe typical multirate regimes of operation present in RF and microwave
systems, as is the case of circuits handling amplitude and/or phase-modulated signals,
quasiperiodic signals, or any other kind of multirate signals containing a periodic component.

The main achievements of the multivariate formulation are due to the fact that multirate signals
can be represented much more efficiently if they are defined as functions of two or more time
variables (artificial time scales), i.e., if they are defined as multivariate functions [11-16].
Therefore, as we seein Section 2.5.2, circuits will be no longer described by ordinary differential
algebraic equations in the one-dimensional time ¢, but, instead, by partial differential algebraic
systems.

2.5.1. Multivariate representations

The multivariate (multidimensional) strategy is easily illustrated by applying it to a bi-
dimensional problem (two distinct time scales). So, let us consider, for example, an amplitude-
modulated RF carrier of the form

b(t) = e(t)cos(2 f.1), (12)

where e(t) is the envelope (a slowly varying signal), while cos(27 f -t) is the fast-varying RF
carrier. Simulating a circuit with this kind of stimulus, using conventional time-step integra-
tion schemes (e.g., Runge-Kutta schemes, or linear multistep methods), is computationally
very expensive. The main reason is that the solution has to be computed during a long time
interval imposed by the slowly varying envelope, whereas the step length is severely con-
strained by the high-frequency RF carrier.

Consider now the following bidimensional definition for b(t),

bty tc) = elty)cos(2m f 1), (13)
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where t; is the slow envelope time scale and f is the fast carrier time scale. In this particular
case, b(tg, tc) is a periodic function with respect to ¢ but not to f;, i.e.,

[;(tE’tC) :[;(taatc +Tc)’ Tc :l/fC' (14)

The univariate form, b(#), with e(t)=2¢ 1% and f-=2 GHyg, is plotted in Figure 1 for the [0, 25
ns] time interval. The corresponding bivariate form, ;)\(tE, tc), is depicted in Figure 2 for the
rectangular region [0, 25 ns] x [0, 0.5 ns]. There, it can be appreciated that g(tE, tc) does not
have as many undulations as b(t), thus allowingAa more compact representation with fewer
samples. Furthermore, due to the periodicity of b(tg, t.) in ¢, we know that its plot repeats
over the rest of this time axis. Thus, the bivariate form plotted in Figure 2 contains all the
information necessary to recover the original univariate form depicted in Figure 1.

Figure 1. Envelope-modulated signal in the univariate time.

Figure 2. Bivariate representation of the envelope-modulated signal.
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2.5.2. Multirate partial differential algebraic equations’ systems

Let us consider a general nonlinear RF circuit described by the differential algebraic equations’
system of (1), and let us suppose that this circuit is driven by the envelope-modulated signal
of (12). Considering the above stated, we are able to reformulate the excitation b(t) and the
state variables x(f) vectors as bidimensional entities, in which f is replaced by ¢; for the slowly
varying parts (the envelope time scale) and by t. for the fast-varying parts (the RF carrier time
scale). This bidimensional formulation converts the DAE system of (1) into the following
multirate partial differential algebraic equations’ (MPDAE) system [11]:

0g(x(t.1)) | g(x(1.1,))

o, o, + f(x(tg,10)) = b1, 10). (15)

N
The mathematical relation between (1) and (15) establishes that if b(t, ) and Q(tE, tc) satisfy
N
(15), then the univariate forms b(t)=b(¢, t) and x(t)=9Ac(t, t) satisfy (1) [11]. Therefore, univariate

solutions of (1) are available on diagonal lines t.=t, t-.=t, along the bivariate solutions of
(15), i.e., x(t) may be retrieved from its bivariate form Q(tE, tc), by simply setting f; = ¢, = t.
Consequently, if one wants to obtain the univariate solution in the generic [0, t;,,] interval, due
to the periodicity of the problem in the {. dimension we will have

x(f) = X(1,tmodT,.) (16)

on the rectangular domain [0, tg;,,]*[0, T], where t mod T, represents the remainder of

division of t by T.. The main advantage of this MPDAE approach is that it can result in
significant improvements in simulation speed when compared to DAE-based alternatives.

2.5.3. Initial and boundary conditions for envelope-modulated regimes

Dynamical behavior of RF circuits driven by stimuli of the form of (12) can be described by the
MPDAE system of (15) together with a set of initial and periodic boundary conditions. In fact,
bivariate forms of the circuits’ state variables can be achieved by computing the solution of the

following initial periodic-boundary value problem

oq(%(t,t.)) oq(x(t,t. A )
| a(tE ))+ ( a(tc ))+f(x(tg,tc))=b(tE,tC),

(0t )=i(t.),  %(t,,0)=%(t,T.),

(17)
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on the rectangle [0, tp;,,]%[0, T¢]. i() is a given initial-condition function defined on [0,T],
satisfying i(0)=i(;c)=x(0), and Q( tE0)=Q( tr, T¢) is the periodic boundary condition due to the
periodicity of the problem in the ¢, fast carrier time scale.

The reason why bivariate envelope-modulated solutions do not need to be evaluated on the
entire [0, tp;,;] %[0, g, | domain (which would be computationally very expensive and would

turn the multivariate strategy useless), and are restricted to the rectangle [0, tp;,,,]%[0, T}, is

because the solutions repeat along the f. time axis. The way how univariate solutions are
recovered from their multivariate forms was already defined above by (16).

3. Hybrid time-frequency techniques for computing the solution of
MPDAEs

In this section, we will finally discuss the hybrid time-frequency numerical techniques that
can be used to evaluate the solution of MPDAEs describing the operation of nonlinear
electronic radio frequency circuits running in an aperiodic slow time scale and a periodic fast
time scale. Section 3.1 addresses an efficient technique often referred to as multitime envelope
transient harmonic balance (multitime ETHB). Then, Section 3.2 presents an advanced parti-
tioned time-frequency technique, which is an improved version of multitime ETHB and has
demonstrated to be even more efficient than this technique.

3.1. Multitime envelope transient harmonic balance

Let us consider the initial-boundary value problem of (17) and let us define a semi-discretiza-
tion of the rectangular domain [0, ¢, ]%[0, T]in the t; slow time dimension described by the

following general non uniform grid

0= oo <tpy <o <dp, <lp; < <lpx =l hE,i =l s (18)

in which K represents the total number of steps in t; and & ; denotes the grid size at each time
step i. If we replace the derivatives of the MPDAE in t; with a finite-differences approximation
(e.g., a backward differentiation formula, the modified trapezoidal rule, etc.), then we obtain
for each slow time instant ¢;;, from i =1 to i = K, a periodic boundary value problem in t.. For
simplicity, and clarity, let us suppose that the Backward Euler rule is used. In such a case, we
obtain

x(t.))-ql(x_,(t.)) dq(x(t- . A
q( i ))hz( ( ))+ ‘I(dt£ ))+f(xi(tc)):b(tE,i’tC)’ )
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where Q,-(tc) is an approximation to the exact solution X(ts,to). Thus, once Qi_l(tc) is computed,
the solution on the next slow time instant, Qi(tc), is evaluated by solving (19). Consequently,
it is straightforward to conclude that we have to solve a set of K; periodic boundary value
problems if we want to obtain the solution Q(tE, tc) in the entire[0, tp;,,]*[0, T] domain. With
multitime ETHB, each one of these periodic boundary value problems is solved using the
harmonic balance method. For each slow time instant f;; the resultant HB system is the n(2K
+1) algebraic equation system defined by

Q(X(1,,) - Q(X(t,.,,)
hE

+7QQ(X(1,, ) + F(X(1,,) = B(t,.), (20)

R

A A
where B(t ;) and X(t; ;) are the vectors containing the Fourier coefficients of the excitation

sources and of the solution (the state variables), respectively, at t; = t;,. F(*) and Q(*) are
unknown functions that can be computed by evaluating f() and ¢() in the time domain and
then calculating their Fourier coefficients. Q is the diagonal matrix (6), and the X(t; ;) vector

can be described as

X(t,,) =X, ) Xt ) o X ()T @1)

A
where each one of the state variable frequency components, X, (t; ;), v =1,...,1, is a 2K+1)x1

vector defined as

X, (1) =X, (oo X ot o s X, (DT 22)

The HB system of (20) can be rewritten as

Q(X(t,,) - Q(X(t,,.,))
h

H(X(1,,)) = +jQQ(X(t, ) + F(X(t,,) - B(t,,) =0, (23)

E,i
or simply as
H(X(1,,)) =0, (24)

A
in which H(X(¢;. ;)) is the error function at t; = ;.. In general, the nonlinear algebraic system of
(24) is iteratively solved using Newton’s method
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dH(X(t,.,))

HX (1, )+ — s s
E, dX(tE,i) X(1p,)=X (15‘,)|:

X[Hl](tﬁ,i) _ X[/‘](tb_’i):| =0, (25)

which requires that we have to solve a linear system of n(2K + 1) equations at each iteration r
to compute the new estimate X[”l](t Ei) Consecutlve Newton iterations will be computed until
a desired accuracy is achieved, i.e., until || H( (tg,;))I <6, where 6 is the allowed residual size.

A
The system of (2/?) requires the computation of theA]acobian matrix J(X(t E,i)), i.e., the derivative
of the vector H(X(t; ;)), with respect to the vector Xt ;),

oH,(X(1,,)  oH,(X(t,) oH,(X(t,.)) |
X, X X, ()
) ke, ) H,(X(ty,) H(X() - O, (X(t,,)
J(X(IE’i))zmz oX,(ty) 6X2(tE,,.) 6Xn(tEJ.) (26)
oH,(X(1,,) oM, (X(t;,) oH, (X(t,,)
X)) X)X, ()

This matrix has a block structure, consisting of nxn square submatrices (blocks), each one with
dimension (2K + 1). The general block of row m and column [ can be expressed as

M, (X)) 1 dQ, (X)) | dQ,(K(t) | dF,(X(,) o
Ky  h Ry TR R,

3.2. Partitioned time-frequency technique

Although multitime ETHB can take advantage of the signals’ time rate disparity, it does not
take into account the circuit’s heterogeneities, i.e., it uses the same numerical algorithm to
compute all the circuit’s state variables. Thus, if the circuit evidences some heterogeneity (e.g.,
modern wireless architectures combining RF, baseband analog circuitry, and digital
components in the same circuit), this tool cannot benefit from such a feature. This lack of ability
to perform some distinction between nodes or blocks within the circuit had already been
identified by Rizzoli et al. [17] and is the main limitation of multitime ETHB. To cope with this
deficiency, the partitioned time-frequency technique separates the circuit’s state variables
(node voltages and branch currents) into fast (active) and slowly varying (latent) subsets. That
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implies the MPDAE system of (15) to be first considered as coupled active-latent MPDAE
subsystems

og, (%, (tertc) %, (o t0)) 9, EXCEARA(E)

(% (et ) Ry (b b)) =b(te )

ot, ot 08)
oq, (X, (te,to), %, (tt oq, (X, (te,t-), %, (tt . . .
L( A( 2 Gct) L( 2 C))+ L( A( - act) L( - C))+fL(xA(tE/tC)IxL(tEItC)):b(tE’tC)

E C

with

x, () =x,(t.0)

xX(t) = &(t,1) = L O (0

}, x,)eR", x,()eR™, n,+n,=n, (29)

where x,(t) and x,(t) are the vectors containing, respectively, the fast-varying and the slowly
varying state variables. As we will see, with this partition stratagem, fast-varying state
variables can be computed with multitime ETHB, while slowly varying ones are being
evaluated with a unidimensional time-step integration scheme. This tactic also allows the
moderate nonlinearities to be treated in the frequency domain, while severe nonlinearities are
appropriately evaluated in the time domain [16].

With the purpose of providing an elucidatory explanation of the partitioned time-frequency
technique, let us consider a typical wireless system, composed of RF and baseband blocks. In
such a case, the state variables in the RF block can be described as fast carrier envelope
modulated waveforms defined as

K
x,(O=x,,0)= z X, (0", v=1,..,n, (30)

k=-K

while state variables in the baseband block can be seen as slowly varying aperiodic functions
of the form

x,(O)=x,,@) =y, (), v=L...,n,. (31)

In (30), X, ,(t) represents the Fourier coefficients of x, (t), which are slowly varying in the
baseband time scale, and f. is the high-frequency carrier. As stated above, signals of the form
x4,(t) will be denoted as active, whereas signals of the form x; () will be designated as latent.
The latency (slowness) of x; ,(t) indicates that these variables belong to a circuit block where
there are no fluctuations dictated by the fast carrier. Thus, it is straightforward to conclude
that all of the x; (f) can be efficiently represented with much less sample points than any of
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the x, ,(f). Moreover, since the x; (t) state variables do not evidence any periodicity, they cannot
be evaluated in the frequency domain. In contrast, if the number of harmonics K is not too
large, the fast carrier oscillation components of x,,(f) can be efficiently computed with
harmonic balance. Taking the above into account we can easily conclude that distinct numer-
ical strategies will be required if we want to simulate, in an efficient way, circuits having such
signal format disparities.

In the following we provide a brief theoretical description of the partitioned time-frequency

technique fundamentals. For that, let us now consider the bivariate forms of x, ,(f) and x ,(t),
A N

denoted by x , (t;, tc) and x; (¢, tc), and defined as

K
)%A,v(tEﬂtC) = z Xk,v(tE)ej“”/(l( (32)
k=—K
and
X, (tpst) =y (), (33)

where t; and ¢, are, respectively, the slow envelope time dimension and the fast carrier time
N
dimension. As can be seen, since the x; (¢, t) state variables have no dependence on t, they

have no fluctuations in the fast time axis. The reason is that they belong to a circuit block where

there are no carrier frequency oscillations. As a result, for each slow time instant ¢ ; defined
A

on the grid of (18), each of the x; (t;; tc) is merely a constant signal that can be simply

represented by the k=0 component. Therefore, there is no necessity to perform the conversion
AN
between time and frequency domains for x; ,(t; ;, t-), which means that these state variables

can be processed in a purely time-domain scheme. In contrast, for each slow time instant ¢,
AN
each of the x , (t; ;, t-) is a waveform that has to be represented as a Fourier series adopting a

N
convenient harmonic truncation at some order k = -K,...,K, i.e., each of the x, (t;;, tc) is a

waveform that requires a total of 2K + 1 harmonic components for a convenient frequency
domain representation. In summary, while active state variables have to be represented by a
set of 2K + 1 Fourier coefficients arranged in (2K + 1)x1 vectors of the form

XA.v(tE,i) = [XA,V,—K (tE,i)’ (R XA,v,O(tE,i)" ey XA,v,K (tE,i)]T » v=1l.., ny, (34)

latent state variables can be represented as 1x1 scalar quantities, i.e., they can be simply
represented as

X, ) =X, (e, v=1,m,. (35)
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By considering this, we can easily deduce that the size of the ;\((tE,i) vector defined by (21) will
be significantly decreased, as well as the total number of equations in the HB system of (23).
Furthermore, another crucial aspect is that we are no longer forced to carry out the conversion
between time and frequency domains for the latent state variables expressed in the form of
(35), as well as for the components of H(X(t ;)) corresponding to latent blocks of the circuit.
Given that the k = 0 order Fourier coefficient X, ((t;,) is exactly the same as the constant f. time
value Qv(tEli), components of the HB system of (23) that have no dependence on active state

variables will not be required for any direct or inverse Fourier transformation operations.

Considerable Jacobian ](),E(t £ ;)) matrix size reductions will also be achieved with this technique.
Indeed, by considering the latency of state variables in some parts of the circuit, some blocks
of the Jacobian matrix (26) are simply reduced to 1x1 scalar elements. These scalar elements
contain the dc sensitivity of H(X(t; ;)) to the latent components of X(t ;).

A A
With the state variable X(t, ;) and the error function H(X(t ;)) vector size reductions, as also
AVE, ,

the resulting Jacobian J(X(t. ;) matrix size reduction, it is possible to avoid dealing with large
linear systems in the iterations of (25). Thus, a less computationally expensive Newton-
Raphson iterative solver is required to solve (23). In conclusion, partitioning the circuit into
active and latent sub-circuits (blocks) can lead us to significant computation and memory
savings when computing the solution.

4. Efficiency of the partitioned time-frequency technique

The effectiveness of the multitime ETHB technique is nowadays widely recognized by the RF
and microwave community. The efficiency of the partitioned time-frequency simulation
technique described in the previous section was also already established, as a consequence of
the considerable reductions in the computational effort required to obtain the numerical
solution of several RF circuits with distinct topologies and levels of complexity [16]. Even so,
a brief comparison between this method, the previous state-of-the-art multitime ETHB and a
conventional univariate time-step integration scheme (SPICE-like simulation), is included in
this section. This will help the reader to get a perception of the potential of the partitioned
hybrid technique. For that, we considered the RF mixer (frequency translation device) depicted
in Figure 3 as the illustrative application example. The circuit was simulated in MATLAB with
three different techniques: (i) the partitioned time-frequency simulation technique, (ii) the
multitime ETHB, and (iii) the Gear-2 multistep method [5] (a time-step integrator commonly
used by SPICE-like commercial simulators).

Numerical computation times for simulations in the [0, 1.0 us] and [0, 10.0 us] intervals are
presented in Table 1. For simplicity, in the hybrid time-frequency techniques we assumed a
uniform grid in the f; slow time scale (we have chosen h; = 10 ns as the step size in that
dimension) and we considered K =11 as the maximum harmonic order for the HB evaluations
in the ¢ fast carrier time scale.
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By comparing the CPU times obtained with the methods, we can attest the superiority of the
partitioned time-frequency method. Indeed, speedups of more than two times were obtained
with this method in comparison to multitime ETHB. We can also attest the inefficiency of
univariate time-step integration when dealing with RF problems. Finally, it must be noted that
the efficiency gain of the partitioned time-frequency technique was achieved without com-
promising accuracy. Indeed, the maximum discrepancy between solutions computed with this
technique and multitime ETHB was in the order of 107 for all the state variables of the circuit.

sV 8V
Input I
signal 0.5nF

Cutpul
viif) JE T 20nH 20nH 16pF signal
YL aaas I

2 MHz l I l
+
40uH 0.5nF 0.3nH ) 500 Volf)
H Local 15pF .
oscilator
= 2.4GHz
Figure 3. Simplified schematic diagram of a mixer (frequency translation device).
Simulation Partitioned Multitime Univariate time-step
time time-frequency ETHB integration
interval technique (Gear-2 method)
[0, 1.0 ps] 00:00:04.9 00:00:11.3 00:19:21
[0, 10.0 ps] 00:00:39.6 00:01:35.1 02:47:33

Table 1. CPU time (h:min:sec)—simulation of the circuit depicted in Figure 3.

5. Conclusions

In this chapter, we have presented a partitioned time-frequency numerical technique espe-
cially designed for the efficient simulation of RF circuits operating in a periodic fast time scale
and an aperiodic slow time scale. This technique can be viewed as a wise combination of
multitime ETHB based on a multivariate formulation, with a conventional univariate time-
step integration scheme. With this technique fast changing (active) state variables are com-
puted in a bivariate mixed time-frequency domain, whereas slowly varying (latent) state
variables are evaluated in the natural one-dimensional time domain. By partitioning the
circuits into active and latent parts and exploiting the fact there is no obligation to perform
conversion between time and frequency for latent blocks, considerable reductions in the
computational effort can be achieved without compromising the accuracy of the results.
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Although the speedups obtained with the simulation of the illustrative application example
presented in Section 4 are already notable, it must be noted that higher efficiency gains should
be expected when simulating RF networks containing a number of latent blocks larger than
the active ones.
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Abstract

In the last decade, a new architecture design such as nBn device or unipolar barrier
photodiode has been proposed to achieve high operating temperature condition. This
idea has also been implemented into HgCdTe ternary material system. In this chapter,
we present the status of HgCdTe barrier detectors grown by metalorganic chemical
vapor deposition with emphasis on numerical simulations of their properties. The
device concept of a specific barrier bandgap architecture integrated with Auger
suppression is a proper solution for high operating temperature infrared detectors. The

device performance is comparable with state-of-the-art HgCdTe photodiodes.

Theoretical modeling of the HgCdTe barrier detectors has been performed using our
original numerical program developed at the Institute of Applied Physics, Military
University of Technology (MUT) and the commercially available APSYS platform
(Crosslight Inc.). The detector’s performance was assessed taking into account a wide
spectrum of generation-recombination mechanism: Auger, Shockley-Read-Hall, and

tunneling processes.

Keywords: HgCdTe, infrared detectors, barrier infrared detectors, high operating

temperature, MOCVD growth

1. Introduction

The importance of infrared (IR) radiation technology results from the prevalence of infrared
radiation. Infrared is invisible to the human eye radiant energy emitted by any object at
temperature above absolute zero. Of particular importance is the spectrum of objects at
temperature close to the average temperature of the Earth. It provides the comprehensive

I m EC H © 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
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information about their position in space, temperature, surface properties, as well as informa-
tion about the chemical composition of the atmosphere through which the radiation is trans-
mitted.

Allinformation carried by the infrared radiation can be read and processed by suitable sensors
(detectors) that transform infrared energy into other forms, directly and easy to measure. The
sensors used to detect infrared radiation are usually equipped with two types of detectors:
thermal detectors and photon detectors.

At present, the technology of the mid- (MWIR, 3-8 pum) and long-wave (LWIR, 8-14 pum)
infrared radiation is mainly connected with photon detectors, designed on the basis of complex
semiconductor materials, such as mercury cadmium telluride (HgCdTe) or indium gallium
arsenide (InGaAs). The incident radiation is absorbed within the material by interaction with
electrons, and the detector signal is caused by changes of the electric energy distribution. They
exhibit both perfect signal-to-noise performance and a very fast response. But to achieve this,
the present photon detectors require cryogenic cooling. Cryogenic cooling creates the cost and
inconvenient limitations, especially in civil applications.

Thus, higher operation temperature (HOT) condition is one of the most important research
areas in infrared technology. The development of a new detector’s architecture has been driven
by applications requiring multispectral detection, high-frequency response, high detectivity,
small size, low weight and power consumption (SWaP), and finally HOT condition. Significant
improvements in the reduction of the dark current leading to HOT condition have been
achieved by the suppression of Auger thermal generation [1]. In practice, most of the HgCdTe
Auger suppressed photodiodes are based on complex graded gap and doping multilayer
structures, complicated to grow in terms of technology. The P*tN* or N*vP* device structures
with a combination of exclusion (P*/rt or N*/v) and extraction (N*/m or P*/v) junctions have
demonstrated the suppression of Auger mechanisms by reducing the absorber carrier density
below thermal equilibrium in reverse bias condition. A recent strategy to achieve HOT
detectors includes simple nBn (B: barrier layer) barrier structures [2].

This chapter exhibits the fundamental properties of HgCdTe semiconductors and relates those
material parameters that have successful applications as an IR barrier detector alloy. It presents
different barrier HgCdTe structures in terms of dark current. The intent of this chapter is to
concentrate on a barrier device approach having the greatest impact on IR industry develop-
ment today.

2. Fundamental HgCdTe properties
The mercury cadmium telluride (Hg, ,Cd,Te) (MCT) is a practically perfect IR detector
material system. Its distinctive position depends on three key features:

* cadmium (Cd) composition-dependent energy bandgap (sensing wavelength can be tuned
by varying its alloy composition x over the 1-30 um range),

* large optical coefficients that enable high quantum efficiency, and
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* favorable inherent recombination mechanisms that lead to long carrier lifetime and high
operating temperature.

Additionally, extremely small change of lattice constant versus composition makes it possible
to grow high-quality layers and heterostructures.

2.1. Energy bandgap

The electrical and optical properties of Hg,_,Cd,Te are determined by energy gap E,. Energy
gap of this compound ranges from -0.30 eV for semimetallic HgTe goes through 0 eV for
approximately Cd composition x = 0.15 and finally up to 1.608 eV for CdTe. A number of
expressions approximating E, dependence on composition and temperature are available at
present. The most widely used formula is given by Hansen et al. [3]:

E,(x,T)=-0.302+1.93x —0.81x* +0.832x +5.35x 107 (1 - 2x) 1)

where E, is the energy gap in eV, T is the temperature in K, and x is the Cd molar composition.

Figure 1shows the empirical fit of the Hg; ,Cd, Tebandgap according to Hansen et al. [3] versus
the Cd molar composition, x at temperature 77 and 300 K. The cutoff wavelength A, defined
as that wavelength at which the response drops to 50% of its peak value, is also plotted.

Enargy gap. E, [eV]
Cut-off wavelength, A, [pm]

02 0.4 0.6 0.8 1
Cd molar compasition,

Figure 1. The bandgap structure of Hg; .Cd,Te according to Hansen et al. [3] as a function of Cd molar composition, x
at temperature of 77 K (solid line) and 300 K (dashed line).

2.2. Electron affinity

For a semiconductor-vacuum interface, electron affinity is defined as the energy obtained by
moving an electron from the vacuum just outside the semiconductor to the bottom of the
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conduction band just inside the semiconductor. For HgCdTe, electron affinity X can be
calculated from [4]:

X =4.23-0.813(E, - 0.083) @)

2.3. Intrinsic concentration

The most widely used expression for intrinsic carrier concentration #; is that of Hansen and
Schmit [5]:

E
n,=(5.585-3.82x+1.753x10°T +1.364x10) x 10" £ “T*? exp[—zkgTj ©)
B

where k; is the Boltzmann constant in eV/K.

The effective mass of electron, m,, in the narrow gap HgCdTe can be expressed by Weiler’s
formula that can be approximated by m,/m, = 0.071E,, while the effective mass of heavy hole,
m,, is often assumed in modeling of IR detectors according to m, = 0.55m,,.

2.4. Mobility

Due to small effective masses the electron mobility in HgCdTe is high. Mobility Cd molar
composition dependence results primarily from the x-dependence of the bandgap and the
temperature dependence of the scattering mechanisms. The electron mobility in Hg,_ Cd,Te
in composition range 0.2 <x < 0.6 and temperature T > 50 K can be approximated as [6, 7]

9x10°%s
'Ll@ = TZr

where 1, is the electron mobility in m*V s, s = (0.2/x)”3, and r = (0.2/x)"°.

For modeling IR HgCdTe photodetectors, the hole mobility is usually calculated assuming that
the electron-to-hole mobility ratio, u,/p;, is constant and equal to 100.

2.5. Absorption coefficient

High-quality HgCdTe samples exhibit absorption coefficient & in the short-wavelength region
to be in proper agreement with the Kane model. The problems appear to be complicated in the
LWIR region by the appearance of an absorption tail extending at energies lower than the
energy gap attributed to the composition inhomogeneity. In simulations, a modified Urbach'’s
rule is implemented [8]:
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o(E - EO)} 5

a:aoexp{ T
0

where a is the absorption coefficient in cm™, = exp(53.61x — 18.88), E is energy in eV, T'is the
temperature in K, T;=81.9 in K, E, =-0.3424 + 1.838x + 0.148x% and ¢ = 3.267 x 10*(1 + x).

An empirical formula was thereby employed in the Kane region [9]:
a=a,exp[f(E-E,)]" (6)

where the  parameter after Chu et al. [9] is f =-1 +0.083T + (21 - 0.13T)x.

2.6. Dielectric constant

The dielectric constants ¢ are not a linear function of x and temperature dependence was not
observed within the experimental resolution. These dependences can be described by the
following relations [10]:

£, =152-56x+82x @)

£,=20.5-15.6x+5.7x ®)

where ¢, is the high-frequency dielectric constant and ¢, is the static dielectric constant.

3. Numerical procedure and generation-recombination mechanisms

Theoretical modeling of the HgCdTe barrier detectors has been performed using our original
numerical program developed at the Institute of Applied Physics, Military University of
Technology (MUT), and the commercially available APSYS platform (Crosslight Inc.). Both
programs are based on numerical solution of the Poisson’s and the electron/hole current
continuity Egs. (9)—(11) [11, 12]. In addition, both programs include the energy balance Eq. (12):

on 1_-
L _Vj +G-R
o g Jn 9)

8p 1 -
L-__Vj +G-R
o g (10)
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1
Viy=—9 5 “vyve (11)
&g, &
or
Cy— —H=-V(x V1) (12)

where q is the elementary charge, j is the current density, G is the generation rate, and R is the
recombination rate. Indices n and p denote electron and hole, respectively. In Poisson’s Eq. (11)
W is the electrostatic potential and p is the electrical charge. In the last term, Cy is the specific
heat, x is the thermal conductivity coefficient, and H is the heat generation term. A Joule heat
is introduced as the heat generation in order to include the thermoelectric effect and heat
balance.

Current density is usually expressed as functions of quasi-Fermi levels:

J,=qunVe, (13)

Jp=am,pV o, (14)

where @, and @, denote the quasi-Fermi levels.

The difference G- R (Egs. (9) and (10)) is the net generation of electron-hole pairs and depends
on all generation recombination (GR) effects including influence of thermal mechanisms as
well as tunneling mechanisms.

Depending on this approach, either two or three important carrier thermal GR processes,
Shockley-Read-Hall (SRH), Auger, and radiative mechanisms were included in simulations.
A radiative GR process could be ignored because photon recycling restricts the influence of
that process on the performance of HgCdTe photodiodes [13, 14]. Tunneling mechanisms were
considered due to band-to-band tunneling (BTB) and trap-assisted tunneling (TAT).

Thermal generation could be given as a sum of radiative, Auger 1, Auger 7, and SRH mecha-
nisms. BTB and TAT effects can also be included as a GR process:

(G-R)=(G-R)pp +(G—=R) 16 T (G—=R)gpy + (G=R) yyy +(G—R),,; (15)

The set of transport Egs. (9)-(11) is commonly known; however, their solution consists of
serious mathematical and numerical problems. The equations are nonlinear, and are complex
functions of electrical potential, quasi-Fermi levels, and temperature. The details concerning
the solutions of Poisson’s equation are presented in Appendix A.
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3.1. Radiative process/photon recycling

For a long time, internal radiative GR processes have been considered to be the main funda-
mental limit to detector performance and the performance of practical devices have been
compared to that limit. The following relation can be used to estimate radiative (G — R)gap
contribution [15]:

(G=R)pyp = B(np—n7) (16)

1+x E
B=5.9052x10%n"eT*?* | ————exp| —% [(E* +3k,TE, +3.75kT?
: (81.9+7) P k,T (E, +3k,TE, o) (17)

Due to photon recycling effect, the radiative lifetime is highly extended. According to Hum-

preys [13], most of the photons emitted in photodetectors as a result of radiative decay are
immediately reabsorbed and the observed radiative lifetime is only a measure of how well
photons can escape from the volume of the detector. In many cases, especially in the case of
semiconductors with high reflective index, radiative mechanism can be omitted in numerical
modeling.

3.2. Auger processes

There are several types of Auger processes, and among them Auger 1 and Auger 7 are the most
dominant due to the smallest threshold energies. The Auger 1 generation is the impact
ionization by an electron, generating an electron-hole pair and is dominant in n-type material
while Auger 7 is the impact generation of electron-hole pair by a light hole and dominates in
p-type material.

The Auger generation and recombination rates strongly depend on temperature via the
dependence of carrier concentration and intrinsic time on temperature. Therefore, cooling is
a natural and a very effective way to suppress Auger processes according to the following
relation [16]:

(G=4) 45 =(C,n+C,p)np—n}) (18)

3 -1/2
E ' E
C =5x1072 |FF, ||| —% | exp| 1422 || ——¢
k,T m, \ kyT(m, / m,)

| . .
xn[3.8x 10“‘&[-,,){1 +2 mij 142
m m, m,

e

(19)
]71
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C,=r-C, (20)

where | F,F, | is the overlap integrals for Bloch functions. The ratio y has been calculated as

a function of composition and temperature and is assumed to be ranging from 3 to 60 de-
pending on temperature [17, 18].

3.3. Shockley-Read-Hall processes

The Shockley-Read-Hall (SRH) mechanism is not an intrinsic process because it occurs via
levels in the forbidden energy gap. Metal site vacancies (mercury vacancies) are considered as
an SRH centers in HgCdTe. The reported position of SRH centers for both n- and p-type
material is assumed as 1/3 E, or 3/4 E, from the conduction band. The (G - R)s rate could be
calculated according to the following formula [19-21]:

2
np —n
(G=R)gy = : 21
o TpO(nO+nl)+TnO(p0+pl) ( )
where
E. —-FE.
m=n exp[ﬁj (22)
B
E.-F
p=n exp(%j (23)
B

n; and p; mean concentrations in the case in which the trap level E; coincides with the Fermi
level Eg;. The terms 1,, = (c,N;)" and 7,, = (c,N;)™" are the shortest possible time constants for
the electron and hole capture coefficients (c, and c,), respectively. N denotes the mercury
vacancy concentration.

3.4. Tunneling processes

BTB tunneling is calculated as a function of the applied electric field F [22-24]:

qgFm" _—
(G- R)BTB = WH)E (24)

where 7 is the reduced Planck constant and m” is the electron effective mass related to the
tunneling mechanism defined as
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«_omgm,
e (25)

m,+m,

where m, and m, are the effective masses in conduction and valence bands, respectively.

Tunneling probability P, with a zero perpendicular (to the x-direction) momentum can be
estimated using the following relations:

ﬂ,(m*)l/ZES/Z
P =exp| ———%— 2
0 p[ 2\2qFh ] (26)
— 2qFh
FoY 27)

27Z'(m*)1/2E;/2

where E is a measure of significance of perpendicular momentum range. In other words,
tunneling probability decreases with increasing value of E. If is E small, the only electrons
with perpendicular momentum near zero can tunnel through the energy barrier. Typically E
is in a range of 5-100 meV.

TAT contribution was estimated according to formula similar to the SRH process described
by Eq. (21) [25]. However, the trapping rate strongly depends on the ionization energy E;; the
electric field can essentially influence 7,, and 7,, values that are inversely proportional to
trapping rates. This means that the electric field enhances a GR process around the mercury
vacancy by decreasing the energy required both for the emission of an electron with energy
level E; to the conduction band as well as for the emission of a hole with the empty level E; to
the valence band. Taking into account this mechanism, the c, and ¢, parameters are modified.
For this purpose, Eq. (21) is modified with 6, and 6, parameters that determine the relative
changes in the size of the emission factors of electrons and holes caused by the effects associated
with the electric field. The TAT effect expressed by GR process is

2
np—n;

i

(G=R)pyy =

T

5’1: (po+p) (28)

io(no +m)+
5p

4. HgCdTe barrier detectors —principle of operation for higher operating
temperatures

The introduction of unipolar barrier in various photovoltaic configurations causes a drastic
change in architecture and the principle of operation of IR detectors. The idea of unipolar
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barrier infrared detector (BIRD) implies that barriers can block one carrier type (electron or
hole) but allow the unimpeded flow of the other. Assuming that Simple BIRD nB,n detector
can be concluded as a hybrid of a photoconductor and a photodiode. The nB,n detector looks
like a photodiode in a part except that the junction (space charge region) is replaced by a
unipolar barrier (B,: n-type doped barrier layer) blocking the electrons, whereas p-contact is
replaced by the n-contact. The nB,n detector is nearly lacking the depletion region in an active
layer, which leads to the reduction of SRH contribution to the net dark current. In low
temperatures (below the crossover temperature), the nB,n detector should exhibit a higher
signal-to-noise ratio in comparison with a conventional p-n photodiode operating at the same
temperature and should operate at a higher temperature with the same dark current.

The idea of the nB n detector was proposed for bulk III-V materials; however, its introduction
to the second type of superlattices has allowed the implementation of the concept of nB,n with
a greater control of arrangement of optimal band structure. Contrary to III-V materials,
uniformly n-type-doped HgCdTe does not exhibit valence band offset (VBO) =~ 0 eV between
the absorber and the barrier (e.g., MWIR HgCdTe — VBO < 200 meV depending on both the
absorber/barrier composition and doping, T = 200 K), which is a key limiting detector per-
formance [26]. Depending on the wavelength of operation, a relatively high bias (so-called
“turn on” voltage) is required to be applied to the device to collect the photogenerated carriers.
This leads to strong BTB and TAT effects due to a high electric field at the barrier-absorber
heterojunction.

Proper p-type doping at the cap barrier and barrier absorber heterojunctions should lower
VBO in HgCdTe. However, p-type doping is the technological challenge posed by dopant
activation after molecular beam epitaxy (MBE) growth. Metalorganic chemical vapor deposi-
tion (MOCVD) technology is considered more favorable, which allows both in sifu donor and
acceptor doping. It seems to be more attractive in terms of the growth of pB,n and pB,p (B,
p-type barrier) HgCdTe barrier structures. Barrier structures with p-type-doped constituent
layers grown by MOCVD were presented by Kopytko et al. [27, 28].

5. Numerical simulations of barrier detectors

Theoretical modeling of the HgCdTe barrier detectors has been performed using our original
numerical program developed at the Institute of Applied Physics, Military University of
Technology (MUT) and the commercially available APSYS platform (Crosslight Inc.). Both
programs are based on numerical solution of the Poisson’s and the electron/hole current
continuity Egs. (9)-(11). In addition, both programs include the energy balance Eq. (12).

In simulations, we chose HgCdTe barrier detectors with different 50% cutoff wavelengths up
to 3.6 um (MWIR) and 9 um (LWIR) at 230 K. MWIR devices were investigated by using our
original numerical program, while LWIR device was investigated by the APSYS platform.
Table 1 presents selected parameters applied in the numerical modeling of MWIR HgCdTe
barrier detectors.
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MWIR (own program) LWIR (APSYS)
Trap concentration, N (cm™) 1.5x107 10
Trap ionization energy, Er 3/4E, 1/3E,
Trap capture coefficient, c,, ¢, (cm®s™) 1.5x107,3 x 107
Dislocations density, Gp;s (cm™) 10° -
Dislocations ionization energy, Ep;s 0.32E, -
Dislocations capture coefficient, c,, ¢, (cm®s™) 3x107,6x10% -
Overlap matrix F,F, 0.3

Table 1. Parameters taken in modeling of MWIR and LWIR HgCdTe barrier detectors.

5.1. Design and fabrications of HgCdTe barrier detectors

The epitaxial structures were grown by MOCVD. Generally, the analyzed MWIR p*B,nN*and
p'B,pN" (a capital letter denotes wider band; the symbol “*” denotes strong doping) structures
consists of four HgCdTe layers: p*-B,, cap-barrier structural unit (highly doped with arsenic p-
type cap contact layer and p-type wide bandgap barrier), intentionally undoped (due to donor
background concentration with n-type conductivity) or low p-type-doped absorption layer
and wide bandgap highly doped N* bottom contact layer. In the LWIR n*p'B,pN* device, the
cap contact is a combination of highly doped n- and p-type layers. Such design should create
a tunneling junction to allow collection of photogenerated holes. Moreover, the cap n* layer
provides low-resistance ohmic contact. Figure 2 shows the considered MWIR and LWIR
HgCdTe heterostructure with parameters assumed for the growth and modeling.

MWIR LWIR
¥
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Figure 2. MWIR and LWIR HgCdTe heterostructure with parameters assumed for the growth and modeling. x is the
alloy composition, N, is the acceptor concentration, and Nj is the donor concentration.
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5.2. MWIR HgCdTe barrier detectors

Our original numerical program incorporates HgCdTe electrical properties to estimate MWIR
device performance taking into account Auger, SRH, as well as BTB and TAT tunneling
mechanisms. Two types of SRH centers were included in the model: metal site vacancies and
dislocation related centers [29, 30]. The two types of centers are characterized by different
ionization energies and capture coefficients (Table 1).
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Figure 3. Measured current-voltage characteristics for MWIR HgCdTe (a) p'B,nN* and (b) p'B,pN* barrier detectors
operated at 230 K. The experimental data are compared to the theoretical prediction considering overall GR effect and

Auger processes.
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Figure 4. Simulated band diagram for MWIR HgCdTe (a) p'B,nN* and (b) p'B,pN"* photodetectors operated at 230 K,

unbiased, and under 0.5 V reverse bias.

Figure 3 presents an example of simulated fitting characteristics of MWIR HgCdTe barrier
detectors at a temperature of 230 K. The calculations were made taking into account all
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considered mechanisms of thermal generation, tunneling, and impact ionization. As we can
see, in a wide region of bias voltages, an excellent agreement has been obtained between the
experimental and calculated results. What is more, the Auger and the SRH parts of the dark
current are clearly visible. The SRH GR process was calculated both for dislocation-free
structures and structures containing misfit dislocations. In both types of detectors, the SRH
mechanism associated with misfit dislocations has an impact on the dark currents.

Figure 4 presents the calculated bandgap diagrams of the simulated structures for unbiased
and under 0.5 V reverse bias. As expected, the p-type doping of the barrier, with controlled
interdiffusion process, and x-graded region at the barrier and absorber interfaces introduce a
zero offset in the valence band. Bandgap diagrams under reverse bias clearly idicates that in
the p"B,nN" device a decisive heterojunction is at the barrier and absorber interface while in
the p'B,pN" photodiode at the absorber and highly doped bottom contact layer.

Dislocation-free structures should provide one order of magnitude lower dark currents. For
the device with an n-type absorbing layer, saturated dark current is limited by Auger mech-
anisms. In the case of good-quality p-type HgCdTe, with a reduced number of a structural
defect, the influence of exclusion and extraction effects might be more effective than in the n-
type material due to a larger diffusion length of electrons than holes. It is apparent that Auger
1 mechanism prevails over Auger 7 mechanism and determines the minority carrier lifetime
in intrinsic, n-type, and low-doped p-type materials.

5.3. LWIR HgCdTe barrier detectors

The commercially available APSYS platform (Crosslight Inc.) was implemented for LWIR
device simulation procedures. The applied model incorporates HgCdTe electrical properties
to estimate device performance taking into account Auger, SRH, as well as BIB and TAT
tunneling mechanisms.
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Figure 5. Measured current-voltage characteristics for the LWIR HgCdTe n'p'B,pN" barrier photodiode operated at
230 K. The experimental data are compared to the theoretical prediction considering Auger, SRH, and BTB/TAT mech-
anisms.
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The measured and calculated dark current characteristics of the LWIR HgCdTe n"p'B,pN*
photodiode are presented in Figure 5. It is shown that the most effective current transport
mechanism in the LWIR HgCdTe barrier photodiode are tunneling effects at the decisive
heterojunctions (especially TAT). Figure 6 presents the calculated bandgap diagrams of the
simulated structures for unbiased and under —0.5 V bias. Bandgap diagrams under reverse
bias clearly idicates that the tunneling mechanism occurs at the absorber and highly doped
bottom contact heterojunction.

Tunneling between trap centers and valence and conduction bands are main reasons of
increasing SRH processes with the increasing reverse bias voltage. In contrast to our numerical
program, the APSYS platform does not distinguish trap centers between metal site vacancies
and dislocation-related centers. The best fit of experimental data with theoretical predictions
has been obtained for the trap density (N;) assumed at the level of 10" cm™ with ionization
energy (E7) counted from the conduction at 1/3E,. In TAT simulation, the Hurkx et al. model
was implemented [24].
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Figure 6. Simulated band diagram for the LWIR HgCdTe n'p'B,pN* photodiode operated at 230 K: (a) unbiased and
(b) under 0.5 V reverse bias.

Dominant SRH process override Auger supression due to the exclusion and extraction effect.
For a low reverse biases, up to the threshold voltage (60 mV), an increase in the dark current
is observed. In this voltage region, the differential resistance increases and at the final stage
becomes infinite. Above the threshold voltage, the dark current decreases (the current-voltage
characteristics exhibits a negative differential resistance) reaching the minimum value.

Under reverse bias, the electrons are extracted from the absorber region by positive electrode
connected to a bottom N*-layer. The electrons are also excluded from the absorber near the
barrier layer. The energy barrier between the cap layer and absorber regions blocks the electron
flow from the cap layer. As a consequence, the hole concentration also decreases. The exclusion
effect is limited by the level of acceptor concentration (electrical carrier neutrality), as well as
by thermal generation that restores the thermal equilibrium state.



HgCdTe Mid- and Long-Wave Barrier Infrared Detectors for Higher Operating Temperature Condition
http://dx.doi.org/10.5772/63943

6. Summary

The current-voltage characteristics of MWIR and LWIR HgCdTe barrier detectors operating
with Peltier cooling were investigated by computer simulations confronted with experimental
data. Two numerical programs—our original program developed at the Institute of Applied
Physics, Military University of Technology (MUT) and the commercially available APSYS
platform (Crosslight Inc.)—have been used for modeling. Both programs are based on
numerical solution of commonly known Poisson’s and electron/hole current continuity
equations. The applied model incorporates HgCdTe electrical properties to estimate device
performance taking into account Auger, SRH, as well as BTB and TAT tunneling mechanisms.
Due to reabsorption of photons generated by carrier recombination, also called the photon
recycling, the radiative recombination is not assumed to limit the performance of HgCdTe
photodetectors and was omitted in the simulations.

Typically, reverse biased infrared detectors are characterized by diffusion and tunnel-like dark
current. At low reverse biases, the diffusion dark current is mainly limited by the Auger and
SRH processes. At higher voltages, field-enhanced TAT via traps located at dislocation cores
as well as mercury vacancies seems to be the most important mechanism of dark current
generation, especially in the LWIR device. This mechanism is significant at the p-N* interface,
characterized by a large electric field.

The architecture of the LWIR n"p'B,pN* photodiode needs to be optimized to reduce the
tunneling mechanisms at the p-N* heterojunction. Numerical analysis is a proper tool to
indicate the fields of improving device performances. For example, one possibility to reduce
TAT is tuning of composition at interfaces aimed to locate highly dislocated region at a wider
gap part of the p-N* transition region where they have little effect on the dark current.

Numerical calculations have been performed for the structures of HgCdTe; however, the
models may also be generalized for other semiconductor materials.
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Appendices

Appendix A

Numerical solution of transport equations for semiconductor devices

The numerical method applied in this study employs Newton'’s algorithm to obtain a steady-
state solution to the set of transport Egs. (9)—-(11) using an initial distribution of the electrostatic
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potential in thermodynamic equilibrium that is obtained from conditions of electrical neutral-
ity. Poisson’s equation under equilibrium conditions gives the first solution function in the
iterative procedure that leads to the solution of the set of transport equations under nonequi-
librium conditions.

First, we have to solve the Poison’s equation in steady-state conditions. If the charge density
in the semiconductor structure does not depend on the gradient of the potential, the Poisson’s
Eq. (11) can be represented in the following form:

eeVy +eVyVe+qp=0 (A1)
where
p=p-n+Ny-N, (A2)

is the difference between the density of positive and negative charge carriers (the hole

concentrations p plus the concentration of ionized donors N/ minus the electron concentra-

tions 1 and the concentration of ionized acceptors N ;).

To find the numerical solution of the nonlinear Poisson Eq. (A1) by using a diffusion-equation
differential scheme, we replaced it by an equivalent diffusion equation as it was postulated in
reference [31]:

aa—li/ =ee,Vy +eVyNe+qp (A3)

where t is the pseudotime.

The initial values of the electrostatic potential y° at every point of the semiconductor structure
can be numerically calculated assuming the electrical neutrality conditions. It is expressed by
an equation of electrical neutrality:

pW)—n(y)+Ny(y) =N, (w)=0 (Ad)
The concentration of ionized acceptors and donors are expressed as

- N,
Y N+aexpl(E,-E,)/ k,T] (A5)
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N} = Ny
1+bexpl(E, —E,)/ kyT]

(A6)

where E, and E, are the ionization energies of acceptors and donors, respectively.

Then, an iterative approach should be used to solve the set of transport Egs. (9)-(11). Let us
bring an iterative algorithm to solve Poisson’s equation which was presented in reference [31].

Eq. (A1) may be expressed in the following form:
Ly)=0 (A7)
The iterative form of Eq. (A7) can be expressed as follows:

oLY") 5 0
l//"

L") =Ly") + 5 (A8)

where Y"1 is a vector of n + 1 iterative correction of vector V. Similarly, Eq. (A3) can be
expressed as

oy
o W) (A9)

and the iterative form of Eq. (A9) can be expressed as

5l//l1+1 AtL( n)+ Atag(lz/ )5 n+l (AlO)

where At is the pseudotime step.

An iteration method allows the calculation of corrections to electrical potential, quasi-Fermi
levels, and temperature [32]:

V=¥V, b =0 450, 0 =0 o0, T =T" +6T (A11)
and consequently to other physical parameters:

n=n +6—5 +ﬂ5@ +@5T (A12)
oy 0, oT
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o, Op P p
=p +—0y +—0@, +—0T
pP=p oy 7 o0 °% ot (A13)
G-R=G'-R°+8(G-R) (A14)
where
5G-R)=2G=B 0 5, O s M sp
on oy 0, or

(A15)

ap oy 0D, oT

Finally, knowing the electric potential ¥, the electron affinity X, and the bandgap energy E,,
we can determine the energy values for the edge of the conduction and valence bands:

E.=—X-qy (A16)

E,=-X-qy-E, (A17)
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Abstract

The paper presents the results obtained in simulation of fiber Bragg grating (FBG) and
long-period grating (LPG) sensors and their applications. The optical properties of FBG
and LPG are firstly analyzed and, consequently, the basics of simulation models are
provided. Coupled-mode theory and the transfer matrix methods are the two techni-
ques used for the simulation of FBG and LPG. The numerical simulations are per-
formed for an improved design of these types of fiber sensors, designs dedicated to
specified applications. The different FBG types, i.e. the normal, chirped, apodized,
according to different laws and tilted cases, are analyzed. Also, various LPG configu-
rations are numerically simulated. The two main categories of sensing applications, for
temperature and for mechanical stress/strain evaluation, are simulated for each type of
fiber grating sensor. The chapter is intended to be a synthesis of already obtained results
to which some results of research in development are added.

Keywords: Distributed feedback devices, Optical fibers, Fiber gratings, Fiber Bragg
grating, Long-period grating fiber, Optical fiber communication, Optical fiber devices,
Optical fiber filters

1. Introduction

Into an increasing number of scientific, medical, industrial and military sensing and telecom-
munication applications, optic fibers are used, which have a spatial periodic variation of the
refractive index inscribed in the core, on, periodic variation defined as grating, the fiber optic
being denoted under the general name “fiber grating” [1-5]. There are two main types of such
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optic fibers: the fiber Bragg grating (FBG) ones and the long-period grating (LPG) kind [5-7]. In
literature, FBGs are considered as short-period grating (300-700 nm), while LPGs as long ones
(10-1000 pm). For both FBGs and LPGs, the amplitude of the core refractive index is extreme-
ly small, in the range 0.0001-0.0005 or even smaller [5-12]. It is important to mention that only
step index optic fibers for which the weakly guiding approximation relying on a very small
difference between the values of the core and cladding refractive index, n,—n,, is applicable are
analyzed [5-7, 11-15]. Related to this, it has to be underlined the fact that the amplitude of the
spatial periodic variation of the refractive index inscribed in the core is smaller than n—n,, [11-
15]. The basic functions as sensors and/or wavelength filter of both FBG and LPG are accom-
plished by controlled, observed and measured variations of optical fiber refractive indexes of
the core (1,,) and cladding (11,;) to which the refractive index of the ambient (11,,,,) is added, where
the optical fiber is mounted. Consequently, the spectral characteristics that can be observed in
fiberreflection (FBG)and transmission (LPG) gratingswillbe described [13-19]. Foranimproved
design of experimental setups dedicated to the above-mentioned applications, itis obvious that,
for both FBG and LPG, the principles for understanding and tools for designing fiber gratings
are emphasized [11-20]. The emphasized understanding principles and designing tools are
applicable for the wide variety of optical properties that are possible in fiber gratings [19-28].
There are given examples related to the large number of fiber grating subtypes of both FBG and
LPG, considering uniform, apodized, chirped, discrete phase-shifted and superstructure
gratings; symmetric and tilted gratings; and cladding-mode and radiation-mode coupling
gratings [20-33].

Both FBGs and LPGs are manufactured in single-mode silicate optic fiber by modifying in a
periodic manner its core refractive index using UV-irradiation delivered by Ar or other UV
laser [20]. Most commonly, the LPG is created by altering the core in a periodic manner, but
another class of manufacturing methods physically deforms the fiber to create the required
optical modulation [34—40]. These include the following: irradiation from a carbon dioxide
laser, radiation with femtosecond pulses and writing by electric discharge, ion implantation,
periodic ablation and/or annealing, corrugation of the cladding, micro-structuring of tapered
fibers and dopant diffusion into the fiber core.

2. Theory

This section presents the optical properties of FBG and LPG. Consequently, the basics of
simulation models are provided. Coupled-mode theory and the transfer matrix methods are
the two techniques used for the simulation of FBG and LPG [13, 14, 17, 20, 22-28]. Thus, the
physical mechanism of the grating electric field interaction is given and aims to provide the
reader with insight into the operation principles of FBG and LPG. The gratings are inscribed
into the core of a step index optic fiber; consequently, the step index optic fiber case is analyzed.

Optical fiber mainly consists of a core, cladding and a protective layer called the primary plastic
buffer coating. The optical fiber acts as a waveguide for optical frequencies and is normally
cylindrical in shape. The core is a dielectric cylinder surrounded by the cladding to form a
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larger dielectric cylinder [13, 14]. The optical fiber has a uniform refractive index up to the
core-cladding conjunction, where it undergoes a sharp change in refractive index. The
refractive index of the core and the cladding is given as 1., and n,, respectively, the relation n,,
>n, being valid [13, 36, 37]. This is the necessary condition for total internal reflection to occur.
The structure and material of the fiber confines the electromagnetic waves to a direction
parallel to the axis and also affects the transmission properties of the optic fiber [13, 20]. The
light transmitted through the fiber is confined due to total internal reflection within the
material. There are practically no electromagnetic fields outside the cladding because of
exponential decay within this region [13]. The difference between #,, and 1, is very small, of
10 order. This is the necessary condition for the weakly guiding approximation to be
applicable. This approximation results into a mathematical apparatus, which allows descrip-
tion of fiber grating processes as a byproduct. Figure 1 shows the schematics of a typical optical
fiber layout. For a single-mode step index fiber commonly used for grating to be inscribed into
the core, the core radius is in the range 1.5-5 pum, the cladding radius being typically of 62.5 pm.

£
Jacket s
m
ia
Cladding ¢ =
Core | — e ="
Refractive index
Cladding
Neiadding _
Jacket
Mcare .
L

Figure 1. The schematics of a typical optical fiber layout.

It is assumed that a perturbation to the effective refractive index of the guided mode(s) can be
defined as follows [13]:

5neﬁ (z) =5neffmm(z){1+v~cos{27ﬂz+(p(z)}} (1)

where 61,4, is the amplitude of the perturbation, evaluated as the index change spatially
averaged on a grating period, v is the fringe visibility of the index change, A is the nominal
period and ¢(z) is the grating chirp, which represents a variation of nominal period. In the case
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of a step index fiber without a grating, the core power confinement factor, I', is defined. For
uniformity across the core-induced grating, with an induced index change 6n,, created in core,
for the propagation mode, the following relation is defined [13, 21-28, 36]:

ong, =I'-on, (2)

Since FBG or LPG is manufactured starting from single-mode light is propagating along the
core as LPy modes for which an effective index parameter b is introduced. It is useful to
introduce the normalized frequency, V, a parameter synthetically characterizing the geomet-
rical and optical materials fiber properties [13, 36, 37]. V is defined as follows:

2z
Vo2 o o

where a,, is the core radius. The effective index parameter is a solution to the dispersion rela-
tion [20]:

]l—l(Vm) B KH(V\/E)
e T @

where [ is the Azimuthal order of the mode LP,,. In Eq. (4), ], are the Bessel functions of the
first kind and K; are the modified Bessel functions of the second kind. The effective index n,;
is related to through the relation [13, 20-28]:

= @)

Once b and V are known, I' can be determined from

vl 3 (vi-b) o
VI T (v o)1 (vi-D)

I =

A fiber grating, FBG or LPG, is the periodic variation of refractive index within the core of a
step index single-mode optical fiber. In Figures 2 and 3, the schematics of the two considered
types of an optical fiber with a grating written in the core of the fiber are shown. The core
inscribed refractive index changes can be described as cylinders. The refractive index changes
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of a fiber grating usually have a near sinusoidal variation. Firstly, the simple case of a uniform
grating fiber grating is considered.

Cladding

Core ~ =~ ~_ T~

Cladding

Figure 2. Propagation in a FBG.

Cladding

Core

Cladding

Figure 3. Propagation in a LPG.

A fiber grating produces coupling between two fiber modes [13, 14, 20, 21]. The quantitative
analysis of this phenomenon is achieved using coupled-mode theory. It is helpful to consider
a qualitative analysis of the basic interactions of interest. A fiber grating is simply an optical
diffraction grating, at each refractive index change junction, refraction and reflection occur,
and thus its effect upon a light wave incident on it can be described by the familiar grating
equation. The diffraction of the light incident on the diffraction grating at an angle 6, can be
described by the equation from Snell’s law [13, 14]:

A
n'sinﬁzzn'sin€1+m~x (7)
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where m determines the diffraction order and 0, is the angle of the diffracted wave A and * are
the wavelength of the incident light and the period of the diffraction grating, respectively. Eq.
(6) can predict only the directions 0, into which constructive interference occurs, but it is not
useful for determining the wavelength at which a fiber grating most efficiently couples light
between two modes.

A fiber grating’s main function is based on coupling between the modes propagating through
the fiber, modes which can travel in opposite directions or in the same direction—this being
the basic criterion for classification of fiber gratings into two main types: (a) modes traveling
in the opposite directions, denoted as the short-period gratings, the fiber Bragg gratings (FBG),
working as the reflection gratings; (b) modes traveling in the same direction, denoted as Long-
Period Gratings (LPG), working as transmission gratings.

In Figure 2, the mode reflection by a Bragg grating is schematically presented. The incident
mode has a bounce angle of 0, and becomes the same mode traveling in the opposite direction
with a bounce angle of 0, = - 0,. It is worth to underline that the entire process is taking place
only inside the core. For the incident and diffracted rays, the propagation constants are
calculated as follows [13, 14]:

ﬂ] zzfneffl 4 neffl :nco Singl = ﬂl :[%jnm Sinel
8
2z . 27 . ©
ﬂz :771@‘/2 ’ neﬁz =n, Sm‘gz = ﬂz = 7 n, 811’1(92

Eq. (7) can be rewritten in terms of the propagation constant of the incident beam and the
reflected/diffracted light as follows [13, 14, 20-28]:

2
ﬂz =ﬂ1 +m7 (9)

where the subscripts 1 and 2 describe the incident and reflected/diffracted propagation
constant. For first-order diffraction, which usually dominates in a fiber grating, m =-1. Eq. (9)
is modified to [13, 14, 20]

y)
B, =5 A (10)

For the bound core modes, the following relation is fulfilled:

ncl < ng[f < ncu (11)
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In order to be rigorous, for the cladding modes, a relation similar to Eq. (11) is obtained by
considering the value of optic fiber ambient medium, usually air, refractive index:

1< My <1, (12)

Fiber modes that propagate in the negative (-z) direction are described by negative § values.
Using Eq. (9) and observing that 8, < 0, the resonant wavelength is obtained for reflection of
a mode of index 1, into reflection of a mode of index ,;, as defined by the relation:

A= (gt ) A (13)

Normally, the two counter propagating fiber modes have propagation constants with the same
absolute value and the following relation is defined:

My =Ny = Tegy (14)

From (14), the familiar result for Bragg reflection peak wavelength is obtained:

Ap=2-n,-A (15)

In Figure 3, the diffraction is schematically presented by a transmission of a fiber core mode
with a bounce angle 0, on the grating into a cladding co-propagating fiber mode with an
angle 0, [13, 14, 20-28]. Since, in the case illustrated in Figure 1, both incident core and
transmitted cladding fiber modes propagate in positive +z direction, it follows that § ! 0. As
a consequence, Eq. (9) predicts the resonant wavelength of an absorption peak for a trans-
mission grating as follows:

A= (g —n, ) A (16)

The Bragg condition required for a (fundamental) mode to couple to another mode (backward
propagating or forward propagating) results from two requirements [20, 21]:

1. Energy conservation. It means that the frequency of the incident and reflected radiation
is constant—no wavelength shift is observed because of reflection.

2. Momentum conservation. It means that the wave vector of the scattered radiation k f is

-

equal to the sum of the incident wave vector k; and the grating wave vector K
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I?+l€i:kf (17)
= 27

K=|Kl==Z 18
K== (18)

Coupled-mode theory is used for quantitative information about the diffraction efficiency and
spectral characteristics of fiber gratings by assuming the approximation of a weakly guiding
fiber [13, 14, 36, 37]. Implicitly, it is assumed that the propagating fiber modes have slowly
varying along the z direction amplitudes. Also it is assumed that a fiber mode has a transverse

component of the electric field defined as a superposition of the modes labeled “j” traveling
in the +z and -z directions such that [13, 20, 36]

E, (x,y,z,t) = Z[Aj (z)exp(i[)’jz) +B, (z)exp(—iﬂjz)} € (x,y)exp(—ia)t) (19)

j

where A;(z) and B(z) are slowly varying amplitudes of the j™ mode, respectively. Eq. (19)
describes the transverse mode electric fields of the bound core or radiation LP; modes, as given
in [8], or of the cladding modes. Into an ideal uniform optical fiber, the modes are orthogonal
and hence do not exchange energy; the presence of a dielectric perturbation such as a grating
causes the modes to be coupled such that the amplitudes A,(z) and Bj(z) of the jth mode
evolution along the z axis are defined according to

B (Ko (888 (K el )] o

T ALK - eei( )] Ta (G e (a-m)] e

In (20) and (21), two coupling coefficients are introduced: transverse and longitudinal. The
transverse coupling coefficient between modes k and j is given by

K‘ _dedyAg X, Y,z ) kt(x y)-¢ ( y) (22)

where A ¢ is the perturbation to the electric permittivity, which has a very small value in the
weakly guiding approximation. When 6n <<, the A € perturbation can be approximated as

Ae =2n6n. The longitudinal coupling coefficient K;3(z) is analogous to K(z), but for slow
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longitudinally varying fiber modes approximation, the condition K;3(z) < <Kj(2) is fulfilled and

thus this coefficient is usually neglected.

In most fiber gratings, the induced index change 6 (x, y, z)is approximately considered as
uniform across the core and nonexistent outside the core. Thus, it becomes possible to define
index by an expression similar to Eq. (1), but with 6n,,.,,(z) replaced by 6n.(z). As a conse-
quence, it becomes convenient to define two new coefficients [13, 14, 20]

wn

o (z) == on,, (z) IJ‘ dxdy €, (x,y) . é;t (x,y) (23)

k/’(z) :zakj(z) (24)

whereoisa“DC” (period-averaged) coupling coefficient and kis an “AC” coupling coefficient,
then the general coupling coefficient can be written as follows:

K. (2)- ak].(z)+z,<kj(z).co{27”z +q)(z)} 5)

Egs. (20)—~(23) are the coupled-mode equations forming a set used to describe fiber grating
spectra below.

2.1. FBG reflection spectra

In the FBG case, the dominant interaction in the fiber grating is the reflection of a mode A(z)
into an identical counter-propagating mode; at the Bragg resonance wavelength, Egs. (20) and
(21) are simplified by retaining only terms that involve the particular modes [13], neglecting
terms on the right-hand sides of Egs. (20) and (21) that contain rapidly oscillating z dependence,
since these have low contributions to the variations of the mode amplitude. The resulting
equations can be written as follows:

dlz(zz) —iGR(z)+ixS(z) (26)
diiz) ——i65(z)—ix'R(2) 27)

In (26) and (27), as a starting hypothesis, it is assumed that R(z) and S(z) are defined as follows:
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R(z)zA(z)-exp(ié‘z—%] (28)
S(z) = B(z) . exp(—iéz + %J (29)

In these equations, the “AC” coupling coefficient from (23) and the general “DC” self-coupling
coefficient appear. The “AC” coupling coefficient is defined as follows:

&s5+o—1d—¢ (30)
2 dz

The detuning 0, considered independent of z for all gratings, is defined as follows:

T 1 1
o=pf-—=03- =2mn_| ——— 31
B-5=P=By ”@7(2 ﬂ«DJ (31)
where Aj, is the “design wavelength” for Bragg scattering by an infinitesimally weak grating
with a period 6n,; —. The “design wavelength” A, is defined as follows:

Ay = 2n€ffA (32)

When 6 =0, A, fulfill the Bragg condition, i.e. the following relation is accomplished

o= (33)

The “DC” coupling coefficient o is defined in Eq. (23). Absorption loss in the grating is
AN
described by a complex coefficient ¢. The power loss coefficient « is the proportional to
N
imaginary part of the complex coefficient o, being defined as follows:

a=2Im(o) (34)
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Light not reflected by the grating experiences a transmission loss TL expressed in dB/cm as
follows:

TL=10-log,,(e)a (35)

The derivative describes possible chirp of the grating period, where @(z) is defined using
different variation laws. For a single-mode Bragg reflection grating, the following simple
relations are useful:

27

o= 7571#"% (36)

K=K (37)

6= %v&neﬁw (38)

If the grating is uniform along z, then 67,4, is a constant, meaning no chirping of the grating,

consequently i—f=0, and thus &, o and & are constants. Thus, Egs. (26) and (27) form a system
of coupled first-order ordinary differential equations with constant coefficients and appropri-
ate boundary conditions for which closed-form solutions can be found. As the boundary
conditions, for a grating of length L, it is assumed that a forward-going wave incident from z
— -0, the grating reflectivity, is unitary, R(z=-L/2)=1, and that no backward-going wave exists
for z larger or equal to L/2, S(z=L/2)=0. The amplitude and power reflection coefficients o and
1, respectively, can then be shown to be defined as

—Ksinh(L K —6'2)
p= (39)
c}sinh(L\/lc2 —c}z)+i\/1c2 -4 cosh(L i —6'2)

sinhz(L Kz—é'z)
r= _ 4
cosh2(L KZ—&Z)—U—Z 0
2

K

From (40), it is found that the maximum reflectivity for a Bragg grating, r.,,, is defined as
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7w = tanh®(xL) (41)

This value occurs when g=0, or at the wavelength A, which is defined as

on
A= [1 + nL] A (42)

2.2. LPG transmission spectra

In the LPG case, the coupled-mode equations are rearranged in the sense that near the peak
resonance wavelength at which mode “1” of amplitude A,(z) is strongly coupled to a co-
propagating mode “2” with amplitude A,(z), Egs. (20) and (21) may be simplified by keeping
only terms that involve the amplitudes of these two modes and then making use of the
synchronous approximation of modes. The resulting equations can be written as follows:

diﬁz) —iGR(z)+ixS(z) (43)
de(ZZ) ——i65(z)+ix'R(2) (44)

where the new amplitudes R(z) and S(z) are defined as

R(z) =A exp{—i@}exp(iﬁz - %] (45)

S(z)= 4, exp{—i@}exp[—i& + %) (46)

and where ;; and ,, are “DC” coupling coefficients [13, 14]. From Egs. (36), (37) and (38), the
“AC” cross-coupling coefficient, k, and, 3, a general “DC” self-coupling coefficient are defined
as

2= K1*2 (47)
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and

91 %» _ld_§0

6=50+ (48)
2 2dz
Here the detuning, , which is assumed to be constant along z, is defined as
1 T
5=5(/5'1—/32)—X (49)
or
1 1
S=rnlAn_ | ——— 50
7 [ A Ay j 0)

In Eqgs.(49) and (50), Ap is the design wavelength for an infinitesimally weak grating; as for
Bragg gratings, A, is defined as follows:

A, =An_A (51)

As for the Bragg grating case, 0 = 0 corresponds to the grating resonance condition predicted
by the qualitative picture of grating diffraction, schematically presented in Figures 2 and 3.

In the usual case of a uniform grating, & and k are constants. In the LPG case, unlike for a Bragg
grating reflection of a single mode, here the coupling coefficient generally cannot be simply
defined as in (38). For coupling between two different modes in the LPG case of transmission
gratings, the overlap integrals (23) and (24) must be evaluated numerically. Like the analogous
Bragg grating, Eqs. (43) and (44) are coupled first-order ordinary differential equations with
constant coefficients. Thus, closed-form solutions can be found when appropriate initial
conditions are specified for a grating of length L. The transmission can be found by assuming
only one mode is incident from z — - e, and assuming that R(0) =1 and S(0) = 0. The power
bar and cross-transmission, f_and f,, respectively, can be defined as follows:

A2

= COS(Z\/K2 +67 ) + AZG : Sin(Z\/K2 + &2) (52)

o +K
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t :|S(Z)| __x 2sir1(:/:\/1<2+&2) (53)
o

. . . . A . .
The maximum cross-transmission (which occurs when ¢=0) is defined as

= Sin” (xL) (54)
and it occurs at the wavelength
1
A =—4
‘max 1_(0- s )A D (55)
1 22 27[

For coupling between a core mode “1” and a cladding mode “2” with an induced index change
in the core only, 0}, = 0 from Egs. (36), 05, < op,and for low cladding confinement factor, A,
can be approximated as

5neffmezm
A E| 1+ —— |4, (56)

In Eq. (56), it is assumed that dn,,,,,, the induced change in the core-mode effective index, is
much smaller than An,; which is the common case. Analyzing Egs. (56) and (42), a major
difference is observed between the FBG and LPG cases, difference which consists in the fact
that the wavelength of maximum coupling in a long-period cladding-mode coupler grating
shifts toward longer wavelengths as the grating is being written many times more rapidly,
meaning a longer grating period, than the shift occurring in the Bragg grating case.

3. Simulation results

Because of their various and important sensing and communication applications, the FBGs
and LPGs are intensively studied in the last 20 years. Since the first reported results concerning
their characteristics, fabrication and engineering their applications, in time, it became more
and more clear that FBG and LPG simulation models are urgently needed for a proper design
of their applications, especially the sensing ones. The design of FBG’s and LPG’s sensing
applications involves a large number of input parameters or parameters having large variation
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domains. In time, more or less accurate FBG and LPG simulation models were reported in
literature [13, 14, 17, 20-28, 36-40]. These FBG and LPG simulation models are crucial for design
of their applications.

However, in spite of the complicated mathematical apparatus defined in Section 2 used for
describing the FBG or LPG mode of operation, there are several ideas which a researcher, using
or designing FBG and LPG application, has to keep in mind:

1.

The FBG and LPG applications are based on the fiber interaction with the environment.
The FBG and LPG applications are developed starting by processing single mode fibers
for grating formation.

In the FBG case, the whole process is taking place in the core of the optic fiber, without
any direct interaction of the fiber grating with the environment. This means that only
modes counter-propagating in pairs through the core are involved being coupled by the
grating, i.e. exchanging energy. As a consequence, into the more or less broad emission
spectrum of a light source connected at one end of the fiber, there will appear a reflection
band which can be measured at the same fiber end or an absorption band as observed at
the other fiber end. Usually, for the sake of spectroscopic measurements accuracy, the
reflection band is mostly used. The peak wavelength and bandwidth of this band are the
parameters of interest to be observed in applications. The main task of FBG simulations
consists in defining the peak of the reflection band. The spectral shift of this peak wave-
length of reflection band is correlated with grating period which can be modified by
simple or simultaneous mechanical or thermal loads applied indirectly on the fiber
grating.

In the LPG case, the process is different in the sense that co-propagating fiber modes are
coupled by the grating. The LPG operation process is taking place in the entire fiber cross
section. The LPG operation is based on the coupling of a core mode with the possible
cladding propagating modes. Inherently, two possible single-mode fiber simulation
models are to be considered: (a) two layers (core and cladding or cladding and environ-
ment) and (b) three layers (core, cladding and environment). As a consequence, into the
more or less broad emission spectrum of a light source connected at one end of the fiber,
there will appear several absorption bands with the strength and bandwidth depending
on how much the transverse intensity distributions of core mode and cladding modes are
overlapping, the values of “DC” and “AC” coupling coefficients depending on this mode
superposition. The resulting absorption bands are usually observed at the other fiber end.
The main task of LPG simulation consists in defining the peaks and bandwidths of these
absorption bands appearing in the test light source transmission spectrum. The spectral
shifts of absorption peaks and bandwidth broadenings can be correlated with grating
period changes imposed by simple or simultaneous mechanical or thermal loads applied
on the fiber grating. It becomes possible to correlate any modification of environment
refraction index modification induced chemically or thermally by external factors. The
spectral peak shifts and bandwidth broadenings of this absorption bands are to be
evaluated.
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Nevertheless, there are several steps to be accomplished in development of an accurate FBG

or LPG simulation model, based on which a practical simulation algorithm can be defined.
The first steps are identical for FBG and LPG simulation cycles. The first two identical steps of
FBG and LPG simulations consist of:

STEP 1—the usual gathering of input data, meaning core and cladding diameters, core
and cladding refractive index values, to which the environment refractive index has to be
added in LPG case and is only informal for FBG model. Any data concerning the geometry
of the fiber grating has to be considered in this stage. For example, if fiber grating is
supposed to be bent, or elongated, or longitudinally compressed or not.

STEP 2—evaluation of fiber core effective value of the refractive index. This task is
achieved by graphically or numerically solving the dispersion Eq. (4) for b and using Eq.
(5). For more strictness, the confinement factor can be calculated using (6). The results of
Step 2 consist of variation curves with wavelength of core effective refractive index,
normalized frequency V and, eventually, of confinement factor.

In this stage, the FBG and LPG simulation cycles separate into different ways of evolution. In
the FBG case:

STEP 3 FBG —evaluation of fiber short-period grating reflectivity spectrum in the domain
including the Bragg wavelength by solving the system of differential equations defined
from coupled-mode theory applied for core counter-propagating modes, i.e. using Egs.
(39)—(42). The obtained reflectivity spectrum will depend on the grating length, period
and if it is uniform or has a variable period according to a predefined law on z along the
grating (sine, sinc, positive tanh or Blackman) but keeping a constant amplitude of 61,
this being the chirping technique, or it is apodized, meaning that the period is constant
and the amplitude of 6n,;is defined by a variation law on z as the argument (also sine,
sinc, positive tanh or Blackman functions are applicable). Once the Bragg grating reflec-
tivity spectrum is obtained, it is possible to correlate its spectral shift with mechanical or
thermal load applied on the FBG device, meaning to use it as a sensor. FBG chirping or
apodization is used for smoothing the reflectivity spectrum wings.

In this moment, two ideas have to be underlined:

The matrix transfer theory, which is based on dividing the fiber grating into a number of
segments of short length (in comparison to the propagating light wavelength), the light
propagating through these segments, the output signal (power) of one being the input for
the next one and so on, the input of the first segment being the initial conditions for
coupled-mode differential equations. Finally, in the matrix transfer theory, an iteration
equation is defined, and solving it leads to the reflectivity spectrum. For FBG, coupled-
mode and matrix transfer theories conduct to similar results.

Tilted FBG consisting of a Bragg grating with pitches having an angle with z fiber axis
represents an attempt to couple the core specific processes to the environment via
cladding. The analysis of tilted FBG is beyond the purposes of this Chapter.
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The LPG case:

- STEP 3 LPG—evaluation of refractive index values for the possible cladding propagation
modes and of resonance peak wavelength of absorption bands created into the grating
transmission band. This task can be accomplished by using a two layers or three layers
model of the optic fiber for solving the dispersion Eq. (4) in order to define the effective
values of cladding possible propagation modes. The Two Layers model means to consider
the fiber itself as a core placed into an infinite cladding and to solve Eq. (4). It is a modified
procedure applied at STEP 2. The two layers model is an approximation. The more
accurate three layers model means to solve a modified version of dispersion equation
obtained by a complicated algebra calculation taking into account the refractive index
values of core, cladding and environment. This procedure is continued by evaluation of
the peak wavelengths of the absorption bands created in the LPG transmission spectrum
using the resonance relation Eq. (16). The differences observed between simulation results
obtained using the Two or Three Layers models are of 5-10%, depending on the compu-
tational hardware and software capacity. These differences are observed for cladding
modes propagating near the core.

- STEP 4 LPG—evaluation of coupling coefficients and the bandwidths of the correspond-
ing absorption bands created in the LPG spectrum and consequently the entire transmis-
sion spectrum simulation. STEPS 3 and 4 LPG can be used for simulation of absorption
bands peaks shifting and bandwidth broadening corresponding to applying mechanical
or thermal loads on the LPG device or environment refractive index variation, i.e. the use
of LPG as a sensor device.

Figure 4. The variations of core and clad refractive indices versus propagating radiation wavelength.

In the following, several examples of FBG and LPG optical characteristic simulations devel-
oped in the above-described steps are presented. In the FBG case, the presented examples are
obtained for uniform, chirped or apodized, the grating reflectivity being the main target. For
LPG, its transmission characteristics are to be simulated. In the presented examples, simulation
was performed considering the geometry and refractive index core and cladding values
characteristic for Fibercore SM750 optical fiber (core radius 2.8 um, n,,=1.4575, cladding radius
62.5 um, n,,=1.4545). Fibercore SM750 optical fiber is commonly used as host for FBG or LPG.
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For both FBG and LPG sensors design, the first step consists in simulation of core and cladding
effective refraction indices of propagation modes. Figure 4 displays the results obtained in
simulation of core and cladding refractive indices variations versus the wavelength of light
propagating through the fiber. There are analyzed possible values of refractive index for which
the radiation modes can propagate through the optic fiber.

Results obtained in the analyzed FBG cases are presented in Figures 5-10. The primary task
accomplished by simulation consists in defining the variation of the FBG reflectivity with
wavelength around the Bragg resonance wavelength. In simulation of chirped and/or apo-
dized Bragg grating, for its period variation law, sine, sing, positive tanh and Blackman profiles
were considered.
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Figure 5. Variation of FBG reflectivity versus wavelength for a uniform Bragg grating displaying different grating
strength kL. Length of the grating L = 1 mm, grating visibility v = 1, number of grating pitches N = 10,000, grating am-
plitude A ;= 1e—4, design wavelength A, = 1550 nm.
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Figure 6. Effect of change in refractive indices on reflection spectra of uniform Bragg gratings. Length of the grating L =
1 mm, grating visibility v = 1, number of grating pitches N = 10,000, grating amplitudes 2206 = 20e—4, 15e—4 and 10e—4,
design wavelength A, = 1550 nm.
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Figure 7. Reflection of a Gaussian profile chirped Bragg grating. Length of the grating L = 50 mm, grating visibility v =
1, number of grating pitches N = 10,000, grating amplitude = 20e-4, design wavelength A, = 1550 nm.
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Figure 8. Apodization of a chirped grating using different profiles. Length of the grating L = 50 mm, grating visibility v
=1, number of grating pitches N = 10,000, grating amplitude A 1,4 = 20e-4, design wavelength A, = 1550 nm.
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Figure 9. Variations of the resonance wavelength versus LPG period, calculated for the first 10 possible clad propaga-
tion modes. LPG length L =75 mm, grating amplitude A ;= 25e—4.
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Figure 10. LPG transmission spectra simulated for an optic fiber in normal state. LPG period =400 um, LPG length L =
75 mm, grating amplitude A n,;=25e—4.

Figure 11. LPG transmission spectra simulated for a bent optic fiber in normal state. LPG period =400 pum, LPG length
L=75mm, grating amplitude A ;= 25e—4.

Results obtained in the analyzed LPG cases are presented in Figures 9-11. In Figure 9 are
presented simulation results obtained regarding the variations of the resonance wavelengths
of the absorption peaks in the LPG transmission spectra, peaks defined using (16)-the “second
key task to be accomplished” in the design of LPG fiber sensors. In Figures 10 and 11 are

presented the LPG transmission spectra simulated for an unperturbed fiber and for a bent
fiber.

4. Conclusions

The chapter refers to a broad research domain concerning the optic fiber and fiber grating
physics. One of the two main purposes of the chapter consists in presenting the theoretical
tools and simulation procedures used for analysis of optical properties of short-period FBG
and fiber LPG. The second purpose of the chapter consists in providing the basics of simulation
models. Examples of simulation results obtained using coupled-mode theory, verified using
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the transfer matrix theory in the FBG case, are presented. The presented simulation results are
in fairly good agreement with experimental and simulation results presented in literature.

Acknowledgments

This work was funded by Core Program, under the support of ANCS, project PN 16.40.01.02

Author details

Dan Savastru’, Sorin Miclos, Marina Tautan and Ion Lancranjan

*Address all correspondence to: j_j_f_l@yahoo.com

National Institute of Research and Development for Optoelectronics, Magurele, Ilfov,
Romania

References

(1]

(2]

A. Othonos, K. Kalli. Fiber Bragg gratings, fundamentals and applications in tele-
communications and sensing. Boston: Artech House; 1999. 433 p. ISBN 0-89006-344-3

A. Hongo, S. Kojima, S. Komatsuzaki. Application of fiber Bragg grating sensors and
high speed interrogation techniques. Structural Control & Health Monitoring.
2005;12(3-4):269-282. doi:10.1002/stc.70

L. Dong et al. Single-pulse Bragg gratings written during fiber drawing. Electronics
Letters. 1993;29(17):1577-1578. doi:10.1049/el:19931051

B.H. Lee, J. Nishii. Self-interference of long-period fibre grating and its application as
temperature sensor. Electronics Letters. 1998;34(21):2059-2060. d0i:10.1049/e1:19981420

S.W. James, R.P. Tatam. Optical fibre log-period grating sensors: characteristics and
applications. Measurement Science and Technology. 2003;14(5):R49-Ré61. doi:
10.1088/0957-0233/14/5/201

J-L. Archambault, L. Reekie, P. J. Russel. 100-percent reflectivity Bragg grating reflec-
tors produced in optical fibers by single excimer laser pulses. Electronic Letters.
1993,29(5):453-455. d0i:10.1049/el:19930303

Y-] Rao. In-fiber Bragg grating sensors. Measurement Science and Technology.
1997;8(4):355-375. PII: 50957-0233(97)72999-0

S. A. Slattery, D. N. Nikogosyan. High intensity UV laser inscription of fiber Bragg
gratings and comparison with other fabrication techniques. In: B. W. Bowe, et al.,

11



112

Modeling and Simulation in Engineering Sciences

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

editors. Opto-Ireland 2005: Photonic Engineering; 5-6 Apr 2005; Dublin, Ireland.
Bellingham, WA, USA: SPIE-Int Soc Optical Eng; 2005. p. 200-210. doi:
10.1117/12.601158

C. G. Askins et al. Stepped wavelength optical-fiber Bragg grating array fabricated in
line on a draw tower. Optics Letters. 1994;19(2):147-149. d0i:10.1364/OL.19.000147

K. Schroeder, W. Ecke, R. Mueller, R. Willsch, A. Andreev. A fibre Bragg grating
refractometer. Measurement Science and Technology. 2001;12(7):757-764. doi:
10.1088/0957-0233/12/7/301

G. Laffont, P. Ferdinand. Fiber Bragg grating-induced coupling to cladding modes for
refractive index measurements. In: A.G. Mignani, H.C. Lefevre, editors. 14th Interna-
tional Conference on Optical Fiber Sensors; 11-13 Oct 2000; Venice, Italy. Bellingham,
WA, USA: SPIE-Int Soc Optical Eng; 2000. p. 326-329. WOS:000167396300080

G. Laffont, P. Ferdinand. Tilted short-period fibre-Bragg-grating-induced coupling to
cladding modes for accurate refractometry. Measurement Science and Technology.
2001;12(7):765-770. doi:10.1088/0957-0233/12/7/302

T. Erdogan. Fiber grating spectra. Journal of Lightwave Technology. 1997;15(8):1277-
1294. d0i:10.1109/50.618322

R. Kashyap. Fiber Bragg gratings, 1st ed. London: Academic Press; 1999. 458 p. ISBN:
0124005608

B.H. Lee, Y. Chung, W-T. Han, U-C. Paek. Temperature sensor based on self-interfer-
ence of a single long-period fiber grating. IEICE Transactions on Electronics.
2000;E83C(3):287-292. WOS:000086147100004

G. Keiser. Optical fiber communications, 3rd ed. Singapore: McGraw Hill; 1999. 688 p.
ISBN: 0-07-232101-6

A.W. Snyder, ].D. Love. Optical waveguide theory, 1st ed. New York, USA: Chapman
& Hall; 1983. 738 p. ISBN: 0412099500

K. O. Hill, Y. Fujii, D. C. Johnson, B. S. Kawasaki. Photosensitivity in optical fiber
waveguides: application to reflection filter fabrication. Applied Physics Letters.
1978;32(10):647-649. doi:10.1063/1.89881

G. Meltz, W. W. Morey, W.H. Glenn. Formation of Bragg gratings in optical fibers by
a transverse holographic method. Optics Letters. 1989;14(15):823-5. doi:10.1364/OL.
14.000823

D. Marcuse. Theory of dielectric optical waveguides. 1sted. New York: Academic Press;
1974. 257 p. doi: ISBN: 0124709508

H. Tai. Simple numerical simulation of strain measurement. In: R.M. Wasserman, S.L.
DeVore, editors. Conference on Electro-Optical System Design, Simulation, Testing,



[23]

[26]

[27]

[31]

Numerical Simulation Methods Applied at Fiber Grating Sensors Design
http://dx.doi.org/10.5772/63890

and Training; 09-10 July, 2002; Seattle, USA. Bellingham, WA, USA: SPIE-Int Soc
Optical Engineering; 2002. p. 13-24. doi:10.1117/12.451768

R. Savastruy, I. Lancranjan, D. Savastru, S. Miclos. Numerical simulation of distributed
feed-back fiber laser sensors. In: V.I. Vlad, editor. 10th Conference on Optics—Micro-
to Nanophotonics III (ROMOPTO); 03-06 Sep 2012; Bucharest, Romania. Bellingham,
WA, USA: SPIE-Int Soc Optical Engineering; 2013. p. UNSP 88820Y. doi:
10.1117/12.2032724

I. Lancranjan, S. Miclos, D. Savastru, R. Savastru, C. Opran. Numerical simulation of a
laser - acoustic landmine detection system. In: T. Graf, JI. Mackenzie, H. Jelinkova, J.
Powell, editors. Conference on Laser Sources and Applications; 16-19 Apr 2012;
Brussels, Belgium. Bellingham, WA, USA: SPIE-Int Soc Optical Engineering; 2012. p.
843315. doi:10.1117/12.922158

I. Lancranjan, S. Miclos, D. Savastru, A. Popescu. Numerical simulation of a DFB-fiber
laser sensor (II) —theoretical analysis of an acoustic sensor. Journal of Optoelectronics
and Advanced Materials. 2010;12(12):2456-2461. WOS: 000286043000019

I. Lancranjan, S. Miclos, D. Savastru. Numerical simulation of a DFB-fiber laser sensor
(). Journal of Optoelectronics and Advanced Materials. 2010;12(8):1636-1645. WOS:
000281695300002

S. Miclos, D. Savastru, I. Lancranjan. Numerical simulation of a fiber laser bending
sensitivity. Romanian Reports in Physics. 2010;62(3):519-527. WOS: 000287272300008

S. Miclos, D. Savastru, R. Savastru, I. Lancranjan. Design of a smart superstructure FBG
torsion sensor. In: J.L. Sanchez Rojas, R. Brama, editors. Conference on Smart Sensors,
Actuators, and MEMS VII 1st SPIE Conference on Cyber-Physical Systems; 04-06 May
2015; Barcelona, Spain. Bellingham, WA, USA: SPIE-Int Soc Optical Engineering; 2015.
p- 95172B. doi:10.1117/12.2188231

D. Savastru, S. Miclos, R. Savastru, I. Lancranjan. Numerical analysis of a smart
composite material mechanical component using an embedded long period grating
fiber sensor. In: J.L. Sanchez Rojas, R. Brama, editors. Conference on Smart Sensors,
Actuators, and MEMS VII 1st SPIE Conference on Cyber-Physical Systems; 04-06 May
2015; Barcelona, Spain. Bellingham, WA, USA: SPIE-Int Soc Optical Engineering; 2015.
p- 95172B. doi:10.1117/12.2188231

K. O.Hill, B. Malo, F. Bilodeau, D. C. Johnson. Photosensitivity in optical fibers. Annual
Review of Materials Science. 1993;23:125-157. WOS: A1993L.Q76400005

R. J. Campbell, R. Kashyap. The properties and applications of photosensitive germa-
nosilicate fiber. International Journal of Optoelectronics. 1994;9(1):33-57. WOS:
A1994PL77900004

P. St. ]. Russell, J.-L. Archambault, L. Reekie. Fiber gratings. Physics World. 1993;6(10):
41-46. WOS: A1993MB88600025

113



114 Modeling and Simulation in Engineering Sciences

[32]

I. Bennion, J. A. R. Williams, L. Zhang, K. Sugden, N. J. Doran. UV-written in-fiber
Bragg gratings. Optical and Quantum Electronics. 1996;28(2):93-135. doi: WOS:
A1996TV07200001

V. Mizrahi, J. E. Sipe. Optical properties of photosensitive fiber phase gratings. Journal
of Lightwave Technology. 1993;11(10):1513-1517. d0i:10.1109/50.249888

M. Born, E. Wolf. Principles of optics. 7th ed. Cambridge, UK: Cambridge University
Press; 1999. 952 p. ISBN: 0521642221

A. Yariv. Coupled-mode theory for guided-wave optics. IEEE Journal of Quantum
Electronics. 1973;QE-9(9):919-933.

J. E. Sipe, L. Poladian, C. M. de Sterke. Propagation through nonuniform grating
structures. Journal of the Optical Society of America A-Optics Image Science and
Vision. 1994;11(4):1307-1320. doi:10.1364/JOSAA.11.001307

H. Kogelnik. Filter response of nonuniform almost-periodic structures. Bell System
Technical Journal. 1976;55(1):109-126. doi:10.1002/j.1538-7305.1976.tb02062.x

K.O. Hill. Aperiodic distributed-parameter waveguides for integrated optics. Applied
Optics. 1974;13(8):1853-6. doi:10.1364/A0.13.001853

B. Malo, S. Theriault, D. C. Johnson, et al. Apodised in-fiber Bragg grating reflectors
photoimprinted using a phase mask. Electronics Letters. 1995;31(3):223-225. doi:
10.1049/e1:19950150

F. Ouellette. Dispersion cancellation using linearly chirped Bragg grating filters in
optical waveguides. Optics Letters. 1987;12(10):847-9. doi:10.1364/OL.12.000847



Chapter 6

Charge Collection Physical Modeling for Soft Error Rate
Computational Simulation in Digital Circuits

Jean-Luc Autran, Daniela Munteanu,
Soilihi Moindjie, Tarek Saad Saoud, Victor Malherbe,
Gilles Gasiot, Sylvain Clerc and Philippe Roche

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/64277

Abstract

This chapter describes a new computational approach for accurately modeling
radiation-induced single-event transient current and charge collection at circuit level.
This approach, called random-walk drift-diffusion (RWDD), is a fast Monte Carlo
particle method based on a random-walk process that takes into account both diffusion
and drift of carriers in a non-constant electric field both in space and time. After
introducing the physical insights of the RWDD model, the chapter details the practi-
cal implementation of the method using an object-oriented programming language and
its parallelization on graphical processing units. Besides, the capability of the ap-
proach to treat multiple node charge collection is presented. The chapter also details the
coupling of the model either with an internal routine or with SPICE for circuit solving.
Finally, the proposed approach is illustrated at device and circuit level, considering four
different test vehicles in 65 nm technologies: a stand-alone transistor, a CMOS inverter,
a SRAM cell and a flip-flop circuit. RWDD results are compared with data obtained
from a full three-dimensional (3D) numerical approach (TCAD simulations) at
transistor level. The importance of the circuit feedback on the charge-collection process
is also demonstrated for devices connected to other circuit nodes.

Keywords: single event effects, radiation transport modeling, random walk, drift-dif-
fusion, radiation-induced charge generation and transport, Monte Carlo computation-
al approach, numerical simulation, soft error, soft error rate, CMOS inverter, SRAM,
flip-flop
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1. Introduction

Natural radiation at ground level, including both terrestrial cosmic rays and telluric radioac-
tivity (alpha decay from radioactive ultra-traces in materials), is considered today as a major
reliability issue for integrated circuits (IC), since they are increasingly sensitive to this radia-
tion as long as CMOS technologies scale down [1]. The basic mechanism taking place when an
ionizing particle crosses a circuit is the generation in the semiconductor region of a high-
density chargetrack; the generated charge canbe collected at circuitlevel throughbiased contacts
and especially reverse-biased drainjunctions and create parasitic transient currents at the circuit
nodes. In the case of a memory cell, the collected charge may be sufficient to induce the cell
upset; this phenomenon is called single event upset (SEU). When combinational logic is
concerned, the charge induced by the particle may lead to a single event transient (SET) [2].

Researchers have always used modeling and simulation approaches to better understand the
physical processes and to predict the consequences on the circuit operation of such single
events. The study of these phenomena, and more precisely, the computation of the electrical
response of devices and circuits submitted to ionizing radiation imply the accurate modeling
of various physical mechanisms at different scales, as charge generation, transport and
collection of charges within the circuit. The solutions developed to solve this kind of problem
include full numerical methods (such as TCAD) and approximate analytical models used in
circuit simulators [3]. Full numerical methods, such as TCAD, exactly solve this coupled
problem (radiation + electrostatics + transport) and offer a very accurate solution. But the huge
computation time and computer resources needed to solve this high complexity problem
restrict its application to small simulation domains, limited to, at most, several devices (very
small circuits). In order to overstep these limitations, several approximated solutions have
been developed in the literature: these approaches generally calculate the current transients
induced by single events (SETs) in devices and circuits by decoupling the radiation-induced
charge transport from the electrostatic problem. The so-called diffusion-collection model is
one of the most interesting and physically accurate approaches developed for this purpose [4-
6]. This model makes the assumption that the main carrier driving mechanisms is a pure
spherical ambipolar diffusion in the semiconductor region. Moreover, the model can be easily
implemented since an ionizing particle track can be divided into a series of discrete punctual
charges to compute (or to analytically derive) single or multiple node charge collection.
Although interesting improvements have been made [6, 7] and in spite of its capability to be
parallelized [8], the diffusion collection model does not correctly take into account the electric
field effects in the vicinity of the collecting contact, which is a serious intrinsic limitation. To
overcome this drawback, the diffusion coefficient D (i.e. the mobility p) and the carrier
collection velocity v are generally fine-tuned on results obtained from numerical simulation
(TCAD) in order to fit the transients for a series of typical radiation events. But, with this
procedure the value of D (or ) does not quantify the real diffusion process (the diffusion will
be overestimated or underestimated), since, it artificially reproduces the combination of both
the diffusion process and the collection by a reverse-biased junction. Another limitation of this
approach is its inability to take into account a non-constant electric field or the nodes bias
changes during the collection process.
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This chapter presents a new computational method for accurately modeling single-event
transient current and charge collection at circuit level. This approach is called random-walk
drift-diffusion (RWDD) [9, 10] and consists in a fast Monte Carlo particle method based on a
random-walk process [11] that includes both the diffusion and the drift of carriers in an electric
field that is nonconstant in both space and time. This method has been successfully used in
previous works, as shown in Refs. [12, 13]. In the present work, we considerably improve this
approach by a series of developments that make it capable of fast and intensive simulation of
full circuits with an accuracy degree similar to that of the TCAD simulation. The considered
improvements are briefly described below, but they will be extensively detailed in the
following sections. Firstly, the method models the charge carrier transport and collection
process using exclusively physical parameters (for example for the carrier mobility or the
minority carrier lifetime) and physical constants. In particular, transport and collection
processes are modeled by the same mathematical equations, without any fitting parameter.
Secondly, the new method implements a model fully derived in C++ environment, which
authorizes the use of powerful capabilities such as advanced structures (classes and containers)
to model the different problems to solve (geometry, particle track, charge transport, collection,
recombination and extraction). Finally, the third important improvement concerns the intrinsic
ability of the model to be parallelized on graphic unit processors (GPUs) for charge carrier
transport and dynamically coupled with SPICE to take into account the impact of charge
collection on biased nodes not considered as stand-alone contacts but embedded in a circuit
and connected to other nodes.

This chapter describes in-depth the RWDD approach and illustrates all of these points in the
three following sections. Section 2 details the physical insights of the model. The practical
implementation of the method using an object-oriented programming language and its
parallelization on GPUs is presented in Section 3. Besides, the capability of the approach to
treat multiple-node charge collection is presented. Section 4 details the coupling of the model
either with an internal routine or with SPICE program for circuit solving. Finally, Section 5
illustrates this proposed approach at device and circuit-level, considering four different test
vehicles in 65 nm technologies: a stand-alone transistor, a CMOS inverter, a SRAM cell and a
flip-flop circuit. RWDD results are compared with data obtained from a full three-dimensional
(3D) numerical approach (TCAD simulations) at transistor level. The importance of the circuit
feedback on the charge-collection process is also demonstrated for devices connected to others.

2. Random-walk drift-diffusion (RWDD) model

This section introduces the basis of the RWDD model and the modeling methodology used to
describe the main simulation steps, i.e. the charge deposition induced by the passage of an
ionizing particle at silicon level, the radiation-induced charge transport within the structure
and the computation of the collection current on the collecting node(s).
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2.1. Charge deposition

In the RWDD approach, an ionizing particle track crossing a circuit at silicon-level is modeled
as a series of charge packets (Figure 1) spread along a straight segment whose length equals
the ionizing particle range (R) in target material. The linear density of the charge packet along
the particle track takes into account the non-constant linear energy transfer (LET) of the
particle. SRIM tables are used to compute both LET and range using appropriate numerical
functions [14]. The accuracy of this charge discretization is ensured by the degree of “granu-
larity” [11] that can be fine-tuned by selecting the packets size, in practice from 1 to 100
elementary charges.

Rewverse-biased drain contact

Bulk
Si(F) ]

[ L+ 10 ps by + 40 ps t; #0.1 ns

Figure 1. Cartoon illustrating the charge transport and collection processes after a 5 MeV alpha-particle strike in a re-
verse-biased junction (its geometrical and electrical parameters correspond to the 65 nm node). The biased contact col-
lects charges that diffuse in silicon and are accelerated by the electric field developed in the space charge region.
(Reprinted with permission from Glorieux et al. [12], © 2014, IEEE).

2.2. Charge transport modeling

The transport of each charge packet starts immediately after the particle crosses the device
(Figure 1). For modeling the charge transport, the RWDD approach implements the popular
drift-diffusion model [15], where the electron (J,) and hole (J,) current densities are computed
as the sum of two components: the drift current component (first term) that is driven by the
electric field and the diffusion component (second term) that models the current induced by
the gradient of carrier concentration. J, and J,, are given by:

J, =qnu,E+qD,grad(n) 1)

J, = anp,E—qD,grad(p) )

In these equations, n and p are, respectively, the electron and hole densities; u, and u, are,
respectively, the electron and hole mobilities; E is the electric field; and D, and D, are,
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respectively, the diffusion coefficients that may be calculated from the carrier mobility using
the Einstein’s equation:

D,,= Moy 3)

In Eq. (3), kg is the Boltzmann constant and T is the carrier temperature; as the carrier gas in
the drift-diffusion approximation is assumed to be in thermal equilibrium, T is equal to the
lattice temperature.

The next calculation step in conventional full numerical methods (TCAD) is to inject the current
densities given by Egs. (1) and (2) into the conservation laws for electrons and holes also called
continuity equations; they are next self-consistently solved with Poisson’s equation. For this
purpose, the simulation domain is meshed, and all previous equations are discretized on this
mesh grid and then solved. Contrary to this procedure, in the RWDD model, no meshing is
need since charge packets have continuous coordinates. Also in RWDD, a random-walk
algorithm [11] is used to model the diffusion process, and the drift-induced current is directly
calculated using the electrical field present in the considered region. For a charge packet
situated at the position (X, y, z) at time t, its new position at time t+dt is given by (x+0x, y+dy
and z+0z), where dx, dy and dz are calculated as follows:

dx =N, xvDdt + E_xpudt
dy =N, xyDdt +E xudt 4)
dz=N,xvDdt +E_xudt

In Eq. (4), Ny, N, and N are three independent normal random numbers, D is the diffusion
coefficient, U is the carrier mobility and E(E,, E, E,) is the electric field vector at the corre-
sponding position and time.

2.3. Collection current computation

Ateach time step of the simulation, the radiation-induced collection current is computed from
the transport dynamic of minority charge carriers described in the previous Section 2.2. For
the estimation of this current, two main procedures may be employed: the first technique is to
use the semi-conductor transport equations and the second one is to employ the Schockely-
Ramo’s theorem. Simulation tools used in microelectronics generally consider the first option;
the transport equations are implemented in TCAD simulator that numerically solve them self-
consistently with Poisson’s equation. This approach considers the free-charge carrier distri-
butions as continuous functions in time and space coordinates. The second option is generally
used in instrumentation or high-energy physics for the calculation of detector responses to
radiation events. In this second approach, the Ramo’s theorem is used to treat each carrier
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considered individually and all the interesting effects due to particular carriers are summed
[16]. In our work, we implemented the first formalism (transport equations) by applying the
continuity equation at the collecting (drain) contact. The transient current at the collecting node
is directly computed from the number of carriers An that reach this contact during the time
step At, i.e.

[=qx— ®)

In this expression, the displacement current is neglected; that is a reasonable approximation
in this case [17]. This collection current is then injected in the electrical simulation to model
the circuit response.

2.4. Model limitations

Although the model embeds a microscopic physical description of charge generation, transport
and collection, the present approach suffers from two evident limitations that should be
amended in a future enhanced code version: (1) the calculation is not self-consistent with the
electrostatic potential (i.e. the electric field) and (2) it does not implement electrostatic inter-
actions taking place between charge packets. For this reason, the RWDD model should
especially fail in high carrier injection conditions, i.e. at high LETs. These drawbacks will be
carefully estimated and quantified in a future work. Another interesting point should be to
compare the two methods for computing the collection current to also evaluate the impact of
the displacement current on transient characteristics.

3. Model implementation

3.1. C++ implementation

To implement the RWDD model described previously, we choose a C++ programming
environment, an object-oriented programming language that offers considerable advantages
in terms of advanced structures, such as classes, objects and containers. The C++ code imple-
menting the RWDD approach was named RWDDCPP.

In this code, the particle track is defined as a C++ container including all the charge packets
described as independent objects. The members of the charge packet class include the geo-
metrical coordinates of the packet and the electrical charge amount per packet. The container
content may change during the simulation due to two different mechanisms: (1) minority
carrier recombination or (2) carrier extraction that correspond to particles that escape the
simulation domain. For modeling the carrier recombination mechanisms, we use a simple
exponential law that adjust the number of charges as a function of time: N(t) = N, exp(-t/1). In
this exponential law, N, is the initial number of charges deposited by the particle at t=0s and
the time constant T is equal to the carrier lifetime.
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In RWDDCPP code, the circuit geometry is implemented as a series of 3D rectangular boxes
that represent respectively the substrate, the source and drain contacts at the silicon level and
the different wells; all these elements constitute the Front-End-Of-Line (FEOL) structure. A
simplified Back-End-Of-Line (BEOL) structure may be also modeled, as a stack of insulating
material and metal layers. The fine modeling of the reversely biased drain contacts collecting
the minority carriers created along the particle track is the most important improvement of the
RWDD model at the circuit level. A special “drain class” has been developed, embedding in
the same C++ object both the drain contact geometry and the 3D distribution of the electric
field induced by the drain bias. At this level, different doping profiles can be taken into account
for the p-n junctions: abrupt, gradual or user-defined profiles.

Fined Wy or floating node patential

FI l it} Contact (carrier extraction)

f:;:‘; [T Analytical 30 model
- Scal¥a [aberupt/gradual junction
ki « N reglon 2 upt/gradual junction)

Collected
carrier .y

Ebectric feld lines
Silicon bulk [P) or Pwell

Figure 2. Schematic illustrations of a reversely biased drain junction taken into account in the RWDD approach. The p-
n junction is defined by its geometry and the bias Vy applied to collect and extract carriers from the bulk. A 3D analyti-
cal model is used to model the space charge region (SCR) in the case of a gradual or an abrupt doping profile. Both the
electric field developed in the SCR (E) and the SCR width (W) are controlled by the bias V. V; (and consequently E
and W) may vary in time due to external circuit feedback. (Reprinted with permission from Autran et al. [10], © 2014,
Elsevier).

An object of the class “drain” is shown in Figure 2; this class is defined by its doping profile
(an abrupt junction in this case), its geometrical dimensions (W, L, h), the doping levels of the
p and n+ regions (N, and Ny, respectively) and the bias (V) applied to the collecting contact.
A 3D analytical model is used to compute the space charge region, since an abrupt p-njunction
is considered in this example. The electric field (E) developed in this space charge region and
its width (W) are functions of the drain bias potential and can be calculated using the
following relations:

SCR —

2(Vy+ V)

SCR
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where V,; is the internal potential of the junction and ¢ is the permittivity of silicon.

It must be noted that both Wy, and E can dynamically vary during the transient simulation
as a function of the effect of carrier collection on the circuit node potential Vy, as illustrated in
the following.

3.2. GPU parallelization

As explained in the previous section, in the RWDD approach, the behavior of each packet of
charge is computed independently of the other charges. These processes being independent,
the calculation task of the charge transport can be easily parallelized on a graphic processing
unit (GPU) whose internal architecture is perfectly adapted to such a massive parallelism.
Moreover, RWDD model needs to implement a random number generation procedure that is
usually very time-consuming; if the random numbers are independent, this task can also be
easily parallelized on GPU. These two characteristics of the RWDD model are expected to offer
a considerable computation speed, since the number of parallelizable tasks in RWDD is
relatively high. In this work, we used the CUDA programming framework proposed by
NVDIA (CUDA version 5.5 64 b) [18]. Random numbers are generated using the CUDA
cuRAND random number generation library (Mersenne Twister) within the parallel kernels
running on the GPU. Figure 3 illustrates this parallel implementation of the RWDDCPP code.
For the purpose of this work, we separately tested the RWDD algorithm implemented in series
on a CPU and in parallel on a GPU. Tests have been performed on a machine equipped with
a 3.2 GHz Intel Core i5 and with a NVDIA GeForce GTX 675 MX (960 threads at 600 MHz).
Our results show that for the simulation of 100,000 charge packets with 1000 time steps the
speedup on GPU was 140x with respect to the classical CPU implementation.

Monte Carlo simulation radiation transport code

SPICE GPU

Random Walk Drift-Difusion of charges
Kemel f'uru:uun
Circuit response
fo charge collection
al each step () '[G'H-"

' GPU threads

Figure 3. Program flow for the parallel version of the RWDDCPP code. The main part is executed on the CPU (host),
and the RWDD computational part is executed on the GPU (device). The code is also dynamically coupled with SPICE
for circuit simulation within the transient event time domain. (Reprinted with permission from Glorieux et al. [12], ©
2014, IEEE).
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3.3. Multiple node charge collection

Since the RWDD model has been implemented in an object-oriented language (C++) using
dynamic containers, as previously explained in 3.1, complex circuits with an arbitrary number
of sensitive areas and collecting nodes can be simulated, intrinsically considering, in this case,
multiple node charge collection in the simulation process. The simulation begins with the
initialization of the structure and the definition of the circuit nodes corresponding to the
different simulated drains. In a second step, the electrical potential of each node is extracted
from a steady-state circuit simulation. The values of these potentials are used to initialize the
electrical field in the complete structure. Starting the time-domain analysis, at each time step
of the transient simulation, the magnitudes of the current sources corresponding to the
different collection processes (simultaneously occurring at different circuit nodes) are updated
as a function of the number of collected charge packets. Figure 4 illustrates this multiple node
charge collection process in the simple case of two adjacent drain junctions. The time evolution

Dirain &1 Divain 22

|mnizing pagicle track

i=0ps

1=100 ps

Figure 4. Cartoon (at five different times after the ionizing particle impact) illustrating the time evolution of the charge
packets induced by a horizontal ionizing particle impacting two adjacent drains. The collection efficiency is different
for these two drains since their biasing state is different (Reprinted with permission from Glorieux et al. [12], © 2014,
IEEE.).
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of the charge packets induced by a horizontal ionizing particle in this two-node structure is
shown at five different times after the ionizing particle impact. As evidenced in Figure 4, the
collection efficiency of the two drains differs because they correspond to two different nodes
in the circuit and their electrical potential (i.e., internal electric field) is not the same in this
example.

4. Circuit solving

Once the current transients have been evaluated using the RWDD model on the different
collectionnodes of interest in a given device or circuit, one must evaluate the transient electrical
response of the circuit. This latter can be directly computed using an internal routine (solving
the Kirchoff’s circuit laws) or with an external circuit simulator program. We examine here
these two solutions, both implemented in our code RWDDCPP.

4.1. Internal routine

For circuit architectures composed of only a few connected devices, such as CMOS inverters
or SRAM cells, the steady-state circuit electrical solution can be simply solved considering
Kirchoff’s circuit laws and compact models for transistors. In the following, the method is
illustrated for the solving of an inverter and a SRAM cell. Figure 5 (left) defines the different
terminal voltages and the source-to-drain current for the NMOS and PMOS transistors;
Figure 5 (right) shows the circuit schematic of a SRAM cell consisting of two cross-coupled
CMOS inverters. Considering that the particle strikes the OFF-state NMOS transistor termed
NMOS, (initial conditions V; =0, V, = V,;5) the time variations of potential V, for the sole and
isolated inverter #1 can be written as:

% _ _I(t) + IDP1 (V1 _VDD’ Vz _VDD) _IDNl (Vvvz)
dt C

vV,  SRAMcel
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Figure 5. Definition of the terminal voltages and the source-to-drain current in n-channel (NMOS) and p-channel
(PMOS) transistors (left). Circuit schematic of a SRAM cell formed by two cross-coupled CMOS inverters (right). (Re-
printed with permission from Autran et al. [10], © 2014, Elsevier).
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where I(t) is the current pulse given by Eq. (5) due to the particle strike and collected on the
node 2, Ipy; and Ipp,; are the currents of the NMOS, and PMOS, transistors, respectively, and
Cy is the node capacitance.

Considering this time, the full SRAM cell composed of the two cross-coupled inverters, we
obtain the following system of two coupled differential equations:

dl I (VZ—V V, _VDD) _IDNZ(VZ’Vl)

1 _ DP2 DD’/ V1 _

dt Cy _F(t/VllV2) 9)
%: _I(t) + IDPI(VI _VDD’ Vz _VDD) _IDNl(VI’VZ) :G(t vV V )
dt Cy e

Eq. (8) for the sole and isolated inverter #1 or Egs. (8) and (9) for the full SRAM cell can be
easily solved in the time domain, using a fourth-order Runge-Kutta method [19] with a time
step At identical to the one used in the RWDD algorithm for charge transport and collection.
Using notations introduced in Eq. (8), the incremental results for t,,; = t, + At are:

Vl“” v K, +2K, EZK3 +K, (10)
v :V;+L]+2L222L3+L4 (11)
with:
K; = F(t", Vi, V) At (12)
Ly = G(t", V]!, V)AL (13)
K, = F(t" + At/2,V]' + K1/2,V}' + L, /2)At (14)
L, = G(t™ + At/2, V' + K, /2,V} + L, /2)At (15)
Ky = F(t" + At/2, V' + K,/2,V} + L, /2)At (16)
Ly = G(t" + At/2, V] + K, /2,V;' + L, /2)At (17)

Ky = F(t" + At V' + K3,V + L3)At (18)
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Ly = G(t™ + At VP + K3, VI + Ly)At (19)

Egs. (10)—(19) constitute the core model implemented in the code RWDDCPP for CMOS
inverter and SRAM cell solving. In Eq. (9), NMOS and PMOS source-to-drain currents are
analytically modeled using the EPFL-EKV model 2.6 [20, 21], here implemented in C++ as
numerical functions (Ipy and Ipp) having two arguments (see Figure 5). The EKV 2.6 MOSFET
model is a predictive (scalable) compact model for the simulation of submicron CMOS
technologies. It was built taking into account fundamental physical characteristics of the MOS
structure. The model offers a continuous modeling of the different regimes of the transistor
operation (weak, moderate and strong inversion), which is mandatory for circuit modeling.
The version 2.6 takes into account numerous essential issues for the transistor modeling such
as the effects of the doping profile, substrate effects, process-related aspects (oxide thickness,
effective channel length and width and junction depth), mobility effects due to vertical and
lateral electric fields, the velocity saturation, short-channel effects, etc. Section 5 details several
examples of simulations using this code RWDDCPP.

4.2, SPICE simulator

For more complex circuit architectures than a single inverter or a SRAM cell, an external SPICE
circuit simulator can be otherwise used in the place of the internal subroutine for circuit
solving. In this case, the circuit simulator is instantiated in interactive mode by the executable
code with a circuit netlist corresponding to the simulated structure. Current source(s) emu-
lating the transient collected current(s) at the different circuit nodes is (are) automatically
added to the netlist by the RWDDCPP program. At each time step of the simulation, the
magnitude of each current source is updated as a function of the number of charge packets
collected by the corresponding biased junction, following Eq. (5). Then, the SPICE simulator
computes the new voltages on the circuit nodes and finally, from Egs. (6) and (7), the width of
the space charge region(s) and the distribution of the electrical field can be updated, time step
by time step. The whole circuit counteraction to the radiation transient can then be taken into
account. This approach has been successfully implemented in this work using both NGSPICE
[22] and ELDO [23] simulators.

5. Simulation results on various circuits

Four typical simulation cases are presented in this section to validate the proposed model and
its computational implementation. All examples have been derived from the same generic
65 nm CMOS technology. In the first example, the RWDD transient response of an isolated
transistor subjected to an alpha particle has been compared to TCAD simulation. In the second
example, a CMOS inverter has been considered to the effect of the feedback of the node voltage
on the modulation of the space charge region related to the impacted junction. The two last
examples concern a SRAM cell and a master-slave D flip-flop, with an isolated output,
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illustrating the internal/external solutions for circuit solving and charge-sharing effects at the
level of circuit sensitive nodes.

5.1. Model validation—isolated NMOS

This simplest case corresponds to an isolated transistor subjected to single event irradiation.
The radiation-induced collected current and charge have been separately computed using the
RWDDCPP code and the commercial Synopsys TCAD simulation platform [24]. Figure 6 (top)
shows the 3D structure of a single NMOS transistor implanted in a Pwell region (delimited in
depth by a deep N-well) built in Synopsys Sentaurus using geometrical and technological
parameters corresponding to the considered 65 nm CMOS technology.
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Figure 6. Top: 3D electron density distribution obtained by TCAD simulation at 2 ps after an alpha particle strikes the
drain of an OFF-state isolated NMOS transistor (designed in 65 nm CMOS technology). To facilitate the picture analy-
sis, spacers, gate material and isolation oxide are not shown here. The long arrow indicates the location and direction
of the ionizing particle strike. Bottom: Current and charge collected by an isolated OFF-state NMOS transistor after the
alpha particle strike computed by TCAD and by the RWDD model. (Reprinted with permission from Autran et al. [10],
©2014, Elsevier).

Figure 6 also shows the electron density 2 ps after the passage of an alpha particle (incident
energy of 5MeV) at the level of the drain of the transistor maintained in the OFF-state. A similar
structure has been built and simulated with the RWDDCPP program; the main simulation
parameters and options in both approaches have been forced to the same values: drift-diffusion
model, constant carrier mobility for electrons (400 cm?/V/s) and holes (200 cm?/V/s), identical
minority carrier lifetime (1078 s), etc. Figure 6 (bottom) shows the transient current and the
corresponding charge collected by the drain of the NMOS transistor subjected to a 5 MeV alpha
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particle striking the center of the drain perpendicularly to the device. A good agreement
between results obtained with RWDD and TCAD are shown in this graph. One can observe a
few differences between the two curves, especially in the early stages of the transient, mainly
due to: (i) the arrival of discrete charge packets at the level of the collecting drain contact in
the RWDD approach which induces inherent granularities; and (ii) the characteristic time (2 ps)
of the Gaussian time distribution used in the TCAD simulation. Values of the collected charges
obtained from TCAD and RWDD are very close at the end of the transient event, with a
difference limited to a maximum of 15%, indicating that both modeling approaches have very
similar charge collection efficiencies. We confirmed this point by comparing the results given
by RWDD and TCAD concerning the space charge region width and the electric field: a very
good agreement between the two series of results was obtained and then reiterated for different
bias conditions. This shows that both transport and charge collection processes of the RWDD
model provide results very similar to those of TCAD simulations without employing any
fitting or unphysical parameter. This is a significant advantage of the RWDD approach over
other previously developed methods (see [25] for example).

5.2. Transient simulation of a CMOS inverter

We explored next the case of the same NMOS transistor but embedded in a CMOS inverter,
as shown in Figure 7. In the present case, the voltage node V, is not fixed, as was the case for
the study of a NMOS transistor standalone; the operation of the second transistor of the CMOS
inverter (see Figure 7) leads to the variation of the voltage V, during the transient process.
These node bias changes may modify the charge collection efficiency at the drain of the NMOS
transistor, through the variation of both E and W by a feedback process. In the following,
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Figure 7. Schematics illustrating the differences in the charge collection process between an isolated NMOS and the
same structure embedded in a CMOS inverter (OFF-state). The drain junction is biased at fixed Vpp, in the transistor
alone, whereas it is subjected to the node potential V, in the inverter. This voltage is susceptible to vary during the
transient event due to circuit retroaction. (Reprinted with permission from Autran et al. [10], © 2014, Elsevier).
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this case is called “with SCR feedback.” By opposition, we name “without SCR feedback” the
case when the same (fixed) SCR parameters are maintained during the entire transient
simulation. With respect to the charge collection process, this last case is equivalent to that of
considering a standalone NMOS transistor. Simulated transients of the CMOS inverter (under
the initial conditions V, =0 and V, = V,;,) obtained with the RWDD model when a 5 MeV alpha
particle passes across the NMOS drain are shown in Figure 8. These results reveal the influence
of the circuit feedback on the SCR characteristics, through the time changes of V,. Without the
circuit feedback on the SCR, the radiation effect is to turn V, to negative values for a period of
time equal to about 30 ps. This obviously evidences a hazardous condition for a cross-coupled
inverter in the case of an SRAM cell (somewhat reduced by the gate capacitance in the case
where the second inverter is coupled). Figure 8 illustrates an important issue concerning the
inverter operation: the hazardous condition described above persists 2x as long when SCR
feedback is activated.
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Figure 8. RWDD simulation of the impact of an ionizing particle on an off-state NMOS transistor embedded in a
CMOS inverter with and without the feedback effect of the space charge region (width and electric field dependence
on V,) on the collected current (top) and on the voltage on the struck node (bottom). (Reprinted from Autran et al. [10],
©2014, Elsevier).

Figure 8 also shows that the shape of the transient current is essentially modified when the
“SCR feedback” is taken into account. The results show a plateau on the collected current curve,
in good accordance with TCAD simulations published in [2]. In the case “without feedback,”
the transient current shows a classical shape (being composed from a fast drift component and
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aslower decay) because the SCR of the struck NMOS is maintained constant without feedback.
When the “SCR feedback” is considered, the SCR of the struck NMOS can vary when V,
changes. As explained by Ferlet-Cavrois et al. [2], when the NMOS is disturbed by a single
event, it momentarily biases the on-state load PMOS transistor in a condition for drain current
to flow. After a short-duration current peak corresponding to the output capacitance support
of the drain voltage at its pre-strike value, the drain voltage collapses, which causes a reduction
of both the electric field and the extension of the space charge region; as a consequence, the
NMOS single event current becomes governed by the depressed drain voltage (that impacts
the collection efficiency of the junction) and the compensating PMOS transistor drive current.
The result of this dynamic interaction of the node voltage and the PMOS transient current is
a characteristic current equilibrium or “plateau,” as shown in Figure 8. The amplitude of this
current plateau is linked to the PMOS drive, and the duration of the plateau is synchronous
with the depressed drain voltage. As soon as most of the deposited charge flows out of the
struck transistor, the current flow cannot be maintained, the equilibrium conditions relax, the
drain voltage recovers and the current pulse again decreases toward zero [2, 26]. This second
example illustrates the importance of device coupling effects at circuit-level and its conse-
quences on the charge collection dynamics in the impacted device. The soft-error rate conse-
quence of such effects has to be investigated in future works, notably in SRAM cells composed
of two cross-coupled inverters for which a very similar behavior as highlighted in Figure 8 is
expected at the level of the impacted OFF-state transistor.

5.3. Alpha-particle SEU in SRAM

In this third example, the single-event upset alpha particle cross-section of a 65 nm SRAM cell
has been simulated using the RWDD approach and compared with experiments. The alpha
cross-section experimental measurement was performed using an Americium 241 source
(3.7 MBq), at room temperature and under nominal voltage 1.2 V), following all the recom-
mendations of the JESD98A test standard [27]. Since the alpha source has a high activity,
several thousand errors are measured and cross-section uncertainties are very low.

For the RWDD simulation, several additional assumptions have been introduced to estimate
the electrical response of the 65 nm bit cell: (i) all of the electron-hole pairs generated inside or
below the deep N-well (see the structure of the transistor in Figure 6 top) are not taken into
account; (ii) minorities charge carriers that reach well limits are considered as recombined and
are eliminated from the simulation. Figure 9 (top) shows the 65 nm bit cell composed of a
centered Nwell and two Pwells. The four drains of the transistors constituting the two inverters
have been placed in structure and connected to the corresponding nodes in the circuit netlist.
The total simulation area is larger than the bit cell area to take into account an alpha particle
with a high tilt angle, which strikes around the bit cell. The maximum tilt angle has been
calculated using the range of the alpha particle and the thickness of the back-end layer. We
computed a simulated cross-section by performing simulations for several thousand impacts
of alpha particles, considering random impact locations and particles with random directions;
the number of upsets was divided by the simulated fluency.
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Figure 9. Top: Schematic representation of the 65 nm bit cell with the charge deposited by an alpha particle and com-
puted by the RWDD model. The figure shows that in the impacted drain area, the electric field has extracted most of
the deposited charge. Bottom: Corresponding bit cell alpha-simulated cross section compared with the experimental
value (Reprinted With permission from Glorieux et al. [12], © 2014, IEEE).

The measured alpha particle cross-section of the 65 nm bit cell is compared with their simulated
counterparts in Figure 9 (bottom). Three different voltages from 1.08 to 1.32 V have been
considered in simulation. This figure illustrates the nice agreement between the results
obtained with the RWDD model and experimental measurements. Figure 9 also demonstrates
that this model is able to take into account the supply voltage dependence for the evaluation
of the bit cell cross-section. Unfortunately, the comparison between experiment and simulation
was not possible for this bit cell at both 1.1 and 1.3 V because experimental data were not
available.

5.4. Flip-flop circuit

The final step was to confirm the ability of the RWDD model to simulate more complex circuit
architectures and considering a large LET range. For this purpose, we simulated the heavy ion
cross-section of a 65 nm flip-flop and we compared the simulation results with experimental
measurements. To model the geometrical structure of the flip-flop, we took into account
simulation hypothesis identical to those considered for the SRAM. Heavy ion measurements
have been performed on a 65 nm test-chip, at nominal supply voltage and room temperature.
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The measurements have been performed at the RADEF facility, Jyvaskyld University (Finland),
with a fluency of 10° heavy ions per square centimeter for five different ion LETs.

The functional schematic of the considered flip-flop (classical, unhardened master slave D-
flip-flops) is shown in Figure 10 (top). Data are transmitted between the master and slave latch
using a pass gate. In this study, we include in the modeled structure all drains of all the
transistors present in the flip-flop, unlike to our previous simulation works that only consid-
ered the bistable transistors [6, 28]. In this way, all of the possible upset mechanisms can be
taken into account. This is specifically the case when an ionizing particle strikes a clock network
transistor that can involve the latching of new data, these mechanisms being particularly
important for high LET ions.
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Figure 10. Top: Schematic of the modeled 65 nm flip-flop that corresponds to master-slave D flip-flop, with an isolated
output. Bottom: Comparison of simulated and measured heavy-ion cross-sections of the 65 nm flip-flop. (Adapted with
permission from Glorieux et al. [12]).

Figure 10 (bottom) shows the measured and simulated heavy ion cross-section of the flip-flop.
This graph shows the excellent correlation of the simulated cross-section with the measure-
ments for low LET ions. For higher LET impacts, the non-modeled multi-cell upsets induces
a difference between measured and simulated data. Several reasons can explain these differ-
ences:

- The main reason for the lack of accuracy is the contribution of non-modeled multi-cell
upset (MCU) in the measured data: indeed, flip-flop cross-sections have been measured
in a shift register structure where flip-flops are next to each other. Thus, a single ionizing
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particle can upset several flip-flops. Experimentally, this phenomenon has been verified
(some MCUs have been recorded) but it was not possible to precisely quantify it since the
number of stages in the shifter structure is not constant between the physical neighbor’s
cells, and the test has been performed dynamically.

- Asecond reason that can explain the differences in the cross-section at high LET energies
concerns modeling of the charge carrier reaching the good limits and more specifically
the approximation used to calculate this charge. Charge packets that reach the good
interface are considered in the charge transport model as recombined and are then
removed from the simulation. Another limitation concerns the impact location of the
ionizing particle: the current implementation of our model is not totally adequate for an
impact close to the good interface. Owing to the punctual character of the track profile,
all charge packets are generated on the impacted well since, if taking into account the
particle track radius, a non-negligible part of these packets should be considered in the
adjacent well(s).

The SEU sensitive areas for each simulated LET can be identified on the flip-flop layout using
the RWDD model, as in the case for other Monte Carlo simulation methods [29, 30]. The map
of the simulated impacts inducing an upset for each ion LET is illustrated in Figure 11. This
map has been generated on the slave latch of the flip-flop, with a high logic state stored in the
latch. This figure indicates that, as the LET of the ionizing particles increases, the sensitive
transistors are more abundant. The explanation is that upsets are uniquely produced on
bistable transistors for ions with low LET, while for higher ion LET, other transistors (clock
and pass gate transistors) become sensitive to SEU, in addition to those impacted at low LET.
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Figure 11. Mapping of the upsets in the slave latch, for different ion LET. The number of SEU-sensitive transistors in-
creases with the LET of the incident heavy ions. The location labeled “detailed impact” has been considered for charge-
sharing analysis discussed in the text. (Adapted with permission from Glorieux et al. [12]).

Finally, in order to evaluate the capability of the RWDD model to simulate charge-sharing
mechanisms, a dedicated study has been performed. The SEU impact map of Figure 11 shows
that the top part of the bottom right drain of the flip-flop (labeled node “SL”) is not sensitive
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to SEU. A detailed study of the collected currents in this area has then been conducted. For
this purpose, a specific ion impact location (shown in Figure 11, labeled “detailed impact” in
the top left corner of node SL) has been fixed and the collected current waveform following
the ion impact at this location has been systematically analyzed, as well as the voltage
waveform of the two bistable nodes. As expected, this node SL collects most of the charge as
it corresponds to the stricken drain. However, the fine analysis (not shown) of the different
transient currents indicates that the nodes SLN, N1 and N2 collect later, by a diffusion
mechanism, a small quantity of charge, which is high enough to keep the voltage of the SLN
node at the low logic state and to prevent a latch upset. In order to validate this affirmation,
we removed from the circuit netlist in a separate simulation batch the drains corresponding
to nodes SLN, N1 and N2. In this case, since no charge is collected on the NMOS of the SLN
node to counter-balance the feedback loop of the latch, the electrical potential of the SLN node
increases and an upset occurs.

To conclude, this particular charge-sharing mechanism in the area of the top left corner of
collecting node SL has been observed whatever the value of the LET in the range 1.8-60 MeV
cm?/mg, demonstrating the capability of the RWDD approach to treat such complex circuit
response to single events.

6. Conclusion

A new computational method for the simulation of single event effects in integrated circuits
has been presented. This approach is a Monte Carlo method based on a random-walk drift-
diffusion algorithm that transports the radiation-induced charge, segmented into discrete
charge packets, in the semiconductor regions of a given circuit architecture. Carrier diffusion
is very well reproduced with the random-walk algorithm while the carrier “drift” component
of the model perfectly captures the effects of the electric field developed in the space-charge
region of the reversely biased collecting contact(s). The model has been fully derived in C++
using advanced structures to model device/circuit geometry, particle track and charge
transport, collection, recombination and extraction. This approach has been dynamically
coupled with an internal subroutine or an external circuit simulator to take into account spatial
and temporal variations of the electric field in the vicinity of the collecting structure(s). Thus,
complex architectures, such as flip-flops, can be easily modeled and charge-sharing mecha-
nisms are accurately simulated.

This chapter mainly focused on the model implementation and the way to solve the circuit
response in the time domain, taking into account the circuit feedback on the charge collection
process. Four simulation test cases have been explored and compared to radiation experiments
or TCAD simulations in order to validate the proposed model. These test cases show good
quantitative agreement between measurements and simulated data over a large range of LETs
up to 60 MeV.cm?/mg and structure complexity. This first implementation remains therefore
not self-consistent with the electrostatic potential (in other words, Poisson’s equation is not
solved during the transient computation) and does not take into account the possible interac-
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tions between charge packets. The model ability to accurately reproduce a regime of high
carrier injection is therefore uncertain. The limitations of the method will be more quantita-
tively explored in a forthcoming dedicated study, as well as possible improvements in terms
of self-consistency with the electrostatic problem.
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Abstract

In the past decades, multiple-point geostatistical methods (MPS) are increasing in
popularity in various fields. Compared with the traditional techniques, MPS techni-
ques have the ability to characterize geological reality that commonly has complex
structures such as curvilinear and long-range channels by using high-order statistics for
pattern reconstruction. As a result, the computational burden is heavy, and some-
times, the current algorithms are unable to be applied to large-scale simulations. With
the continuous development of hardware architectures, the parallelism implementa-
tion of MPS methods is an alternative to improve the performance. In this chapter, we
overview the basic elements for MPS methods and provide several parallel strategies
on many-core architectures. The GPU-based parallel implementation of two efficient
MPS methods known as SNESIM and Direct Sampling is detailed as examples.

Keywords: geostatistics, multiple point, stochastic simulation, training image, many-
core architecture

1. Introduction

Geostatistical stochastic simulation is important for the research of geological phenomenon. In
the past several decades, a large number of geostatistical methods have been developed based
on the spatial covariance properties of the geological data. The traditional tool to quantify the
spatial covarianceisknownas variogram, which measures the covariance among any two points
separated by a certain distance [1]. Although variogram-based methods are successfully applied
to multi-Gaussian system, they have limitations for the characterization of complex systems
such as the curvilinear or long-range continuous facies [2—4]. An alternative known as multiple-
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point geostatistical (MPS) simulation was proposed to produce geologically realistic structure
by using high-order spatial statistics based on conceptual training images [5, 6]. The concept of
training image is introduced from explicit to represent geological structures with a numeral
image generated from outcrops, expert sketching, or conditional simulations of variogram-
based methods. Since the training images can incorporate additional information such as the
expert guesses, prior database, and physical models, besides the spatial features, the simula-
tion using TIs is straightforward and smart [7].

Due to the ability of reconstructing geological realistic, MPS methods are gaining popularity,
and various algorithms have been proposed including pixel-based algorithms [5, 8, 9], pattern-
based algorithms [10-13], and optimal algorithms [14-16]. These algorithms have been applied
to broad fields such as oil and gas industry [17-19], fluid prediction [20, 21], climate modeling
[22]. However, some application suffers from the computational burden routinely. Since MPS
methods need to scan the training image, abstract patterns, and reconstruct the patterns in the
simulation grid, physical memory and running time are challenging or even unusable for large-
scale or pattern-rich simulation models.

Many effects have been made to decrease the central processing units (CUP) and RAM expense.
Approaches such as multiple grid technique [23], optimization of data storage with a list
structure [24], hierarchical decomposing [25], Fourier space transform [26] have been intro-
duced, while the computational burden remains heavy for very large grids and complex spatial
models.

With the development of hardware, utilization of multiple-core central processing units (CPU),
or graphic processing units (GPU), for parallel applications are increasing in popularity in
various fields including geostatistical simulation. In 2010, Mariethoz investigated the possi-
bility to parallelize the MPS simulation process on realization level, path-level, or node-level
and proposed a general conflict management strategy [27]. This strategy has been implement-
ed on a patch-based SIMPAT method [28]. Parallel implements for other geostatistical
algorithms, such as the parallel two-point geostatistical simulation [29], parallel pixel-based
algorithms [30], and parallel optimal algorithms [31] have been proposed constantly.

In this article, we will present the parallel several schemes of MPS simulation on many-core
and GPU architectures. The Compute Unified Device Architecture (CUDA) that provides
access between CUPs and GPUs is used to illustrate the parallel strategies [32, 33]. Examples
of the two general MPS algorithms known as SENSIM and DS are implemented and compared
[34, 35] with the original algorithms to present the ability of pattern reproduction and the
improvement of computational performance.

2. Methodology

Currently, geostatistical simulations are processed with a large number of MPS algorithms
using various techniques. Besides the difference in process definition and algorithmic imple-
mentation, these algorithms share similarities of the fundamental elements [36].
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2.1. General framework

Generally, the overall framework of these algorithms is constructed as follows:

1. Migrate conditioning points to the corresponding grid nodes.

2. Define data template to abstract or clustering patterns from the training image.
3. Define a simulation path for the nodes to be simulated.

4. Using the conditioning data and previous simulated nodes as priori data to sample from
the training image.

5. Place the sample to the simulation grid.
6. Repeat three-five until meeting the stopping criterion.

For each algorithm, one or some of the basic steps may have some identity. In this section, we
will focus on the two algorithms following different theory, single normal equation simulation
(SNESIM) and DS, to illustrate the application of parallel strategies on MPS simulations.

2.2. SNESIM review

The methodology of single normal equation simulation (SNESIM) is a sequential paradigm
developed from the random concepts theory with the property of generating conditional
distribution with local conditioning instead of global conditioning. The local conditional
distribution is aggregated with the local data event. Considering a category property S with
K possible states {s(k), k=1, ..., K}, a data template 1, is comprised of a geometry of n vectors
{h, a=1, ..., n}. The data event d, centered at u is defined with the template and the corre-
sponding n values {s(u + h,), a =1, ..., n}. Consequently, the conditional probability of the
occurrence of state s, denoted as Prob{S(u) =s,1S(u,), =1 ... n} or Prob{S(u) =s,1d,} is defined
following Bayes’ theorem:

Prob{S(u)=s, and d }
Prob{d,} 1

Prob {S(u)=s, |d }=

Where Prob{d,} and Prob{S(u) = s, and d,} are the probability of the occurrence of d, and the
associated to a central value S(u) = s; respectively. In practice, this probability can be obtained
by counting the number of replicates of the training image, which is calculated by:

Prob{S(u)=sk|dn}=%d")) @)

c{d,} is the number of replicates of the conditioning data d,, and ¢{d,} is the number of
replicates inferred from c,(d,) of which the central node S{u} has a value of s(k).
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To reduce the computational burden of scanning the training image, SNESIM analyzes the
training image and constructs a search tree to store all the patterns before sequential simula-
tion. Then the same data template is used to aggregate the local distribution of the simulation
grid for sampling values from the data base to the simulation grid.

The implementation of SNESIM algorithm is shown in Figure 1.
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Figure 1. Flowchart for SNESIM process.

As described, the memory consumption is largely related to the size of data template and the
pattern richness of the training image. At the same time, the pattern retrieving time also
increases for the complex cases. To address this problem, a GPU-based parallel method is
proposed in the following section.

2.3. Direct Sampling review

Direct Sampling is a novel MPS technique that borrows ideas from a sampling method
introduced by Shannon totally abandoning the conditional probability approach. Instead of
the conditional distribution, a measurement distance is used to calculate the similarity between
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the local conditioning and the data event got from the training image along a random path.
The distance method enables the application to both categorical and continuous variables.
During the sequential simulation, for each node to be simulated in the simulation grid, the
training image is scanned along a circular unilateral path [37] and the distance is calculated.
As long as the distance is smaller than the defined threshold, the current data event in the
training image is sampled, and the central value is assigned to the node to be simulated in the
simulation grid directly. The flowchart of Direct Sampling is shown in Figure 2.

1. Assign the conditional data 1o the closest grid node in the
simulation grid and define a path P* through the remaiming
nodes of the simulation grid

l

21T there non-informed nivde M
> WaLi g Laie?
I x on ¥ to simulate

¥ Ves

3 Dhoscs any simulatod node
exist?

l Yes

5. Find the nv elosest neighbors of 5 and define the
the data event dev(x)

'

6. Define the scarch window in the T aceronding te
the data template of the dala event dew(x) and define
a [\uh pn I:|I!'|.|Il.!lh the search window in the T1

'

7. Imit the variables: § <0, dga o, ¥ou-null, sety
the first node on P17

'

8. Find the data evem deviy) inthe T1 amnd use the
R — elastancalmnsmalch ) Tanchon 1o caloulale the
distance(mismatch) d | devix) deviy))

v
Yes

% Is d{devix), desi{y)] ==t7 ——

4. Randomly assign avalue| o,
——

from Lhe Iraiming image

¥ Mo
11. Sel dyse~ min{d {devixk deviy]}y i),

13.5¢t v the next Yo ™ {¥ops | didevix), devi¥ope) = o,

node on P Yo = {Youm: ¥} .
1=l
. ¥ 10, L2t Yo = ¥
= 12 i< f*NIY
*Nﬂ +

14. Let £(X) = £V b -+ 15, End a realization
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Since this method does not need to store patterns, it releases the memory intensity; on the other
hand, parameter is the key factor for Direct Sampling.

There are three main input parameters:
1. Maximum number of closest neighbors 1, namely, the size of data template of SNESIM.

2. The distance threshold ¢. A value of ¢ = 0 means a trend of verbatim copy of the training
and the increasing value introduce more variabilities between realizations in pattern
reproduction.

3. The fraction of scanned TI f. The fraction is defined to stop the process of scanning the
training image while no distances are under the threshold. If the percentage of nodes in
the training image reach f, the scanning stops and the pattern with lowest distance is
sampled.

Sensitivity analysis of parameters [38] shows trade-offs between the quality of realizations and
the CPU times.

3. Many-core architectures

3.1. Overview

A computing component that featured with two or more processing units to execute program
instructions independently is known as a multicore processor. With the ability of running
multiple instructions at the same time, multicore processors increase overall speed for many
general-purpose computing. Currently, adding support for more execution threads is the norm
avenue to improve the performance of high-end processors. The many-core architectures are
formed by manufacturing massive multicores on a single component. For general-purpose
parallel computing, many-core architectures on both the central processing unit (CPU) and the
graphics processing unit (GPU) are available for different tasks.

Compared with a many-core CPU architecture known as a supercomputer, the general GPU
has many more cores, which are constructively cheap and suitable for intensive computing.

3.2. GPU and CUDA

Originally, a GPU is a graphic card attached with a cluster of streaming processors aimed at
graphic-oriented details that needs the ability of extremely fast processing of large-volume
data sets. To apply the special-purpose GPU to general-purpose application, NVIDIA provides
a user-friendly development environment that is Compute Unified Device Architecture
(CUDA). The CUDA platform enables the generation of parallel codes on GPUs by driving the
process from the CPU to GPU. A CUDA program is a unified code that consists of executions
on both the host (CUP) and the device (GPU) by CUDA kernel functions that are called out
from the host to the device for asynchronously execution. The massive parallelism is carried
out in each kernel on CUDA threads that are the basic executing units on the GPU. The CUDA



provides an interface named Peripheral Component Interconnect Express (PCl-e) for the
intercommunication between host and device and shared memory for synchronization among
the parallel threads. The general architecture of CUDA and CUDA memory is illustrated in
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Figures 3 and 4. More details could be referred from the Guides of NVIDA.
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Figure 3. The general architecture of CUDA.
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4. Parallel strategies

Generally, there are three strategies to implement the parallelism of MPS algorithms, that is,
realization-level, path-level, and the node-level parallelization. The bottleneck for large-scale
application focuses on the millions” of nodes in the training image and simulation grids. So we
present two parallel implementations on node-level for SNESIM and on both node-level and
path-level for Direct Sampling in this section.

4.1. GPU-based SNESIM implementation

In2013, anode-level parallelization was applied to SNESIM algorithm and achieved significant
performance improvement [34]. The overall parallel scheme is illustrated in Figure 5.
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Figure 5. Procedure of GPU-based SNESIM implementation.

By transferring the training image and simulation grid from the CPU to GPU, each node is
assigned to a CUDA thread. For each unsimulated node along the random simulation path,
Kernel 1 compares each value of the given data template d, with every central nodes in the
training image simultaneously and returns the number of replicates c,(d,) for each stage k.
With these outputs, Kernel 2 calculates the conditional cumulative distribution function
(CCDF) and uses Monte Carlo sampling to draw a value to this node. Repeat the kernels along
a random path until all the nodes in the simulation grid are simulated. Transfer the results
from GPU to CPU.
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Since the most time-consuming part, that is getting data event for each node, is parallelized in
Kernel 1, this GPU-based implementation gains significant speedup. Moreover, in contrast
with the increasing physical memory demanding along the template sizes of original imple-
mentation, the proposed GPU implementation fixes the amount of memory.

4.2. GPU-based Direct Sampling implementation

Similar parallelization could also be applied to the Direct Sampling algorithm. Besides the
parallelism of the data template, the searching fraction could also be parallelized. The two-
stage parallel scheme was implemented in 2013 [35]. The procedure of the GPU-based

implementation is illustrated in Figure 6.
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As described, there are three important parameters controlling the simulation of Direct
Sampling, that is t, n, and f. This scheme implements the parallelism on two of the three
parameters that is # and f.

4.2.1. Parallelism of n

The number of neighbor is the 1 closest previously simulated nodes to define a data template.
Different from the data template used in SNESIM that is controlled by the predefined geom-
etry, the data templates consisted of the n closest simulation nodes and have the flexibility of
adaption shape and searching range. Due to these flexibilities, this approach can directly catch
large-scale structures and easily condition to hard data. On the other hand, the searching for
the n neighbors is also the most time-consuming part in the serial implementation.

The parallelism of 1 is achieved in Kernel 2 and Kernel 3. In Kernel 2, each previously simulated
node is allocated to a CUDA thread and calculates the Euclidean distance to the node to be
simulated simultaneously. These distances are transferred to Kernel 3 and sorted using a
parallel sorting algorithm.

4.2.2. Parallelism of f

In the serial program if the similarity-distance between data events of the simulation grid and
the one sampled from the current training image node is higher than the threshold, a new
central node will be sampled from the training image along a random path. Most nodes of the
training image that may be visited is defined as f x N™, as a result, large amount of data event
will be sampled in large-scale 3-days simulations.

The parallelization of fis implemented in Kernel 4 that allocates f x N™ threads to f x N™ central
nodes in the training image using a unique random path denoting each node. Thus these
similarity distances are calculated simultaneously. There are two possibilities for the similarity
distance and the data sampling strategy is shown as follows:

1. There are values lower than the threshold ¢, choose the one that has the smallest path index
from the data events with a lower distance.

2. There are no values lower than the threshold ¢, choose the one that has the smallest path
index from the data events with the lowest distance.

Finally, the central value of the chosen data event is assigned to the simulation grid by Kernel
6. Repeat all these kernels until all the nodes in the simulation grid are simulated.

5. Experiments

In this section, the performance of the GPU-based implementations is compared with that
obtained using SGeMS software [39]. A computer with 4 GB main memory, Interal Core 13540
3.07 GHz CPU, and NVIDIA GeForce GTX 680 GPU that contains eight streaming multiproc-
essors with 192 CUDA Cores/MP and 2 GB device memory is used for the simulation. The



Training Images-Based Stochastic Simulation on Many-Core Architectures
http://dx.doi.org/10.5772/64276

programming platform is the NVIDIA driver version 301.42 with CUDA version 4.2 imple-
mented on VS2010 using C++.

To test the performance of the GPU-based SNESIM algorithm, a 2D porous slice image
obtained by CT scanning is used as the training image. The 200 x 200 pixels training image and
the corresponding histogram for background and the pore are shown in Figure 7.

poge

Figure 8. SNESIM realization using CUP and GPU. (a)—~(d) CPU-based realizations with the number template equals
50, 120, 200 and 350, respectively; (e)-(h) GPU-based realizations with the number template equals 50, 120, 200 and
350, respectively.

Realizations of the same size as the training image using data template of 50, 120, 200, and 350
nodes are generated for each simulation. The realizations generated with CPU and GPU are
shown in Figure 8. The average variograms for each simulation are shown in Figure 9a, and
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the performance is shown in Figure 9b. The results show that the proposed GPU-based
algorithm can generate similar realizations as the original algorithm, whereas significantly
increases the performance. The speedup ranges from six to 24 times depending on the template
size than a larger template size resulting in a larger speedup.
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Figure 9. Results and performance comparison between the CPU and GPU implementation. (a) Variogram of the train-
ing image and the average variogram of the realizations of Figure 8 and (b) speedup obtained by using the GPU-based
parallel scheme.

The performance of the GPU-based Direct Sampling algorithm is also compared with the
original algorithm on a 100 x 130 by 20 fluvial reservoir training image as shown in Figure 10.

Figure 10. A 100 x 130 by 20 fluvial reservoir training image.

Parameter sensitivities are analyzed on n =30, 50, 100, 200, f=0.005, 0.01, 0.02, 0.05, and t=0.01,
0.02,0.05, 0.1, respectively, with which reasonable realizations are generated. The performance
times are shown in Figure 11.
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(a) (b)

s 1

wind Time

Figure 11. Performance comparison. (a) Performance with fixed ¢ = 0.2, f=0.005 and varying n = 30, 50, 100, and 200; (b)
performance with fixed n = 30, f = 0.02 and varying f = 0.005, 0.01, 0.02, and 0.05; (c) performance with fixed n = 30,
f=0.005 and varying t = 0.01, 0.02, 0.05, and 0.1.

The results show that GPU-based implementation significantly improves the performance for
all the tests. Moreover, the sensitivity of parameters to performance is alleviated with the
parallel scheme. The time difference is around 200 s for # and f and almost none for ¢ for the
GPU-based implementation, whereas it can be as large as several magnitudes for the CPU-
based implementation.

In summary, both the presented GPU-based parallel schemes for SNESIM and Direct Sampling
achieve significant speedups, especially for large-scale simulations with their node-level
parallelism strategy. Moreover, the parallel implementations are insensitive to parameters that
are the key points not only for performance but also for simulation results implying for better
results in application. These strategies could be further improved with other parallel optimi-
zation methods as well. In fact, besides the node-level parallel schemes for SNESIM and Direct
Sampling, various parallelisms have been proposed and new optimizations are keeping
introduced aimed at further improvements. Up to now, almost all kinds of MPS algorithms
could be implemented on a parallel scheme. Many-core architectures are the current main-
streams to improve the performance of extremely massive computing tasks. The developing
of computer hardware and parallel interface techniques promise the wider and wider utiliza-
tion of high-performance parallelization. These parallel schemes of training images-based
stochastic simulations approve the application to high-resolution and large-scale simulations.
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Abstract

The following chapter aims at giving an overview of the use of numerical simulation
in the field of laser processing. Indeed, the past two decades saw an increasing demand
for lasers in various areas such as healthcare, microelectronics, cartography, optoelec-
tronics, aeronautics, etc. Thus, the comprehension of the laser-material interaction and
the removal mechanism became primordial to predict and improve the efficiency of a
process. After a nonexhaustive literature review, two simulation approaches (Finite
Element and Design Of Experiment, DOE) will be presented to demonstrate the
importance of numerical simulation in laser applications.

Keywords: laser machining, multiphysics simulation, design of experiment

1. Introduction

As diverse as laser applications are, they have one thing in common: the complexity of the
interaction of photons with matter and the multiphysics nature of the phenomena (thermal,
fluidic, optical, mechanics, etc.) involved during laser processing whether it is drilling [1],
grooving [2], cutting [3], welding [4], estimating ablation threshold limits [5] or simply
predicting the thermal effects on the material [6]. Several mechanisms can be involved before,
during and after the material ejection and they strongly depend on the laser characteristics
(wavelength, pulse duration, beam shape, polarization, etc.) and the process parameters
(scanning speed, repetition rate, pulse energy, etc.). The development in computer sciences
(calculation capability and software) gave the opportunity to better understand the prepon-
derance or the concomitance of mechanisms depending on the application and the objective
of the researcher. Moreover, given the dynamic and short time-scale nature of the laser

I m EC H © 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
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process, numerical simulation can give an insight of what is happening inside the work-
piece, which is delicate by experimental means.

Multiphysics packages such as ANSYS, ABAQUS, ADINA, or COMSOL are effective for the
aforementioned issue and for fundamental investigation. In the industry, another semiempir-
ical modeling method is useful when direct answers are expected regarding parameters
optimization, predicting the system behavior or analyzing the effect of a modification. The
Design Of Experiment (DOE) methodology shows its efficiency especially when the experi-
mental investigation suffers from constraints such as the availability of the device, the
experimenter, the material, the risks, the costs, or the environment.

Although nonexhaustive, a list of laser applications and how they were modeled will be
presented in the following parts. Multiphysics models will be presented first, followed by the
DOE approach. A laser application will be discussed for both types of numerical simulations.

2. Multiphysics simulation of laser processing

2.1. Introduction

In general, for a solid, the laser ablation process strongly depends on the absorption of photons
by the material. Hence, it relies on the laser wavelength, its pulse duration, its fluence (energy
density per surface area), and also on the material properties. The photon energy is absorbed
and converted into kinetic energy by vibration of the electron cloud. This energy is then
transmitted to the volume by phonon-electron coupling [7, 8]. Above picosecond pulse
duration, a laser beam can be treated as a heat source. Hence, whether it is drilling, cutting,
welding..., a laser process can be seen as a thermodynamic problem and the classical heat
transfer equation (Eq. (4)) can be used to determine the spatial and temporal distribution of
the temperature in the workpiece. Then for advanced studies, the Navier-Stokes equations can
be implemented when phase transition is involved (Eq. (2)). The final thermo-mechanical state
of the substrate or the plasma generation during laser ablation and its effect on the efficiency
of the laser process can be investigated as well.

To be precise, there should be one equation describing the temperature evolution for the
electron network and another one for the ions lattice (Section 2.3.1). Indeed, the characteristic
time of energy transfer between electrons and ions is between 0.1 a few ps. For pulse duration
longer than 500 fs, electrons and ions are both heated during the laser pulse. Hence, one
equation is sufficient. Below 500 fs, the lattice is poorly affected because it is decoupled with
the electrons and two equations are required [9]. However, as seen in the literature, one
temperature model could be used to describe glass welding [10] or the formation of wave-
guides with femtosecond laser when high frequency is used (hundreds of kHz to MHz range)
[11]. After a short review of the use of multiphysics simulation, the heat transfer model will
be detailed and will lead to the investigation of picosecond laser induced periodic surface
structuring (LIPSS) on copper film.
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2.2. Laser applications and their simulation in the literature

2.2.1. Laser welding

One of the main processes to be modeled is probably laser welding since it is widely used in
various industries. Laser is contactless, repeatable, automated, generates low distortion due
to heat, and generates high throughput. The main concern for the manufacturer is the quality
of the weld, which is characterized by the geometry of the bead (the bead width and the depth
of penetration of the weld) and also the tensile strength of the joint. The bead geometry is
directly linked to the laser parameters which will determine how and what quantity of material
is melted. Moreover, the heating and cooling cycle can be analyzed and this is relevant for the
study of residual stresses and more importantly for the mechanical strength of the joint.

This kind of analysis is performed by Balasubramanian et al. [12], for instance, during the study
of laser welding of AISI304 stainless steel sheet with the finite element method (FEM) package
SYSWELD. A 3D conical Gaussian beam was modeled, thermal dependency of material
properties was taken into account, and the laser was a solid-state Nd:YAG operating in CW
(continuous wave) mode. The important part was about the Gaussian beam, which had to be
modeled according a specific way to take into account the high depth/width aspect-ratio of a
welding process. Former models would use a simple coefficient 0<A<1 for the surface absorp-
tivity and it would underestimate the penetration depth of the weld because it is a volume
process and not a surface process. Also, the thermal property dependency with temperature
is important for the thermal diffusion and therefore the final analysis of the HAZ and the weld
depth. Satisfactory results were obtained since the standard deviation between the experi-
mental weld pool geometry and the simulation one was 4.54%. The laser parameters were a
laser power of 1250 W, a scanning speed of 750 mm/min, and a beam angle of 90° (Figure 1).
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Figure 1. Comparison of fusion zone. (a) Microstructure image, (b) FEM analysis [12].
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2.2.2. Laser ablating process

Andreas Otto et al. went a step further with the integration of fluid dynamics [1]. They wanted
to discuss the dynamics of the process such as welding or evaporative cutting (keyhole/melt
pool oscillations and vapor flows) with the help of simulation. They combined the use of
OpenFOAM (Open Field Operation and Manipulation) and COMSOL simulation to do so.
OpenFOAM was used to solve the fluid dynamics part by the means of Volume Of Fluid (VOF)
approach. Automatic remeshing is also implemented to cope up with material deformation
during melting and evaporation. The VOF method is used to track the deforming surfaces and
open boundaries. A fraction function is defined and is set at zero when the computational cell
is only solid and increases (up to 1) as the cell is filled with liquid. In this chapter, the VOF
method was adjusted so that vapor flow could be evaluated as well. Indeed, a compression
algorithm for cells marked as vapor is activated by default in the software and causes discon-
tinuities in the fraction function and thus in the resulting tracing of the interfaces. The position
of the boundary relative to the mesh can be tracked by the Level Set method. This method also
uses a tracking variable, but on the entire domain this time. However, VOF is preferred as the
mass of the traced cell is conserved. The electromagnetic wave propagation (laser beam
propagating inside the material and potential vapor formed during laser ablation) and thermo-
mechanical part were simulated with COMSOL (finite element method, FEM). It is also used
to couple the equations.

The fluid dynamics is modeled according to the Navier-Stokes equation (Eq. (2)). The fluid is
assumed to be incompressible as its speed does not exceed half of the sound velocity. However,
vapor is compressible and a mixed model is planned for future investigation. Mass conserva-
tion is assumed (Eq. (1)).

0 . .
6_p + Vpii =0 (mass conservation equation) (1)
t

pZ—u + piiVii = -pVP + nAu (Navier-Stokes) (2)
t

B +P +F =2Ko 3)

where o is the material density, t is the time variable, u is the velocity field, P, is the atmospheric
pressure, P, is the vapor pressure, P, is the pressure in the liquid that interacts with the surface
tension o caused by the curvature K of the metal surface. The surface tension depends on the
fluid temperature and is also important for tracking the interface deformation.

The temperature appears in the vapor pressure equation and thus in the Navier-Stokes
equation (Eq. (2)). It needs to be coupled with the heat transfer equation (Eq. (4)) that will
describe the temperature variation during laser irradiation. The temperature variation will
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have an effect on the fluid flow as understood from Navier-heat transfer equation coupling.
As mentioned before, in this case, the laser beam can be modeled as a heat source Q:

ag—lH—VkVT+VpﬁH:Q )

H=L+C xT 5)

where T is the temperature, C, is the heat capacity, k is the heat conductivity, H is the total
enthalpy, and L is the latent heat of phase change. L is adjusted step by step by comparing the
new result with the previous one until the difference is lower than a defined threshold (it takes
approximately 5-10 iteration steps with L being neglected at first). Eq. (5) is thus used to
evaluate the mass flow which is implemented as an input in the Navier-Stokes equation to
simulate the fluid flow.

Important observations were made. For a deep welding process for instance, it is known that
the melt pool will oscillate and cause keyhole width variation and porosity might appear
depending on laser parameters and render the joint more fragile. The simulation reveals that
waves of molten material run down the front of the keyhole. They cause a periodical modifi-
cation of the keyhole diameter (keyhole oscillations). The liquid is accelerated around the
keyhole. At about two thirds of the length of the melt pool, the liquid hits the backflow from
the back of the melt pool and turbulences are observed in the lower rear part. On the other
hand, the flow pattern is more laminar in the upper part of the melt pool. It causes the melt
flow to change direction and reclose the keyhole. At higher scanning speeds, the simulation
reveals the formation of pores.

For ablative processes (Figure 2) such as cutting, drilling, or structuring, it was found that
droplets would be expulsed from the groove in a periodical way while using laser intensities
above 108 W/cm?.

The same authors studied the effect of the laser wavelength on the dynamics of a welding
process [13]. Indeed, the temperature variation of the material depends on the absorption of
the laser beam. The propagation of the beam also depends on the topology changes during
melting and evaporation. Changes of propagation and absorption will impact the attenuation
or amplification of the keyhole instabilities discussed previously. The pore formation (and thus
the weld quality) depends on these oscillations and on the recoil pressure exerted on the weld
pool when the material is evaporated. In order to study the beam absorption effect on the
welding quality, they used a CO, laser operating at a wavelength of 10.6 pm and a Nd:YAG
laser operating at 1.064 um. The feed rate was fixed at 0.1 mm/s, the laser power at 4.2 kW,
and the beam radius at 200 pm. Compared to the previous model, the heat source term was
modified so that Fresnel equations were taken into account. They took into account the
absorption dependency on wavelength, angle of incidence, and polarization of the beam. It
was found that oscillations are strongly influenced by fluctuations at the keyhole front for a
wavelength of 1.064 um. At 10.6 um, most of the laser energy is absorbed at the keyhole front,
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provided that the surface of the molten steel is parallel to the incident laser beam. The
absorption is reduced when parts of the keyhole front are nearly normal to the incident laser
beam.

pulse length t=15ns
wavelength I=1064nm,
pulse energy =0.01J
pulse frequency I=10kHz

Figure 2. Simulation of laser beam drilling with short pulsed lasers [1].

The same kind of model coupling the heat transfer and the Navier-Stokes equations is used
by other authors [14, 15]. In Ref. [14], the convection induced by the surface state and volume
force is represented using the Boussinesq approximation (which states that the fluid is partially
incompressible). The Marangoni effect (surface tension gradient depends on temperature
gradient) was also taken into account. In Ref. [15], the Marangoni effect is neglected and the
melt pool is considered as an incompressible fluid. The Level Set method is chosen as it is said
to be efficient in treating the complex changes at the interfaces. Thus, it can model more easily
the pores formation in the weld bead. Another approach was used to predict the ablated crater
geometry in a PMMA substrate. Radice et al. [16] used a phase change tracking equation h(T)
(inspired from the VOF method) in COMSOL Multiphysics to monitor the material modifica-
tion over the phase change temperature range (Eq. (6)).

W(T) = fle2hs(T = T1, T2 —T1) (6)

where T1 is the temperature where the phase change begins, T2 is the temperature where it
ends, and flc2hs is a smoothed Heaviside function used in COMSOL. T1, T2, and the latent
heat of phase change were determined by a differential scanning calorimeter (DSC). h(T) is
null when the material is in its solid state and it equals 1 when the material vaporizes. Coupled
with the conventional heat transfer equation (latent heat of phase change is taken into account)
(Eq. (4)), the authors were able to determine the hole geometry which revealed to be in good
agreement with experimental results.
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2.2.3. Example of nonablative process

Other applications where thermo-mechanical studies are important were also investigated.
Glass cutting, for example, is still a hot topic today. Due to its brittleness, cracks and chipping
on the edges are generated during cutting (mechanical or laser). Better quality is sought for
precision engineering in the microelectronics, display, and watch jewelry industries among
others. The mechanical behavior of the material depends on its temperature variation. During
heating, thermal expansion occurs and creates tensile stresses in the material. During cooling,
the material shrinks and compressive stresses are generated in the material. These two types
of thermal stresses coupled with the change of material properties result in residual stresses,
which isimportant to analyze and predict the mechanical strength of the material and “in fine”,
the product lifetime.

A process combining laser heating and water cooling was even used to cut glass substrate [17].
While scanning, the laser beam is followed by a water jet. A crack is generated at the
concordance point between the tensile stresses (laser heating) and compressive stresses (water
cooling) acting in opposite directions (Figure 3). Laser-material interaction and the crack
propagation are analyzed according to thermal stresses generation through numerical
simulation in this article [17]. This process results in a clean chipping-free edge.

Water pet
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Figure 3. Schematic representation of laser scribe mechanism. (a) Top view: temperature distribution on glass surface.
(b) Section view (at A-A): compressive stress induced by heat. (c) Section view (at B-B): tensile stress over compressive
stress field. (d) Stress distribution along the central axis at B-B [17].

Although not fully understood, a thermal model was used once again to explain the “stealth
dicing” process developed by Hamamatsu [18]. It consists in creating a thin damaged layer
inside the material while the surface remains unscathed. It is used for dicing specific micro-
electronics chips where no debris must be generated and the use of water must be avoided.
The authors explain that it is possible to focus the laser beam inside the material when it is
partially transparent at the chosen wavelength (1.024 um wavelength for silicon for instance).
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At the focal point the intensity is within the range of 10° to 10° W/cm?. Through heat transfer
simulation, it was revealed that the temperature increased and so did the absorption. Me-
chanical stresses and acoustic waves generated by the temperature raise result in the creation
of voids and dislocations in the material structure. The substrate is stuck to a tape. The tape
expansion leads to tensile stresses high enough to finally separate the chips.

Other methods are used for more complex processes. In the case of femtosecond lasers, the
heating of electrons is decoupled with the lattice. The use of heat transfer equation becomes
highly questionable. Different mechanisms can occur depending on the laser intensity.
Ionization of the target occurs leaving a mix of charged species repelling each other. Molecular
dynamics method is fit to study this kind of phenomenon because it directly studies the
movement of atoms and molecules based on Newton equations of motion [19]. However, in
this short literature review, we have seen that the thermodynamic and thermo-mechanical
phenomena are well suited to describe the dynamics of a laser process. This is also true for
ultrashort pulsed laser in some cases. Indeed, depending on the objective, two-temperature
model can be implemented for processes where the electron temperature remains low (<10*
K). An example of such model is proposed in the following section.

2.3. Application: two-temperature model for picosecond laser formation of LIPPS on copper
film

2.3.1. Context of the study and presentation of the heat transfer model

The FEM package COMSOL Multiphysics was used to compare the difference between
nanosecond and picosecond pulses while modeling laser-copper interaction. The objective
here was to qualitatively identify the role of thermal phenomena during the formation of LIPSS
(Laser Induced Periodic Surface Structure) on copper by the irradiation of an ultraviolet (266
nm, fourth harmonic) picosecond laser (40 ps). It is an original simulation study that falls
within the framework of a former PhD investigation [20]. Indeed, the mechanism of formation
of LIPPS is investigated since the 70s and is still under debate. Several mechanisms were
proposed and it appeared that the nature of LIPSS and its formation depend on the pulse
duration, the wavelength, the material property and state (bulk, film, surface roughness...).
While thermal phenomena could be part of the mechanism of LIPSS formation for nanosecond
lasers and nonresonant mechanism associated with optical phenomena are responsible for
their formation with femtosecond lasers, it is less clear with picosecond lasers [20].

As stated in Section 2.1, the electron heating is decoupled from the lattice heating as soon as
the pulse duration is lower than the characteristic time transfer (3 ps for copper). The pulse
duration is only one order higher than the electron-lattice time transfer. Therefore, the two-
temperature model should be applied in this case (Egs. (7) and (8)), where electron and lattice
are linked together by a coupling parameter g(T.) (Eq. (10)).

or,
ot

C(T) =V(k(T,,T,)VT,) - g(T.(T, - T,) + Q (heat transfer equation for electrons) (7)
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T . .
CI(TI)% =kV’T, + g(T.X(T, - T) (heat transfer equation for the lattice) 8)
k,=k T ,C,=CT, (forlow T,) 9)
C .
g(T,) =—= (electron-phonon coupling parameter) (10)
el
Axax2xFxIn(2 —3tau)’
o= 2XexLxT X n( )xexp —4x1n(2)x(ﬂj * exp(—ax x) (11)
tau x \/E tau

1/1//

The subscripts “e” and “1” denote, respectively, the electron and the lattice. T'is the temperature
(K), A is the optical absorption, « is the linear absorption coefficient (1/m), tau is the pulse
duration (s), F is the fluence (J/cm?), x is the depth variable (m), C is the thermal heat capgcity,
k is the thermal heat conductivity (W/m/K) and Q (Eq. (11)) is the heat source (W.m). C.and
k', are, respectively, the derivative of electron heat capacity (m]J/K%/cm?) and the derivative of
electron thermal conductivity (W/K?*/m). The material properties used in this investigation are
summarized in Table 1 and were obtained from Hallo et al. [21]:

Density (kg.m™) 8960
Number of electrons per atom Z 1

Optical penetration depth Is (m) 12.5x 107
lattice heat capacity C; (J/K/m?) 395
Derivative of electron heat capacity C,” (J/K*m?) 70

Lattice thermal heat conductivity k; (W/m/K) 390
Derivative of electron heat conductivity k,” (W/K*m) 1.34
Electron-lattice exchange rate g (W/K/m?®) 34 x 10
Melting temperature (K) 1360

Table 1. Material properties of copper.

Copper films with thicknesses of 0.2, 0.5, and 1 um were deposited on silicon or glass (not
considered in this model) substrate by cathodic magnetron sputtering technique. The laser
beam was supposed to have a perfect Gaussian spatial distribution and is represented as heat
source Q. Thermal losses due to convection or radiation were neglected but can be taken into
account as suggested in Ref. [22], especially for longer pulse duration. The optical absorption
coefficient and the thermal properties were fixed. Considering the optical penetration depth
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and the pulse duration, the mesh size of the model and the time step need to be very small.
The mesh size was arbitrarily set at 5 nm (optical penetration depth of 12 nm) and the time
step was set according to the Neumann criterion (Eq. (12)):

.| €
At< Az {k(T) Lm (12)

If the time step is close enough to the minimum requirement, COMSOL will adjust it auto-
matically according to convergence plots. The mesh size is more important as it is fixed except
if adaptive remeshing option is set. It requires a considerable effort for a quad core computer
to model this. Fortunately, the spot size is three orders of magnitude bigger than the optical
penetration depth. In this case, we can reduce the model to a one-dimensional problem and
analyze only the temperature evolution in depth.

2.3.2. Results and discussions

The single-shot ablation threshold was determined to be around 190 mJ/cm? by the experiment
[20]. The model evaluated the surface peak temperature at 1310 K for 200 nm thick film and
1263 K for 1 pm thick film (Figure 4) when a laser fluence of 190 mJ/cm? is applied. The
relaxation is also steeper with a thickness of 1 um (Figure 4) for the pulse duration of 42 ps.
The surface peak temperature is higher with a thickness of 0.2 um and pulse duration of 10 ns.
Heat continuity was assumed in this model as there is no information about the interface
quality, but it can potentially have an effect on the film temperature especially in the case of
nanosecond pulse where the heat penetration depth is around 1 um. This could cause damage
at the copper-substrate interface (delamination). The interface could have a low transmittance
and if the substrate is an insulator (glass for instance), the heat could be confined in the layer
and the temperature should be higher. This might be the reason why the melting temperature
is not reached in the model with a fluence of 190 mJ/cm? To be thorough, the interface between
the film and the substrate should be modeled as the heat transfer continuity depends on this
interface quality. However, with picosecond pulse duration, the heat penetration depth is two
orders of magnitude lower than 1 um but only one order of magnitude lower for 0.2 pm thick
film. Thus, the heat transfer continuity might be influent in the case of 0.2 um thick film but
not for 1 um thick film (Figure 4). Also, the material properties were fixed and they are thermo-
dependent in reality, especially when a phase change is involved. Given the values observed
for the thermal conductivity, the thermal heat capacity in reference [23], and the fact that the
model does not go above the melting point, it was a reasonable assumption, but it might explain
the small difference between the model and the experiment. It should be noted that the ablation
threshold is evaluated with an error of +20 mJ/cm?. The underestimation of the temperature
could be due to the absorption as well. A linear absorption coefficient of 0.66 is taken but it
could vary because of the ionization of the target [24]. Besides, the properties might be different
between the bulk material and thin film. This analysis shows the importance of the initial
conditions and simplification hypotheses in a simulation.
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Figure 4. Lattice surface temperature for different copper thicknesses (0.2 and 1 um) and different pulse duration (10
ns and 42 ps). The fluence F was set at 190 mJ/cm?. The time is divided by the respective pulse duration tau in order to

have the same scale of observation on the x-axis.

The model was tested with pulse duration of 10 ns. It is observed on Figure 5 that the electron
and lattice temperatures are almost identical. It confirms that a one-temperature model is
sufficient for nanosecond pulse. For the picosecond model, the electron temperature (3215 K)
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Figure 5. Electron and lattice surface temperature for pulse duration of 42 ps (top) and 10 ns (bottom) on a 1 um thick

copper target.
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is higher than the lattice temperature (1263 K) and there is a delay of the same order as the
pulse duration between the two temperatures. It is conformant with the theory which explains
that the electrons transfer heat to the lattice during the pulse for the nanosecond regime and
it is not the case for the ultrashort regime (especially <500 fs). Here, we have an intermediate
regime where the lattice is heated up after the pulse by the electron-lattice heat transfer. The
melting point is almost reached. The temperature might be underestimated because of
approximations and work hypotheses mentioned earlier. Nevertheless, this model tends to
confirm the implication of thermal effects in the formation of LIPPS in the picosecond regime.

This was a single-shot investigation. The damage threshold can be lowered by an accumula-
tion/incubation effect. It could be interesting to study the thermal implication and the effect of
the number of pulses on the delamination of the films. Working under the single-shot ablation
threshold with multiple pulses allows a better control of the formation of LIPSS. This is of
interest for industrial applications (super hydrophobic surfaces for instance). However, the
pulse duration is 9 orders smaller than the pulse repetition rate (40 ps against 10 Hz). The time
step could be modulated so that it is short during laser irradiation and longer during relaxation
but it would still be difficult to investigate the incubation effect for 1000 pulses at low fluences
without the use of a super calculator.

In conclusion, this example shows that COMSOL was able to provide valuable qualitative
information about a laser machining mechanism. This model could be improved by lifting the
simplifications hypothesis one by one (convection/radiation losses [22], interfaces between
solids [25], ionization [26], thermo-dependent properties [27], etc.). Also, with more data
(material properties, experimental conditions) it would be possible to have reliable quantita-
tive information at the expense of more computational power. It should be noted that this
method is limited to a nonphase change model and other numerical approaches such as
Molecular Dynamic mentioned earlier would be more appropriate otherwise. Overall, Section
2 mentioned how to model situations to better understand the complex physical phenomena
involved in a process. The next section presents a more applied approach where direct answers
regarding the parameters are desired for process prediction and optimization: the Design Of
Experiment.

3. The Design Of Experiment methodology

3.1. Introduction

The Design Of Experiment methodology is based on statistical analysis and provides a
semiempirical model in a similar way than limited development. Indeed, a response (laser hole
drilling depth, for instance) can be described by a polynomial function of several parameters
in a restricted domain through multilinear regression. Opposed to the Change One Separate
factor at a Time (COST) method, DOE saves time and resources (human, machine, costs,
sample, etc.) and is more relevant when parameters have a coupled effect on the response. It
is a powerful tool to rule out noninfluent parameters (screening), describe, test the robustness
or even optimize a process with a minimum of experimental trials. It is widely used in the
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industry to develop new products/process or improve existing ones, improve the quality,
reduce the production costs, or the impact on the environment and even evaluate the influence
of perturbations on a process (temperature, humidity, etc.) [28, 29].

The following sections propose to explore the use of this method in laser-based applications
and to discuss the study of dicing silicon carbide substrates in the microelectronics industry.

3.2. The use of Design Of Experiment in the literature

The following paragraph aims at explaining the key steps and objectives of the Design Of
Experiment methodology and cannot be taken as a full course on the subject. A literature
review reveals that many authors have used Taguchi tables or the more conventional Response
Surface Methodology (RSM). It is important to note that several strategies exist and they must
be used depending on the objective of the researcher and the means/costs involved. The choice
of strategy is strongly dependent on the researcher’s experience and knowledge, especially
when it comes to defining the control parameters, identifying the noise parameters (the one
we are submitted to), the response he wants to characterize/measure, and the range of variation
of the parameters (domain of study). Once these steps have been completed, whatever the
employed strategy, it needs to be addressed with great care and in a sequential manner.

3.2.1. The screening

The parameters are coded between —1 (minimum value) and +1 (maximum value) so that the
scale of variation becomes the same between the parameters and it is easier to make a hierarchy
of their degree of influence. In RSM, the first step is the analysis of the center of the domain.
All parameters are set at 0 (average value) in their coded form. The experiment is replicated
three times. If the value is two orders of magnitude larger than the standard error, it is possible
to carry on the study of the response. It means that the response obtained is not due to
perturbation/noise. Otherwise, there might be a problem with the measurement tools and most
likely that the domain of study is not large enough. It must be noted that the number of
replication of the center point depends on the number of parameters and levels and needs to
be increased when a quadratic model is envisaged.

The following step, the screening, is crucial and can already provide significant information
such as: determining which parameters are influent and create a hierarchy, postulating a linear
model without interaction, providing a predictive model (qualitatively), and determining if
the domain was established properly. In some cases, it is already noticeable that interactions
between parameters are influent and that nonlinearity is expected. Remember, if the objective
was to identify among a lot of parameters which one were the most significant, then there is
no need to carry on. A screening postulates a linear model without interaction.

A proper way to conduct the screening is to use the Hadamard matrices. These are square
matrices (H2, H4, H8, H16, etc.) and correspond to a system of equations. With three param-
eters for instance, H4 is recommended as three equations are required to solve the three
unknown parameters and one degree of freedom is available (for the average value). With four
parameters, HS8 is recommended because H5 does not exist. The four remaining trials are not
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lost since Hadamard matrices are contained into full factorial or composite designs which are
used to obtain, respectively, a linear model with interactions and a quadratic model.

3.2.2. Prediction and optimization

For prediction or optimization objectives, a full factorial design (linear model + interaction) or
a composite design (quadratic or cubic model) is carried on to have a relevant predictive model
that will allow setting the parameters values according to the desired response. When a
nonlinear model is involved, an optimization step is possible. It is even more useful when
several responses are studied and that a compromise must be found. A function called
“desirability function” is used especially to optimize multiple responses simultaneously
according to the target of the scientist. Each response Y; is transformed into a dimensionless
factor bounded by 0>Di<1 where a higher “Di” indicates a more desirable response value.
Three cases arise. “Nominal-the best” case is when the scientist desires to reach a certain
response value. “Larger-the best” is when the scientist wants to maximize a response value
(laser welding depth of penetration for instance at the highest possible speed) and the “smaller-
the better” case is when he wants to minimize a response (HAZ for instance). That desirability
function is usually treated with statistical software according to the scientist’s objective
(minimize, maximize, targeted value). Ref. [30] describes a good example of prediction and
optimization of laser butt welding. The bead width, depth of penetration, and the tensile
strength of the joint are analyzed. The desirability function is combined with the use of Taguchi
tables in order to optimize the parameters (beam power, travel speed, and focal position) and
improve the quality of the weld. In this chapter, the quality of the weld is optimal when the
bead width is minimized and the tensile strength and depth of penetration are maximized.
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Figure 6. Factor effects on composite desirability values for helium gas [30].
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Then, the desirability function is set accordingly. For this configuration, the laser beam power
was found to be the most significant parameter. The interaction effects between the beam
power and travel speed, the travel speed, and the focal position were found to be significant
as well when using helium shielding gas (Figure 6). The interaction effect between beam power
and travel speed was found to be most influent followed by the beam power, the travel speed
and the focal position when other gases were used.

In another example, the authors in Ref. [31] wanted to dice sapphire substrates used in the
fabrication of microelectronics chips with a Nd:YAG nanosecond laser (second harmonic 532
nm). They aimed at a depth equivalent to 1/3-1/4 of the wafer thickness (108-148 um in this
case) to be able to subsequently break it and separate the dies. In the meantime, they must
choose carefully the laser parameters in order to minimize the groove width because of
economical and throughput reason. The studied parameters were the pulse energy (A), the
scanning velocity (B), and the number of passes (C). It was found that A, B, and C were influent
on the depth as well as the interaction terms AB, AC, BC, and the quadratic terms A* and B>
The effects of pulse energy and scanning times have slight and nearly equal effects while speed
was the dominant parameter especially when the laser is scanned several times with high pulse
energy. For the width, the dominant parameter was the pulse energy. A combination of low

Pulse laser  Velocity Sﬂ‘nning Groove .Grnm'e Desirability
energy (wJ)  (mm/s) times depth (um)  width (pm) a
150 0.5-0.59 3 143-153 19.4-19.8 0.95-0.97
190-590 0.5 3 161-222 20-29 0.613-0.94
210-260 0.5 2 143-127 20-21 0.68-0.94
350 0.93 3 143 25 0.777
650 1.75 3 109 34 0.039

Figure 7. Desirability function analysis and results obtained with optimal parameters. (a) Surface view of laser scribed
sapphire, (b) wall section view [31].
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scanning velocity (0.5-0.59 mm/s), low pulse energy (150 uJ/pulse), and multiple passes (3)
was found based on desirability analysis (Figure 7) to obtain deep (148 um) and narrow
grooves (19 pm) (Figure 7a and b).

In this example [31] and others [12, 32], Box Benhken Designs (BBD) were used. They are an
alternative to composite designs because they contain fewer experiments than the latter.
However, there might be a loss of accuracy in the final model; they do not contain the
screening and a nonlinear model is postulated from the start. In the chapters mentioned
above, it is suggested that parametric studies were performed before doing the BBD. Then
the authors knew the model would be nonlinear. Overall, the risk of using BBD must be
assessed carefully.

A problem of laser welding of AISI304 stainless steel is presented in [12]. The depth of
penetration of the weld and the bead width characterize the geometry and are related to the
mechanical quality of the weld. These two responses are studied according to the beam power,
the welding speed, and the beam angle using a BBD. It was found that the beam power was
the most significant parameter followed by the welding speed. This is conformant with Ref.
[30] mentioned earlier. With an optimal combination of parameters 1250 W, 750 mm/min, and
a beam angle of 90°, depth of penetration of 1.5 mm and beam width of 1.3 mm were achieved.
The results were compared to finite element simulation and were discussed in Section 2.2.

In Ref. [32], BBD was used to predict the geometry (depth and width) of CO, laser-machined
micro-channel in glass. Three different models using Artificial Neural Network (ANN) were
implemented through Labview®. It was found that one of them gave a better prediction
precision than DOE and the two others had a greater average percentage error. Overall, the
ANN strategy was deemed useful for prediction and laser parameters optimization. It was
found that the laser beam power had a positive effect on the channel width and depth increase.
The pulse repetition rate had a negative effect on both responses. The traverse speed had a
negligible effect on the channel width and tended to decrease the channel depth when
increasing.

3.2.3. Prediction and robustness

The study of the robustness is another objective and is dear to the industrials for better process
control and repeatability. It can be performed through the analysis of the error (for each
experiment) as a response while carrying on RSM. Taguchi method is a particular case of the
Design Of Experiment and is relevant for robustness study. The tables of Taguchi are mostly
fractional designs. In Taguchi methodology, the signal to noise (S/N) ratio is analyzed
according to the following equation:

S/Ni :—IOIOgFny} (13)

i=l
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S/N; = —10102{l iz} (14)
ni-ry;

i=1

S/Nz—lOlog[%i(yi —m) :l (15)

where 7 is the number of trials for each experiment, y; is the response of the ith experi-
ment, and m is the target the scientist wants to reach. It allows control and the reduction of
variability of the response. The “smaller-the better-characteristic” (Eq. (13)) is used when the
scientist wants to minimize a response as opposed to the “larger-the better characteristic”
(Eq. (14)). The “nominal-the-best” characteristic (Eq. (15)) is about reaching a specified
target. It is not the same as the desirability function (Section 3.2.2) since this is an analysis
of the signal-to-noise ratio and this is what makes the Taguchi method more relevant for
robustness study.

The methodology is a bit different than RSM [30]: (1) identify the control factors and the
interactions, (2) identify the levels of each factors, (3) select the appropriate orthogonal array
(OA), (4) assign the factors/interactions to the columns of the OA, (5) conduct the experiments,
(6) analyze the data and determine the optimal levels, (7) perform the confirmation experi-
ments. The two first steps are already tricky and imply that the researcher must have a
prerequisite knowledge or have performed earlier experiments to guide him. For steps 3 and
4, the researcher has to choose the orthogonal array and how to fill the columns, thanks to
steps 1 and 2 and thanks to the “interaction graphs.” The Taguchi tables are indeed limited to
a certain type of model with a restricted number of parameters and levels. They have to be
filled according to the “interaction graphs.” They show the main factors and the interaction
that are possible to study for each Taguchi table. These graphs contain other criteria as well:
they show how difficult it is to change the level of parameters [33]. For processes where the
temperature is a key factor, it takes more time to cool down an oven than to heat it for instance.
An experiment in this case can have an effect on the following one. Therefore, the sequence of
experiment must be chosen carefully. Taguchi method has been successfully used in numerous
studies [34, 35].

After each batch of experiments, the Analysis Of Variance (ANOVA), the analysis of multi-
linear regression coefficient and the study of residuals must be carried on. These are statistical
means to validate the models. Once the final model is found to be statistically adequate, new
experiments (not included in the original design) must be executed and compared to the model
for its final validation. Another objective of the work cited as Ref. [32] was to compare DOE
and ANN methods and show the interest in developing new modeling techniques with the
same robustness than DOE while being more easily or successfully applied. This should be
kept in mind as the way to go for future simulation method development. The overall Design
Of Experiment methodology is summarized by Figure 8.
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Figure 8. Response surface methodology diagram. Yellow designates the analysis and decisions depending on the re-
searcher’s experience, squares designate the experimental work, and the red one designates a turning point where lot
of information is gathered and will decide on the next steps.

3.3. Application: optimization of laser parameters for dicing silicon carbide substrate

3.3.1. RSM study

The following study is extracted from Ref. [36]. In the microelectronics industry, laser is used
to replace the conventional method of blade dicing for hard and chemically inert substrates.
Laser is used to scribe and then break the substrate in order to separate electronic chips. A
Diode Pumped Solid State (DPSS) Nd:YAG laser operating at a wavelength of 355 nm (3rd
harmonic), a repetition rate of 40 kHz with a pulse duration around 90 ns, and a spot size
around 5 pum is used. The laser source is embedded in an enclosed station as it is destined for
production and is operating in white room environment. The substrate of interest is a three
inches diameter silicon carbide wafer and is 360 pum thick. The scribe and break method
requires a scribing depth of one forth to one third of the wafer thickness. However, the breaking
step becomes difficult for hard substrates such as SiC and because the breaking efficiency
depends on the leverage (dies size). The groove needs to go deeper and the objective is to
optimize this depth according to the laser parameters: pulse energy (A), number of passes (B),
defocus (C), and scanning speed (D). As seen in Section 3.2, other parameters are influent on



Numerical Simulation of Laser Processing Materials: An Engineering Approach
http://dx.doi.org/10.5772/63945

alaser process but these are the main parameters that an operator can customize on this station.
The parameters and their values are reported in Table 2.

Parameter (Pi) Identifier Level -1 (Iow) Level 1 (high) Level 0 (average) APi
Energy (uJ/pulse) A 30 140 85 110
Passes B 1 5 3 4
Defocus (um) C -15 -65 —40 -50
Speed (mm/s) D 10 48 29 38

Table 2. Parameter values, identifiers, and study domain.

Following the procedure illustrated by Figure 8, the experiment performed at the center of the
domain is replicated seven times (in italic in Table 3) and reveals that the response can be
studied because the mean response value (157.9 um) is two orders greater than the standard
deviation (1.97). In other words, the response obtained is due to the parameters and not due
to noise factors.

Sequence Energy (A) Passes (B) Defocus (C) Speed (D) Depth (Y)
1 1 1 -1 1 73.8
2 1 -1 -1 -1 210.8
3 -1 1 -1 -1 101

4 1 1 -1 -1 286.2
5 1 -1 1 -1 72

6 1 -1 1 -1 181.2
7 -1 1 1 -1 100

8 1 1 1 -1 261

9 -1 -1 -1 1 30

10 1 -1 -1 1 127.2
11 -1 1 -1 1 65

12 1 1 -1 1 180
13 -1 -1 1 1 472
14 1 -1 1 1 122
15 -1 1 1 1 68.4
16 1 1 1 1 165.8
17 - 0 0 0 85.6
18 A 0 0 0 189.6

19 0 -« 0 0 124.4
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Sequence Energy (A) Passes (B) Defocus (C) Speed (D) Depth (Y)
20 0 a 0 0 168.6
21 0 0 -a 0 156.4
22 0 0 o 0 143.2
23 0 0 0 - 201.6
24 0 0 0 a 123.2
25 0 0 0 0 158.8
26 0 0 0 0 158.6
27 0 0 0 0 158.4
28 0 0 0 0 159
29 0 0 0 0 156.2
30 0 0 0 0 154.4
31 0 0 0 0 160.2

Table 3. Central composite face-centered in a cube design (a=1) and measured response values.

Source Sum of squares Degree of freedom Mean square F value p-Value
Model 40252.44 6 6708.74 2024.44 <0.0001
A 28752.02 1 28752.02 8676.25 <0.0001
B 2298.42 1 2298.42 693.57 <0.0001
C 220.5 1 220.05 66.54 <0.0001
D 7176.02 1 7176.02 2165.45 <0.0001
AD 1740.5 1 1740.5 525.22 <0.0001
BD 64.98 1 64.98 19.61 <0.0031
Curvature 2660.03 1 2660.03 802.69 <0.0001
Residual 23.20 7 3.31

Lack of fit 0.02 1 0.02 5.178E-3 0.9450
Pure error 23.18 6 3.86

Cor total 42935.67 14

Table 4. ANOVA table for the screening (Hadamard design).

Table 3 shows the full design. The screening is set as a Hadamard H8 (because four factors are
involved and H5 does not exist) and is shown in normal font in Table 3. The ANOVA results
(Table 4) are used to determine the relevancy of a linear model. We focus on the regression
coefficients and the p-value associated to the lack-of-fit and each parameter. The p-value (Fisher
test) must be lower than 0.05 for the item to be declared significant. Thus, in this case, the lack
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of fit is not significant. The multilinear regression coefficients are all low and the difference of
mean values at the central point for the model and the experiment is greater than the standard
deviation. A linear model is obviously not adequate. A linear model taking into account the
interactions between parameters will not be adequate either. Indeed, the curvature is deemed
significant by the ANOVA. It means that a nonlinear model will be adequate.

Source Sum of squares Degree of freedom Mean square Fvalue  p-Value
Model 1.02E+5 16 6372.54 624.62 <0.0001
A 5408.0 1 5408.0 530.07 <0.0001
B 9220.82 1 9220.82 903.79 <0.0001
C 269.12 1 269.12 26.38 0.0002
D 3073.28 1 3073.28 301.23 <0.0001
AB 1232.01 1 1232.01 120.76 <0.0001
AC 529.0 1 529.0 51.85 <0.0001
AD 2704.0 1 2704.0 265.04 <0.0001
BD 207.36 1 207.36 20.32 0.0005
CD 216.09 1 216.09 21.18 0.0004
A? 845.87 1 845.87 82.91 <0.0001
B? 217.46 1 217.46 21.31 0.0004
(&3 88.93 1 88.93 8.72 0.0105
D? 118.11 1 118.11 11.58 0.0043
ABD 222.01 1 222.01 21.76 0.0004
AD 149.65 1 149.65 14.67 0.0018
AB? 145.6 1 145.6 14.27 0.002
Residual 142.83 14 10.2

Lack of fit 119.66 8 14.96 3.87 0.0581
Pure error 23.18 6 3.86

Cor total 30

Table 5. ANOVA table for the cubic model.

A central composite face-centered in a cube design was chosen (Table 3) to model a quadratic,
possibly a reduced cubic model. A third parameter a is introduced in a central composite
design. Its value depends on the number of parameters and levels and is chosen to cope with
the statistical degradation of the accuracy of the model. Indeed, nonlinear models require the
use of three levels which make 81 experiments to execute for four parameters (3*). The use of
this third value ot allows decreasing the number of experiments compared to a full design while
keeping a certain statistical accuracy (although not as good as a full design).
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Finally, the ANOVA results (Table 5) reveal that the model is significant and the lack-of-fit is
not (p-value close to 0.05). All coefficients shown in the ANOVA table are significant; the others
are not, hence the term of “reduced” cubic model. The multilinear regression coefficients are
close to 1 (R?=0.9986, R? adjusted = 0.997, R* predicted = 0.9805). The reduced cubic model is
thus significant and the final mathematical equation (Eq. (16)) in terms of coded factors is given
using the least-squares method.

Y =156.89 + 52A +22.63B — 3.87C — 39.2D + 8.78 AB - 5.75AC — 13AD - 3.6BD + 3.68CD (16)
—18.05A% - 9.15B* - 5.85C? + 6.75D* — 3.73ABD + 9.17A?D + 9.05AB?

The model is determined to be statistically adequate. The study of the residuals did not reveal
major inconstancies. It is necessary to check if the model is scientifically adequate and if it can
predict response values with additional experiments.

3.3.2. Experimental validation

From the response equation (Eq. (16)), it is clear that the pulse energy (A) and the scanning
speed (D) are the most influent parameters on the scribing depth. Heating a target via laser
irradiation depends on the amount of energy brought to the target and the interaction duration.
This is why they are the most dominant factors and why the interaction term AD appears in
the equation. Square terms coefficient A> and D? are conformant with theory as well. Indeed,
the depth increases with increasing energy input until saturation. It is the classical logarithm
trend observed in the literature [37]. The scribing depth also decreases with increasing speed
until saturation. Interaction terms such as AC (evaluation of the fluence, Egs. (18) and (19)),
AD (effect of fluence over time), and CD (laser/material interaction over time) appear naturally
in the response equation because they are linked by Egs. (17)-(19):

E A
= Txa(z)? - 7 xw(C)? (17)

o=1-—Y D
o@xf  @C)xf (18

2 2
o(z) = @ 1+[M2§ZJ —ay 1+[M%CJ (19)

7Ty ﬁwg

where z is the defocus (m), O is the overlap ratio, fis the repetition rate (Hz), v is the scanning
speed (mm/s), A is the wavelength (nm) and w, (cm) is the spot radius at the focal point. The
effect of the number of passes B varied depending on the delay between two passes and thus
on the scanning speed. The effect saturated around three passes for pulse energies below 85
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1) and tended to saturate around five passes above this energy threshold. The number of scans
effect saturates as the aspect ratio (depth/width) increases because there is less margin for
debris ejection. Debris disturbs the beam propagation at the bottom of the trench and succes-
sive passes become less effective. This inconvenience can be balanced depending on the pulse
energy and the scanning speed because they rule the laser-material interaction efficiency. This
is why interaction terms between the number of passes (B), the pulse energy (A), and the
scanning speed (D) appear in the response equation.

Additional experiments were performed and compared to the predicted values given by the
model. A reasonable correspondence was found between predicted and experimental values
as observed in Figure 9.
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Figure 9. Graph showing the variation of depth versus the energy at different scanning speeds. The frequency was
fixed at 40 kHz.

This model was successfully used to determine optimal parameters for an objective of 180 pum
deep scribe in silicon carbide substrate.

4, Conclusion

Whether it is Finite Element Methods, Monte Carlo or Molecular Dynamics, numerical
simulation gives the opportunity to better comprehend the physics of laser-material interaction
and in many cases to predict results and optimize the parameters for laser processing. In this
chapter, numerical simulation was proven to be valuable to both fundamental science and
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laser applications in the industry. Computer calculation improvement makes it possible to

model complex problems when multiphysical phenomena are coupled and allowed important

achievements in the field of laser processing. Simplification assumptions are still required but

with time and research efforts, models will become more and more realistic giving the

possibility of getting a snapshot inside complex physical mechanisms that cannot be observed

through experimental means.
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Abstract

Exploiting nanofluids in thermal systems is growing day by day. Nanofluids having
ultrafine solid particles promise new working fluids for application in energy devices.
Many studies have been conducted on thermophysical properties as well as heat and
fluid flow characteristics of nanofluids in various systems to discover their advantag-
es compared to conventional working fluids. The main aim of this study is to present
the latest developments and progress in the mathematical modeling of nanofluids flow.
For this purpose, a comprehensive review of different nanofluid computational fluid
dynamics (CFD) approaches is carried out. This study provides detailed information
about the commonly used formulations as well as techniques for mathematical
modeling of nanofluids. In addition, advantages and disadvantages of each method
are rendered to find the most appropriate approach, which can give valid results.

Keywords: nanofluid, CFD, numerical simulation, mathematical modeling, single-
and two-phase methods

1. Introduction

In general, the assessment of the thermal performance of a system through numerical simula-
tions is much affordable compared to experimental studies with high expenses of material and

I m EC H © 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
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equipment. The significance of a numerical study is highlighted when a nanofluid is utilized as
the working fluid. High costs for the production of nanofluids and difficulties in preparing
stable nanofluids are the main barriers to perform experiments with nanofluids. Therefore,
numerical modeling of nanofluids, where a suitable approach is selected to simulate the flow,
could be the best solution for problems involved with nanoparticle suspensions.

However, in spite of considerable developments in computing power and methods, literature
review reveals that there is no comprehensive study to conclude the best technique for the
modeling of nanofluids. In particular, due to the ultrafine size of nanoparticles, the governing
terms in multiphase models are still not entirely identified. In the present work, latest studies
on numerical simulations of nanofluid flow are reviewed with a particular focus on different
multiphase schemes.

2. Numerical methods for nanofluids’ flow simulation

Nanofluid computational fluid dynamic (CFD) modeling can be classified into two main
groups: single-phase and two-phase models. However, there are few other models that may
not be included in these categories, such as Lattice-Boltzmann method (LBM). Moreover,
different numerical approaches have been employed to solve models mentioned above to
predict thermal and hydraulic characteristics of nanofluids flow. Finite volume method (FVM)
and finite element method (FEM) are two main approaches for solving the governing equations
of nanofluid problems. However, finite difference method (FDM), control volume-based finite
element method, and some novel numerical approaches such as homotopy analysis method
(HAM) and smoothed particle hydrodynamics (SPH) methods have also been utilized in the
previous studies. In this study, a comprehensive review of various numerical methods for the
simulation of nanofluids is accomplished.

2.1. Single-phase approaches

Although suspension of a nanofluid is inherently a two-phase fluid, if some proper assump-
tions are made, it can be considered as a homogeneous liquid. Due to the existence of ultrafine
nanoparticles, it is assumed that these particles can be easily dispersed in the host fluid. For
this purpose, both the nanoparticles and base fluid are considered to be in thermal balance
without any slip between their molecules. Therefore, under such assumptions, in many
studies, nanofluids have been assumed as a single-phase fluid.

2.1.1. Conventional single-phase model

Mass, momentum, and energy equations, which are used for conventional liquids, could also
be applied to single-phase flow with the above assumptions. In this case, only thermophysical
properties of nanofluids should be determined. Therefore, the governing equations in the
steady state can be expressed as below [1]:

Conservation of mass:
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Vpyu)=0 @
Conservation of momentum:
V.(Pyguu) ==VP +V.(p1,Vu) = () (T = T,)g @
Conservation of energy:
V.(pe,)uT)=V.(kyVT) 3)

There are numerous publications simulating nanofluids characteristics as a single-phase fluid.
Mixed convection heat transfer in a T-shaped lid-driven cavity was examined numerically by
Mojumder et al. [2]. A residual FEM model was applied for the numerical simulation. They
validated their simulation code against data of Abu-Nada, Chamkha [3]. The results revealed
that higher Grashof number causes rise in the heat transfer rate.

Turbulent nanofluid flow for different nanoparticles such as alumina, cupric oxide, and titania
was investigated by Rostamani et al. [4] at various concentrations in a long horizontal duct
under constant heat flux. They employed the control volume approach and temperature-
dependent thermophysical properties. It was found that increasing the number of dispersed
nanoparticles in base fluid increases the pumping power and heat transfer rate. In addition,
the predicted Nusselt numbers in some cases demonstrated good agreements to the obtained
results by Pak, Cho [5], and Maiga et al. [6] correlations.

Abu-Nada [7] considered the Rayleigh-Benard-free convection heat transfer in CuO-water
nanofluids using FVM, where the effect of temperature-dependent properties was the primary
objective. The obtained results by temperature-dependent models were also compared with
classic models (Maxwell-Garnett (MG) and Brinkman). Results displayed that for Ra>10° the
effect of temperature on fluid flow and heat transfer was insignificant due to the presence of
high viscosity, which was caused by the nanoparticles volume fraction.

Bouhalleb and Abbassi [8] employed Control Volume-Finite Element method to study the free
convection in an inclined cavity. They solved the free convection problem using Boussinesq
approximation and employing the SIMPLER algorithm for velocity-pressure coupling. The
results showed that the variation of inclination angel highlights a hysteresis behavior of the
nanofluid flow. Also, increasing the diameter of solid nanoparticles led to a strong decay in
heat transfer. Furthermore, they concluded that the efficiency of heat transfer strongly depends
on the diameter of nanoparticles, not its concentration in base fluid.

While a considerable number of recent studies on numerical simulation of nanofluids have
been employed by FVM [9-11] and FEM [12-14] for their studies, in several studies Finite
Difference Method has been used for different applications of nanofluids. For instance,
Buddakkagari and Kumar [15] studied laminar-forced convection of a nanofluid over a vertical
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cone/plate. The non-dimensional governing equations were solved using FDM model, Crank-
Nicolson type. The results illustrated that the Prandtl number affects the boundary layer
dramatically. Furthermore, the momentum boundary layer was more affected by higher values
of Lewis number. Finally, it was concluded that the boundary layer growth depends on
Brownian motion and thermophoresis force.

However, applying the single-phase model for nanofluids has some limitations. For instance,
the results obtained from this model were strongly dependent on adopted thermophysical
properties and in some cases using the single-phase model may underestimate the Nusselt
number, compared to models adopting temperature-dependent properties [16, 17]. The reason
behind this could be due to various factors such as gravity, friction forces, Brownian motion,
and solid/liquid interface. Ding and Wen [18] showed that the primary assumption of
homogeneous fluid is not always acceptable. However, the review of the previous works
illustrates that choosing the appropriate thermophysical property correlations in the single-
phase method results in a reasonable estimation of nanofluids properties [19, 20]. Therefore,
selecting suitable thermophysical properties such as variable properties, and considering the
chaotic movement of nanoparticles (dispersion model) may compensate, to some extent, the
limitations of single-phase model.

2.1.2. Thermal dispersion model

Brownian and gravity forces, the friction force between the base fluid and nanoparticles,
sedimentation, and dispersion may coexist in a nanofluid flow. In fact, slip motion between
liquid molecules and solid particles is not negligible, and the random movement of nanopar-
ticles ameliorates the thermal dispersion in nanofluids, which reinforces heat transfer. For the
first time, the thermal dispersion model was suggested by Xuan and Roetzel [21]. They
assumed that nanoparticles move randomly, causing small chaos in velocity and temperature

magnitudes (T” and u). The essential phase averages can be written as [21]:

T=(TY +T' (4)
u=) +u' )
where
1
ot
(T) _V/. J;TdV (6)

(1;>f ZVLII;dV 7)

Az
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1 ' —
V—J-TdV—O (8)

I,

By assuming that the boundary layer between the liquid and solid phases is negligible,
unsteady-state, energy equation can be written as

a( T)f
ot

(pe,)y [2Lm+ ) (TY 1= V.(k, V(T ) = (pe,),, VW T ) )

The thermal dispersion generates a heat flux in the flow that is equal to
q,=(pc,), T =—k, N(T)' (10)
k, is the thermal conductivity tensor due to dispersion. Now, Eq. (9) can be rewritten as

% +(u)y V(T =V.[(a, ]+

k,

) . V(T)] (11)

p/nf

where a is the thermal diffusivity and I is the identity tensor. The following form may be
applicable for the effective thermal conductivity of nanofluid:

ky =k, +k, (12)

where k; refers to the dispersed thermal conductivity coefficient. Despite the fact that this term
plays a key role in dispersion model, just a few correlations were proposed in the literature.
Xuan and Roetzel [21] with reference to some publications in porous media [22, 23] proposed
the following forms:

k,=C (pc,),uR, k,=C,(pc,), uRd,p (13)

C,is an unknown constant and R is referred to pipe radius. Khaled and Vafai [24] investigated
heat transfer enhancement by considering dispersion effects. They used the following linear-
ized model introduced by Xuan and Roetzel [21] correlations for dispersed thermal conduc-
tivity of nanofluids:

k,=C(pc,), pHu, (14)
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where H is the half of duct height, u,, is the average bulk velocity, and C" is an unknown
constant. By employing control volume approach, Mojarrad et al. [25] analyzed the heat
transfer of a-alumina-water nanofluid in the entrance region of a rounded pipe. They also
compared their results with experimental data. The results showed that dispersion model
provides reasonable outcomes in spite of its simplicity. Moreover, they suggested a new
correlation for radial dispersed thermal conductivity:

k, = Cd(pcp) Ry (a_Tj

nf
d,\ or (15)

By using dispersion model, Zeinali Heris et al. [26, 27] investigated convective heat transfer
of different nanofluids. They studied heat transfer augmentation due to nanofluids flow
through the tubes with different cross-section geometries. The numerical results were
validated against experimental data [28, 29] and good agreement was observed. The results
showed that the Nusselt number would enhance with increasing particle loading and
decreasing particle size.

Thermal behavior of nanofluids in a cavity was analyzed by Kumar et al. [30]. The dimen-
sionless-governing equations were resolved via semi-explicit FVM solver. The Grashof
number, volume concentration, and nanoparticles shape effects on heat transfer rate were
assessed. The results showed that the dispersed thermal conductivity is more intensive in
the vicinity of walls in comparison with pipe center. Also, it was found that dispersed
thermal conductivity and hydraulic diameter of the particles are strongly dependent to each
other.

Akbaridoust et al. [31] examined laminar steady-state nanofluid flow through helically shaped
tubes, both numerically and experimentally. The governing equations in three-dimensional
(3-D) form were solved by finite difference approach, using a FORTRAN code. Dispersion
model was modified in order to be applicable for helical tubes. This modification resulted in
minimized difference between numerical results and experimental data. The results showed
that higher curvature ratios cause more heat transfer rates.

2.2. Two-phase approaches

Due to some factors such as Brownian force, Brownian diffusion, friction force, thermo-
phoresis, and gravity, nanofluids may be considered two-phase fluids by nature. There-
fore, the classic theory of solid-liquid mixture can be applied to nanofluids. In such models,
nanoparticles and base fluid are considered as two separate phases with different
temperatures and velocities. Although two-phase approaches may obtain realistic results,
they have high computational cost in comparison to single-phase models. Two-phase
approaches can be categorized into two general models: Lagrangian-Eulerian and Eulerian-
Eulerian.
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2.2.1. Lagrangian-Eulerian model

In the Lagrangian-Eulerian or discrete phase model, the fluid phase is considered as a contin-
uum by solving the N-S equations in time-averaged form, while the dispersed phase was solved
by tracking the particles in the Lagrangian frame. Also, in this model, the interaction between
fluid and particles presented as a source term in both momentum and energy equations.

Mathematical formulations of the Lagrangian-Eulerian in two-phase model can be written
as follows [32]:

Conservation of mass:

V.(pu)=0 (16)
Conservation of momentum:
V.(piii)=-VP+V.(uVii)+5, 17)
Conservation of energy:
V. (pc,uT)=V.(kVT)+5, (18)

where S,, and S, are source/sink terms representing the exchange of momentum and energy
between liquid and solid phases. The momentum and energy source/sink terms are defined
as [33, 34]

1 e
=—>»F
=32 (19)
1
s, = WZN”p”dpkp (T - Tp) (20)

np
where Nu, can be computed from the Ranz correlation [35]:

Nu, =2+ 0.6Reg'5Pr0'333 (21)

In Lagrangian reference frame, the particle motion and energy equations are as follows:
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du,

m,— =Fe+Fp+FL+Fn+F, (22)
Tp
my, = =Nu,zd k (T, -T,) (23)

In Eq. (22), F stands for various forces including gravity, drag, Saffman’s lift, Brownian, and
buoyancy, respectively.

Turbulent nanofluid flow in helical tubes was investigated numerically and experimentally
by Bahremand et al. [36]. The numerical simulation was performed by both single-phase model
and Lagrangian-Eulerian approach in connection with renormalization group (RNG) k-
model. ANSYS CFX software was used for solving the governing equations. The results
indicated that nanofluids with a higher concentration exhibit a greater heat transfer coefficient
and pressure drop. Also, it was found that the two-phase model yields more accurate results
compared to single-phase model.

Alumina-water nanofluid flow and heat transfer in a long tube with uniform heating at the
walls were investigated by Moraveji and Esmaeili [37]. The simulations were conducted in
both single- and two-phase methods where the governing equations were solved by FVM.
Both temperature-dependent and constant thermophysical properties were considered in the
study. The results of the modeling revealed that the temperature-dependent properties are
more sensitive to the Reynolds number variations and led to higher values of the Nusselt
number. Comparison between single-phase and two-phase (discrete phase) models showed
the maximum difference of 11% for the average heat transfer coefficient.

Tahir and Mital [38] studied the laminar-forced convection of Al,O;-water nanofluid in a tube
numerically. They analyzed the impacts of the Reynolds number, particle diameter, and
volume fraction of the particles in their study. A good agreement was achieved between the
simulation and experimental data using discrete phase method. The results of the survey
demonstrated that the heat transfer coefficient increased linearly with both the Reynolds
number and volume fraction of nanoparticles. However, there was a non-linear parabolic
decrease with increasing nanoparticle size. It was concluded that the Reynolds number and
volume fraction have the maximum and the minimum effects on heat transfer coefficient,
respectively.

A comprehensive simulation of turbulent-forced convection for Cu-water was carried out by
Behroyan et al. [39].The Reynolds number of the flow was chosen between 10,000 and 25,000,
where the volume fraction of copper nanoparticles was taken in the range of 0.0-2.0%. Two
single-phase models (Newtonian and non-Newtonian) and three two-phase models were
employed in this study. The ANSYS commercial CFD package was utilized to solve the
governing equations. The obtained results showed that the Newtonian single-phase method
as well as discrete phase method is in better agreement with experimental data, compared to
other numerical approaches.
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The present literature survey reveals that using Lagrangian-Eulerian approach for modeling
the heat transfer of nanofluids is in early stages. Therefore, more studies are required to be
conducted to determine the capability of the Lagrangian-Eulerian model, especially in
turbulent regime [40]. Also, in some other studies such as Safaei et al. [32] and Xu et al. [41], it
is emphasized that Lagrangian-Eulerian is a suitable model just for low concentration two-
phase suspensions (¢ <1%). Moreover, it was mentioned that this model needs extremely high
computational time due to a large amount of calculation.

2.2.2. Eulerian-Eulerian model

The other important branch of two-phase models is the Eulerian-Eulerian model. Since the
Eulerian-Eulerian model is suitable for mixtures with a high amount of particles, applying this
model to nanofluids consisting of an extremely large number of nanoparticles is recommend-
ed. The main models of Eulerian-Eulerian available in the literature are three models including
Mixture, Eulerian, and VOF (volume of fluid).

2.2.2.1. Volume of fluid model

In the VOF model, the volume fractions of all phases are obtained for the entire domain of
study, by solving the continuity equation for the secondary phases. A single set of momentum
equations is solved for all the phases to find the velocity components. The sum of all employed
phases” volume fractions is equal to unity. Accordingly, the primary phase volume fraction
magnitude is achieved. In addition, all the physical properties are calculated by using an
average weighted of different phases according to their volume fraction on each control
volume. Finally, a shared temperature is calculated from a single energy equation [42].

Mass conservation for VOF model can be expressed as
V.(p.p.u:)=0 (24)

where ) ¢, =1 and all properties are computed such as N=) ¢, N,.

z=1 z=1
In this model, Egs. (2) and (3) are used as momentum and energy equations.

According to literature, a few studies have been done on using the VOF model for the
simulation of nanofluids. Akbari et al. [43] studied turbulent-forced convective heat transfer
of AL,Os;-water as well as Cu-water nanofluids inside a horizontal tube under uniform heat
flux. The governing equations were solved implementing different numerical approaches, for
example, single-phase, VOF, mixture, and Eulerian models, using FLUENT software. The
results showed that the thermal field forecasting by multiphase models was different from the
results of experimental data and single-phase approach. However, single-phase and two-
phase models predicted almost same hydrodynamic results. It was concluded that unlike the
results of previous studies [17, 44], two-phase models overestimate the thermal field. Under
similar conditions, however, Hejazian et al. [45] found different results when investigating the
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turbulent convection of TiO,-water nanofluid in a horizontal tube using FVM method. The
results of this study showed that the mixture and VOF models are more appropriate to predict
the heat transfer field, compared to single-phase model.

Turbulent heat transfer of nanofluids flow through a mini-channel heat sink was analyzed by
Naphon and Nakharintr [46]. The k-¢ turbulence model with single-phase, mixture, and VOF
approaches was employed to analyze the heat transfer and flow characteristics. Also, some
experiments conducted to verify the predicted results and reasonable agreements were
achieved. It was concluded that the single-phase model cannot predict the Nusselt number
with accuracy as good as mixture and VOF models because the impacts of Brownian motion
and non-uniform distribution of nano-particles in the solution domain are not considered in
the single-phase model. In addition, under similar conditions, VOF and mixture models
present more appropriate results compared to the single-phase model.

Hanafizadeh et al. [47] carried out a study to compare single and two-phase approaches for
Fe;O,-water nanofluid in both developing and fully developed regions in a circular tube under
constant heat flux. The study was conducted for 0.5-2 vol. % and 300 < Re < 1200. The results
showed that higher values of both Reynolds number and volume fraction would augment the
average heat transfer coefficient, while just increasing the number of dispersed nanoparticles
does not have a considerable impact on heat transfer enhancement. Also, in the fully developed
region, a higher number of dispersed nanoparticles in base fluid would reduce the error of
studied numerical methods. On the other hand, in developing region of a tube and for low
Reynolds numbers, increase in nanofluid volume fraction would decrease the accuracy of
numerical methods, while this trend was reversed for moderate and high Reynolds numbers.

In total, since a limited number of studies have used this numerical approach, further studies
are needed to evaluate the capability of the VOF model.

2.2.2.2. Mixture model

The mixture model is one of the most popular methods for modeling of multiphase slurry
flows. The main feature of this approach is that only one set of velocity elements is solved for
the mixture momentum conservation equations. The velocities of dispersed phases are
extracted from the algebraic formulations [48]. Moreover, since the primary phase affects the
secondary phase through drag force and turbulence, the effect of secondary phase on the
primary phase could be found through mean momentum reduction and turbulence. The basic
assumptions of mixture model are as follows [49, 50]:

* All phases share a single pressure.
* The interaction between different dispersed phases is assumed to be negligible.

* Nanoparticles in the secondarily dispersed phase are spherical in shape, with a uniform
size.

* The concentration of the secondarily dispersed phases is solved by a scalar equation,
considering the correction made by phase slip.
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The governing equations of the nanofluids’ mixture model can be written as follows [51]:

Continuity:
P -
—(p,)+V(p,un)=0
ot
where
. Z(DZPZ;Z
Um = Z=1 =uy
P
and
Pu =D 0,0,
Z=1
Momentum:

g(pm 1n)+V.(p, timtin) = ~VP, +V.[ 1t (Viin +Vin N+ p, B, (T —T))g
t

where
= D Psly
Z=1
Energy:
P - -
Ep'"h’" +V-(p,h,un)+V -(Pun)=V.(k,VT)
where

pmhm = z(qDZthZ)

Z=1

(25)

(26)

(27)

(28)

(29)

(30)

(C2))
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and
k, =0, (k) (32)

As a pioneer, Behzadmehr et al. [44] employed single-phase approach as well as two-phase
mixture model to study the turbulent heat transfer of copper-water nanofluid inside a circular
tube. The results of their study revealed that the obtained results from mixture model are much
closer to experimental data, compared to the results of single-phase model. In a similar study,
Bianco et al. [52] analyzed the steady-state turbulent convection heat transfer of ALO;-water
nanofluid in a circular tube under constant heat flux. FLUENT commercial software was used
to solve the governing equations. The results showed that single-phase and mixture models
give approximately the same results at low concentrations (i.e., ¢ = 1%), while for higher
concentrations, the difference between two models is considerable.

Shariat et al. simulated alumina-water nanofluid in an elliptic tube [53]. The impacts of
nanoparticles mean diameter and buoyancy force on the nanofluid flow behaviors were
investigated in that study. The three-dimensional equations of the mixture model were solved
by using FVM. The results showed that at a specified value of Reynolds and Richardson
numbers, an increase in nanoparticles size diminishes the Nusselt number while it does not
have a remarkable effect on the friction factor. A non-linear relation between the nanoparticles
size and heat transfer characteristics of nanofluid was also observed.

Laminar-free convection heat transfer of alumina-water nanofluid inside a cavity was studied
by Corcione et al. [54]. The governing equations were solved by a CFD code based on a two-
phase mixture model. Temperature-dependent effective properties considering the Brownian
motion and thermophoresis were employed and different nanoparticles volume fractions were
analyzed. It was found that the heat transfer trend reached a peak value at maximum particle
loading. Using these results, new correlations were developed for different parameters such
as the optimal particle loading and a maximum value of the heat transfer augmentation.

Goodarzi et al. [51] investigated both laminar and turbulent mixed convection of Cu-water
nanofluid inside a rectangular shallow cavity. The upper movable lid of the cavity was
considered at a lower temperature, compared to the bottom wall. FLUENT commercial code
was utilized to solve the problem, along with some modifications in governing equations by
developing user-defined function (UDF) codes. The results showed that the impact of the
volume fraction on turbulent kinetic energy, turbulence intensity, skin friction, and wall shear
stress is insignificant. However, under similar conditions, lower Richardson number leads to
higher wall shear stress and turbulence kinetics energy.

The single- and two-phase models were employed by Naphon and Nakharintr [55] to inves-
tigate the 3-D laminar convection heat transfer of nanofluids inside a mini-channel heat sink.
Some experiments were also carried out for validation purpose. The research outcomes
demonstrated that two-phase mixture model is in better agreement with experimental results,
compared to single-phase model.
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Recently, Siavashi et al. [56] investigated the application of nanofluids and porous media to
enhance the heat transfer inside an annular pipe. The simulation was conducted to investigate
the effects of different parameters such as the Darcy and Reynolds numbers as well as porous
medium radius and its position on heat transfer enhancement, heat loss, and entropy gener-
ation. Two-phase mixture model along with Darcy-Brinkman-Forchheimer equation was
employed for nanofluid flow simulation in porous media. A FVM code was developed to solve
the governing equations. The results showed that the geometry, nanoparticle concentration,
and magnitude of the Reynolds number have considerable effects on both the performance
and entropy generation numbers.

By reviewing the literature, it can be seen that among different multiphase approaches, the
mixture model is the most popular model for nanofluids modeling. This popularity can be due
to some facts such as accuracy, simplicity in both theory and implementation, and low
computational cost. However, for using this model there are some limitations and require-
ments, which were addressed in detail by Moraveji and Ardehali [49], Bahiraei [50], and
Goodarzi et al. [51].

2.2.2.3. Eulerian model

In this model, pressure is assumed to be equal for all the phases, while other governing
equations are solved separately for primary and secondary phases. The volume of the two
phases is estimated by integrating the volume fraction on solution domain, where the aggre-
gate of volume fractions totality becomes one [50]. The Eulerian model corresponding
equations can be expressed as follows [42]:

Continuity:

Vg.p.u-)=0 (33)

where ﬁz='[<pz do, ) ¢.=1.
z=1

v

Conservation of momentum (z™ phase):

VA@.p.u-uz)=Y Ry + Fy + @ V(u.Vu)+9.p.g —p.VP (34)
p=1

where Z; R e =Z; S pz(ft p—ﬁz) denotes the interaction force between phases, S,,=(¢,9,p,f) /7,
p= p=

T,= ( ppdpz) /(18y,), and findicates the drag friction, which is computed by Schiller and Naumann

[57] recommendation:
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CpRe

f==2 (3)

where

24(140.15R’*")
7 7 Re<1000
Cp= Re (36)

P

0.44 Re >1000

The nanoparticle Reynolds number (Re,) in Eq. (36) and lift force in Eq. (34) [58] are, however,
based on particle-fluid relative velocity, which is extremely small for nanoparticles.

up—u.|d
Re, = Lulte 14, 37)
/’lZ
1 -~ -
Fiye == P,y —:) % (V x1:) 20 (38)

Considering Eq. (37), the first two terms on the right side of Eq. (34) should be ignored.

Conservation of energy:

VA@,p,uzh)=-V.(k,VT,)~7,:Vuz + 3 0,, (39)

p=1

- - - 6k 0,0, N 1, )
Where Q. =h (u,,-u) is the heat exchange coefficientand / = W' Also, Nu,,is calculated
]

from Eq. (21).

Kalteh et al. [59] investigated the laminar-forced convection heat transfer of Cu-water nano-
fluid inside a microchannel. The Eulerian model utilized for flow simulation and governing
equations was solved by FVM. The results demonstrated that the nanoparticles are distributed
uniformly inside the solution domain. The two-phase model also presented a higher heat
transfer augmentation compared to the single-phase model.

Laminar- and turbulent-forced convection of nanofluids inside small tubes were investigated
by Chen et al. [60]. The multiphase flow was simulated using both mixture and Eulerian models
and the results were compared with experimental data as well as the correlations from the
literature. The obtained results for two models were quite similar, although mixture approach
results showed better agreement with experimental results.
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Thermal behavior and nanofluid flow at the entrance region of a pipe under constant heat flux
were modeled by Goktepe et al. [61]. The results demonstrated that two-phase models predict
heat transfer coefficient and friction factor with a higher accuracy at the entrance region,
compared to the single-phase model. The authors also suggested that more suitable relations
for nanoparticles are required to enhance the forecast accuracy of the Eulerian model.

Recently, Sadeghi et al. [62] studied nanoparticle aggregation effect on laminar convection heat
transfer of alumina-water nanofluid in a circular tube. The Eulerian model was implemented
according to nanoclusters Brownian motion and their fractal structure. The governing
equations were solved using ANSYS CFX commercial software. The results revealed that
nanoparticles size and concentration as well as fractional structure have undeniable effects on
heat transfer phenomenon of nanofluid. Also, it was noted that Brownian motion can affect
the convective heat transfer of nanofluids significantly.

Allin all, it can be concluded that the main advantage of the Eulerian model in comparison to
single-phase model is that there is no need to apply effective property models for the nano-
fluids [59]. However, it may not be as precise as the mixture model [17, 60].

2.3. Other approaches

2.3.1. Lattice-Boltzmann Method

Lately, Lattice-Boltzmann method or Thermal Lattice-Boltzmann method has become an
attractive alternative to simulate the nanofluids flow. The gap between microscopic and
macroscopic phenomena is removed by employing Lattice-Boltzmann method since it
considers molecular dynamics [50]. In Lattice-Boltzmann method, the conservation equations
are resolved by the assumption that the nanoparticles are microscopically located in a chain
of lattices where their distributions are determined based on Boltzmann method. In the paper
of Succi [63], microscopic interaction between the nanoparticles was numerically modeled
utilizing a collision model and microscopic and macroscopic quantities of components were
joined together. Also in [64, 65], two more different methods were employed, namely D2Q9
(two-dimensional and 9-velocity) square and D3Q19 (three-dimensional and 19-velocity) cube
lattice structures. In Lattice-Boltzmann method, it is easy to deal with the complex boundaries;
also, the other advantages of this method include physical representation of microscopic
interactions and the existence of uniform algorithms to solve the multiphase flows [65].

For the first time, Xuan and Yao [66] proposed LBM for simulating flow and energy transport
of the nanofluids. After this study, the use of this method was rapidly increased. Considering
interaction forces such as Brownian, gravity-buoyancy, drag, and interaction potential forces
between two phases, Qi et al. [67] studied the free convection of nanofluid using a two-phase
Lattice-Boltzmann model. It was found that while Brownian, gravity-buoyancy, and interac-
tion potential forces have positive impacts on the augmentation of free convection, drag force
has a negative impact.

Karimipour et al. [68] studied laminar-forced convective heat transfer of copper-water
nanofluid inside a microchannel using double-population LBM-BGK method. The obtained
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results of this study were in a fair agreement with previous studies, which shows that LBM
could be utilized to simulate forced convection for the nanofluids flow inside microsized
configurations.

Recently, by employing a 2-D double multiple-relaxation-time (MRT) thermal Lattice-
Boltzmann model, Zhang and Che [69] simulated the magneto-hydrodynamic (MHD) flow
and heat transfer of copper water in an inclined cavity with four heat sources. The governing
equations were solved using D2Q9- and D2Q5-MRT models, which was validated by previous
investigations. The results showed that the inclination angle has a considerable effect on flow
fields, the temperature patterns, and the local Nusselt number distributions. Moreover, it was
concluded that MRT Lattice-Boltzmann method is competent for solving heat transfer of
nanofluids in enclosures affected by a magnetic field.

In the end, LBM has been widely used for natural, forced, and mixed convection of nanofluids,
which can be found in details [70, 71]. The results of this model have higher accuracy than the
results of conventional CFD approaches. However, it seems that more research may be needed
in order to find out to what extent LBM is applicable in the simulation of nanofluids flow and
characteristics.

2.3.2. Non-homogeneous two-component model (Buongiorno model)

Buongiorno [72] investigated the effects of seven different slip mechanisms between the base
fluid and nanoparticles: gravity, thermophoresis, Brownian diffusion, inertia, Magnus effect,
fluid drainage and diffusiophoresis, in the absence of turbulent effects. It was demonstrated
that thermophoresis and Brownian diffusion are the most influential mechanisms on nano-
fluids flow and heat transfer, which can affect nanoparticle concentration variations. Under
such conditions, the four coupled governing equations were proposed as follows [73, 74]:

Conservation of mass:
V(p,u)=0 (40)
Conservation of momentum:
V.(p,ut)==-VP+V.(4, V) (41)
Conservation of energy:

V.((pc,),uT)=V.(k

V) =c, T VT (42)

Conservation of nanoparticles:
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uVe=-—V.J (43)
Pop
where |, is nanoparticles flux and is defined as
an = anE, + anr (44)
The aforementioned terms can be calculated as follows [75]:
7 kBrT
g = (45)
37r'uf dnp
— k M,
S/ /
Sy = 0.26(2k—k—¢) (46)
7y Py
where D represents the diffusion coefficient.
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accumulation), while it is lower
near the adiabatic wall
(nanoparticles depletion). Also,
there is an optimum value for
the bulk mean of nanoparticle
volume fraction in which the
heat transfer rate is maximum.
This optimum value decreases

for smaller nanoparticles.

In the presence of the magnetic
field, the velocity gradients near
the wall grow, which increases
the slip velocity at boundaries
and thus the heat transfer rate
intensifies. What is more?
Increasing Ha (intensifying the
magnetic field) leads to an
increase in the Lorentz force (a
retarding force to the transport
phenomena), which tends to
resist the fluid flow and thus

reduces the flow's velocity.
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Obtained results indicated that
nanoparticles move from the
heated walls (nanoparticles
depletion) toward the core
region of the channel
(nanoparticles accumulation)
and construct a non-uniform
nanoparticle distribution.
Moreover, in the presence of the
magnetic field, the near-wall
velocity gradients increase,
enhancing the slip velocity and
thus the heat transfer rate and

pressure drop increase.

Nanoparticles concentration is
higher in the core region of the
microchannel (nanoparticles
accumulation) while taking its
minimum values closer to the
heated wall (nanoparticles
depletion). That is to say,
nanoparticles move from the
heated wall toward the core
region and construct a non-
uniform nanoparticle

distribution.

In the case of heat absorption, by
imposing heatflux at both walls,
the dimensional temperature
profile becomes to be more
uniform. The variations on the
heat transfer coefficient
enhancement in the case of heat
absorption are smaller than in
the case of heat generation, for a
moderate range of NBT.
Furthermore, the heat absorption
boosts the pressure drops of

nanofluid.
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addition, it is shown that the
advantage of nanoparticle
inclusion is increased in the
presence of a magnetic field,
though heat transfer

enhancement is decreased.

The heat transfer enhancement
of titania-water nanofluids is
completely insignificant relative
to such enhancement for
alumina-water nanofluid.
Therefore, alumina-water
nanofluid exhibits a better
performance compared to

titania-water nanofluids.
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gradient.

Table 1. Some recent studies on modified Buongiorno model.

Sheikhzadeh et al. [76] studied the effects of Brownian motion, thermophoresis, and Dufour
(transport model) on laminar-free convection heat transfer of alumina-water nanofluid flow
in a square enclosure. Variable thermophysical properties utilized for fluid characterization
and the governing equations were discretized using FVM. The results illustrated that the
Dufour effect on heat transfer is not significant. In addition, a comparison between experi-
mental data and numerical results revealed that the transport model is in better agreement
with experimental results, compared to single-phase model.

Using the same method, Bahiraei et al. [77] studied the laminar convection heat transfer of
alumina-water nanofluid inside a circular tube, considering particle migration effects. The
results showed that with the Reynolds number or volume fraction augmentation, the average
heat transfer coefficient enhances. In addition, it was reported that by considering the particle
migration effect, higher heat transfer coefficient would be achieved.

Using modified Buongiorno model, Malvandi et al. [78] investigated MHD mixed convection
heat transfer for A,O;-water nanofluid inside a vertical annular pipe. The governing equations
reduced to two-point O.D.E.s, which were solved by means of the Runge-Kutta-Fehlberg
scheme. The obtained results indicated that the excellence of using nanofluids for heat transfer
enhancement purpose is diminished by the presence of a magnetic field. Moreover, it was
noted that the imposed thermal asymmetry may change the direction of nanoparticle migra-
tion, and, hence, alters the velocity, temperature, and nanoparticle concentration profiles.
Table 1 shows some new works on modified Buongiorno model.

2.3.3. Other approaches

In some other studies, novel numerical approaches have been employed to solve the governing
equations of nanofluids. SPH method has been used by Mansour and Bakier [91] to study free
convection within an enclosed cavity filled with AL,O; nanoparticles. The left and right walls
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of the cavity had a complex-wavy geometry while upper and lower walls were both flat and
insulated. Complex-wavy walls were modeled as the superposition of two sinusoidal func-
tions. The results revealed that heat transfer performance may be optimized by tuning the
wavy-surface geometry parameter in accordance with the Rayleigh number. Using optimal
homotopy analysis method (OHAM), Nadeem et al. [92] examined 2-D stagnation point flow
of a non-Newtonian Casson nanofluid over a convective-stretching surface. The governing
non-linear partial differential equations were converted into non-linear ordinary differential
equations and solved analytically using OHAM. The results showed that heat transfer rate is
an increasing function of the stretching parameter, Prandtl and Biot numbers and it decreases
with an increase in non-Newtonian parameter, Brownian motion, and thermophoresis.

The laminar axisymmetric flow of a nanofluid over a non-linearly stretching sheet was studied
by Mustafa et al. [93], both numerically and analytically. The simultaneous effects of Brownian
motion and thermophoretic diffusion of nanoparticles were taken into account. The numerical
solution was computed by employing implicit finite difference scheme known as Keller-Box
method. The results obtained from both solutions were in excellent agreement with each other.
The results demonstrated that the effect of Brownian motion on fluid temperature and wall
heat transfer rate is insignificant. Moreover, it was reported that increases in Schmidt number
lead to a thinner nanoparticle volume fraction boundary layer.

3. Conclusion

A comprehensive review of popular methods in the simulation of the nanofluids was carried
out. Different CFD approaches including single-phase, multiphase, and other methods were
reviewed. For each model, the governing equations and recent literature were studied.

Conventional single-phase model was the most common method to study the convective heat
transfer of nanofluids. This can be due to the fact that this model simplifies the simulation and
in comparison to other models has the lowest computational cost. However, the results
obtained from this model may have some deviation from the experimental data. For instance,
it was reported in many studies that homogeneous model underestimates the heat transfer
coefficient and Nusselt number, when compared to the dispersion and two-phase models.
However, it was also revealed that using the temperature-dependent thermophysical proper-
ties in homogeneous model can lead to more realistic results. On the other hand, dispersion
model for both constant and temperature-dependent properties showed promising results,
compared with experimental data. This model requires less computational time compared to
two-phase model. In addition, the model takes into account thermal dispersion effect, which
leads to more reliable results in comparison with the homogeneous model.

Nanofluids are inherently multiphase fluids; therefore, employing two-phase model taking
into account the slip velocity, Brownian motion, thermophoresis, and so forth, can lead to more
appropriate results. Most of the publications confirmed that different two-phase models
predict more accurate results than the homogeneous model. Also, higher values of the heat
transfer coefficient were reported for two-phase models, compared to conventional single-
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phase model. A vast number of studies utilized the mixture and Eulerian models, and to
smaller extent VOF and Lagrangian-Eulerian models. Some publications noted that among all
two-phase models, mixture model predicts more precise results compared with experimental
data. However, this model has some limitation and cannot be applied in some cases. On the
other hand, since VOF and Lagrangian-Eulerian models are employed less than other two-
phase models, it seems that further research might be needed to assess their precision in
nanofluids simulation.

In the end, LBM and non-homogeneous two-component models are rather novel approaches,
used in several cases. The results predicted by these approaches showed a promising accord-
ance with the results obtained from previous studies. Moreover, according to literature, these
methods may present some well-known advantages in the modeling of nanofluids. Obviously,
more attempts should be made to find the flow characteristics of nanofluids in various systems
and in the presence of different modes of heat transfer in order to examine the aforementioned
approaches.
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Nomenclature
d Diameter (m)
Cp Drag coefficient
\% volume (m°%)
Force (kg m/s?)
m mass (kg)
u,v Flow velocity in x-y direction (m/s)
P Fluid pressure (Pa)
é Gravity acceleration (m/s?)
(o Heat capacity (J/kg K)
Nu Nusselt number
Re Reynolds number
h Sensible enthalpy (J/Kg)

T Temperature (K)
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k Thermal conductivity (W/m K)

t Time (s)

u Velocity components in x, y directions (m/s)
Greek symbols

a  thermal diffusivity (m%/s)
Density (kg/m?®)
Dynamic viscosity (Pa s)

Nanoparticle volume fraction

= o =

Thermal expansion coefficient (1/K)

Super- and Subscripts

Br Brownian motion

eff Effective

f Fluid

Z,q Indices

np nanoparticle

m Mixture

nf Nanofluid
Particle
Thermophoresis
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Abstract

This chapter is focused on the application of the phase-field method to the analysis of
phase decomposition during the isothermal aging of alloys. The phase-field method is
based on a numerical solution of either the nonlinear Cahn-Hilliard equation or the
Cahn-Allen equation. These partial differential equations can be solved using the finite
difference method among other numerical methods. The phase-field method has been
applied to analyze different types of phase transformations in alloys, such as phase
decomposition, precipitation, recrystallization, grain growth, solidification of pure
metals and alloys, martensitic transformation, ordering reactions, and so on. One of the
main advantages of phase-field method is that this method permits to follow the
microstructure evolution in two or three dimensions as the time of phase transforma-
tions progresses. Thus, the morphology, size, and size distribution could be deter-
mined to follow their corresponding growth kinetics. Additionally, the evolution of
chemical composition can also be followed during the phase transformations.
Furthermore, both Allen-Cahn and Cahn-Hilliard equations can be solved simultane-
ously to analyze the presence of ordered phases or magnetic domains in alloys.

The formation of phases in alloys usually takes place by nucleation mechanism, growth
mechanism, or spinodal decomposition mechanism, which is followed by the coarsen-
ing of phases in alloy systems. These three processes can be been analyzed using the
phase-field method and their results can also be compared with the fundamental
theories of phase transformations such as the Cahn-Hilliard spinodal decomposition
theory and the Lifshitz-Slyozov-Wagner diffusion-controlled coarsening theory.

Therefore, this chapter first deals with the analysis of phase decomposition during the
isothermal aging of hypothetical binary alloys using the nonlinear Cahn-Hilliard
equation. To continue, the effect of main parameters, such as the atomic mobility
interface energy and alloy composition, on the microstructure evolution and growth
kinetics are discussed. To conclude, the application of phase-field method is extended
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to the analysis of phase decomposition during isothermal aging of real binary and
ternary alloy systems, such as Fe-Cr, Cu-Ni, and Cu-Ni-Fe. A comparison of simulat-
ed results with experimental ones is also included.

Keywords: phase field method, phase decomposition, alloys, aging

1. Introduction

In the field of materials science, it is important to analyze different moving free boundary
problems in order to understand its effect on the phase transformations that may occur in
materials. For instance, the solidification and grain growth, and martensitic transformation
are diffusion-controlled and diffusion-less phase transformations, respectively, with this
characteristic. One way to overcome this need is the use of the diffuse interface model [1].
Furthermore, the application of the phase-field method to this sort of problem permits the use
of the order parameter and phase-field variable which takes into account the composition
gradient energy present in a diffuse interface model. For instance [2], the order parameter ¢
could takes values either 0 or 1, which may represent the liquid or solid states, respectively,
during the solidification process of a pure metal.

The phase-field method is based on the equations proposed by Cahn-Hilliard [1], Allen-Cahn
[2], or Ginzburg-Landau [3]:

dc,(x,1) oG,
ot _V’[Z'M”V ac,(x,1) J M
0g, (x 1 ~
- Z l/[a¢(x t)j (2)

where ¢,(x,t) and @ (x,t) correspond to the field variable, for instance, concentration and order
parameter as a function of position x and time t. M; and L; are the mobility. The free energy
of a given system may include, for instance, the following terms [4]:

G Fc + Fgrad +Fstr +F +Fele (3)

F.is the local free energy, F
and F,,, and F

mag ele

orad the compositional gradient energy, F, the elastic strain energy,
the energies corresponding to magnetic and electric effects, respectively.

The composition gradient energy can be defined, for instance, for the field variable, concen-
tration ¢, by the following mathematical expression [1]:
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1
Fpu= EIk(Vc)zalr (4)

where « is the gradient energy coefficient.

One of the main advantages of phase-field method is that this method permits to follow the
microstructure evolution in two or three dimensions as the time of phase transformations
progresses. Thus, the morphology, size, and size distribution could be determined to follow
their corresponding growth kinetics. Additionally, the evolution of chemical composition can
also be followed during the phase transformations.

To solve either of the partial differential equations, Egs (1) or (2), several numerical methods
have been used such as finite difference method, difference volume method, and finite element
method [5]. The use of explicit finite difference method is simple and good alternative to solve
this type of differential equations. For instance, the finite difference method can be used to
solve a simple partial differential equation such as the simplified one-dimension equation of
the second Fick’s law:

de_ 0

%@ 5
ot ox? ©)

where D is the diffusion coefficient. The finite difference solution can be approximated as
follows [6]:

t+1 t t

t t
ci C[ — Dci+1 zci +ci—1

At Ax?

(6)

where tindicates the time and ¢ +1 is equal to t + At being At the time step. The spacing between

t+1

two nodes is Ax, the distance step. The node number corresponds to i. ¢/ indicates the

calculated concentration for the node 7 in the next time step, t + At and ¢/ that of the previous

time ¢.

This chapter is mainly focused on the application to the phase decomposition by the spinodal
decomposition mechanism during the isothermal aging of hypothetical binary alloys using the
nonlinear Cahn-Hilliard equation [7]. The effect of main parameters such as the atomic
mobility of alloy and elastic-strain energy on the microstructure evolution and growth kinetics
is analyzed. To conclude, the application of phase-field method is extended to the analysis of
spinodal decomposition during isothermal aging of real binary and ternary alloy systems, such
as Cu-Nj, Fe-Cr, and Cu-Ni-Fe. A comparison of simulated results with experimental ones is
also included.
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2. Phase decomposition in alloys

The formation of phases in alloys usually takes place by nucleation mechanism, growth
mechanism, or spinodal decomposition mechanism, which is followed by the coarsening of
phases in alloy systems. These three processes can be analyzed using the phase-field method,
and their results can also be compared with the fundamental theories of phase transformations
such as the Cahn-Hilliard spinodal decomposition theory [4] and the Lifshitz-Slyozov-Wagner
(LSW) diffusion-controlled coarsening theory [8]. The phase decomposition that takes place
by the spinodal decomposition mechanism is distinguished from the phase separation that
occurs by nucleation and growth mechanism by the formation of an initial composition
modulation, which shows an increase in the modulation amplitude with time. In contrast, the
phase formation by nucleation and growth predicts that the formed phase has a composition
very close to the equilibrium one from the start to the finish of phase transformation [9].
Besides, the spinodal decomposition is usually associated with the presence of a miscibility
gap in the equilibrium phase diagram, as shown in Figure 1. The miscibility gap is the
equilibrium line and there is only one a phase for compositions and temperatures above this
line, whereas a mixture of two phases, a; and a,, is present inside the miscibility gap. This
figure also shows the existence of the chemical spinodal located within the miscibility gap. A
supersaturated o, phase is expected to decompose spinodally into a mixture of A-rich a; and
B-rich a, phases for an alloy composition after heating at a temperature higher than that of the
miscibility gap and then quenching and heating or aging at a temperature lower than the
chemical spinodal. The miscibility gap in Figure 1 is usually related to the plot of free energy
versus composition shown in Figure 2. This figure shows the free energy curve shape changes
as the temperature decreases. This type of curve is known as the spinodal curve, and it indicates
that any alloy composition is in unstable state and thus it is expected to decompose into a
mixture of A-rich a; and B-rich a, phases. The minimum and saddle points at each temperature
of the spinodal curve correspond to the equilibrium and chemical spinodal shown in Figure 1.
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Figure 1. Miscibility gap in a hypothetic A-B phase diagram.
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Figure 2. Plot of free energy versus composition for the miscibility gap in Figure 1.

The Cahn-Hilliard theory of spinodal decomposition [4] was developed by the modification
of the second Fick’s law equation in order to allow only the growth of the modulation
amplitude in composition with a wavelength larger than a critical value. Furthermore, the
nonlinear Cahn-Hilliard equation, used in the simulations of this work, has its origin in this
theory.

3. Simulation of hypothetic binary alloys

In the numerical simulation of the phase decomposition for a hypothetic A-B binary alloy, the
nonlinear Cahn-Hilliard equation [7] can be rewritten as follows:

oc.(x,t
c.(x ):Mivz(afo(c)_Kivzcij @)
ot c;
The local chemical free energy f,(c) was assumed to follow the following equation [10]:
f, =—(c—0.5)* +2.5(c-0.5)" (8)

This equation represents a spinodal curve similar to those shown in Figure 2. In the first case
of simulation, the mobility M; was considered to be constant and equal to 1, and the compo-
sition ¢ is equal to 0.4. The calculated concentration profiles for different times are shown in
Figure 3. The initial modulation amplitude increases with time which confirms that the phase
decomposition occurs by the spinodal decomposition mechanism [4]. Besides, the initial
composition modulation forms a mixture of A-rich a; and B-rich a, phases as a result of heating
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at a temperature with mobility M; equal to 1. An advantage of the phase-field method is that
the microstructure evolution can be obtained by plotting the concentration in two dimensions.
Figure 4 shows the calculated microstructures as a function of time. The black and white zones
correspond to the A-rich a; and B-rich a, phases, respectively. The morphology of the
decomposed phases is irregular and interconnected as predicted by the Cahn-Hilliard theory
of spinodal decomposition [4]. The coarsening process of the decomposed phases is also
observed for the longer times.

100
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Figure 3. Concentration profiles for the numerical simulation of M; =1 and c=0.4.
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Figure 4. Microstructure evolution for M;=1 and c¢= 0.4 for (a) 0 h, (b) 0.03 h, (c) 0.6 h, (d)2.8 h, and (e) 6.3 h.

In the second example, the mobility M; was not constant and defined with the following
equation:

M, =1-ac’ 9)
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where a =1 and the nonlinear Cahn-Hilliar equation was modified as follows:

ot oc.

i

de,(x,1) :\7{ Miv[%(c) _ KVH
(10)

The numerical solution of the former partial differential equation conducted to the following
concentration profiles (Figure 5). The same characteristics described in the previous example
are also observed for this case. However, the amplitude of the composition modulation for this
case increases faster with time than that for the former case. The microstructure evolution for
this case is different from the one shown for the previous case (Figure 6). That is, the decom-
posed phases form a lamellar structure instead of the irregular and interconnected morphology
of the previous case. This may be attributed to the variable mobility of the decomposed phases

[4].

Concentration (at. %A)

Distance (nm)

Figure 5. Concentration profiles for the numerical simulation of variable M; and ¢ = 0.4.

{a) (5]

Figure 6. Microstructure evolution for variable M; and c= 0.4 for (a) 0 h, (b) 0.03 h, (c) 0.6 h, (d)2.8 h, and (e) 6.3 h.



228 Modeling and Simulation in Engineering Sciences

To complete the numerical simulation of hypothetic binary alloys, the next case includes the
presence of an isotropic elastic-strain energy f,; with a value equal to 1 and M, equal to 1. The
nonlinear Cahn-Hilliard equation was modified as follows:

%) _yp v (—W () +%—K.V2c.]

ot O, O, (11)

Figure 7 illustrates the concentration profiles for this case and the same characteristics,
observed in the others, are also present. That is, the modulation amplitude increases with time.
Besides, a mixture of A-rich a; and B-rich o, phases is formed after aging. The microstructure
evolution is similar to that of the first case for short times. That is, the morphology of the
decomposed phases is irregular and interconnected, which is known as percolated structure
[4] (Figure 8). Nevertheless, one of the decomposed phases takes a cuboid shape for the longest
times, which is attributed to the isotropic elastic-stain energy [9].

Concentration (at.%A)

Distance (nm)

Figure 7. Concentration profiles for the numerical simulation of f,; =1 and c=0.4.

Figure 8. Microstructure evolution for f,, =1 and ¢ = 0.4 for (a) 0 h, (b) 0.03, (c) 0.6 h, (d)2.8 h, and (e) 6.3 h.
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4. Simulation in real binary alloys

In the next part of this chapter, the numerical simulation of the phased decompositions of Cu-
Ni and Fe-Cr alloys after aging at different temperatures for different times is shown. Simu-
lated results are compared to the experimental ones. To begin, the Cu-Ni alloys are widely
used in different industrial applications. The equilibrium phase diagram is shown in Fig-
ure 9. This diagram has a miscibility gap located at temperatures lower than 350°C [11]. Thus,
a supersaturated solid solution, formed by heating above 350°C and then quenching, is
expected to decompose spinodally into a mixture of Cu-rich and Ni-rich phases after aging at
a temperature lower than 350°C. Nevertheless, the growth kinetics of spinodal decomposition
is very slow due to the low atomic diffusivity at these temperatures [7]. Thus, the application
of the phase-field method to analyze the spinodal decomposition seems to be a good alternative
because of the slow kinetics.

Temperature (*C)

§.8.3.8

1 2 0 40 W e T 80 %0 100
Cu at.% Ni -

Figure 9. Equilibrium Cu-Ni phase diagram [11].

The nonlinear Cahn-Hilliard equation, Eq. (7), was solved to analyze the phase decomposition
in these alloys. The local energy f, was defined using the regular solution model as follows [7]:

Jo= JewCont Fri i+ Qoo Cou e+ RT (¢, Incg, +¢y Incy,) (12)

where R is the gas constant, T is the absolute temperature. f., and fy; are the molar free energy
of pure Cu and Nj, respectively, and Q,.; is the interaction parameter. The atomic mobility

M, is related to the interdiffusion coefficient D; as follows:

o
2
oc.

i

D, =M{ﬂJ (13)

The interdiffusion coefficient D; was assumed to be defined as follows [4]:
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Di=Dycq, +(1=¢c,) D, (14)
The gradient energy coefficient K was determined as proposed by reference [4]:

k(2 (15)

where /1)1 is the mixing heat per unit volume at ¢ = 0.5 and 7, is the nearest neighbor distance.
The heat of mixing i was determined according to the next equation [4]:

" =Ce, Crni Loy (16)

The thermodynamic, diffusion, crystal lattice, and elastic parameters for the microstructure
simulation were obtained from the literature [12-15] and these are shown in Table 1. The effect
of coherency elastic-strain energy was considered to be present during the phase decomposi-
tion of Cu-Ni alloys in spite of the similar lattice parameters of copper and nickel [13]. This
elastic-strain energy was introduced into Eq. (7), according to the simple definition proposed
by Hilliard [4]:

Parameter Ni-Cu alloys

Crystal lattice parameter a(nm) [13] 0.360

n (nm) [13] 0.0016

Qe (J Mol ™) [12] (8366.0 + 2.802T) + (-4359.6 + 1.812T)(c-Cr)
Diffusion coefficient D (cm?s™) [14] Cu 1.5-2.3 exp (-230,000-260,000 J mol™)/RT

Ni 17-35 exp (~270,000-300,000 ] mol')/RT
¢; (I m™) ¢ = 16.84 x 1010 1 =24.65 x 1010
Cu/Ni [15] p=12.14 x 1010 o= 12,47 x 1010
€y =7.54 x 1010

Table 1. Values of lattice, diffusion, thermodynamic and elastic constants.
fa=A[" Y (e=c,) dx 17)

where A is the cross-sectional area and Y is an elastic constant defined by the elastic stiffness
constants, cyy, ¢y, and ¢y, for the Cu-rich and Ni-rich phases. The parameter 1 is equal to dlna/
dc. In the case of fcc metals, the elastic energy will be a minimum for the <100> crystallographic
directions, and thus the Y value can be assumed similar to that corresponding to an isotropic
material [4]:
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2
Y1005 :C11+Clz_2(£ (18)

G

The elastic constants, c;;, were calculated as follows:

ijr
c Ni
¢;=¢; ¢+ (1=cq,) (19)

Considering the elastic strain energy, f,;, Eq. (7) was rewritten as Eq. (11).

The microstructural simulation was carried out using the finite difference method with 101 x
101 points square grid with a mesh size of 0.25 nm and a time-step size of 10 s. The simulations
were performed for the Ni-30at.% Cu alloy at temperatures between 250 and 322°C for different
times.

Figure 10 shows the numerically calculated plots of Cu concentration versus distance for the
Ni-30at.%Cu alloy solution treated (0 h) and aged at 300°C for different times. There is an
increase in the modulation amplitude with aging time. The increase in amplitude at this
temperature confirms that the phase decomposition occurs spinodally in this alloy. The long
simulated aging times also confirm that the growth kinetics of phase decomposition is very
slow in this alloy system.

50
300°C

Cu Concentration (at.%)

0 T T 1

oo

0 2 4 6

Distance (nm)

10

Figure 10. Ni-30at.%Cu alloy aged at 300°C.

The simulated microstructures of the Ni-30at.%Cu alloy aged at 300°C for 0, 222, 278, 361, and
444 h are shown in Figure 11 (a-e), respectively. The black and white regions correspond to
the Cu-rich and Ni-rich phases, respectively. It can be seen that the morphology of the
decomposed phases is irregular and interconnected. The volume fraction of the Ni-rich phase
increased with aging time.
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Figure 11. Microstructure evolution of Ni-30at.%Cu alloy aged at 300°C for (a) 0 h, (b) 222 h, (c) 278 h, (d) 361 h, and (e)
444 h.

The experimental Ne-gas field ion microscopy (FIM) images of the Ni-30at.%Cu alloy aged at
300°C for 500 h is shown in Figure 12. There is a good agreement between the calculated and
experimental morphologies of the decomposed phases.

Figure 12. Ne FIM image of the Ni-30at.%Cu alloy aged at 300°C for 500 h.

In the next paragraphs, a second example about the numerical simulation of real alloys is
presented. The Fe-Cr alloys are a very important alloy system since this is used as the basis for
different industrial alloys, such as the family of stainless steels. The Fe-Cr equilibrium phase
diagram [11] also shows a miscibility gap found at temperatures lower than 500°C (Fig-
ure 13). Thus, the phase decomposition of the supersaturated solid solution into a mixture of

Cr-rich and Fe-rich phases is also expected as a result of aging at temperatures lower than 500
°C.
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Figure 13. Equilibrium Fe-Cr phase diagram [11].

The phase decomposition simulation was based on a numerical solution of the nonlinear Cahn-
Hilliard equation, Eq. (7). The formulation for this case is very similar to that described
previously for the numerical simulation of the phase decomposition in Ni-Cu alloys.

The crystal lattice, thermodynamic, diffusion, and elastic constants for the microstructural
simulation in Fe-Cr alloys were taken from references [13-16] and these parameters are shown
in Table 2. The simulation of phase decomposition was pursued using the explicit finite
difference method with 101 x 101 and 201 x 201 points square grids with a mesh size of 0.1 and
0.25 nm and a time-step size up to 10 s. The numerical simulation was performed for the
Fe-40at.%Cr alloy aged at 470°C for times from 0 to 1000 h. It is important to mention that the
initial composition modulation corresponding to the solution-treated sample was calculated
using a random number generator.

Parameter Values

Crystal lattice parameter a (nm) [13] 0.2866

7(nm) [13] 0.00614

Qrece J mol™) [16] (18600.0 + 0.1T)

Diffusion coefficient D (cm?s™) [16] Dg.=1.2 exp (=294,000 ] mol™)/RT

D¢, =0.2 exp (308,000 ] mol")/RT
¢; J m?) [15]

Fe y=23.10 x 10" ¢, = 13.54 x 10" ¢, = 11.78 x 101
Cr ¢y =35.00 x 1010 ¢,, = 67.80 x 101 ¢, = 10.08 x 101

Table 2. Lattice, diffusion, elastic, and thermodynamic parameters.

The plots of Cr concentration versus distance, concentration profiles, for the Fe-40at.%Cr alloy
aged at 470°C for different times are shown in Figure 14. These concentration profiles indicate
clearly that the supersaturated solid solution decomposed spinodally into a mix of Cr-rich and
Fe-rich phases since the modulation amplitude increases as the aging time increases.
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Figure 14. Concentration profiles of Fe-40at.%Cr alloy aged at 470°C.

Figure 15 shows the simulated microstructural evolution of the phase decomposition in the
Fe-40-at.%Cr alloy aged at 470°C for times from 10 to 750 h. The white and gray zones represent
the Fe-rich and Cr-rich phases, respectively. It can be observed and irregular and intercon-
nected morphology of the decomposed phases in the alloy aged for times up to 10 h. This
morphological characteristic is known as percolated structure, and it has been commonly
observed to occur during the early stages of aging in the spinodally decomposed alloys. The
HR-TEM micrographs of this alloy aged at 470°C for 250 h shows clearly the presence of spheres
corresponding to the Cr-rich phases imbedded in the ferrite phase matrix (Figure 16). The
decomposed phases present a coherent interface. This shape of decomposed Cr-rich phase is
in good agreement with the simulated microstructure (Figure 15(e) and (f)) [17].

Figure 15. Microstructure evolution of Fe-40at.%Cr alloy aged at 470°C.
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Figure 16. HR-TEM micrograph of Fe-40at.%Cr alloy aged at 470°C for 250 h.

5. Simulation in real ternary alloys

The numerical simulation of phase decomposition of ternary alloys can be also conducted
using the phase-field method. The equilibrium Cu-Ni-Fe phase diagram [18] is shown in
Figure 17 at different temperatures. The presence of a miscibility gap is evident and thus the
phase decomposition can also be simulated by the phase-field method.

Figure 17. Equilibrium Cu-Ni-Fe phase diagram [16].

The Cahn-Hilliard nonlinear equation for a multicomponent system with a constant mobility
can be used for the present simulation, Eq. (7).

The local free energy f, was defined using the regular solution model as follows [19]:

-fz‘): fCu cCu + fNi cNi + fFe CFe +QCM*N1’ cCu cNi +QCufFe cCu CFe +QNi7Fe cNi cFe +
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QCqu[fFe cCu cNi cFe + RT (cCu 1n cCu +cNi 111 CN[ +CFe 1n CFE)

(20)

where R is the gas constant, T is the absolute temperature, f.,, fy; and fg, correspond to the

molar free energy of pure Cu, Ni, and Fe, respectively, and Q¢ Qcure Onire ad Qcynire

represent the interaction parameters. All these thermodynamic constants are shown in Table 3.

Parameter Cu-Ni-Fe alloys

Qcuni (9534.49+2.839T) + (—424.255-0.629T)(ccy-Cni)
Qcyure (48206.0 — 8.446T) + (-5918.0 + 5.017T)(ccy~Cre)
Oyire (-18298.8 + 5.149T) + (14313.6 ~ 7.659T)(Cni-Cre)
QOcynire (J mol™) [12] -35982.0 - 12.0T

feu -8.65T-22.64TInT-3.13x107° T>-7023.9

Fui 93.23T-12.54TInT+1.23x107% T>-532.3

fre(J mol™) [12]

Diffusion coefficient D (cm? s™) [14]

Crystal lattice parameter a (nm) [13]
1 (nm) [13]

¢ (J m™)

Cu/Ni

(15]

39.0T-26.61TInT+1.23x107° T>~4154.5
Dy; =17.0 exp (279,350 ] mol™)/RT
Dy = 6.1 exp (-266,000 J mol™")/RT

0.360

0.0016

11 = 1684 x 10 Ciy=24.65 x 1010
1= 12.14x1010 cp=14.73 x 1010
Cu= 7.54x101 i = 1247 x 1010

Table 3. Values of lattice, diffusion, thermodynamic, and elastic parameters.

The atomic mobility M, is related to the interdiffusion coefficient D; as follows:

Di=

m|Eh
‘\ oc?

(1)

The atomic mobility M; was determined using Eq. (21) and the procedure proposed by Honjo

and Saito [19]:
M= Do
2Q., i T4RT
MFe: DFE
20 +4RT

Cu—Fe

(22)

(23)
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where Dy; corresponds to the diffusion coefficient in Cu-50at.%Ni alloy and Dy, to the diffusion
coefficient of Fe in Cu. The values of Dy; and Dy, are also indicated in Table 3.

The gradient energy coefficient K; was determined as proposed by Hilliard [4]. It was shown
in Eq. (15).

Thus, the gradient energy coefficient K; was defined as follows:

1
KN[ :Eaz QCu—N[ (24)
Kp=—a'Q, . (25)
12

where a represents the lattice parameter also given in Table 3.

The effect of coherency elastic-strain energy was introduced into Eq. (7), according to the
simple definition proposed by Hilliard [4]. It was shown in Eq. (17).

The elastic constant Y was assumed to be determined with the following equation [4]:

1 ¢, +2¢
Y=—c¢,+2¢,|3— L — 26
2 e e +2¢,(2c,— ¢ +ep) (P m+m’ 0’ + 1 nz)] (26)

where [, m, and n are the direction cosines.

The elastic constants, c; were calculated as follows:

Cij =c;u—ri(‘h ccu +cg]/\7i—ri('h (1 _ CCU) (27)

Considering the elastic strain energy, f,, Eq. (7) can be rewritten for the cy; and cy, as follows:

0y (x1) _ M,V 0f,©) U K Ve, (28)
ot acNi aCNi

Oc, (x,1) o[ 0f,(c) I, 2

oM VP e LKV

Equations (28) and (29) were solved numerically using the explicit finite difference method
with 101 x 101 points square grid with a mesh size of 0.36 nm and a time-step size up to 10 s.
The simulations were performed for the Cu-46at.%Ni-4at.%Fe alloy at temperature of 400°C
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for times from 0 to 200 h. This composition was selected for comparison of the morphology
and kinetics of the phase decomposition. It is important to mention that the initial composition
modulation corresponding to the solution treated sample was calculated using a random-
number generator as proposed in reference [19].

Figure 18 shows the calculated concentration profiles of the Cu-46at.%Ni-4at.%Fe alloy aged
at 400°C for times from 0 to 200 h. An increase in the amplitude of the composition modulation
with aging time can be noticed in both cases. This fact has been associated with the phase
decomposition via the spinodal decomposition mechanism [4]. This behavior is also in good
agreement with the experimental evidence reported in the literature [18] for the aging of Cu-
Ni-Fe alloys. The calculated Cu and Fe concentration profiles are shown in Figure 19 for the
alloys aged at400°C for 200 h. These plots indicate clearly that the supersaturated solid solution
decomposes into two phases: a Cu-Ni-Fe-rich phase with a poor content of Fe and a Ni-Cu-
Fe-rich phase with a lower content of Cu and a higher content of Fe. The decomposed Cu-Ni-
Fe and Ni-Cu-Fe phases are in agreement with the miscibility gap of the equilibrium Cu-Ni-
Fe phase diagram [17].
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Figure 18. Cu concentration profile of the Cu-46at.%Cu-4at.%Fe alloy aged at 400°C.
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Figure 19. Cu and Fe concentration profile of the Cu-46at.%Cu-4at.%Fe alloy aged at 400°C for 200 h.

The simulated microstructural evolution for the Cu-46at.%Ni-4at.%Fe alloy aged at 400°C for
different times is shown in Figure 20. The white and black zones correspond to the Ni-Cu-Fe-
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rich and Cu-Ni-Fe-rich phases, respectively. The morphology is irregular and interconnected,
and it has no preferential alignment in a specific crystallographic direction (Figure 20(a—c)).
This type of microstructure has been named isotropic [4]. The volume fraction of phases is
similar because of the small difference in chemical composition. For higher temperatures, the
isotropic morphology at the early stages of aging, as the aging progresses, changes to a cuboid
or plate shape, crystallographically aligned along the <100> directions because of the low
coherency-strain energy associated with these directions [9].

Figure 20. Microstructure evolution of the Cu-46at.%Cu-4at.%Fe alloy aged at 400°C for (a) 50 h, (b) 100 h, and
(c) 200 h.

Figure 21 shows the FIM microstructural evolution of the Cu-46at.%Ni-4at.%Fe alloy aged at
400°C for 50 h. FIM image of the solution treated and quenched sample shows the characteristic
concentric ring of the (001) plane in both alloys. In the case of the aged samples, brightly imaged
zones correspond to the Ni-Cu-Fe-rich phase and dark zones to the Cu-Ni-Fe-rich phase
(matrix). The morphology of the decomposed phases was also cuboids or plates aligned in the
<100> directions as the aging progressed.

Figure 21. FIM image of the Cu-46at.%Cu-4at.%Fe alloy aged at 400°C for 50 h.
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6. Summary

The phase-field method for simulation can provide important results, qualitatively and quanti-
tatively, about the microstructural phenomena. This is based on the solution of the Cahn-
Hilliard equation and it is a powerful tool to carry out the numerical simulation of the phase
decomposition in binary and ternary alloys. The numerical simulation, by mean of the explicit
finite difference method, is useful not only to analyze the growth kinetics of phase decompo-
sition but also to determine the morphology of the decomposed phases. Besides, the calculated
results show, in general, a good agreement with the experimental results during the aging of
these alloys. Additionally, it is interesting to notice that the simulated results enable us to
analyze the effect of different parameter such as the atomic mobility and the elastic-strain
energy on the growth kinetics and phase morphology of the decomposed phases. Besides, it
is important to mention that the numerical simulation permits to analyze the phase decom-
position from the early to the late stages of aging which is useful to analyze both the spinodal
decomposition and coarsening processes. In the case of the Ni-30at.%Cu alloy, the application
of the phase-field method to simulate the microstructural evolution confirmed that the growth
kinetics of phase decomposition is very slow in Ni-Cu alloys because of the low atomic
diffusive process at temperatures lower than 322°C. However, when a third alloying element,
like Fe, is added to this system, the spinodal decomposition process occurs more quickly.
Finally, in the case of the Fe-40at.%Cr alloy, it can be clearly observed that the coarsening
process of decomposed phases takes place since several concentration fluctuations are grouped
in one peak as the aging time progresses.
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Abstract

The paper examines several key aspects of soil morphology, namely experimental and
numerical test validation and compression test result dependency on changing
morphology parameters. The present chapter describes investigation of soil morpholo-
gy parameters influence for numerical compression properties with evaluation of
examined sand engineering geological conditions. The main objects of research:
morphology parameters investigation with view analysis program and scanning
electronic microscope; experimental soil compression testing; numerical soil compres-
sion simulation and results validation with experimental ones. The primary purpose of
this paper is therefore to investigate the influence of morphology parameters on sand
mechanical properties and to determine optimal quantity of spheres for single-particle
shape subscription.

Keywords: discrete element method, numerical simulation, compression, morpholo-
gy, scanning electronic microscope, particles

1. Introduction

The present chapter describes numerical simulation of sand geomaterial with the discrete
element method (DEM), based on input data acquired from physical experiments. First of all,
sandy soilis composed of differentshape and size particles. Thatmeans, itisnecessary to provide
sieving test to determine granulometry curve of investigated sand. After this step, it is used
scanning electronic microscope (SEM) to determine main sand particles morphology parame-
ters, namely area, perimeter, form coefficient, angularity, roundness, circularity, and spherici-
ty coefficients, respectively. Next physical experiments level —sand compression with
oedometer. Having all this information, it is possible to start numerical DEM modelling of sand
compression test.

I m EC H © 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
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Granulometric curve and separate particle shape discretization are one of the most relevant
existing problems for numerical modelling via DEM. There are no direct recommendations for
a single-particle subscription with spheres (single-particle subscription level based on spheres
size and quantity). Subscribing soil particles with DEM, it is very important to choose size,
shape, and physical properties of modelled particles. It is possible to model realistic size
oedometer device without not scaled particles if quantity of modelled particles is small.
Modelling of soil which is subscribed with a big quantity of particles is not possible because
of the limitations of computer calculation capacity. All simplifications are accepted in order to
decrees the calculation time. Another relevant problem, arising from all accepted simplifica-
tions, is a very small quantity of the authors working on experimental and numerical testing
validation. This fact only proves that there are still a lot of problems related to dispersive
systems, which are modelled with DEM.

2. Sand composition and morphology parameters

The investigated area is located in the southern part of Lithuanian continental coastal zone of
Baltic Sea, the northern part of Klaipeda city [1]. To the north of the Klaipeda city, only the
immediate near-shore contains a sandy strip of Holocene marine sediments (m IV), which
occurs in up to 4-5 m of the sea water depth. The material composing the near-shore sediments
in the continental coast zone mainly consists of different sand, where prevailing medium
coarse and fine sand [2, 3] with admixture of gravel and organic matter [4, 5]. This sand was
used for investigations (Figure 1). The coordinates of sampling location [1] are 55°46'4.07",
21°4'39.06" (WGS).
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Figure 1. Location of sand sampling.

The average density of particles (p,) value of marine sands is 2.67 Mg/m?® and varies from 2.65
t02.71 Mg/m?, respectively. The bulk density of the sand varies from 1.83 to 2.09 Mg/m?, where
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average is 1.98 Mg/m?>. Regardless to the genesis of marine sand and their grain size distribu-
tion, the mineral composition consists mainly of quartz. The natural moisture content depends
on the degree of saturation of water and ranges from 13.7 to 27.7%. The void ratio (¢) in fine
sand varies from 0.474 to 0.778, respectively [4-6]. The recent marine sediments (m IV) were
formed in the coastal zone; therefore, a distinctive morphological feature of grain shape has
high sphericity, where P=0.84 [6]. Investigated sand mineralogical composition determined
in reference [7], where basic consistency of the sand is ~85% quarts, ~6% feldspar with
remaining contribution of carbonate, mica and some other minerals. The grading curve of
investigated soil is given in Figure 2.
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Figure 2. Grading curve of investigated soil sample.

Thirty-three different sand grains corresponding nine sand fractions [8] have been examined,
the total number of examined grains being 297. Investigation of grains morphology parameters
provided with SEM and view analysis program. Example of investigation process is given in
Figure 3. Smaller fractions within the 0.0063-0.15 mm are omitted in the panoramic view due
to the lack of space in SEM camera. Rest of all fractions was investigated separately.

Figure 3. Soil 2D investigation with SEM [1]: pictures of panoramic view (left) and magnification of marked area
(right).
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The main morphological parameters of investigated sand fractions employed in 2D view
analysis [9, 10] include these parameters, namely area (mm?), equivalent diameter (mm),
sphericity, circularity, form coefficient, angularity. Final decision to investigate particles only
in 2D was accepted according to literature analysis.

2D and 3D view analysis and determination of grain sphericity results accuracy 5-10% [11,
12]. Due to this fact, it is saved a lot of time which is spent for morphological parameters
investigations with SEM and view analysis program. Small results differences between 2D and
3D analysis are due to particle landing on the investigation table with the biggest particle
gravity centre (Figure 4). Particle stays on investigation table with the biggest stability surface
in contact with investigation table [13]. In this case, particles maximum length is in a parallel
line with investigation table surface and particles height which is perpendicular for investi-
gation tables is the smallest. Results inaccuracy can be increased if it is investigated mainly flat
grains [14].

Figure 4. Flat (on the left hand) and spherical (on the right hand) particle shape.

The analysis of the determined morphological parameters within each fraction shows that the
shape of all grains is sufficiently similar —It tests the grains differ principally only in size. The
obtained mean 2D morphological parameters of the particles are given in the Table 1.

Morphological parameter Mean value
Area (mm?) 0.112
Equivalent diameter (mm) 0.340
Sphericity 0.836
Circularity 0.515
Form coefficient 0.702
Angularity 0.410

Particle shape

Table 1. Mean 2D case morphological parameters of investigated sands [15].

The mean shape of investigated sand grain was determined using [16, 17] given solutions for
sand shape characterization according to the particle sphericity and roundness. In this case, it
is not necessary to use Fourier descriptors [18]. The analysis of the change of morphology
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parameters of investigated Baltic Sea soil-type according to the equivalent diameter increment
is shown in Figure 5.
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Figure 5. Morphological parameters versus d,, p.

3. Experimental sand compression with oedometer

Compression tests were performed using computer controlled (fully automatic) oedometer
test device. The same sand soil used for morphology parameters investigation was examined
in compression tests with the standard oedometer device (ring height H=3.39 cm; ring
diameter D =7.14 cm). Testing program consists of the study of the influence of vertical stress
ramp (Figure 6) on the compression results, the study of crashing of separate particles, and
upgrade of testing procedure, respectively.
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Figure 6. Vertical load ramp influence for soil deformation.
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Obtained results, which are presented in Figure 6, clearly show thatloading ramp isnot having
any effect for soil deformation. Due to this reason, it was accepted to use 400 kPa/min loading
ramp for rest of all tests with oedometer. From this point, it is necessary to check two things
before numerical oedometer modelling:

1. Does the examined particles having any crushing effect with used maximum vertical
stress 400 kPa on provided oedometer tests.

2.  Where are the errors on computer controlled oedometer testing procedure, because in
Figure 6 given results start not from 0 kPa.

The solution for the checking of particles crushing is to provide a series of oedometer tests with
different maximum vertical stress. After each test, it is necessary to run sieving test and to
check granulometry change. If the granulometry composition is not changing, that means,
particles with accepted maximum vertical stress loading are not crushed. Small change of mass
after sieving test can be revealed, but this happens due to particles loss during sieving
procedure. Normally, particle loss can be up to 1%. Obtained sieving tests results after different
maximum loading are given in Table 2.

Sieve size, Particles content, g

mm 0kPa 200 kPa 400 kPa 600 kPa 800 kPa
2.0-1.18 0.000 0.000 0.000 0.000 0.000
1.18-0.6 2.145 2.003 1.999 1.864 1.816
0.6-0.425 39.593 39.234 40.478 39.298 39.053
0.425-0.3 91.319 90.727 90.984 90.466 90.640
0.3-0.212 65.780 66.430 64.859 65.803 65.380
0.212-0.150 6.188 6.217 6.206 6.185 6.190
0.150-0.125 0.297 0.306 0.318 0.347 0.359
0.125-0.075 0.121 0.153 0.204 0.324 0.358
0.075-0.063 0.026 0.023 0.026 0.030 0.031
<0.063 0.000 0.045 0.059 0.122 0.095
SUM: 205.469 205.138 205.133 204.439 203.922

Table 2. Soil sieve test results after different compression steps [19].

Knowing that tested soil particles cannot have crushing effect (the analysis of obtained results
revealed that sand particles are not crushed up to 800 kPa maximum vertical loading) makes
more simple DEM oedometer test modelling.

The main finding from the compression test procedure is presented in Figure 7. Comparison
of the standard and improved procedures consists of two different stages. The first comparison
stage involves vertical loading values from 0 to 100 kPa. In this stage, the standard test
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procedure cannot evaluate immediate settlements [20], since for contact ensurance between
porous stone and soil, 10 kPa vertical stress is established. Therefore, Figure 7 shows results
not from 0 kPa.
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Figure 7. Comparison of soil compression methodologies: blue—standard procedure; red —improved procedure.

The improved testing procedure is better than the standard one, as porous stone is positioned
in the calibrated height, selected according to the initial sample height. Performing compres-

sion test with the improved testing procedure, it is possible to analyse compression curve from
0 kPa.

The standard and improved testing procedures differ in their obtained compression curves
values only, and the character of their vertical strain values remains the same. In the standard
procedure, a smaller compressed sample deformation (¢ =1.6168%) is obtained comparing
with the improved testing procedure (¢ =3.1763%). The comparison of different compression
procedures allow the judicious selection of DEM compression modelling as the preferred
methodology since it is an improved testing methodology and allows the analysis of com-
pression results from 0 kPa.

The soil compression curve mostly obtained in literature is given in Figure 8 [21].
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Figure 8. Soil void ratio versus normal stress.
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Analysing soil compression curve given in Figure 8, it comes obvious that soil density or void
ratio for low stress values does not change. Void ratio change is obtained only when soil is
loaded with high stress values. Such interpretation of the compression curve is not reliable
due to two reasons:

1. In the contact place of porous stone and soil sample, contact settlements occur at the low
stress due to not perfect soil surface. Contact settlements ensure good porous stone and
soil sample contact between each other.

2. When testing clay soils with large sand or gravel particles, sample surface imperfections
occur during soil sample preparation on the sample side, in a contact with the oedometer
ring surface. Due to these surface imperfections, the soil sample expands in the horizontal
direction during the loading process, and it continues until a sufficient contact with the
oedometer ring. This can be considered as an explanation of the appearance of additional
sample settlement.

If the soil sample has loading, unloading and reloading steps, Figure 8 given compression
curve is suitable only for the reloading step. Other authors present soil compression curves
with vertical loading from 5 to 10 kPa [22-26]. In this case, it is not necessary to show what
happens with the soil compression curve when vertical stress is from 0 to 5 or 10 kPa.

4. Numerical simulation of compression test with DEM

Evaluation of the actual compressibility properties via soil compression tests is important for
employment of subsequent numerical analysis of stress and strain state of ground subjected
by supplement loading (e.g. loads transmitted via foundations from a superstructure, inter-
action of structure and soil strata, etc.). The confined compression (oedometer) test is approved
as a relatively fast and simple laboratory test. It is performed under different conditions,
loading paths and durability. Test conditions depend on physical changes in multiphase
system of soil, generally related with reorganisation of soil grains, that of initial change of
skeleton in cohesive soils and velocity of water filtration for saturated soils. One must note
that in some cases the duration of testing procedure for prediction of long-term soil behaviour
and in other specific cases is very long [25], thus sometimes taking into account the time and
test cost ratio it is not worth even to start the test. On the other hand, one cannot qualitatively
explain the variation of soil compression test results, basing on some processing of already
known testing and analysis data separately or in concern with view analysis. It is obvious that
having not identified the actual physical mechanism for soil grain reorganisation during
compression process and its peculiarities, one cannot explain the observed scatter of results
under disposal. This mechanism cannot be recorded by applying usual techniques of testing
and view analysis but can be simulated applying the relevant DEM techniques (initiated by
[27-29]): that of the mathematical models of processes and discrete models for soil grains [1].

The above-mentioned circumstances, as well as the permanently reducing computational
costs, the development of numerical techniques and software in the field of multi-scale analysis
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(including the particle strata mechanics), initiated a fast development and the applications
numerical analysis in the field of the soil behaviour by means of the DEM. Such approach,
combined with an experimental analysis for validation and calibration of the mathematical
models, is definitely a promising one, allowing to reduce the price and quantity of laboratory
tests and a reasonless conservatism in determining the values of mechanical properties of soils
in near future.

Numerical simulation via DEM was provided using DEMMAT code [30]. This original
program called DEMMAT has been written in Compaq Visual FORTRAN language. The
quality of implementation is handled by a physically observable behaviour of interactions:
particle-particle, particle-wall, particle-bottom and/or top plate (porous stone), and by the
validation with the results obtained from physical experiments. The application of DEM to a
system involves the following basic steps [30]:

1. Set-u of initial conditions of the particles and the walls, top and bottom plate (porous
stone);

2. Searching for the contacts between particles;

3. Applying interaction laws (calculating forces and moments) to all particle-particle,
particle-wall, particle-bottom and/or top plate (porous stone);

4. Applying Newton's second law to determine particle motion. Predicting positions,
velocities, accelerations and higher-order time derivatives;

5. Updating the current state of particles and the walls;
6. Assigning a new time t=t+At;

7. If current time is within entire time period (t<T)—go to the step 2, otherwise go to the
next step;

8. Post-processing and visualization.

104}

Ro

60 .

Particles content, %5

0.0 il 1
logiparticle size), mm

Figure 9. Numerical granulometric composition curve.

More detailed information about used models and parameters in DEM simulation is in
references [1, 30].
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Numerical DEM simulations are performed with the same granulometric curve as obtained in
experimental testing for the Baltic Sea sand. The used numerical granulometric curve with
mean experimentally determined particle shape is given in Figure 9.

In this study, recalculation of time period is based on reference [31]:

0.2

Vip
r,-287| —2 (1)
H — “* E .
Zmin P V..
2 2(1—1/2) v

where E, —modelled particle deformation modulus, MPa; v—loading velocity, m/s? Vy— initial
particle velocity, m/s; p—particle density, kg/m? R,,;,,—smallest modelled particle radius, m.

Seeking to increase the calculation accuracy, it is necessary to re-calculate the time period,
thereby obtaining the real-time period for computation:

T,
At = ﬁ ()

Particles position and contact forces change according to At are given in Figure 10.

]

/ i

Figure 10. Particles positions and contacts recalculation at time t and ¢ + d¢ [32].

The test process and parameters for simulations are presented in Table 3. The actual Young's
modulus E,,; =200 GPa for oedometer volume parts is employed for simulations with Poisson’s
ratio v=0.3 and density p=7850 kg/m? and simulated oedometer height H=0.00484 m and
diameter D=0.0102 m. During simulations reached maximum strain was 1.76% (as in the
experimental testing). Accepted simulated particles Poisson’s ratio v=0.17, oedometer walls
Poisson’s ratio v =0.3.
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Quantity Symbol Unit Numerical simulation Literature overview References

Solid s kg/m? 2,650,000 2600; 2650; 2340; 2500; 2730;  [33-38]

particle 2650 x 10°

density

Particles E, MPa 78,000 4.61; 26,600; 300;568-2400; [34, 35, 30, 3941, 32, 38]
Young's 3000-30,000; 4000-75,000;

modulus 63.9-120.3; 70,000

Particles N - 46,095 2658; 6000; 205-1915; 4150;  [33, 42-46]

number 10,000; 1

Friction M - 0.84 0.5; 0.5; 0.25; 0.6; 0.1-0.9; [33, 47, 36, 44, 48, 49, 37, 50, 51]
coefficient 0.5;0.7; 0.66; 0.5

between

particles

Friction M - 0.3 0;0;1.0;0.5;0.5; 0 [33, 36, 44, 49, 37, 51]
coefficient

between

particles

and walls/

porous stone

Rolling U, - 0.04 1.6 x10%; 0.15; 0.01; 0.05 [44, 52, 48, 53]
friction

Time At s 2x107 1x107;1.25x 10 2.02x10%  [33, 44, 54, 55]

step 4.44x10%1x10*

Loading 14 m/s 4.84x10° 0.1; 5 x 10*%; [56, 49]

velocity 0.1"x10*¢/s

"Note: Literature overview values correspond references sequence number.

Table 3. Test model data.

Figure 11. Modelled oedometer compression test separation into quarters [1].
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All DEM numerical simulation calculations ran on cluster due to faster calculation process. In
this case, it is possible to separate modelled oedometer into four quarters where each quarter
is calculated by separate computer (Figure 11). In DEM simulations, parallel calculations of
clusters are widely applied. Using these clusters, it is possible to calculate much bigger
simulations in the same period of time, as with a single computer. Nevertheless, applications
of clusters in DEM simulations do not provide enough calculation capacity. More detailed
explanation of calculations with DEM is presented in Refs. [1, 30].

Used modelled particles shapes in numerical simulations have three shapes: ideal sphere,
particle recreated from two spheres and particle recreated from three spheres (Figure 12).
Recreation of particles shapes is based on experimental testing results obtained from mor-
phology parameters determination part.

Figure 12. Recreation of particles shapes.

Providing DEM numerical simulations with different recreated particles shapes, it is possible
to obtain particle shape influence for compression results. The analysis of influence of
simulated particles shape on compression results is presented in Figure 13.
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Figure 13. Comparison of compression results with different particle shape: 1—particle recreated from sphere; 2—par-
ticle recreated from two spheres; 3—particle recreated from three different sizes spheres.
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Analyzing Figure 13, it is evident that the compression curve which is obtained from the
simulations with ideal sphere particles has a smooth curve. With increasingly complex particle
shapes, stress jumps arise in the numerical simulation. These stress jumps appear due to faster
particles repositioning than porous stone compression velocity. To increase porous stone
velocity is not recommended, because it is possible to have not a static but dynamic modelling
effect.

5. Comparison of experimental and numerical simulation tests

Reliability and accuracy of numerical DEM modelling of sand soil behaviour depend on the
modelled soil and discretization level of particles. In this research work, the same numerical
granulometric curve as obtained experimentally was used (Figure 14).
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Figure 14. Numerical and experimental granulometric curves.

The analysis of obtained experimental and numerical morphology parameters is given in
Figure 15. Comparison of results revealed that to recreate morphology parameters, involve-
ment of different quantity of spheres for single-particle subscription is necessary: 8-11 spheres
for form coefficient, 7-11 spheres for sphericity, 8-12 spheres for circularity, 3—4 spheres for
angularity, respectively. Analysing angularity recreation with different quantity of spheres,
the angularity coefficient decreases when more than seven spheres are used for single-particle
subscription.
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Figure 15. Comparison of morphology parameters: 1 —experimental data; 2-12—spheres quantity of recreated numeri-
cal particle shapes.

Validation of experimental and numerical (E, =78 GPa and p, =2,650,000 kg/m®) compression
results is presented in Figure 16. One can note that used high modelled particles density
increases calculation speed and does not have any effect for contact mechanics due to the first
Newton law of motion.

a, kPa
0 100 200 300 400
0.000 L . L

0,002
0,004
0.006
0.008

@ 0,010 1N
0.012
0.014 |
0.016 -
0,018
0.020 -

Figure 16. Comparison of compression results: blue—standard experiment; red —numerical experiment (one sphere);
green—numerical experiment (two spheres); purple —numerical experiment (three spheres); black—improved experi-
ment.
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The analysis of compression results revealed (Figure 16) that the increased spheres quantity
for single-particle discretization lead the numerical compression curve to the experimental
one. For a more qualitative match of experimental and numerical curves, it is better to use the
improved experimental compression curve which is closer to the numerical results. In this
case, the curves of numerical and improved experimental results get closer to each other.
Usually, only numerical tests are corrected with non-normal coefficients to get the same result
curve as in the experiment. In this case, it was improved experimental test to get experimental
compression curve more closely to numerical one. This effect was obtained realising the same
compression procedure in experiments and in numerical simulations.

6. Concluding remarks

This research work presents an experimental investigation of morphology parameters of sand
particles, experimental oedometer tests, numerical DEM modelling of oedometer tests, and
comparison of experimental and numerical tests. Based on experimental and numerical testing
findings, the influence of morphology parameters on mechanical properties of soil is analysed.
It is obvious that this research work represents only one soil type (sand). For other soil types
as clay, silt, etc., it is not possible to apply obtained results. Nevertheless, the main idea of this
research work shows the importance of results validation between experimental and numer-
ical ones. Only comparing results, it is possible to choose the same testing procedure in
experimental and numerical simulation. Provided numerical simulations in this research work
still are not perfect and needs to be improved. For example, stress jumps, which appear in
numerical simulations, are doubtful. The explanation of the stress jumps simple—it is neces-
sary to simulate a bigger particles quantity. In this case, particles for repositioning have not so
much space and do not appear big stress jumps. Another way to get smooth and nice numerical
simulations compression curve (as in experiment) —simulate particles as ideal spheres. This is
what the author wants to show for the readers.

Nowadays simulations oriented on two main things:

* Simulate test as simple as just it is possible and accept so far not real particle shape, physical
and mechanical properties, but to have smooth compression curve as in experiment. In this
case, it would be not possible to use the same input data in DEM program if the modelled
soil or soil particles shape would change;

* Simulate test as just it is possible with more natural and close to reality parameters. This
would make calculations very difficult and calculation time increased. But if the soil or soil
particles shape would be changed, it would be possible to run calculations without any
change of physical and mechanical properties (just make some changes for modelled particle
shape).

In both cases, it is recommended to check the numerical simulations with experimental ones.
The influence of the above-mentioned factors, contributing the accuracy of numerical model-
ling is a future trend.
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Abstract

In this work, the mixing process on a batch reactor is analyzed for the thermal synthesis
of poly(acrylamide-co-sodium 2-acrylamide-2-methylpropane sulfonate) initiated by
ammonium persulfate. The analysis is achieved by using tracer technology and
computational fluid dynamics (CFD). ANSYS Fluent® software is used for numerical
simulations. By studying the mixing time in the reactor, the injection pointand the stirring
speed are determined so that the kinetics of copolymerization is improved.

The kinetics of copolymerization is studied qualitatively based on the solution of the
inverse rheokinetic problem. The progress of co-polymerization was registered with a
Rheometer Anton Paar MCR 301°. The copolymers synthetized were characterized by
capillary viscometry, infrared spectroscopy, calorimetry, and rheology.

Keywords: CFD, rheokinetics, rheology, batch reactor, polymerization

1. Introduction

Modeling of chemical reactors attempts to solve both conservation (mass, energy, and
momentum) and chemical kinetics equations [1]. The complexity of the mathematics involved
can be drastically reduced by considering that convection dominates the diffusion, by
assuming a unidimensional scenario or by simplifying the momentum transport equations [2].
Nevertheless, these assumptions may oversimplify the mathematical model by neglecting
mixing problems. Mixing plays a fundamental role in reaction engineering. For instance, the

I m EC H © 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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kinetics, the molecular weight, and the composition of polymers can be altered due to local
concentration gradients as a consequence of bad mixing [3].

In this study, a batch chemical reactor is analyzed. This type of reactor is defined as a closed
and spatially uniform system where the chemical species are transformed only as a function
of time. The transformation of chemical species can be quantified by following any physico-
chemical property associated with either reagents or products. During free radical polymeri-
zations, the viscosity of the medium increases dramatically while products are formed [4]. The
kinetics of polymerization can be followed from the change of viscosity.

Rapid computational development has made the numerical analysis of phenomena associated
with stirred tanks easier [5]. For example, through CFD, Patel [6] studied the mixing process
on a continuous stirred tank reactor and how the thermal polymerization of styrene is affected.

Computational analysis in stirred reactors has to consider at least two models: one for
turbulence and the other for stirring. The turbulence model describes the random and chaotic
movement of a fluid [7], while the stirring model describes the displacement of the fluid as a
consequence of the local movement of mechanical parts.

The study of batch reactors with a tracer is the basis for understanding flow behavior [8]. Tracer
evolution curves allow to identify regions with turbulence, dead zones, recirculation cycles,
closed circuits, or even to determine the mixing time of the reactor [9, 10].

In this work, a tracer test was used to validate a mathematical model. The mixing process was
analyzed by using both the experimental and simulated behavior of the tracer. The experi-
mental kinetics of polymerization was obtained by a multiparametric nonlinear regression of
viscosity-time data.

2. Problem definition

The uses of polyacrylamide have been extended to different applications in the oil industry,
such as water conformance, fracking, and enhanced oil recovery (EOR) processes.

In EOR applications, acrylamide (AAm) polymers are dispersed in water to increase their
viscosity. However, at high temperatures the viscosity of AAm polymer decreases due to
hydrolysis [11]. This can be mitigated by using co-monomers such as sodium 2-acrylamido-2-
methylpropane sulfonate (AMPSNa) [12]. This sodium sulfonate monomer is well known
because it confers stability to the polymer against divalent cations and high temperatures
(above 90°C). In view of the benefits, it is necessary to develop a process for the synthesis of
the AAm-AMPSNa copolymer that guarantees product quality and synthesis reproducibility
in order to properly design the polymer. The next sections will be focused on studying the
relation between the mixing time and the mixing process during the synthesis of copolymer
in a batch reactor.
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3. Rheokinetics and inverse problem

The kinetics of polymerization was analyzed through the evolution of rheological behavior of
the reactive system. Rheology has entered into science fields, such as biology and polymer
science [13]. Historically, polymer science and rheology converge in what is known as
rheokinetics. This field was created more than 30 years ago to have a better understanding of
the phenomenological nature of polymerizations.

There are two main problems related to rheokinetics: the direct and inverse problems. The
inverse problem, which is the principal focus of this work, deals with the determination of
kinetic parameters given by the experimental data of viscosity-time curves. Equation (4)
reproduces the viscosity-time curve behavior (rtheokinetic model) and it was obtained from
Egs. (1-3). This equation assumes a linear free radical polymerization and it does not consider
mass and energy transport effects. Equations (1) through (4) are deeply analyzed by Malkin,
see [14].

n=Kx"N* (1)
k k1/2 1/2 2
x=1—exp[—"ZT‘2f[l]o tj (2)
v_[M]
N= e x(1—exp(—k,t 3
a —a 12 k 1/2 "
=) [ - -2 ) -] @

where 1) is the viscosity, t is the reaction time, N is the polymerization degree, x is the conver-
sion, [M], is the initial monomer concentration, [I], is the initial initiator concentration, K, a, b,
and f are system parameters and kp, k, k, are the rate constants of propagation, termination,
and initiation, respectively.

The ratio kp/ k? is estimated as proposed by Figure 1. To guarantee the quality of the adjust-
ment, k, must be a number between 0.01 and 1 [4]. To know which process dominates the
polymerization, the magnitude of k, /k,"* is used an indicator. If the ratio is k,/k*>> 1, the
propagation of live chains dominates; on the contrary, when k, [kM* <1, the termination of

macro radicals dominates.
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4. Computational fluid dynamics (CFD)

CFD is concerned with the numerical solution of the following partial differential equations
that express the conservation principles of mass, energy, and momentum transport (5-7) [2].

%+(v.va)—(v.VDABxA)—RA+sA:o 5)
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opC,T

P (V-vpC,T)~(V-VkpC,T)-q,+q,=0 (6)
%+[V-pvv]—gp+\7P+[V~r]=0 7)

where x, is the concentration of “A” species, T is the temperature, v is the velocity, p is the
density, C, is the heat capacity, D 4 is the diffusion coefficient, k is the thermal conductivity, g
is the gravity, P is the pressure, T is the stress tensor, R, y gz are terms associated with the

. . d
chemical reaction, S, y g; are source terms and V=5_.
1

Equations (5-7) are supported in two assumptions. The first one is the conservation principle
which states that mass, energy, and momentum are transformed without creating or destroy-
ing themselves and the second one is the continuum hypothesis which considers continuity
of its physical properties [15].

When simplifying Eq. (7) by considering a fluid of constant density and viscosity and a linear
relation between the shear rate and the shear stress, the Navier-Stokes equations can be
obtained Eq. (8):

D
pF:—gp+VP—,u[V-Vv]:0 8)

Navier-Stokes equations are the basis of CFD and its numerical solution is fundamental to
understand and describe the phenomena of fluid flow.

A CFD simulation is limited by the data processing rates and storing capacity. Nevertheless,
improvements of computers capacity have stimulated the growth and diversification of CFD
applications [16]. Nowadays, there are several CFD software tools as COMSOL® and Fluent®.

5. Fluent® simulation

A typical simulation comprises the formulation of the problem, physical assumptions to
simplify the mathematical model, the numerical solution of the conservation equations, data
processing, and the discussion of results. The mathematical models, initial conditions, and
other adjustments can be implemented through Fluent® software.

In Figure 2, there are at least two critical stages: convergence of the numerical solution and
validation of the mathematical model.
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6. Turbulence and RANS equations

Turbulence is described as a random and chaotic movement of a fluid. Mathematically, a
turbulence model is a nonlinear system in which a minimum modification on its boundary
conditions produces severe alterations in the global behavior of the system [17]. Ranade
proposes three approaches to model turbulence in fluids: statistical, deterministic, and
structural [2]. Reynolds-average Navier-Stokes (RANS) equations are part of the statistical
approximation in which turbulence is described as a combination of average variables (8, ) and

fluctuations 6; [18]:
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i =0,+0, ©)

Semi-empirical k-€ is a turbulence model commonly used in stirred tanks. The model assumes
complete turbulence and neglects molecular viscosity effects. k-€ is part of the RANS equations
and it is composed by a two-equation system with two parameters to solve: k (turbulence
kinetic energy) and € (turbulence dissipation rate). Standard k-€ was the first model; RNG
(renormalization group theory) and realizable models were developed from subsequent
modifications [19]. In contrast to standard k-€, RNG improves flow with eddies and it adds a
term to the € equation (RE).

a(;k) +V-v(pk)=V [0, 1, Vk |+ G, +G, - pe~Y, +35, (10)
a(pe) € e
7+V-v(p€)=V-[ock yeﬁve}ch;(c;k +C3(Gb)—C26p;—Rf +8 1)

Realizable k-€ has a superior performance for rotational flows and for boundary layers under
adverse conditions like high-pressure gradients, separation, and recirculation [18].

o(pk
(apt )+V'V(pk):V‘|:(,u+&JVk:|+Gk+Gb_p€_YM+Sk (12)
Oy
o(pe) U e €

+V. =V- +L Ve |+ pCS. — pC,—=+C, —C, G, + S
o V(pf) Hu o c|t+tpL, —p 2k+\/; e 3 b P (13)
C, = max [0.43,Lj (14)

n+5

§=28;8; (15)

n=sk (16)

€

where G, is the generation of “k” by velocity gradients and G, by buoyancy, S, and S are source
terms, C, and C, are constants, and o, and o, are ¢ are the turbulent Prandtl numbers for k and
€, respectively. Turbulent viscosity () is calculated as indicated by Eq. (17):
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k2
4 =pC, = (17)

In contrast to RNG, realizable model uses a variable C, that satisfies the “realizability” through
Schwarz shear rate inequality and by making the normal stress tensor positive.

1
\/ 6cosgkU”

€

u

4.04 + (18)

U is calculated by Eq. (19), where (Tl] is the rotation average speed tensor on a rotating reference

frame with angular velocity w,:
U =/S,S, + Qi (19)
Qi =0, - 2,0, (20)

Q'ij = Q_U — €Dy (21)
7. Stirring model

CFD simulation of moving parts, e.g. impellers and turbines, requires approximations that
consider the displacement and rotation of mechanical parts on a computational grid. The most
used models for stirred tanks are the moving reference frame (MRF) and the sliding mesh (SM).
In contrast to MRF, SM requires more computational resources and its convergence time is
higher.

MREF is defined by a rotational and a stationary region. The equations are solved on a reference
frame that rotates with the impeller and the problem is solved on a stationary grid [20]. When
the momentum equation is solved, an additional acceleration term is incorporated in the
velocity vector formulation as relative Eq. (22) or absolute Eq. (23).

Y L[ pr v, ]+ pl2wy, +wxwxr]-go + VP +[V 7] =0 @)

%+[V~pvrv]+p[wxv]—gp+VP+[V~rr]=0 (23)
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The term p[2w x v, + w x w x 1] is composed by the Coriolis acceleration (2w x v,) and the
centripetal acceleration (w x w x r). The stress tensor T, keeps its mathematical structure, but
it uses relative velocities.

SM models the rotation of the grid by adding a source term as a function of time in Eq. (8)
allowing a relative movement of the adjacent grids among themselves. The SM equation is
formulated for a scalar (¢) as follows:

%jp¢dV+va¢(u—ug)~dA=LVDV¢'dA +IVS¢dV (24)

where V is the control volume, D is the diffusion coefficient, S, is a source term, u is the flow
velocity vector, u, is the velocity of the moving grid, and 0V is the control volume interface.

A third manner to model the movement of mechanical parts is through the boundaries of the
walls; this approximation was named tangential rotation (ROT) and holds true only for viscous
flows (non-slip condition).

8. Numerical method

Two numerical solvers can be selected in Fluent®. The first is a pressure-based solver that was
initially developed for high-speed incompressible flow. The second is a density-based that was
developed for high-speed compressible flow. Regardless of the solver being used, the velocity
field is calculated from the momentum equations [19]. The general solution algorithm can be
divided in three stages:

1. Generation of the discrete volumes (computational grid).
2. Discretization of the conservation equations.
3. Linearization of the discretized equations and solution of the resulting system.

The pressure-based solver is established from the pressure-correction equation obtained from
the momentum and continuity equations. Convergence is reached when the estimated velocity
field satisfies the continuity condition:

N fuces
> J,A4,=0 (25)
-

where J;is the mass flux and A, is the surface area of face “f”. In the pressure-based methods,
there are segregated algorithms based on corrector-predictor approximations (e.g. SIMPLE,
SIMPLEC and PISO). SIMPLE algorithm or semi-implicit method for pressure-linked equa-
tions satisfies Eq. (25) by correcting the flux ] through J';and by the corrected pressure p’. The
algorithm postulates that J';follows Eq. (26) [19]. *is calculated by using the pressure field p*.
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Jy=d(p.-p.) (26)
J,=J+J, (27)
J,=J,+d, (1’;0 - p('.l) (28)

9. Methodology

The following materials were obtained from Sigma Aldrich (Munich, Germany) and were used
without any further purification: AAm (99.8%) and AMPS (99%). Ammonium persulfate or
APS (98%) was obtained from Tecsiquim (State of Mexico, Mexico). AMPSNa preparation is
reported elsewhere [21]. The molar ratio of the monomers (1:1) was constant with a total initial
concentration of 10.6% wt. The initial concentration of APS was kept constant at 0.5% wt.
Polymerization progress was followed in an Anton Paar® MCR 301 Rheometer with a concen-
tric cylinder geometry (CC27/CX) coated with polytetrafluoroethylene. A batch of reagents
was prepared and then divided into seven samples that were polymerized at different shear
rates as shown in Table 1.

Experiment C1 C2 C3 C4 C5 Cé Cc7

Shear rate [s™] 10 30 60 90 120 150 200

Table 1. Set of AAm and AMPSNa copolymerization experiments at 60°C.

In relation to the CFD simulation, the geometry and the grid were constructed in Gambit®. The
dimension of the geometry described the Parr® batch reactor used in the experimental work.
Geometrically, the computational model is composed by a cylinder in whose interior a stirrer
with rectangular impeller blades is located.

After designing the grid, sensitivity analysis was carried out to compare the velocity field
magnitude in two grids with different cell sizes. The first grid (M, ) contains 201,927 cells,
while the second (M,g,) holds 482,312 cells. Pure water was used for both simulations.

Afterwards, Fluent® simulations were run to select a turbulence and stirring model. Experi-
mental validation of the computational model was done by injecting 1 mL of 1 M sodium
hydroxide solution (tracer). The response of the tracer was quantified with the multiparametric
device OAKTON® PC 2700.

To correlate the shear rate and the stirrer speed in a batch stirred reactor, Egs. (29) and (30) are
used. This allows the comparison of stirring between the two systems used in this work, the
reactor and the rheometer.
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7 =0.107255N" (29)

1

N= [LJ” (30)
0.107255

where y is the shear rate [s™] and N [rpm] is the stirrer speed. This relation was studied
theoretically and experimentally by Sanchez, see [22]. The Re number was used to verify the
turbulence.

Re=11739-N (31)
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Figure 3. Work route for simulations of stirred tanks in Fluent®.
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The number 117.39 was calculated for the reactor filled with liquid water (viscosity of 0.001
Pa s and density of 998.2 kg/m®) and by using the geometrical dimension of the system.

The methodology used for the simulations is presented in Figure 3. The diagram contains the
experimental test used to validate the simulation model.

10. Kinetics of polymerization

For the synthetized copolymers of Table 1 the experimental viscosity-time curves are pre-
sented in Figure 4, an adjustment of experimental data was done by using Eq. (4).

:

:

Viscosity [cP]

. & i1

Figure 4. Viscosity-time data at 60°C and predicted data (-) from Eq. (4).

The numerical results of this regression are presented in Table 2.

Experiment Shear rate [s™] Stirrer speed [rpm] k, [s™] k,/kM[L"*mol*2s2]
C1 10 26 7.36 x 107 0.00034
C2 30 56 7.87 x 107 0.00075
C3 60 92 8.32x10% 0.00074
C4 90 123 7.21 x107% 0.00374
C5 120 151 7.66 x 107 0.00715
C6 150 177 7.03 x 107 0.00535
C7 200 217 7.67 x 107 0.01099

Table 2. Kinetic parameters obtained from experimental data.
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It was found that k, [k, is proportional to the shear rate used in the synthesis. k, values are
kept constant through all experiments, concluding that the initiation kinetics is independent
of the shear rate. The copolymers were characterized to obtain a better understanding of the
chemistry involved in the synthesis.

All copolymers were characterized by the following techniques: Fourier transform infrared
spectroscopy (FTIR) in a Cary 600 Series spectrometer from Agilent®; differential scanning
calorimetry (DSC) in an HP DSC 1 STAR® from Mettler Toledo® and rheology with a Physica
MCR-301 Rheometer from Anton Paar®. The results of all these characterizations are presented
in Table 3.

Experiment Shear rate (s™) M, (g/mol) FTIR-F, DSC-T,(°C) DSC -T; (°C) T/T; k/k!*

C1 10 2.18E+05 50% 236.29 309.45 0.87  0.00034
2 30 1.37E+05 43% 245.76 306.55 0.90  0.00075
C3 60 1.17E+05 49% 246.40 307.28 0.90 0.00074
C4 90 1.44E+05 45% 244.86 299.32 0.90 0.00374
C5 120 1.40E+05 48% 244.39 300.01 0.90 0.00715
C6 150 3.78E+05 47% 275.07 301.87 0.95 0.00535
C7 200 4.26E+05 42% 315.57 336.23 0.97  0.01099

Table 3. FTIR, DSC and rheological characterization of AAm-AMPSNa copolymers.

Based on the experimental results, the values of the M, (molecular weight), T, (glass transition
temperature), and T (fusion temperature) increase according to the shear rate. M, of polymers
obtained under C6 and C7 conditions increased 281 and 317%, respectively, compared with
C2.1In all experiments, the AMPSNa molar composition of the copolymer chains was relatively
constant (between 42 and 50%) according to the calculated F, parameter. This result was
supported by the FTIR results.

Copolymers synthetized at 150 and 200 s™ increased their T, by 12% and 29%, respectively,
considering a reference value of T,=245°C. Increased values of T, and T are consequences of
both M, [23] and stiffness of the chains. The latter is a consequence of the incorporation of
sulfonate groups (e.g. AMPSNa) into the polymer [24].

11. Geometry, grid, and boundary conditions

The configuration of the grids for each stirring model (ROT, MRF, and SM) is shown in
Table 4. A non-structured grid was adapted to generate tetrahedral and hybrid volumes (Tet/
Hybrid).
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Model ROT MRF SM
Cells 381,352 201,927
Faces 783,158 439,109
Nodes 75,560 40,052
Volume elements Mixed

Elements in face Triangular and quadrilaterals

Volume (cm®) 3757.353 3758.577
Fluid regions 1 2

Table 4. Grid parameters for ROT, MRF, and SM models.

The geometry generated in Gambit® is presented in Figure 5. Zone A was defined as the stirred

region, while zone B as the stationary region.

Figure 5. Isometric: stationary volume (A) and stirred volume (B).

The boundary conditions were defined as “walls” for the impeller and the reactor surfaces,
which implies a no-slip condition. On the top face of the reactor, a zero-shear stress boundary
condition was established, implying a free fluid movement. Region A was defined as “interior”
during SM and MRF simulations. Only for SM an “interface” was defined in the boundary

between the stirred and stationary volumes.

Using the original geometry, the effect of resized grid cells (M, and M,,) on the mathemat-
ical simulation was analyzed through the velocity variation over a defined position within the

reactor; such results are presented in Figure 6.
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Figure 6. Radial velocity comparison between grids M, and M.

12. Turbulence and stirring model selection

Standard, RNG and realizable k-€ were compared in terms of the convergence time. Global
residual tolerances for all variables (velocity, continuity, k-€) were kept constant at 1 x 107,
Realizable k-€ was selected due to its reduced convergence time (1305 iterations), this being
compatible with the literature recommendation for high-velocity rotational flows [25, 26].

Various simulations with liquid water were performed at 100 rpm (Re=11,739) to select a
stirring model (ROT, MREF, or SM). All simulations were run using a 3D no-stationary solver.
Cross-sections, as shown in Figure 11, were used to visualize velocity profiles in the stirred
tank. Figures 7-9 show a typical velocity behavior of stirred tanks: a mixing zone in the upper
section, high velocity gradients close to the moving blades, and a dead recirculation zone below

the impeller. The mathematical model was validated by comparing the mixing time obtained
against experimental data.

Figure 7. MRF, colored vectors by velocity magnitude in m/s (Scale/Omission relation of 50/1).
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Figure 9. ROT, colored vectors by velocity magnitude in m/s (Scale/Omission relation of 50/1).

Figure 10. Cross-section for analysis of simulated data.

The graphics presented in Figures 7-9 were taken from the cross-section defined in Fig-
ures 10 and 11. Figures 7-9 show the velocity profiles of MRF, SM, and ROT models. The color
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scale indicates the magnitude of each vector view from two planes: Y-Z and X-Y. All images
enclosed in red squares are radial cross-sections near the blades.

Figure 11. Cross-section defined in the Y-Z plane.

13. Tracer analysis in Fluent®

Tracer simulations were developed considering an unsteady state, using as initial condition,
the data obtained at the stationary state solution (#=0). The stirrer speed was set at 100 rpm
using liquid water and tracer as materials. Initial injection positions are shown in Figure 12.
This configuration was used in all tracer simulations. Monitors were defined as spheres with
aradius of 0.8 cm and were used to track the tracer concentration in a specific region (Figure 13).

Each monitor registers a mass fraction of tracer every 0.55 s. Results for all simulations are
presented in dimensionless concentration.

Asymptotic behavior of the tracer concentration is a criterion to define the mixing time. Tracer
curves for each model are shown in Figures 14-16.
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Figure 12. Tracer injection zones. Tracer 1 in (0, 4, 5) cm and Tracer 2 in (0, 4, 20) cm.

I
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Figure 13. Spherical monitors and their spatial location.

Figure 14. ROT tracer evolution curves after injection in regions 1 and 2.
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Figure 16. SM tracer evolution curves after injection in regions 1 and 2.

Mixing time of ROT simulations diverges drastically between injections. Tracer 1 curves start
to become asymptotic at 80 s, while there is no clear tendency when the injection is made in
region 2.

Results from Figure 16 show a significant tracer concentration variation above 30 s. SM predicts
that mixing time of all monitors is beyond 80 s.

SM tracer curves of Figure 16 differ qualitatively and quantitatively from curves obtained in
Figures 14 and 15 (ROT and MREF). In general, the monitored tracer behavior is in agreement
with the velocity field of a stirred tank.

Concentration contours are presented in Table 5 for tracer 1 and 2. Mixing profiles are shown
on a radial cross-section over the X-Y plane.
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=0.05s t=1s

=10 s

Tracer 1

Tracer 2

Table 5. Mass fraction of tracer dispersion at different times.

14. Validation of the computational model

The experimental mixing curves for Monitor C (Tracer 1) and E (Tracer 2) were obtained from
pH data plots against time. Experimental and simulation data are compared in Figure 17.

Ddmecrines Cancaniminn |
& o
& =
b=

Figure 17. Comparison of experimental data (A,x) and numerically (—) obtained solutions.

Simulated curves in Figure 17 were obtained at a stirrer speed of 100 rpm with liquid water,

using MRF and realizable k-€ as working models. The injections were made in the regions
established in Figure 12.
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The mixing time for tracer 1 has a value of 15.4 s and for tracer 2, a total of 35.8 s (Figures 18
and 19). The criterion used to define the mixing time was the standard deviation of the
concentration data registered in all monitors [26].
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Figure 18. Standard deviation of data from MRF model at 100 rpm.
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Figure 19. Mixing times of tracer 1 and tracer 2 (all monitors).

The experimental and numerical mixing times are shown in Table 6. The mixing time in
Monitor C differs from the experimental value by 5 seconds, while Monitor E differs from it
by 0.1 seconds. The resemblance between Monitors B-C and D-E is due to their spatial position.

Monitor Tracer 1 (C) Tracer 2 (E)
Experimental 21s 27s
Simulated 15.4s 269s
Global simulated 1545 35.8s

Table 6. Simulated and experimental mixing times for tracer 1 and 2.
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The injection zone 1 (Tracer 1) allows a lower mixing time compared with the injection zone
2. However, mixing times of Monitors C and E are less sensitive to changes in stirrer speed.

The SM and ROT stirring models were discarded because the calculated mixing time does not
correspond to the experimental data, as seen in Figures 20 and 21. Experimental mixing time
is well fitted by MRF calculations.
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Figure 20. Tracer 1 curves, Monitor C (100 rpm) with 3 different models: MRF, SM, and ROT.
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Figure 21. Tracer 2 curves, Monitor E (100 rpm) with 3 different models: MRF, SM, and ROT.

15. Effect of the stirring speed

Once MRF model was selected, a stirring speed swept from 100 to 300 rpm was done. Monitor
C mixing time presents minor variations between 100 to 200 rpm; however, at 300 rpm the
mixing time is drastically reduced (Figure 22). In contrast, in Monitor E the mixing time is
reduced by increasing the stirring speed. An increase in the stirring speed leads to a reduced
mixing time, allowing better contact among chemical species. Nevertheless, in the case of
polymerization, a high stirring speed (above 300 rpm) can produce mechanical degradation
of the formed chains.
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Figure 22. MRF simulated mixing times at 100, 200 and 300 rpm.

16. Conclusions

Chemical product design requires the development of standardized procedures to ensure
reproducibility and quality of the synthetized product. If this is possible, then the impact of
any experimental variation on the product properties can be properly analyzed and eventually,
the optimization of the designed product can be reached.

To set up a procedure for the synthesis of an AAm-AMPSNa copolymer in a batch reactor, we
have used CFD-simulations and rheokinetics. These tools were used to research the relation-
ship between the polymerization reaction kinetics and the mixing process.

The AAm-AMPSNa copolymer properties (M,, T, and k,/k'?) increase according to the shear
rate (better mixing) in the synthesis. Specifically, the molecular weight of the polymer
synthetized at the highest stirring speed (C7) increases up to 317% with respect to the lowest
stirring speed in the stirred tank (C2), showing a direct relation between the mixing stirring
times and the chemical kinetics.

MREF and realizable k-€ satisfactorily model the mixing process in the stirred tank. The tracer
curves obtained numerically from CFD were experimentally validated using a 1 M NaOH
tracer. The simulated mixing time differs by 0.4% with regard to the experimental value of
Monitor E (Tracer 2).

According to the tracer analysis and the rheokinetics of the polymerization, it is recommended
that reagents be injected (e.g. initiators or REDOX pairs) in the region defined as “Tracer 1,”
operating the reactor at 217 rpm (200 s™) and controlling the temperature at 60°C.

To give continuity to this work, we suggest to include the rheokinetics model in the transport
phenomena equations, to consider rheology progression and its effect on the flow pattern, as
a consequence of the growing polymer chains.
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