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Personal health and well-being was and is important for all individuals. This includes 
the way people are living, what they do to stay healthy as well as a profound, well-
informed diagnosis and appropriate treatment in case of disease. To achieve these 

goals, modern medicine is provided with a large variety of tools to assess a patient’s 
health state and collect the information required for a proper diagnosis and  treatment, 

which is tailored to the patient’s needs. Many of these available tools use signals 
either generated by the human body, for example, electroencephalogram (EEG) and 
electrocardiogram (ECG), or by interacting with the human body while traversing 
it like microwaves or reflected visible light  that is recorded by a video camera. The 

biosignals recorded by the available and newly developed methods have to be 
processed to extract the information about the patient’s condition and, analyzed tissue 
and cells. This book presents a small selection of the recent developments in the field of 
biosignal processing. The covered diagnostic tools and methods include the assessment 
of respiratory state through gait analysis, the contactless monitoring of cardiovascular 

and respiratory parameters using microwaves, a non-linear approach to extract 
the fetal ECG from non-invasive abdominal recordings, identification of epileptic 

networks from pre-surgical neurophysiological recordings and an improved method to 
obtain and validate the copy number alterations parameter, which are considered an 

important marker in cancer classification.
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Preface

Personal health and well-being was and is important for all individuals. This includes the
way people are living, what they do to stay healthy as well as a profound, well-informed
diagnosis and appropriate treatment in case of disease. To achieve these goals, modern med‐
icine is provided with a large variety of tools to assess a patient’s health state and collect the
information required for a proper diagnosis and treatment, which is tailored to the patient’s
needs.

Many of these available tools use signals either generated by the human body, for example,
electroencephalogram (EEG) and electrocardiogram (ECG), or by interacting with the hu‐
man body while traversing it like microwaves or reflected visible light that is recorded by a
video camera. The biosignals recorded by the available and newly developed methods have
to be processed to extract the information about the patient’s condition and analyzed tissue
and cells. This book presents some recent developments in the field of biosignal processing.

The first chapter presents a method that allows to non-intrusively assess the respiratory
state of a patient just by observing his walking pattern. The proposed marker-less camera-
based system can be easily integrated into clinical diagnostic process. The second chapter
takes the concept of contactless assessment of the patient’s health state even a step further. It
uses microwave radar signals for contactless recording respiratory and cardiovascular pa‐
rameters. The advantage of microwave signals casted at the patient’s body surface is that
they can travel several meters and thereby even penetrate thick layers of stones and con‐
crete. Therefore, one of the applications of these methods envisioned by the authors is the
monitoring of vital signs of people buried under their house after an earthquake while the
rescue team is trying to remove the blocking obstacles and to prepare the necessary treat‐
ment to stabilize the subjects’ condition.

Thanks to modern medicine, children who are born too early or with severe conditions have
a good prognosis in surviving their first years and leading a healthy and normal life, thanks
to continuously evolving and improving prenatal diagnostics. This includes the recording of
the fetal ECG used to assess its cardiovascular state either through interuterine recordings
or by abdominal recordings of the mother. The first method is highly invasive and therefore
poses high risks for the mother and the fetus. Therefore, the authors of the third chapter
propose an advanced method to record the fetal ECG (fECG) from the mother’s abdomen.
The proposed non-linear approach is compared with existing ones with respect to their ca‐
pability to provide additional cardiovascular parameters, such as PQ, QT, and ST time of the
fetal ECG. The main challenge is to properly filter out the maternal ECG (mECG), which
overlaps with the fECG, the abdominal muscles, and intestinal signals, while preserving the
small signal of the fECG.



Epilepsy, which has to be considered a severe neurological condition, is characterized by
recurrent seizures. In the past, it was assumed that these epileptic events are generated by a
single focus and spread from there to other brain regions. Recent findings in neurological
and epilepsy research indicate that a seizure is rather an abnormal activity and response of
the whole network neuronal network involved. Chapter 4 presents a new network analysis
approach, which uses neurophysiological data recorded prior to surgical epilepsy treatment
to identify the affected brain regions and their interconnections activated during an epileptic
event.

In the twentieth century, the DNA was identified to control all functions of individual cells,
tissues, organs, and the whole body. Even though already available since the past century
only very recently reasonably fast and accurate methods to read the DNA and analyze its
structure have been developed. With this development, it became possible to use the infor‐
mation stored in the DNA for diagnostic purpose. Alterations in the structure of the DNA,
for example, introduced when it is copied to generate proteins or when it is repaired after
one of its strands or both broke, can severely affect the function of the cell. A large number
of so-called copy number alterations (CNA) can be used to characterize cancer cells. A new
method to assess and validate the CNA in the DNA of single cells is presented in Chapter 5.

This book only covers a small selection of new and advanced biosignal processing and diag‐
nostic methods. As an editor, I thank all the authors for their contributions. I also thank all
researchers whose work could not be included in this book for various reasons. All your
great work is an important contribution to the field of biosignal processing with respect to
the development of new and improved diagnostic tools, therapies, and treatments.

Dr. Christoph Hintermüller
Guger Technologies OG

Schiedlberg, Austria
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Chapter 1

Classifying and Predicting Respiratory Function Based
on Gait Analysis

Yu Sheng Chan, Wen Te Liu and Ching Te Chiu

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/63917

Abstract

The human walking behaviour can express the physiological information of human
body, and gait analysis methods can be used to access the human body condition. In
addition, the respiratory parameters from pulmonary spirometer are the standard of
accessing the body condition of the subjects. Therefore, we want to show the correla‐
tion between gait analysis method and the respiratory parameters. We propose a vision
sensor-based gait analysis method without wearing any sensors. Our method proposed
features such as D ′

p, V ′
p and γυ to prove the correlation by classification and prediction

experiment. In our experiment, the subjects are divided into three levels depending on
the respiratory index. We run classifying and predicting experiment with the extract‐
ed features: V ′

p  and γυ. In the classifying experiment, the accuracy result is 75%. In
predicting experiment, the correlations of predicting the forced expiratory volume in 1
s (FEV1) and forced vital capacity (FVC) are 0.69 and 0.67, respectively. Therefore, there
is a correlation between the pulmonary spirometer and our method. The radar system
is a tool using impulse to record the moving of the subjects’ chest. Combining the
features of radar system with our features improves the classification result from 75 to
81%. In predicting FEV1/FVC, the correlation also improves from 25 to 42%. There‐
fore, cooperating with radar system improves the correlation.

Keywords: gait analysis, classification, prediction, pattern recognition, feature extrac‐
tion

1. Introduction

Walking behaviour can express information of human body-like pathological symptoms. For
example, Parkinson’s disease patients are characterized by special pace rhythm [1].

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



People increase the respiratory ventilation when they are walking or exercising. However,
those people who suffer from chronic obstructive airway disease (COAD) cannot increase their
respiratory ventilation quick enough to maintain the exercising behaviour. Consequently, they
change their behaviour such as walking slowly so that they can maintain their respiratory
ventilation. We can perform gait analysis on COAD patients because their walking behaviours
are different with normal people when they are exercising because of their respiratory function.

Chronic obstructive pulmonary disease (COPD) is one condition of COAD. Nowadays, there
are many chronic diseases in our daily life. COPD is one of them. COPD is a chronic airway
disease characterized by progressive going downhill of the breathing functions [2]. One
characteristic of COPD disease is the decreasing of forced expiratory volume in 1 s (FEV1)
because of the obstructive airway [2]. Depending on their disease severity, they have different
walking behaviours. Therefore, gait analysis can be used to judge the COAD patients’ airway
condition by observing their walking behaviour. However, it is difficult to collect the data of
COAD patients without medical staff. Without clinical data, we cannot verify the correctness
of our gait analysis algorithm.

By cooperating with Shuang-Ho Hospital in New Taipei, Taiwan, we set up an experiment.
We film the side view of the subjects when they are performing a 6-min brisk walking test. By
gait analysis, we can extract the features from walking behaviour such as pace distance and
walking speed variation. However, in order to obtain that physiological information, we may
need to wear sensors or markers on the subjects. Our method does not need to wear any sensors
on the subjects.

In gait analysis, it is common to wear markers or sensors to record walking behaviour. In the
experiment [1], the subjects need to wear a recorder on the ankle so that it could record the
stride interval. In another experiment [3], the subjects also need to place a designed insole with
12 sensors into their own shoes.

However, there are some drawbacks of using makers or sensors. Firstly, it is inconvenient and
uncomfortable of attaching them on human body and might affect the normal walking.
Secondly, some sensors are heavy or hard to use for the elderly. Thirdly, some sensors have
the electromagnetic interference that might affect and harm human body. In addition to the
sensor problem, it is hard to tell a subject suffering from COAD disease or not by a single
experiment. Without a complete examination, it is hard to judge whether the subjects are
COAD patients or not. Consequently, we decide to access the respiratory function. By the
pulmonary spirometer, we can obtain the tested subjects’ respiratory data. Nowadays, the
parameters from pulmonary spirometer are the standard to access the respiratory function.

2. Related work

2.1. Chronic obstructive pulmonary disease

COPD is one condition of COAD and we introduce some studies of COPD disease. The research
of the World Health Organization (WHO) and the global initiative for chronic obstructive lung
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disease revealed that nowadays the COPD is the fourth cause of death in the United States.
For the entire world, the COPD can be considered the fifth cause of death [4]. In another study,
the COPD can be considered the fourth leading cause of death in the world [5] and is projected
to be the fifth by 2020 as a worldwide burden of disease [6].

Generally speaking, chronic disease is gradually rising because of the ageing population and
changing habits. The treatment for COPD patients is pulmonary rehabilitation programmes,
including when patients are discharged at home [7]. Economic analyses have shown that over
70% of COPD-related health-care expenditures result from emergency room visits and hospital
care for exacerbations; this translates to >$10 billion annually in the Unites States [8]. COPD
patients have a lower physical activity level than healthy peers [9]. The reduced level of
physical activity also related to an increased risk [10]. Liao et al. [11] proposed a review that
concentrated on describing wearable devices for measuring physical activity level in COPD
patients. In [12], the authors evaluated a method for detecting an exacerbation onset in COPD
patients. They used data collected through a pulse oximeter, permitting an easy way to the
cohort of patients composed of elderly people affected by COPD. The study [13] provided a
system, which offers an effective platform for the satisfaction of the clinical and the patient’s
needs in the area of early diagnosis of patient’s health status. The portable system aims at the
effective management in the health status of the patients who are suffering from COPD.

2.2. Gait analysis

Gait analysis plays an important role in accessing human’s walking behaviour and it aims to
extract biomechanics information. The obvious disease on lower limbs is Parkinson’s disorder.
In [14], they provided a feasible method image marker to measure gait with little skin move‐
ment. Then, they performed quantitative analysis to extract gait parameter. According to their
analysis, the joint angle, rotation angle of lower limbs, stride velocity and stride length have
significant difference between Parkinson’s disease patients and non-diseased subjects. The
study [1] demonstrated that the gait variability in terms of statistical parameters of stride
interval such as STCγ, would be increased in Parkinson’s disorder. In addition to Parkinson’s
disease, Alzheimer’s disease (AD) also can be detected by gait analysis. The study [15] presents
an inertial-sensor-based wearable device and its associated stride detection algorithm to
analyse gait information for patients with Alzheimer’s disease.

The above methods all use markers or sensors to get interest points and then use gait analysis.
With the advances in smart phones, Susu Jiang et al. [16] used a smart phone with an acceler‐
ometer and a gyroscope to collect human walking gait data in daily life. However, one smart
phone only records one feature data. If we want to acquire many interest point data, testers
need to tie many smart phones on the body, which might be inconvenient for walking.

Now, we proposed a gait analysis algorithm without any wearable marker or sensor. In
addition, we also collect clinical COAD and control data to verify the correlation between
pulmonary spirometer and our gait analysis method.

Classifying and Predicting Respiratory Function Based on Gait Analysis
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3. Vision sensor-based gait analysis

To avoid wearing sensors on the tested subjects, we propose a vision sensor-based gait analysis
method. This method is composed of four parts: input video frame decomposition, pre-
processing, feature extraction and gait analysis. The input video takes the side view of the
subjects when they are performing a 6-min brisk walking test. Then, the input video is
decomposed into individual frames for further processing.

In the pre-processing part, there are three components to extract the silhouette of the tested
subject: background subtraction, shadow removal and connected component labelling (CCL).
The background subtraction subtracts the background image by the current video frame to
capture the moving object. Because the human shadow cannot be removed by background
subtraction, we adopt Jamie and Richard’s method [17] to solve the shadow problem. Then,
there are some noises that cannot be removed, so we use the connected component-labelling
method to reduce the noises and obtain the maximum object.

In the feature extraction part, there are two steps to obtain the desired features: segmentation
and feature extraction. In the segmentation part, we have to find the central of gravity (COG)
first, and use the COG point to perform body segmentation and extract legs of the subjects.
Then, we can get the features such as pace distance and pace velocity in the feature extraction
part.

In the gait analysis part, we divide whole subjects into two groups as the Bad and Good by
consulting the proposed respiratory index formula. We use support vector machine (SVM) to
perform classification and use adaptive network-based fuzzy inference system (ANFIS) to
perform prediction.

3.1. Pre-processing

3.1.1. Background subtraction

We take the first frame of the input video as the background image. The background subtrac‐
tion method is shown in Eq. (1). The components x and y are the pixel location. The factor t is
the current frame number. I represents the RGB value of the pixel, which is located at (x, y)
and F is the -subtraction result. In our experiment, we set the Th-value at 15

( ) ( ), , , ,1= - >F I x y t B x y Th (1)

3.1.2. Shadow removal

After subtract background image, some interferences still exist. The result of background
subtraction is shown in Figure 1. The human shadow is viewed as foreground and we need
to remove it. We consult Jamie and Richard’s [17] method to solve the shadow problem. The
method is divided into two parts: (1) brightness distortion and (2) chromatic distortion.

Advanced Biosignal Processing and Diagnostic Methods4
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Figure 1. (a) Input frame and (b) background subtraction result.

Ii is the ith pixel of the input frame which can be represented in RGB space by the vector Ii =
[(IR(i), IG(i))] as shown in Figure 2. Ei is the ith pixel of the background image which can be
represented as Ei = [(ER(i), EG(i), EB(i))]. The lengths of these lines are the intensity of the ith
pixel. The projection of Ii onto Ei is denoted as αiEi. We call the αi as brightness distortion. We
can solve αi by Eq. (2)

Figure 2. Colour representation in RGB space.

(2)

:i BD Foregrounda t< (3)

Classifying and Predicting Respiratory Function Based on Gait Analysis
http://dx.doi.org/10.5772/63917

5



There is a threshold τBD. We take those pixels whose αi values are smaller than threshold τBD

as foreground such as Eq. (3) expressing. In our experiment, we set the threshold τBD at 0.7.

In the chromatic distortion part, we calculate the distance in RGB space between Ii and Ei.
Figure 2 shows this as line CDi and we can solve CDi value by Eq. (4)

(4)

In the same way, we also set a threshold τCD to determine this pixel as background or fore‐
ground such as Eqs. (5) and (6) expressing. Those pixels whose CDi values are greater than
threshold τCD are viewed as foreground and those pixels whose values are smaller as back‐
ground. In our experiment, we set the threshold τCD at 10.

:i CDCD Foregroundt> (5)

:Otherwise Background (6)

After finishing these two parts above, we combine these two images and the background
subtraction result together to have a result without shadow.

3.1.3. Connected component labelling

Connected component labelling is used to detect the connected components and label them.
These components have their own label number. Figure 3 shows an example. Figure 3(a) shows
three different regions and (b) shows the labels of the regions. We keep the largest group as
our result. In this case, the region of label 3 is reserved and discards other regions.

Figure 3. (a) Three disconnected components and (b) labelling image.

Though we have an image without shadow, some noises exist. We perform connected
component labelling method so that we can have an image without these noises. Figure 4
shows the flow of pre-processing.

Advanced Biosignal Processing and Diagnostic Methods6
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three different regions and (b) shows the labels of the regions. We keep the largest group as
our result. In this case, the region of label 3 is reserved and discards other regions.

Figure 3. (a) Three disconnected components and (b) labelling image.

Though we have an image without shadow, some noises exist. We perform connected
component labelling method so that we can have an image without these noises. Figure 4
shows the flow of pre-processing.
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Figure 4. The flow of pre-processing.

3.2. Feature extraction

After the pre-processing, we get the complete target silhouette. In this section, we separate legs
from extracted silhouette by segmentation. Then, we find out the gait features such as pace
distance and pace velocity in the feature extraction part.

3.2.1. Segmentation

In the segmentation part, we need to find the central of gravity first. Then, we use the extracted
silhouette to get the contour by edge detection in order to build the distance map (DM). We
can separate legs from human silhouette by DM.

We find the central of gravity from the extracted human silhouette by Eq. (7). After finding
the COG of the whole body (COGx, COGy), we use edge detection on human silhouette to
extract human contour such as in Figure 5. Then, we draw a DM by computing the Euclidean
distance between (COGx, COGy) and extracted human contour shown in Figure 6(b). We
compute the distance map by Eq. (8) and xi,yi are the location of the ith pixel of the extracted
human contour.

1 1( , ) ( , )
N N

xi yii i
x y

Body Body
COG COG

N N
= == å å (7)

2 2( ) ( )x i y iDM COG x COG y= - + - (8)
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Figure 5. (a) Silhouette image and (b) the contour image of (a).

We find the Nlegs, Nb2(l), Nb2(r) three points from DM as shown in Figure 6. Connecting
Nb2(l) and Nb2(r) divides human body into top and down two parts. Connecting (COGx,
COGy) and Nlegs separates legs into leg(l) and leg(r) shown in Figure 7.

Figure 6. (a) Finding COG(x, y) in silhouette. (b) Distance map of COG(x, y).

Figure 7. Separated legs.

3.2.2. Gait features

In this part, we extract gait features such as pace distance, pace time and pace velocity. Figure 8
shows a pace cycle model and we can extract pace distance (Dp), pace time (Tp) and pace velocity
(Vp) from this model and Eq. (9). The distance value of the pace model comes from the
horizontal distance between leg(l) and leg(r) such as D1. If the feet are close, we calculate the
distance of the closed feet such as D2. D1 and D2 are the longest and shortest distance values,
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respectively. T1 and T2 are the start and end frame numbers of this step, respectively, so we
have to multiply the frame rate to get the actual Tp. The frame rate is 1/30 s per frame in our
experiment. Then, Vp comes from dividing Dp by Tp.

1 2
( 2 1) *

/

p

p

p p p

D D D
T T T framerate

V D T

=ì -
= -

=

ï
í
ï
î

(9)

Figure 8. The pace cycle model.

3.3. Gait analysis

To verify that there exists a correlation between pulmonary spirometer and our system, we
perform classification and prediction experiments. There are two groups, namely bad and
good, which are classified by the parameters from pulmonary spirometer and it becomes our
classification standard. We take support vector machine for classification and take adaptive
network-based fuzzy inference system for prediction. Here, we introduce the tools: SVM and
ANFIS.

3.3.1. Support vector machine

SVM comes from Vapnik’s statistical learning theory [18] and it is a machine-learning method,
which can be a powerful tool for learning from data and for solving classification problem [18].
In a two-group classification problem such as our study (Bad/Good), the target is to find the
Hyperplane between the two data groups. SVM finds the Hyperplane by looking for the maxi‐
mum margin between two groups. The main idea of SVM is to transform data into higher
dimensions and then construct a Hyperplane between two classes in the transformed space.
Those data vectors, which are nearest to the constructed line in the transformed space, are
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called the support vectors which contain information about Hyperplane. Figure 9 shows the
concept about the SVM.

Figure 9. Example of two-group problem showing optimal Hyperplane (dotted line).

3.3.2. Adaptive network-based fuzzy inference system

ANFIS was presented by Jang in 1993 [19]. Adaptive network-based fuzzy inference system
can construct an input-output mapping based on human knowledge by a hybrid-learning
algorithm. The fuzzy inference system is employed with adaptive network. ANFIS contains a
five-layer forward neural network to construct the inference system.

Figure 10. ANFIS structure with two inputs and four rules.

Input space is mapped to a given membership function (MF). By membership function, the
input becomes a degree between 0 and 1. With different membership functions and the number
of membership functions, the results are different. Figure 10 shows the ANFIS structure with
two inputs and four rules.
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The study [20] explained the function of each layer. In Layer(1), the outputs are the membership
function degree of the inputs, which are given by Eqs. (10) and (11)

1, ( ), 1,2i AiO x im= = (10)

1, 2 ( ), 3,4i BiO y im -= = (11)

where x and y are the inputs to node i.

Layer(2) involves fuzzy operations. ANFIS fuzzifies the inputs by using AND operation. The
label _ means that they perform simple multiplier. Equations (12) and (13) can show the output
of Layer(2)

2, 1( ) * ( ), 1,2i i A BiO w x y im m= = = (12)

2, 2 2( ) * ( ), 3,4i i A BiO w x y im m -= = = (13)

In Layer(3), the label N indicates normalization. This layer can be represented by Eq. (14)

(14)

Layer(4) is the product of the normalized data which can be represented as Eq. (15). The
parameters pi, qi and ri are determined during the training process

(15)

Layer(5) implements sum of all inputs such as Eq. (16)

(16)

4. Proposed gait features

We propose some gait features from Dp and Vp and call the ith step of Dp and Vp as Dpi and Vpi.
The mean distance and mean velocity are denoted as Dp

' and Vp, respectıvely. In addition, we
divide all steps into S sections depending on the step counts in order to reveal the variation of
the subject's movement during the 6-min brisk walking test. Figure 11 shows an example that
we divide Dp of all steps into six sections and there are μDi

 and σDi
 of each section.
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Figure 11. The six sections of Dp.

The mean of distance for section i is called as μDi
 and the mean of velocity for section i is called

as μV i
. The variance of distance for section i is called as σDi

 and the variance of velocity for
section i is called as σV i

. These parameters are listed in Eq. (17)

(17)

From σDi
 and σV i

, we can calculate the mean of distance variance and the mean of velocity
variance, which are denoted as σD(1,S )´  and σV (1,S )´ . The mean of distance variance for the first
two sections and the mean of velocity variance for the first two sections are denoted as σD(1,2)´

and σV (1,2),
´  respectively. The mean of distance variance for the last two sections and the mean

of velocity variance for the last two sections are denoted as σD(S −1,S )´  and σV (S −1,S )
´  respectively.

In addition, we also calculate the distance variance ratio and velocity variance ratio, which are
denoted as γD and γV . The distance variance ratio is defined as the multiplication of σD(1,S )´  and
the result of dividing σD(S −1,S )´  by σD(1,2)´ . The velocity variance ratio is defined as the multipli‐
cation of σV (1,S )´  and the result of dividing σV (S −1,S )´  by σV (1,2)´ . Figure 12 shows the region of these
parameters and these parameters are listed in Eq. (18)
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(18)

Figure 12. The variance mean of whole sections (purple region) and first two sections (orange region) and last two sec‐
tions (green region).

5. Clinical experiment environment

5.1. Experiment set-up and flow

The experiments are run at Shuang-Ho Hospital in New Taipei, Taiwan. We film the side view
of the subjects when they perform the 6-min brisk walking test. We set up a green curtain to
exclude the interferences such as the movement of other people from our experiment. We film
the walking subjects using Nikon P330 digital camera.

Firstly, the therapists ask the subjects’ profile including height, weight and age. Secondly, by
using pulmonary spirometer, we can get respiratory parameters such as FEV1 and FVC data
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about the subjects. Thirdly, before the experiment starts, the therapist helps the subjects wear
a pulse oximeter on the index finger, which is used to measure the oxygen and pulse. Fourthly,
the subjects need to take a 2-min break so that the pulse oximeter can record the oxygen and
pulse in normal condition. Fifthly, when the walking test begins, the subjects should walk
along the trail as fast as possible. While the subjects start their walking test, we film the side
view of the subjects. Sixthly, after the 6-min walking test, the subjects use the pulmonary
spirometer to measure the respiration parameter after exercising again.

5.2. Data collection

We run the experiments from September 2014 to July 2015. In the experiments, there are 60
subjects who aged between 24 and 91 years. Among these 60 subjects, there are 48 men and 12
women.

There are two rooms: the subjects walk from the right room to the left one, then turnaround
to walk into the right room. When the subjects walk to the other side of the trail, they need to
turnaround and continue to walk along the trail. They decrease their walking speed so that
they can turnaround easily when they are close to the border. To avoid recording those
slowdown steps, we abandon those steps and keep normal steps. Taking Figure 13 as an
example, there are six steps in this walking trail. We just consider steps 1 and 6 as the normal
steps and abandon steps 2–5.

Depending on the respiratory index that comes from Eq. (19), these subjects are divided into
three levels: level 1 (the worst respiratory function), level 2 (poor respiratory function) and
level 3 (normal respiratory function). Table 1 shows the respiratory index used to classify the
three levels. We call the respiratory index as REX. The smaller REX represents the worse
respiratory function

Figure 13. (a) Walking trail before turnaround. (b)Walking trail after turnaround.
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1* 1 *
1 *

1*

postFEV postIC
preFEV postFVC

FEVpreICREX postFEV post
preFVC FVC

=
(19)

Group Level 1 Level 2 Level 3

REX 0.7 [0.7,1.65] 1.65

Table 1. The respiratory index (REX) used to classify the three levels.

The main item of REX formula is postFEV1 and other items are used to adjust it. The three

items of postFEV1
preFEV1 , postIC

preIC  and postFVC
preFVC  are greater than one in normal respiratory function subjects

but smaller than one in poor respiratory function subjects. The value of post FEV1
FVC  is lower than

0.75 in those subjects who have poor respiratory function. Figure 14 shows the lung capacity
changes of respiratory factors.

Figure 14. Lung capacity changes [21].

The FEV1 is the volume that has been exhaled at the end of the first second of forced expiration.
The FVC is the forced vital capacity that is used for the determination of the vital capacity from
a maximally forced expiratory effort. The IC is the inspiratory capacity that is the sum of

inspiratory reserve volume and tidal volume. The FEV1
FVC  is the ratio that is used for the diagnosis

of obstructive and restrictive lung disease.
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6. Experimental results

In this chapter, we use the features that we get from Chapter 4 to perform our experiment.
There are three experiments: classification with support vector machine, prediction with
adaptive neural fuzzy inference systems and cooperating with radar system.

In the first experiment, we choose one feature from Dp
´ , Vp

´  and the other feature is γV . There
are two combinations. Among these two combinations, we find the best one according to the
classification results and it becomes the inputs of the prediction experiment. In the second
experiment, we use the features that we find in the first experiment as the ANFIS inputs and
calculate the correlation, MSE, regression slop under different membership functions. In the
third experiment, we combine the features of radar system with our features to perform
classification and prediction again.

6.1. Classification with support vector machine

Support vector machine is one of the most widely used machine-learning algorithms for
classification problems [22].

We group the subjects of level 1 and level 2 into the Bad group, and the subjects of level 3
belong to the Good group. There are 32 subjects in the Bad group and 28 subjects in the Good
group. Those subjects who belong to the Good group are marked with blue triangles and those
subjects who belong to the Bad group are marked with red circles.

S-value 1 2 3 4 5 6 7

Accuracy 0.55 0.55 0.55 0.56 0.56 0.61 0.58

Table 2. The SVM accuracy in different S-value with σD(1,S )´  and σV (1,S )´ .

According to the above chapter, we divide all steps into S sections. In order to find the S-value,
we perform different S-values in SVM classification. The inputs are σD(1,S )´  and σV (1,S )´  because
these two parameters are affected by the S-value. Table 2 lists the SVM accuracy in different
S-values and the highest accuracy is 0.61 when S equals six. Therefore, the S-value is six in our
experiment. In this article, the bold values in all the tables means the best result in the
experiment.

Level Dp
´ Vp

´

Level 1 47.72 117.4

Level 2 50.49 129.2

Level 3 56.55 152.3

Table 3. The Dp
´  and Vp

´  values.
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Figure 15. The Dp
´  and Vp

´  values of all subjects.

From Table 3, the subjects of level 3 have larger Dp
´  and Vp

´  than that of levels 2 and 1. The
values of each level are the mean of Dp

´  and Vp
´  of the subjects who belong to the level. Therefore,

the Dp
´  and Vp

´  become our choices of input features. Figure 15 shows the Dp
´  and Vp

´  of all
subjects.

Level σD(1,6)´ σV (1,6)´

Level 1 3.16 11.2

Level 2 3.48 11.9

Level 3 3.69 14.3

Table 4. The σD(1,6)´  and σV (1,6)´  values in three levels.

Figure 16. The σD(1,6)´  and σV (1,6)´  values of all subjects.

The subjects who have better respiratory function have larger σD(1,6)´  and σV (1,6)´  than those who
have poor respiratory function. In Table 4, the values of level 3 are higher than those of levels
1 and 2. The values of each level are the mean of σD(1,6)´  and σV (1,6)´  of the subjects who belong
to the level. Figure 16 shows the σD(1,6)´  and σV (1,6)´  of all subjects.

In addition, people have lower variance after they exercise. Figure 17 shows the pace distance
of a person in three different conditions: normal walking, walking after a short run and walking
after a long run. The variation of walking after a long run is smaller than others.
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Figure 17. Pace distance of a person in three conditions.

The σV (5,6)´  is the mean of velocity variance of the hind of the test and σV (1,2)´  is the mean of

velocity variance of the front of the test. To those subjects who have poor respiratory function,

the σV (5,6)´  is smaller than σV (1,2)´  because they feel like walking after a long run in the hind of

the test. On the other hand, for those subjects who have better respiratory function feel like

normal walking in the hind of the test.

Therefore, the σV (5,6)´ / σV (1,2)´  of those subjects who have poor respiratory function should be

smaller than those subjects who have better respiratory function. From Table 5, the

σV (5,6)´ / σV (1,2)´  value of level 3 is greater than levels 1 and 2. The values of each level are the mean

of σV (5,6)´ / σV (1,2)´  of the subjects who belong to the level. Figure 18 shows the σV (5,6)´ / σV (1,2)´  of all

subjects.

Level σV (5,6)´

σV (1,2)´

Level 1 0.93

Level 2 0.96

Level 3 1.04

Table 5. The 
σV (5,6)´

σV (1,2)´  values in three levels.

Figure 18. The 
σV (5,6)´

σV (1,2)´  of all subjects.
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Figure 19. The γV  of all subjects.

Input features Dp
´ , γV Vp

´ , γV

Accuracy 0.66 0.75

Table 6. The accuracy of SVM with different features.

The γV  considers the mean of velocity variance value and the velocity variance ratio

(γV =σV (1,6)´ * (σV (5,6)´ / σV (1,2)´ )), so γV  become our choices of the input features. Figure 19 shows

γV  values of all subjects. Table 6 lists the SVM results with different features.

The accuracy of input features (Vp
´ , γV ) is better than the other input features (Dp

´ , γV ). There‐

fore, we use (Vp
´ , γV ) as the best inputs of the classification experiment. Figures 20 and 21 show

the SVM result with the inputs (Vp
´ , γV ) and (Dp

´ , γV ), respectively. In Figure 20, the subjects of

the Good group have higher Vp
´  and γV  than those who are in the Bad group.

Figure 20. SVM classification result with Vp
´  and γV .
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Figure 21. SVM classification result with Dp
´  and γV .

6.2. Prediction with adaptive neural fuzzy inference systems

We utilize adaptive neural fuzzy inference system to help us predict the parameters from
pulmonary spirometer. The ANFIS system comes from the toolbox of Matlab.

Because we only collect about 60 cases so far, it is not enough for ANFIS to perform prediction.
In order to increase the training samples, we adopt Leave-one-out cross-validation method.
Leave-one-out cross-validation is used in analysing small datasets. It uses one sample as the
validation set and the remaining as the training set. Repeat on this way for all samples. We
can use this method to solve the insufficient data problem.

In ANFIS, it is important to choose a correct membership function. In addition, we also need
to choose the input sections. In the experiment, we use six different membership functions
including trapmf, gbellmf, gaussmf, gauss2mf, pimf and dsigmf. Figure 22 shows the mem‐
bership functions we use in our prediction experiment. The inputs of the experiment are Vp

´

and γV . In our results, we show the correlation, normalized Mean Square Error (MSEN) and
regression slope under different membership functions. The formula of MSEN is shown in Eq.
(20). The Targeti are the measured values from pulmonary spirometer and the Predicti are the
values come from ANFIS.

(20)

We try to predict three different parameters that come from the pulmonary spirometer: post
FEV1
FVC , postFEV1 and postFVC. The ‘post’ name means the parameters after the 6-min brisk

walking test. In the following part, for the convenience, we call post FEV1
FVC , postFEV1, postFVC

as, FEV1
FVC  FEV1, FVC, respectively. FEV1

FVC  and FEV1 are used to access the respiratory function,
so we choose these two parameters as our predicting targets.
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Figure 21. SVM classification result with Dp
´  and γV .
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pulmonary spirometer. The ANFIS system comes from the toolbox of Matlab.

Because we only collect about 60 cases so far, it is not enough for ANFIS to perform prediction.
In order to increase the training samples, we adopt Leave-one-out cross-validation method.
Leave-one-out cross-validation is used in analysing small datasets. It uses one sample as the
validation set and the remaining as the training set. Repeat on this way for all samples. We
can use this method to solve the insufficient data problem.

In ANFIS, it is important to choose a correct membership function. In addition, we also need
to choose the input sections. In the experiment, we use six different membership functions
including trapmf, gbellmf, gaussmf, gauss2mf, pimf and dsigmf. Figure 22 shows the mem‐
bership functions we use in our prediction experiment. The inputs of the experiment are Vp

´

and γV . In our results, we show the correlation, normalized Mean Square Error (MSEN) and
regression slope under different membership functions. The formula of MSEN is shown in Eq.
(20). The Targeti are the measured values from pulmonary spirometer and the Predicti are the
values come from ANFIS.

(20)

We try to predict three different parameters that come from the pulmonary spirometer: post
FEV1
FVC , postFEV1 and postFVC. The ‘post’ name means the parameters after the 6-min brisk

walking test. In the following part, for the convenience, we call post FEV1
FVC , postFEV1, postFVC

as, FEV1
FVC  FEV1, FVC, respectively. FEV1

FVC  and FEV1 are used to access the respiratory function,
so we choose these two parameters as our predicting targets.
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Figure 22. Different membership functions.

Correlation MSEN Regression slope

Trapmf 0.226 0.040 0.139

Gbellmf 0.203 0.041 0.127

Gaussmf 0.251 0.040 0.167

Gauss2mf 0.195 0.040 0.112

Pimf 0.215 0.039 0.125

Dsigmf 0.210 0.039 0.121

Table 7. The results of predicting 
FEV1
FVC .

FEV1-FVC is an index which is used to access the severity of airway obstruction. The lower
value means that the airway obstructs severely. Table 7 shows our prediction results and we
use [2 2] as the input sections. The Vp

´  and γV  are the experiment inputs. Figure 23 shows the
predicting results and regression slope under different membership functions.

FEV1 is also a parameter to access the respiratory function. The higher FEV1 value means that
the subjects have better respiratory function. Consequently, we also predict the FEV1 value.
Table 8 shows the prediction results and we use [3 2] as using 3 nodes for the first input and
2 nodes for the second input in the ANFIS system. The features Vp

´  and γV  are the experiment
inputs. Figure 24 shows the predicting results and regression slope in different membership
functions.
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Figure 23. The results of predicting 
FEV1
FVC  with different membership functions: (a) Trap MF, (b) Gbell MF, (c) Gauss

MF, (d) Gauss2 MF, (e) Pi MF and (f) Dsig MF.

Correlation MSEN Regression slope

Trapmf 0.694 0.140 0.746

Gbellmf 0.668 0.186 0.827

Gaussmf 0.640 0.193 0.774

Gauss2mf 0.386 1.968 1.264

Pimf 0.560 0.365 0.880

Dsigmf 0.352 2.692 1.321

Table 8. The result of predicting FEV1.

The correlation and regression slope of predicting FEV1
FVC  do not perform well under all mem‐

bership functions. However, the correlation and regression slope of predicting FEV1 per‐
form well under trapmf. From the two results above, we infer that our system is good at
predicting the respiratory parameter from pulmonary spirometer (FEV1). However, it is

hard to predict the computed value ( FEV 1
FVC ). Consequently, we also predict the FVC value.

Table 9 shows the prediction results and we use [3 2] as using 3 nodes for the first input and
2 nodes for the second input in the ANFIS system. Vp

´  and γV  are the experiment inputs.
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Figure 25 shows the predicting results and regression slope in different membership func‐
tions.

Figure 24. The results of predicting FEV1 with different membership functions: (a) Trap MF, (b) Gbell MF, (c) Gauss
MF, (d) Gauss2 MF, (e) Pi MF and (f) Dsig MF.

Correlation MSEN Regression slope

Trapmf 0.660 0.079 0.621

Gbellmf 0.647 0.094 0.693

Gaussmf 0.678 0.076 0.646

Gauss2mf 0.432 0.249 0.654

Pimf 0.192 0.458 0.354

Dsigmf 0.156 1.151 0.469

Table 9. The result of predicting FVC.

Table 10 shows the best results of predicting FEV1
FVC , FEV1 and FVC. The correlations of FEV1

and FVC are all good and close and the regression slope of FEV1 is better than FVC. However,

the correlation and regression slope of FEV1
FVC  do not perform well. The MSEN of FEV1

FVC  is smaller

than other two parameters. Our system is good at predicting the parameters of pulmonary
spirometer but do not perform well in predicting the ratio. Nevertheless, the high correlations
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of FEV1 and FVC verify that there is a correlation between pulmonary spirometer and our gait
analysis system.

Figure 25. The results of predicting FVC with different membership functions: (a) Trap MF, (b) Gbell MF, (c) Gauss
MF, (d) Gauss2 MF, (e) Pi MF and (f) Dsig MF.

Predicting target Correlation MSEN Regression slope

FEV1
FVC

0.251 0.040 0.167

FEV1 0.694 0.140 0.746

FVC 0.678 0.076 0.646

Table 10. The best result of predicting 
FEV1
FVC , FEV1 and FVC.

6.3. Cooperating with radar system

In this section, we combine the features of radar system with our features Vp
´  and γV . The radar

system is a tool using impulse to record the moving of the subjects' chest and analyse the
features of respiration. It uses the ΔAmp and the Δβratio to analyse respiration. These two
features are listed in Eq. (21). The Amp is the respiratory intensity of the subject. The β1 and β2

are the inspiratory speed and expiratory speed, respectively. The names ‘post’ and ‘pre’ mean
the parameters after a 6-min brisk walking and before a 6-min brisk walking, respectively. We
use these two features with Vp

´  and γV  to perform SVM classification and ANFIS prediction

experiments.
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Table 10. The best result of predicting 
FEV1
FVC , FEV1 and FVC.

6.3. Cooperating with radar system

In this section, we combine the features of radar system with our features Vp
´  and γV . The radar

system is a tool using impulse to record the moving of the subjects' chest and analyse the
features of respiration. It uses the ΔAmp and the Δβratio to analyse respiration. These two
features are listed in Eq. (21). The Amp is the respiratory intensity of the subject. The β1 and β2

are the inspiratory speed and expiratory speed, respectively. The names ‘post’ and ‘pre’ mean
the parameters after a 6-min brisk walking and before a 6-min brisk walking, respectively. We
use these two features with Vp

´  and γV  to perform SVM classification and ANFIS prediction

experiments.
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In the SVM experiment, there are still 32 subjects in the Bad group and 28 subjects in the Good
group. Because we use (Vp

´ , γV , ΔAmp,Δβratio) as the SVM inputs, we cannot draw a two-
dimensional (2D) figure. The accuracy with (Vp

´ , γV , ΔAmp, Δβratio) is 81.6% and it is higher
than the accuracy with (Vp

´ , γV ) (75%).
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(21)

Target (features) Correlation MSEN regression slope

FEV1
FVC , (Vp

´ , γV ) 0.251 0.040 0.167

FEV1
FVC , (ΔAmp, Δβratio) 0.525 0.071 0.84

FEV1
FVC , (Vp

´ , γV , ΔAmp, Δβratio) 0.428 0.054 0.534

FEV1, (Vp
´ , γV ) 0.694 0.140 0.746

FEV1, (ΔAmp,Δβratio) 0.474 0.190 0.39

FEV1, (Vp
´ , γV , ΔAmp, Δβratio) 0.675 0.020 0.864

FVC, (Vp
´ , γV ) 0.678 0.076 0.646

FVC, (ΔAmp,Δβratio) 0.129 0.217 0.13

FVC, (Vp
´ , γV , ΔAmp, Δβratio) 0.517 0.190 0.719

Table 11. The best results of predicting 
FEV1
FVC , FEV1 and FVC.

In the ANFIS experiment, we also predict FEV1
FVC  and FEV1 parameters and use

(Vp
´ , γV , ΔAmp, Δβratio) as the ANFIS experiment inputs. The input sections we used is [3 3 3

2] that means the number of nodes used in the four inputs are 3, 3, 3, and 2 respectively. Table 11

shows the results of predicting FEV1
FVC , FEV1 and FVC with (Vp

´ , γV ), (ΔAmp, Δβratio) and
(Vp

´ , γV , ΔAmp, Δβratio). We only list the best results among the six different membership

functions. Figure 26 shows the best results of predicting FEV1
FVC , FEV1 and FVC with (Vp

´ , γV ),

(ΔAmp, Δβratio) and (Vp
´ , γV , ΔAmp,Δβratio). In predicting FEV1

FVC , the correlation and regres‐
sion slope improve strongly though the MSEN value increases slightly by using
(Vp

´ , γV , ΔAmp, Δβratio). In predicting FEV1 and FVC, it does not improve the effects on
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correlation and regression slope by using (Vp
´ , γV , ΔAmp, Δβratio). Therefore, the features of

radar system cannot improve the results of predicting FEV1 and FVC.

Radar system improves our analysis results on both SVM classification and predicting the
parameter FEV1/FVC. With radar system's help, there is a higher correlation and accuracy
between the combined system and the pulmonary spirometer.

Figure 26. (a) Predicting 
FEV1
FVC  with (Vp

´ , γV ); (b)Predicting 
FEV1
FVC  with (ΔAmp, Δβratio); (c) Predicting 

FEV1
FVC  with

(Vp
´ , γV , ΔAmp, Δβratio); (d) Predicting FEV1 with (Vp

´ , γV ); (e) Predicting FEV1 with (ΔAmp, Δβratio); (f)

Predicting FEV1 with (Vp
´ , γV , ΔAmp, Δβratio); (g) Predicting FVC with (Vp

´ , γV ); (h) Predicting FVC with

(ΔAmp, Δβratio); (i) Predicting FVC with (Vp
´ , γV , ΔAmp, Δβratio).

7. Conclusion

We propose a vision sensor-based gait analysis method without wearing any sensor on human
body. In our approach, the proposed gait features analyse the subjects’ respiratory function.
We also perform a clinical experiment on COAD patients and normal people with our vision
sensor-based gait analysis method. With the extracted features, Vp

´  and γV , the classification
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7. Conclusion

We propose a vision sensor-based gait analysis method without wearing any sensor on human
body. In our approach, the proposed gait features analyse the subjects’ respiratory function.
We also perform a clinical experiment on COAD patients and normal people with our vision
sensor-based gait analysis method. With the extracted features, Vp

´  and γV , the classification
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result is close to the classification by the parameters of pulmonary spirometer. The SVM
accuracy is 75%. In ANFIS experiment, the correlations of ANFIS prediction on FEV1 and FVC
achieve 0.694 and 0.678.

In addition, by combining the features of radar system (ΔAmp and Δβratio) with our features

(Vp
´  and γV ), the SVM accuracy and predicting on ratio ( FEV1

FVC ) both improve strongly. The SVM

accuracy goes to 81 from 75% and the correlation of ANFIS on predicting FEV1
FVC  goes to 0.428

from 0.25. From the experiment above, we verify that there exists a correlation between the
pulmonary spirometer and gait analysis system.
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Abstract

As traditional electrodes are perturbing for patients in critical cases such as for burn
victims or newborn infants, and even to detect life sign under rubble, a contactless
monitoring system for the life signs is a necessity. The aim of this chapter is to present
a  complete  process  used  in  detecting  cardiopulmonary  activities.  This  includes  a
microwave  Doppler  radar  system  that  detects  the  body  wall  motion  and  signal
processing  techniques  in  order  to  extract  the  heartbeat  rate.  Measurements  are
performed at different positions simultaneously with a PC-based electrocardiogram
(ECG). For a distance of 1 m between the subject and the antennas, measurements are
performed for breathing subject at four positions: front, back, left, and right. Discrete
wavelet transform is used to extract the heartbeat signal from the cardiopulmonary
signal. The proposed system and signal processing techniques show high accuracy in
detecting the cardiopulmonary signals and extracting the heartbeat rate.

Keywords: Doppler radar, cardiopulmonary signals, wavelet transforms, electrocar‐
diogram, contactless monitoring

1. Introduction

Traditional electrocardiogram (ECG) with affixed electrodes could be perturbing for patients
with conditions such as burn victims or newly born infants, or when long duration monitor‐
ing is needed. In addition, a monitoring system detecting life signs under rubble or snow is
helpful, especially after earthquakes where the detection of life signs over long distance is needed.
The utility of microwave Doppler radar used in the detection of life signs has recently in‐

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



creased. Hence, a touchless cardiopulmonary monitoring is needed for such applications and
could be a prominent tool in home health care applications.

When a radio wave is transmitted toward a person, it will be reflected off his/her body. If the
reflection occurs off the chest of a motionless person, the reflected signal has a phase modu‐
lation due to the Doppler effect due to the movement of the chest, which is caused mainly by
heartbeats and breathing. On the other hand, when the breath is held, the reflected signal will
depend on the chest displacement due to heartbeat alone.

The aim of this chapter is to present a tunable system in terms of power and frequency that
shows the capability to detect chest displacement due to heart beat at different operational
frequencies and for different transmitted powers. This allows specifying the appropriate
operational frequency for the minimum transmitted power. In addition, simultaneously with
a PC-based ECG, measurements are performed at the four different sides (front, back, left, and
right) of the person under test (PUT). Wavelet transforms are used in order to separate the
heartbeat signal from the cardiopulmonary signal and to extract the heartbeat rate (HR).

The rest of this chapter is organized as follows: Section 2 provides background information
about chest-wall displacement. Section 3 describes related work for the system design and the
signal processing technique. Section 4 presents the proposed system and some preliminary
results obtained at different operational frequencies. Section 5 shows the cardiopulmonary
signals obtained at different sides from the subject and presents the results upon applying the
proposed signal processing technique. Section 6 concludes the work.

2. Chest displacement due to breathing and heart beating

Using microwave Doppler radar, several techniques were established in order to sense the
cardiopulmonary activity. When a microwave signal is transmitted to a person’s chest, the
power of the reflected signal when it occurs at the air/skin interface is higher than the power
of the signal reflected from internal organs. Then, the signal reflected off the person’s chest
contains information about the chest displacement due to cardiopulmonary activity including
breathing and heartbeat. Based on these displacements, the heartbeat rate and the respiration
rate can be extracted. However, these motions are not the same for all people. This section
describes the mechanism of the chest displacement due to both heartbeat and respiration, as
well as some experiments measuring the displacement amount.

2.1. Surface motion due to the cardiac cycle

When the heart beats, it pushes blood through the lungs and to tissues throughout the whole
body. A pressure is generated when the heart contracts in order to drive the flow of the blood.
While contracting, the heart hits the cavity of the chest creating a significant displacement at
the surface of the skin. As the left ventricle carries out blood to all parts of the body, the
contraction and relaxation of the left ventricle cause a larger chest motion than other heart
actions in healthy subjects. During isovolumetric contraction, the heart normally undergoes a
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heartbeats and breathing. On the other hand, when the breath is held, the reflected signal will
depend on the chest displacement due to heartbeat alone.

The aim of this chapter is to present a tunable system in terms of power and frequency that
shows the capability to detect chest displacement due to heart beat at different operational
frequencies and for different transmitted powers. This allows specifying the appropriate
operational frequency for the minimum transmitted power. In addition, simultaneously with
a PC-based ECG, measurements are performed at the four different sides (front, back, left, and
right) of the person under test (PUT). Wavelet transforms are used in order to separate the
heartbeat signal from the cardiopulmonary signal and to extract the heartbeat rate (HR).

The rest of this chapter is organized as follows: Section 2 provides background information
about chest-wall displacement. Section 3 describes related work for the system design and the
signal processing technique. Section 4 presents the proposed system and some preliminary
results obtained at different operational frequencies. Section 5 shows the cardiopulmonary
signals obtained at different sides from the subject and presents the results upon applying the
proposed signal processing technique. Section 6 concludes the work.

2. Chest displacement due to breathing and heart beating

Using microwave Doppler radar, several techniques were established in order to sense the
cardiopulmonary activity. When a microwave signal is transmitted to a person’s chest, the
power of the reflected signal when it occurs at the air/skin interface is higher than the power
of the signal reflected from internal organs. Then, the signal reflected off the person’s chest
contains information about the chest displacement due to cardiopulmonary activity including
breathing and heartbeat. Based on these displacements, the heartbeat rate and the respiration
rate can be extracted. However, these motions are not the same for all people. This section
describes the mechanism of the chest displacement due to both heartbeat and respiration, as
well as some experiments measuring the displacement amount.

2.1. Surface motion due to the cardiac cycle

When the heart beats, it pushes blood through the lungs and to tissues throughout the whole
body. A pressure is generated when the heart contracts in order to drive the flow of the blood.
While contracting, the heart hits the cavity of the chest creating a significant displacement at
the surface of the skin. As the left ventricle carries out blood to all parts of the body, the
contraction and relaxation of the left ventricle cause a larger chest motion than other heart
actions in healthy subjects. During isovolumetric contraction, the heart normally undergoes a
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partial rotation in a counterclockwise direction, causing the lower front part of the left ventricle
to strike the front of the chest wall [1]. Also, the left ventricle shortens while contracting,
shaping the heart to be more spherical, increasing its diameter, and further adding to the
impulse on the chest wall [2]. The peak outward motion of the left ventricular impulse occurs
either simultaneously with or just after the opening of the aortic valve. Then the left ventricular
apex moves inward [1]. The left ventricular motion causes the chest to pulse outward briefly
and the adjacent chest retracts during ventricular ejection [3]. This impulse occurs at the lowest
point on the chest where the cardiac beat can be seen, and it is normally above the anatomical
apex [4]. Some studies found a second outward movement at the apex: the pre-ejection beat
[5]. Many techniques for quantitatively measuring the gross displacement of the chest wall
have been applied, including the impulse cardiogram [1], a single-point laser displacement
system [6], structured lights and the Moiré effect [7], laser speckle interferometry [8], a
capacitance transducer [9], a magnetic displacement sensor [10], and a phonocardiographic
microphone [11]. The values of the skin motion due to heartbeat vary between individuals due
to physiological difference, age differences, and body shape differences. Since the amount and
the speed of the motion of the heart within the chest changes with age, it is expected that the
amount of the chest motion due to the heartbeat changes with age. Recent studies found that
the expected movement of the mitral valve ahead the heart’s long axis is about 1.49 cm at age
of 20 with an expected velocity of 7.48 cm/s, and 1.22 cm at age of 84 with an expected velocity
of 7.48 cm/s [12]. Another study showed that the displacement of the septum decreases with
age, but the displacement of the left lateral wall and the posterior wall of the heart remains
constant between ages 49 and 73 [13]. The absolute diastolic displacement of annular sites
among children increases significantly with increasing body weight (which is expected since
the size of the heart and thorax is increasing), but the percent displacement was inversely
proportional to body weight [14]. Although there is no significant change in left ventricular
ejection volume with age, the arterial pressure wave varies greatly with age: arterial wall
thickness increases, arterial diameter increases, and arterial distensibility decreases [15]. The
arterial wall rigidity is expressed as [16]

0.421 0.0602 agea = + ´ (1)

This indicates that pulses will be smaller and more difficult to measure in older subjects. At a
pulse, subjects aged between 60 and 70 years have 50% lower variation in the cross-sectional
area of the artery than subjects aged between 20 and 30 years [16]. When the variation in the
arteries’ diameter decreases, the amplitude of the surface skin displacement will decrease. This
results in decreasing the signal-to-noise ratio when measuring the pulse using a Doppler radar.
In average, the peak-to-peak chest motion in adults due to the heartbeat is about 0.5 mm.

2.2. Surface motion due to respiration

The chest surface motion due to breathing is the combination of the abdominal and rib cage
movements. A linear correlation exists between cross-sectional area of the thorax, displace‐
ment of the diaphragm, displacement of the rib cage, and lung volume [17]. At the third rib,
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the angle of the pump handle changes between 20° and 30°, and the rib radius changes between
10.6 and 10.8 cm. At the seventh rib, the angle of the pump handle changes between 30° and
37°, and the rib radius changes between 1.37 and 1.42 cm [18]. Comparing the chest motion in
the front/back, left/right, and up/down directions shows that the largest motions correspond
to the sternum and the navel. Sternum moves forward 4.3 mm with inspiration, and the navel
which moves forward 4.03 mm with inspiration [19]. The relation between tidal volume and
abdominal wall linear displacement is measured using a laser displacement measuring device
[20]. An expansion of the abdomen is observed: 4 mm for 400 ml inspiration and 11 mm for
1100 ml inspiration. Also, during spontaneous breathing, an abdominal displacement of 12
mm is observed.

3. Related work

This section presents the related work in both system design and signal processing techniques.

3.1. System design

Since the 1970s [21], microwave Doppler radar has been used in sensing physiological
movement. The original work was done with heavy, bulky, and expensive components.
However, it was useful for research improvements. During the 1980s, heart and respiration
signals were obtained using 10.5 GHz frequency signal. Using a horn antenna placed few
centimeters from the subject, the system shows capability to detect cardiopulmonary signals
using a 10-mW transmitted power [22]. In 1990, systems operating at 2 and 10 GHz were tested
in detecting life signs in victims under clutter. The radiated power varied between 10 and 20
mW [23]. In 1997, heartbeat and respiration signals were detected at a distance of 10 m using
24 GHz frequency system with 30 mW output power and 40 dB antenna gain [24]. In the year
2000, systems operating at 450 and 1150 MHz, with a radiated power around 300 mW, were
used to detect life sings in victims under rubble [25]. In 2001, a 1.2-GHz, 70-mW quadrature
superheterodyne system was used to detect breathing of a subject under 1.5-m rubble [26].
Operating at 1.6 and 2.4 GHz, direct-conversion Doppler radars have been integrated in 0.25
μm complementary metal-oxide semiconductor (CMOS) and BiCMOS technologies. The
output power was estimated to be 6.5 dBm [27]. Heart and respiration activities were detected
using a modified Wireless Local Area Network (LAN) Personal Computer Memory Card
International Association (PCMCIA) card and a module combining the transmitted and
reflected signals [28,29]. The operational power of the system was 35 mW and the distance
from the subject was 40 cm. Other systems operating in the Ka-band were described in Ref. [30]
using a low-power double-sideband transmission signal. For a distance of 2 m from the subject,
and for 16 and 12.5 μW, respectively, the systems showed an accuracy of 80% in detecting the
heartbeat rate. Recently in 2006, some measurements were performed in order to detect
multiple heartbeats signals [31]. Operating at 2.4 GHz and 1 mW power, the system was able
to determine the number of persons in a room. With the same characteristics, another system
using single and multiple antennas systems showed the possibility of separating two respira‐
tion signals [32]. In 2007, a new study showed the possibility of detecting the presence of a
person through a wall using ultra-wideband (UWB) radar [33]. Lately in 2008, some experi‐
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ments are preformed to detect life signs using a 4–7-GHz band with 1 mW power and around
7 dB antenna gain. This system uses the complex signal demodulation (CSD) and the arctan‐
gent demodulation in order to cancel random body movements [34]. In 2009, a system
operating at 10 GHz showed the ability to detect the heart and the respiration activity of a
person behind a wall.

Recently, a system having two Vivaldi antennas, a Mini-Circuits ZHL-42 power amplifier for
the transmission, and a Hittite HMC753 low-noise amplifier in the receiver is proposed [35].
The receiver is composed of a down-converter of a 20-MHz IF band, a mixer, an Agilent signal
generator and a band-pass filter, and the received signal is sent to the analog-to-digital
converter (ADC). A 60-MHz sampling clock provided by an external clock and synchronized
with the field-programmable gate array (FPGA) reference clock for the signal digitization.
Then, the sampled data are sent to the FPGA for digital down conversion. Another system
composed of two antennas, an oscillator that provides both the receiver’s local oscillator and
the transmitted signal, and a mixer is presented in [36]. I/Q channel demodulation with
calibration method is added to alleviate the null point problem and acquire an accurate phase
demodulation result with high linearity. Another system presented in [37] is based on multiple
transceivers, and antennas with polarization and frequency multiplexing are used to detect
signals from different body orientations.

3.2. Signal processing techniques

In Doppler cardiopulmonary monitoring, the heartbeat and the respiration signals are laid
together. Hence, a processing technique is needed in order to determine the characteristics of
each signal. The signal processing part includes the separation of the cardiopulmonary signals
and the extraction of the heartbeat rate. The amplitude of the respiration signal is much greater
than the amplitude of the heartbeat signal. Therefore, the respiration rate can be determined
without filtering. On the other hand, determining the heartbeat rate needs a processing
technique. At rest, the heartbeat rate varies between 50 and 90 beats per minute [38]; this
corresponds to a frequency between 0.83 and 1.5 Hz, respectively. On the other hand, the
resting respiration rate varies between 9 and 24 breaths per minute [38]; this corresponds to a
frequency between 0.15 and 0.4 Hz. Due to the difference of the frequencies that correspond
to the heartbeat and the respiration rates, the average heartbeat rate could be determined upon
extracting the frequency components of the cardiopulmonary signals. This allows determining
the average heartbeat rate over a specific window of time. On the other hand, determining the
heartbeats variation over time needs a peak-finding technique.

Several techniques were used in processing the cardiopulmonary signals. This processing
includes separating the heartbeat signal from the respiration signal and then finding the
heartbeat rate. Some measurements were performed while holding the breath. This eliminates
the isolation process of the heartbeat signal, but a filtering approach is still needed in order to
remove noise and distorting signals.

First measurements for heartbeat and respiration were performed separately. Holding the
breath allows detecting the heartbeat signal [21]. Another study shows the possibility of
measuring the heartbeat and respiration activities successively where a low-pass filter with 4
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Hz cutoff frequency was used to remove unwanted frequencies [23]. In 2000, heartbeat and
respiration signals were measured simultaneously. The output signal is fed through a band-
pass filter (BPF) with passing band between 0.1 and 4 Hz. The heartbeat and respiration rates
are obtained by applying fast Fourier transform (FFT) to the original signal. The dominant
peak in the frequency domain was taken as the breathing frequency, and the second dominant
peak was taken as the heartbeat frequency [25]. In 2002, separated measurements for heartbeat
and respiration were performed. The respiration signal was filtered with a BPF (0.03–0.3 Hz),
and the heart signal was filtered with a BPF (1–3 Hz) [27]. Another work tended to detect the
heartbeat signal using a 12-dB/octave high-pass filtering at 0.03 Hz in order to remove DC
offset, and a 12-dB/octave low-pass filtering at 3 Hz was used to avoid aliasing error. The heart
signal was further isolated with an additional 12 dB/octave HPF at 1 Hz [39]. Also in 2002,
measurements for breathing persons were performed. The respiration signal was isolated
using a fourth-order low-pass Butterworth filter with cutoff frequency at 0.7 Hz. The heartbeat
signal was isolated using a fourth-order band-pass Butterworth filter with cutoff frequencies
at 1 and 3 Hz. The rate determination is based on the use of auto-correlation. A spatial zero-
forcing filter is applied so that the DC is removed from the measured received signal [40]. In
2003, a wireless LAN PC card was used. A low-pass resistor-capacitor (RC) filter having a
cutoff frequency 100 Hz is used to filter the baseband output of the receiver. This helps
denoising the signal as well as avoiding aliasing error. The filtered signal is then converted to
digital in order to be processed in a notebook PC. The prefiltered, digitized signal was filtered
further in the digital domain to separate the heart and breathing signals. The heart signal was
isolated using a 0.75–5 Hz band-pass filter for 10 s interval. Based on the periodicity of the
autocorrelation function, the heartbeat rate was estimated [28]. In 2006, a system using a signal
processing part similar to some previous work is stated. The heartbeat signal was first
separated from the respiration signal by a Butterworth BPF with passband from 0.7 to 3 Hz.
The filtered signal was then windowed and auto-correlated. Then, FFT was applied to the auto-
correlated signal to obtain the heartbeat rate [41].

Recently, other processing techniques are used for cardiorespiratory separation. In [35], FPGAs
are used to process either time- or frequency-domain signals in human sensing radar appli‐
cations. It is applied for continuous wavelet (CW) and UWB radars. In CW Doppler radar, a
novel superheterodyne receiver is used to suppress low-frequency noise and includes a digital
down-converter module implemented in an FPGA. In [36], compact quadrature Doppler radar
sensor is used: Continuous wavelet filter and ensemble empirical mode decomposition
(EEMD) based algorithms are applied for cardiorespiratory signal to separate the cardiac and
respiratory signals. The accurate beat-to-beat interval can be acquired in time domain for heart
rate variability (HRV) analysis. A curvelet transform is applied in [42] in order to remove the
direct coupling wave and background clutters. Life signals are denoised using a singular value
decomposition. Both the FFT and the Hilbert-Huang transform are applied in order to separate
and extract the frequencies of the human vital sign as well as the characteristics of micro-
Doppler shift for an UWB radar. Least mean square adaptive harmonic cancellation algorithm
is proposed in [43] to separate the breathing and heartbeat signal from biological Doppler
radar. The respiration signal is used as a model reference input while the radar signal due to
body motion is considered as the original input of the model. A model is designed and
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validated experimentally with commercial motion detector [44]. A low-pass filter with 0.7 Hz
cutoff frequency is used to extract the respiration signal, while a band-pass filter between 0.9
and 2.5 Hz is used to extract the heartbeat signal. In [37], complex technique is discussed; a
complex signal demodulation technique is proposed to eliminate the null detection point
problem in non-contact vital sign detection. This technique is robust against DC offset in a
direct conversion system. Hence, a random body movement cancellation technique is devel‐
oped to cancel out strong noise caused by random body movement in non-contact vital sign
monitoring. The complex signal is software reconstructed in real time by S(t) = I(t) + j Q(t).
System setup of random body movement cancellation technique is designed of two transceiv‐
ers, one in front of and the other behind the human body, which are transmitting and receiving
signals with different polarization and wavelength. The two complex signals are multiplied.
This multiplication corresponds to convolution and frequency shift in frequency domain, thus
canceling the Doppler frequency drift and only keeping the periodic Doppler phase effects. In
[45], fast acquisition of HR is proposed, the length of the time window is less than 5 s and the
accuracy is significantly degraded due to insufficient spectrum resolution. In [37], CSD is used
for vital sign detection. A time-window-variation technique is developed for fast acquisition
of HR from short-period time windows and measuring HR variation using CSD. The proposed
method has also proved to be able to measure HR variation using CSD.

3.3. Discussion

Systems used in these works lack determining the most appropriate parameters for these
applications. These parameters are the operational frequency, the radiated power, and the
optimal signal processing technique. The proposed system shows the ability of tuning both
the operational frequency and transmitted power. Hence, it is able to determine better emitted
frequency with less power that detects heartbeat accurately. On the other hand, most of the
processing techniques tend to extract an average heartbeat rate of the subject. This does not
give information about the variation of the heartbeat rate and requires a long-duration window
which makes the real-time processing not possible. The proposed signal processing technique
shows the ability to detect the variation of the heart activity in time.

4. Proposed system: design and preliminary results

The most important factors in a Doppler radar using a CW signal are the operational frequency
and the radiated power. The former governs the penetration of clothing, the reflection at the
air/skin interface, and the signal-to-noise ratio. The latter must be taken into consideration as
both patients and medical staff are exposed to the radiations. Our proposed system shows the
ability of tuning the operational frequency, as well as the transmitted power. The choice of the
operational frequency and the radiated power are subject to international standards.

This section introduces the limitations in terms of power and frequency, presents the proposed
system, and shows the preliminary results obtained at different operational frequencies: 2.4,
5.8, 10, 16, and 60 GHz.

Position-Free Vital Sign Monitoring: Measurements and Processing
http://dx.doi.org/10.5772/63915

37



4.1. Frequency and power limitations

The touchless cardiopulmonary detection is based on a reflected signal off the person’s chest.
Hence, the most important feature is that the RF signal penetrates clothing with minimal
reflection and has a higher reflection at the air/skin interface. These properties depend on the
operational frequency. For most microwave frequencies, the reflection at the air/skin interface
is high. However, the signal reflects at the air/skin interface less as the frequency decreases,
and it has more significant reflections from clothing or bedding as the frequency increases. As
shown in Eq. (3), the amount of the phase variation is indirectly proportional to wavelength
of the carrier. Hence, the signal-to-noise ratio is directly proportional to the operational
frequency (f = c/λ). The higher the frequency, the shorter the wavelength, and then the greater
the phase variation. For a constant phase noise at different frequencies, increasing the fre‐
quency increases the signal-to-noise ratio. Another feature related to the operational frequency
is the antenna size. As the frequency increases, the same antenna gain can be obtained with a
physically smaller antenna. The maximum directivity that can be obtained from an antenna
with aperture area A is

max 2

4
=

AD p
l

(2)

where λ is the wavelength of the transmitted signal. When λ decreases, the area decreases for
constant directivity. All these factors should be taken into consideration in order to specify the
operational frequency.

As the Doppler radar results in a transmitted power, it is necessary to decrease the transmitted
power in order to decrease the radiated energy the patient is exposed to during measurements.
Various organizations and countries have developed exposure standards for radio frequency
energy. These standards recommend safe levels of exposure for both the general public and
for workers. Since 1985, In the USA, the Federal Communications Commission (FCC) has
accepted and used approved safety guidelines for the exposure of the RF environmental.
Several Federal health organizations such as the US Food and Drug Administration (FDA),
the Environmental Protection Agency (EPA), the Occupational Safety and Health Adminis‐
tration (OSHA), and the National Institute for Occupational Safety and Health (NIOSH) have
also been concerned in issues related to monitoring and RF exposure [46]. The FCC guidelines
for human exposure to RF electromagnetic fields were derived from the recommendations of
two expert organizations: the National Council on Radiation Protection and Measurements
(NCRP) and the Institute of Electrical and Electronics Engineers (IEEE). Both the NCRP
exposure criteria and the IEEE standard were developed by expert scientists and engineers
after extensive reviews of the scientific literature related to RF biological effects.

The exposure guidelines are based on thresholds for known adverse effects, and they incor‐
porate prudent margins of safety. In adopting the most recent RF exposure guidelines, the FCC
consulted with the EPA, FDA, OSHA, and NIOSH and obtained their support for the guide‐
lines that the FCC is using. The International Commission on Non-Ionizing Radiation Protec‐
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tion (ICNIRP) has developed exposure guidelines that are applicable in many countries
including Europe. The safety limits stated by the ICNIRP limits are similar to those stated by
the NCRP and IEEE, with few exceptions. For example, ICNIRP recommend different exposure
thresholds in both the lower and the upper frequency ranges and for localized exposure due
to some devices as cellular phones. The NCRP, IEEE, and ICNIRP exposure guidelines identify
the same threshold level at which harmful biological effects may occur, and the values for
maximum permissible exposure (MPE) recommended for electric and magnetic field strength
and power density are based on this level. The American National Standards Institute (ANSI)
standard was developed over a period of several years by scientists and engineers with
considerable experience and knowledge in the area of RF biological effects and related issues.
The recommendations were based on a determination that the threshold of hazardous
biological effects was approximately 4 W/kg [47]. The Watts per kilogram unit is an expression
for the rate of energy absorption in the body given in terms of the specific absorption rate
(SAR). A safety factor of 10 was then incorporated to arrive at the final recommended protec‐
tion guidelines. In other words, the protection guides can be correlated with an SAR threshold
of about 0.4 W/kg [29]. In addition, the guidelines stated by NCRP, IEEE, and ICNIRP for the
maximum permissible exposure depend on the transmitting frequencies. This is caused by the
fact that the human body absorption of RF energy varies accordingly with the RF signal
frequency. The highest RH energy absorbed by the human body lies in the frequency range
30–300 MHz; thus, the most restrictive limits are applied. Other exposure limits are stated for
devices that expose only part of the body such as mobile phones [48].

4.2. System operating at different frequencies

The proposed system consists of using only a vector network analyzer (VNA) and two
antennas. This accommodates a quick and simple installation process. Figure 1 represents the
proposed system. Beside simplicity, many benefits are offered upon the use of a VNA. This
section describes the characteristics of the proposed system including VNA and antennas and
shows the benefits of this system.

Figure 1. Proposed system design: microwave system and ECG.
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In order to provide a comparative study in terms of operational frequency, several frequencies
were tested using the proposed system. The operational frequencies should cover as much
radar band designations as possible, as well as industrial-scientific-medical (ISM) bands. The
operational frequencies chosen in this work are 2.4 GHz (ISM S-band), 5.8 GHz (ISM C-band),
10 GHz (X-band), 16 GHz (Ku-band), and 60 GHz (ISM V-band). Choosing these frequencies
allows providing a comparative approach for different frequencies. In addition, the choice of
the frequencies covers different bands of frequencies, specifically, S, C, X, Ku, and V bands.
Also, the chosen frequencies include within some ISM bands, specifically 2.4, 5.8, and 60 GHz.
Besides, these frequencies are selected taking into account the operational limits of the VNA
and the antennas.

4.3. Vector network analyzer

VNA is one of the most used systems for microwave measurements and RF applications. It
allows verifying the RF performance of microwave devices as well as their characterization in
terms of network scattering parameters or S parameters in both magnitude and phase. The
utilized vector network analyzer is an HP N5230A 4-port PNA-L. This VNA provides the
combination of speed and accuracy for measuring multi-port and balanced components such
as filters, duplexer, and RF modules up to 20 GHz. The N5230A VNA provides the following
features and benefits:

• Full 4-port S parameter and balanced measurements up to 20 GHz

• 120 dB dynamic range at 20 GHz

• <0.006 dB of trace noise at 100 kHz intermediate frequency band width (IFBW)

• <4 μs/point measurement speed

• Automatic port extension automatically corrects for in-fixture measurements

• Advanced connectivity with LAN, universal serial bus (USB), and general purpose interface
bus (GPIB) interfaces

4.4. Antennas

The same wide band antennas (Q-par Angus Ltd.) were used for transmission and reception
in experiments performed between 2 and 18 GHz. The Q-par Angus Ltd. (model number
WBH2-18HN/S) has a frequency range between 2 and 18 GHz, with a nominal gain between
10 and 22 dBi and a nominal beam width between 6° and 11°. The voltage standing wave ratio
(VSWR) of the antenna is less than 2.5:1 (typically <2.0:1), and its cross polar is less than −17
dB. The antenna dimensions are 622 × 165 × 165 mm approximately, it weighs 2.7 kg and
operates for temperatures between −40 and +70°C.

4.5. System operating at 60 GHz

In order to provide a comparative approach, an extension to the proposed system is added in
order to sustain a frequency signal of 60 GHz. This is achieved using up-conversion and down-
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conversion methods. As the operational range of the VNA is limited to 20 GHz, a 3.5 GHz
signal is up-converted to 60 GHz, then transmitted. The received 60 GHz signal is down-
converted to 3.5 GHz. The measurement system is shown in [49]. The up- and down-conversion
processes are obtained as follows: the VNA generates a CW signal at 3.5 GHz. Mixed with the
phase locked oscillator (PLO) at 56.5 GHz frequency, the 3.5 GHz frequency is up-converted
to 60 GHz. The IF signal is sent to the RF block. This block is composed of a mixer, a frequency
tripler, a PLO at 18.83 GHz and a Band-Pass Filter (BPF) (59–61 GHz). The local oscillator (56.5
GHz) frequency is obtained with an 18.83 GHz PLO with 70 MHz external reference and a
frequency tripler. The phase noise of the 18.83 GHz PLO signal is about −110 dBc/Hz at 10 kHz
off carrier. The Band Pass Filter (BPF) with a bandwidth of 59–61 GHz removes out-of-band
spurious signals caused by the modulator operation. The 0-dBm obtained signal is fed into a
horn antenna with a gain of 22.4 dBi and a half-power beam width (HPBW) of 10° E and 12°
H. The receiving antenna, identical to the transmitting horn antenna, is connected to a BPF
(59–61 GHz). The input BPF removes the out-of-band noise. The RF filtered signal is down-
converted to an IF signal centered at 3.5 GHz and fed into a BPF with a bandwidth of 2 GHz.
A low noise amplifier (LNA) in the band of 2–4 GHz with a gain of 45 dB (noise factor 0.5 dB)
is used to achieve sufficient gain. A variable attenuator with a dynamic range of 70 dB is used
to control the IF power of IF input signal.

4.6. Preliminary results

The chest displacement varies between 4 and 12 mm due to respiration, while it ranges between
0.2 and 0.5 mm due to heart beating [19]. The measurement of this small displacement is the
objective of this work. The variation of the phase of S21 is directly proportional to the chest
displacement and indirectly proportional to the wavelength of the signal according to the
following relationship:

4 ( )( ) D
D =

x tt pq
l

(3)

where λ is the wavelength of the transmitted signal and Δ is the chest displacement.

In order to validate the proposed system, measurements were performed at different frequen‐
cies. This section describes the measurements setup. As the frequency range of the antenna is
between 2 and 18 GHz, and the maximum frequency of the VNA is 20 GHz, a set of experiments
were performed between 2 and 18 GHz. Specifically, experiments were performed at 2.4, 5.8,
10, and 16 GHz. Another operational frequency, 60 GHz, was used via up- and down-
conversion methods between 3.5 and 60 GHz. These two versions of the system were tested
with a total output power of −10 dBm and for a distance of 1 m between the antennas and the
person. The total output power, in other words radiated power, is the transmitted power added
to the gain of the antenna. Measurements were performed on a 27-year-old healthy person,
while holding the breath for a duration of 10 s [50]. The number of points taken for this window
of time is 20,000 points. Hence, a sampling frequency of 2 kHz is obtained.
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Performing a measurement begins by generating a continuous wave signal at the desired
operational frequency. This CW signal, generated by the VNA, is driven to the transmitting
antenna that is directed to the subject’s chest. Reflected off the chest of the person under test,
the signal is received by the receiving antenna and is driven back to the VNA. The phase
variation S21, which corresponds to the difference in terms of phase between the transmitted
and the received signal, is computed. The difference in phase is due to the chest displacement.
Hence, it contains information about the cardiopulmonary signals when breathing normally
and about the heartbeat signal when holding the breath.

The theoretical values of the phase variation due to the chest displacement ranges and the
average phase variation obtained by measurements when operating at 2.4, 5.8, 10, 16, and 60
GHz are shown in Table 1.

Frequency Wavelength (λ) ∆θ for ∆x = 0.2 mm ∆θ for ∆x = 0.5 mm Experimental ∆θ

2.4 GHz 125 mm 1.15° 2.88° 1.57°

5.8 GHz 51.72 mm 2.78° 6.96° 3.66°

10 GHz 30 mm 4.8° 12° 5.27°

16 GHz 18.75 mm 7.68° 19.2° 10.46°

60 GHz 5 mm 28.8° 72° 43.85°

Table 1. Theoretical and measured phase variations due to chest displacement.

For each of the utilized frequencies, the phase variation ranges within the theoretical limits.
Figure 2 shows the phase variations due to heartbeat signals detected at different frequencies
and plotted within the same scale. It can be noticed that the phase variation increases when

Figure 2. Phase variation of S21 due to heartbeat signal measured when holding the breath at different operational fre‐
quencies: (a) 2.4 GHz, (b) 5.8 GHz, (c) 10 GHz, (d) 16 GHz, (e) 60 GHz, and (f) all frequencies over the same scaling.
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the frequency increases. Thus, higher sensitivity to small displacements is obtained at higher
frequencies. The use of higher frequencies will reduce the noise effect and increase the accuracy
in detecting the peaks of the signal.

5. Cardiopulmonary signals at different sides: front, back, left, and right

As the cardiopulmonary monitoring for patients and people under rubble requires heartbeat
detection regardless their positions with respect to the system, measurements were performed
at the four different sides from the PUT: front, back, left, and right. This section describes the
measurement and shows the results of the contactless cardiopulmonary detection at four
different sides.

5.1. Measurement setup

The measurements were performed on a 54-year-old healthy subject, sitting at a distance of 1
m from the antennas. The operational frequency of the microwave system is 5.8 GHz with a
total output power of 0 dBm. Each measurement lasts 30 s where the PUT breathes normally.
The contactless measurement signal is acquired simultaneously with a PC-based ECG to be
used as a reference signal for the heartbeat detection in order to validate the accuracy of both
the microwave system and the signal processing technique. Figure 3 presents the phase of S21

measured at four positions: (a) measurement from the front side of the person, (b) measure‐
ment from the back side of the person, (c) measurement from the left side of the person, and
(d) measurement from the right side of the person.

Figure 3. Phase variation of S21 due to the cardiopulmonary activities measurement at different sides from the subject:
(a) front side, (b) back side, (c) left side, and (d) right side.
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It can be noticed that the respiration signal is from the front side of the subject is clearer than
other sides in time domain. The signal processing technique in the next subsection will show
how it is possible to extract the heartbeat signal from the cardiopulmonary signal over all sides.

5.2. Signal processing techniques

Because the phase variations of S21 caused by respiration are larger than those caused by the
heart beating, processing techniques are required to extract heartbeat signal from the obtained
cardiopulmonary signal. Previous works tend to apply the FFT in order to extract the heartbeat
rate. This gives an average value of the HR over a specific window of time; hence, it lacks
providing information about the variation of the HR in time and cannot be established in real
time as it needs a long-duration window. In order to overcome these problems, the discrete
wavelet transform (DWT) is applied to extract the heartbeat signal.

The DWT (Wj, k) of a signal f(t) is given by the scalar product of f(t) with the scaling function
(i.e. the wavelet basis function ϕ(t) which is scaled and shifted:

( , )jW k (4)

where the basis function is given by

2, ( ) 2 (2 )
j

j
j k t t k

-
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where j is the jth decomposition level or step and k is the kth wavelet coefficient at the jth level
[51]. DWT is computed by successive low-pass and high-pass filtering of the discrete time-
domain signal [51]. DWT determination examines the signal at different frequency bands with
different resolutions by decomposing the signal into approximation coefficients (A) and
detailed information (D). Hence, this algorithm gives precise analysis of frequency domain at
low frequency and time domain at high frequency. The DWT principle is resumed in Figure 4.

In general, Dn contains frequencies between fs/2n and fs/2n+1. As the HR varies between 60 and
120 beats per minute, the frequency of the heartbeat is located between 1 and 2 Hz. For the
actual sampling frequency used in the VNA (666.7 Hz), no decomposition provides the signal
having its frequency component between 1 and 2 Hz. Hence, a re-sampling is needed in order
to convert the sampling frequency from 666.7 to 512 Hz. This lets the 1–2 Hz components be
included in the 8th-level decomposition of the wavelet. Once the wavelet decomposition is
extracted, the signal is reconstructed in time domain, and a peak detection method can be
applied in order to detect peaks (beats), thus, to extract the heartbeat rate. The wavelet
transform used in this study is the Bior2.4.
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Figure 4. Example of wavelet decomposition.

Figure 5 shows the result of the 8th-level decomposition upon applying Bior2.4 to the cardi‐
opulmonary signal detected from the front side of the PUT as well as the ECG signal extracted
simultaneously with the cardiopulmonary signal.

Figure 5. ECG vs. cardiopulmonary signal extracted from the front side of the subject and processed using DWT Bi‐
or2.4 level 8.

Applying the peak detection method to both ECG and filtered cardiopulmonary signal
detected at the front side from the subject gives, respectively, 41 R-waves and 44 peaks. This
results in an HR of 85 bpm for the ECG and 93 bpm for the filtered cardiopulmonary signal.
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The result of the 8th-level decomposition upon applying Bior2.4 to the cardiopulmonary signal
detected from the back side of the PUT is shown in Figure 6.

Figure 6. ECG vs. cardiopulmonary signal extracted from the back side of the subject and processed using DWT Bi‐
or2.4 level 8.

Applying the peak detection method to both ECG and filtered cardiopulmonary signal
detected at the back side from the subject gives, respectively, 42 R-waves and 42 peaks for both
signals. This results in an HR of 88 bpm for the ECG and 87 bpm for the filtered cardiopul‐
monary signal.

The result of the 8th-level decomposition upon applying Bior2.4 to the cardiopulmonary signal
detected from the left side of the PUT is shown in Figure 7.

Figure 7. ECG vs. cardiopulmonary signal extracted from the left side of the subject and processed using DWT Bior2.4
level 8.
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Applying the peak detection method to both ECG and filtered cardiopulmonary signal
detected at the left side from the subject gives, respectively, 40 R-waves and 38 peaks. This
results in an HR of 82 bpm for the ECG and 80 bpm for the filtered cardiopulmonary signal.

The result of the 8th-level decomposition upon applying Bior2.4 to the cardiopulmonary signal
detected from the right side of the PUT is shown in Figure 8.

Figure 8. ECG vs. cardiopulmonary signal extracted from the right side of the subject and processed using DWT Bi‐
or2.4 level 8.

Applying the peak detection method to both ECG and filtered cardiopulmonary signal
detected at the right side from the subject gives, respectively, 42 R-waves and 38 peaks. This
results in an HR of 87 bpm for the ECG and 80 bpm for the filtered cardiopulmonary signal.

5.3. Results and discussion

Compared to the HR extracted from the ECG signal, the DWT with Bior2.4 family at decom‐
position level 8 shows accurate heartbeat detection. The signal processing technique applied
to the signal extracted from the front side of the subject shows an error of 9%, while an error
of 1% is obtained from the signal extracted at the back side of the subject. Also, the DWT applied
to the signal extracted from the left side shows an error of 3% while an error of 7% is obtained
for the signal extracted from the right side. Table 2 shows the results in terms of HR calculation
for both ECG and filtered cardiopulmonary signal for the four sides’ measurements.

The heartbeat rate for both the ECG and VNA signals are calculated as follows:

( )
1 2 1
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d d d -

-
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where N is the number of peaks and dk is duration between two consecutive peaks. The peaks
are detected using a classical peak-detection algorithm that is applied to both the ECG signal
and the filtered cardiopulmonary signal.

Measurement
side

 Heartbeat rate for ECG signal  
(bpm)

Heartbeat rate for filtered
cardiopulmonary signal (bpm)

Absolute relative error
(%)

Front  85 93 9.12

Back  88 87 1.43

Left  82 80 2.66

Right  87 80 7.38

Table 2. HR calculation for ECG and filtered cardiopulmonary signals and the obtained relative error.

The relative error of the HR is calculated as

100* | |-
= ECG VNA

ECG

HR HRError
HR (7)

As shown in Section 5.1, the cardiopulmonary signal detected from the front side of the subject
shows clear respiration signal in time-domain while other sides’ signals do not. On the other
hand, when applying the Bior2.4 family of the discrete wavelet transform to the cardiopul‐
monary signals, the highest accuracy in terms of heartbeat rate is obtained at the back side
while the front side shows the lowest accuracy. This is due to the fact that chest displacement
due to breathing is higher at the front side than other sides; hence, the chest displacement due
to heart beating will be less affected by the respiration signal on other sides.

6. Conclusion

A microwave system used in order to detect the chest wall motion that contains information
about respiration and heart beating is described. The system is tested at different operational
frequencies: 2.4, 5.8, 10, 16, and 60 GHz on a subject at 1 m from the system while holding the
breath for 10 s. Other measurements were performed at 5.8 GHz for different positions for the
subject: front, back, left, and right sides. The first measurement is performed on a 27-year-old
subject while holding the breath, while the second measurement is performed on a 54-year-
old subject while breathing normally. Along with a PC-based ECG, measurements are
performed with 0 dBm output power and for a duration of 30 s where the subject breathes
normally. The proposed system shows the ability of detecting cardiopulmonary signals for the
four sides’ positioning: front, back, left, and right. Wavelet transformation is used in processing
cardiopulmonary signals in order to extract the heartbeat signal. The 8th-level decomposition
of Bior2.4 shows high performance in providing the heartbeat signal in time domain where
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high accuracy is obtained in terms of heartbeat rate. A peak detection method is applied to the
reconstructed signal from the 8th-level Bior2.4 decomposition. Accuracy in terms of HR for
different positions varies between 1% (from the back side) and 9% (from the front side). The
proposed system and signal processing technique show the possibility of measuring the
cardiopulmonary activities of the subject at four different positions with high accuracy.
Compared to other studies, the proposed processing technique shows the ability of detecting
the heartbeat signal in time domain, hence, giving information about the variation of the
heartbeat rate in real time with an error less than 10%. Future work will concern performing
measurements on persons with different ages and under different breathing circumstances as
well as for persons in motion.
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Abstract

The abdominal fetal electrocardiogram (fECG) conveys valuable information that can aid
clinicians with the diagnosis and monitoring of a potentially at risk fetus during pregnancy
and in childbirth. This chapter primarily focuses on noninvasive (external and indirect)
transabdominal fECG monitoring. Even though it is the preferred monitoring method,
unlike its classical invasive (internal and direct) counterpart (transvaginal monitoring),
it may be contaminated by a variety of undesirable signals that deteriorate its quality and
reduce its value in reliable detection of hypoxic conditions in the fetus. A stronger maternal
electrocardiogram (the  mECG signal)  along  with  technical  and  biological  artifacts
constitutes the main interfering signal components that diminish the diagnostic quality
of the transabdominal fECG recordings. Currently, transabdominal fECG monitoring
relies solely on the determination of the fetus’ pulse or heart rate (FHR) by detecting RR
intervals and does not take into account the morphology and duration of the fECG waves
(P, QRS, T), intervals, and segments, which collectively convey very useful diagnostic
information in adult cardiology. The main reason for the exclusion of these valuable pieces
of information in the determination of the fetus’ status from clinical practice is the fact
that there are no sufficiently reliable and well-proven techniques for accurate extraction
of fECG signals and robust derivation of these informative features. To address this
shortcoming in fetal cardiology, we focus on adaptive signal processing methods and pay
particular attention to nonlinear approaches that carry great promise in improving the
quality of transabdominal fECG monitoring and consequently impacting fetal cardiolo‐
gy in clinical practice. Our investigation and experimental results by using clinical-
quality synthetic data generated by our novel fECG signal generator suggest that adaptive
neuro-fuzzy  inference  systems  could  produce  a  significant  advancement  in  fetal
monitoring during pregnancy and childbirth. The possibility of using a single device to
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leverage two advanced methods of fetal monitoring, namely noninvasive cardiotocog‐
raphy (CTG) and ST segment analysis (STAN) simultaneously, to detect fetal hypoxic
conditions is very promising.

Keywords: adaptive signal processing, adaptive neuro-fuzzy inference system, fetal
electrocardiogram, transabdominal monitoring, noninvasive cardiotocography, non‐
invasive ST segment analysis (STAN)

1. Introduction

The fetal electrocardiogram (fECG) is a recoding of the electrical activity of the fetal heart and
provides clinically significant information about the physiological state of a fetus during
pregnancy and labor. Early detection of hypoxic states (hypoxemia, hypoxia, and asphyxia)
achieved by fECG signal monitoring can ensure the fetus’ well-being during these stages. For
greater detail please see [1–3].

Figure 1. Real recordings of ECG signals by using the invasive and noninvasive techniques (f—fetal QRS, m—maternal
QRS).

In clinical practice two methods are used to record fECG signals: invasive and noninvasive.
The first one is direct and is performed transvaginally by using an Invasive Scalp Electrode
(ISE). This approach is considered to be accurate as the fECG signals are recorded directly from
the fetal’s scalp without interference from the maternal heart (see Figure 1, the upper trace).
However, it poses problems and risks to both the mother and the child (such as infections). In
the noninvasive technique, multichannel skin bioelectrodes are placed on the mother’s
abdomen, and the simultaneous maternal (mECG) and fetal (fECG) signals, called the
transabdominal or abdominal ECG (aECG), is acquired (See Figure 1, the lower 4 traces). This
approach is convenient, noninvasive, and can be used during pregnancy and labor. However,
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there is a significant amount of overlap between fECG and mECG signals in addition to other
undesirable signals such as bioelectric potentials (maternal muscle activity-mEMG, fetal
movement activity, potentials generated by respiration and gastric activity, as well as power
line interference [4,5], that deteriorate the quality of the afECG signals. Figure 1 shows
examples of fECG signals acquired by the invasive (VDIR) and noninvasive (VABD1–VABD4)
approaches.

We observe that the strong mECG and the weak fECG signals overlap in both time-domain
(Figure 1) and frequency-domain (Figure 2). Therefore, filtering the mECG component from
the composite aECG signal to produce diagnostic quality fECG is a very challenging signal
processing task. Currently only a fraction of the vast amount of diagnostic information in the
aECG is available to be used in clinical practice. Therefore, maximizing information extraction
from aECG (in addition to cardiotocography—CTG) signals for the timely and reliable
detection of fetal hypoxia is of tremendous clinical interest and could significantly impact the
advancements in obstetrics.

Figure 2. Abdominally recorded fECG and mECG in the frequency domain.

To address this signal processing challenge, many different approaches have been proposed
to reliably detect fECG signals, but with varying degrees of success [4]. The holy grail of
research in fetal electrocardiography is to fully recover the fECG signal and analyze its
morphology, which produces valuable information on the fetus’ status and health. The majority
of recent techniques are mainly focused on the detection of the fetal heart rate (the intervals
between R waves) with only a small portion being able to fully isolate the clinically useful ST
interval and consequently perform accurate ST segment analysis (STAN) along with CTG. The
only commercially available unit that has a built-in ability to perform STAN is Neoventa
Medical’s STAN S31. For a detailed description of this device, please see Ref. [6]. Figure 3
shows an example of a real-time STAN. Fetal heart rate (fHR) and T/QRS are continuously
displayed on the screen. These parameters are important in diagnosing hypoxic states. An
increase in the ST segment and T wave as quantified by the ratio of the T wave to the QRS
complex amplitude (T/QRS) has been associated with the different forms of the physiological
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responses expected in hypoxia (metabolic acidosis, myocardial glycogenolysis, etc.). For a
more detailed explanation please see Reference [1].

Figure 3. Real-time ST Analysis (Fetal Heart Rate, T wave and QRS complex ratio) using Matlab application.

A critical review of the current signal processing literature reveals that adaptive signal
processing and soft computing methods are rapidly growing research areas and offer great
promise to address some of the most challenging signal separation, pattern recognition, and
classification problems in different areas of medicine including Obstetrics.

Driven by these advancements and promises, in the methods section we will first present a
theoretical overview of the advanced signal processing (both nonadaptive and adaptive)
techniques that have been applied to the extraction (separation) of fECG from aECG signals,
and will choose a subset based upon their advantages. We will mainly focus on the Least Mean
Squares (LMS) and Recursive Least Squares (RLS) algorithms [62]. Secondly, we will look at
soft computing methods and describe how they have the ability to enhance the performance
of adaptive signal processing algorithms in achieving better outcomes when processing
biomedical signals. Then we will pay special attention to adaptive neuro-fuzzy inference
systems (ANIFS) [60,63], which are considered to be the most significant in fetal electrocar‐
diography research.

To provide a comparative analysis of the performance of our selected adaptive algorithms and
their enhanced realizations using soft computing approaches, in the results section, we will
report the outcomes of a number of experiments that we devised by using aECG (identical to
clinical) signals generated by our novel LabVIEW-Based Multi-Channel Noninvasive Ab‐
dominal Maternal-Fetal Electrocardiogram Signal Generator [7,8]. This abdominal fECG signal
generator allows us to realistically simulate all types of signal contaminations (both biological
and nonbiological) affecting the quality of aECG signals.

Our experimental results were evaluated using both subjective and objective criteria. For the
objective evaluation, we used the SNR values before and after processing, the RMSE value,
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and the required processing time for the selected data samples. These performance metrics
(parameters) are defined in separate subsections of the methods section.

In conclusion, our experimental results using synthetically-generated (identical to clinical)
data produced by our novel system revealed that it was possible to effectively extract fECG
signals and significantly refine their diagnostic quality to enable reliable ST segment and CTG
signal analysis. Refined aECG monitoring systems with built-in STAN and CTG analysis
capabilities will pave the way for the timely and reliable detection of fetal hypoxia during
pregnancy and labor, which is of tremendous clinical interest. These enhanced fECG moni‐
toring systems will significantly impact the future advancements in Obstetrics.

2. Methods

2.1. fECG signal elicitation or extraction

Interference elimination can be implemented using a single-or a multi-channel source signal.
These signals are then processed by various methods, which are used for fECG signal extrac‐
tion, as shown in Figure 4. These methods are divided into two categories: nonadaptive and
adaptive, depending on the system’s inability or ability to accommodate unexpected changes.

Figure 4. Summary of methods for fECG elicitation.

2.2. Nonadaptive methodologies

The Nonadaptive methodologies used for fECG signal extraction include Wavelet Transform-
Based Techniques [9–11], Correlation Methods [12], Subtraction Methodologies [13], Single
Value Decomposition (SVD) [14], Independent Component Analysis (ICA) and Blind Subspace
Separation (BSS) [15–17], as well as Averaging Techniques [18].

The drawback of the nonadaptive techniques is that they are time-invariant in nature. Their
time-invariance limitation has been overcome by the adaptive methods, which are more
effective in reducing the overlapping noise (such as mECG) in time and frequency domains.
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Nonadaptive methods are useful for data pre-processing or for noise elimination in case of
classic ECGs [4].

2.3. Adaptive methodologies

Different variants of adaptive filters have been used for mECG signal cancellation and fECG
signal extraction. These methods consist of training an adaptive or a matched filter for either
removing the mECG signal using one or several maternal reference channels [19] or directly
training the filter for extracting the fetal QRS complexes [20].

The existing adaptive filtering methods for maternal component elimination require a
reference mECG channel that is morphologically similar to the contaminating waveform, or
require several linearly independent channels to reconstruct any morphologic shape from the
Ref. [21].

Figure 5. A theoretical multichannel adaptive noise (mECG and interferences) cancelation system.

Several approaches for mECG signal cancellation and fECG signal extraction have been used.
The adaptive filters can be trained to extract the fetal QRS complexes directly or to estimate
and remove the mECG component using reference maternal channels. The reference mECG
signal can be recorded from the electrodes placed on the mother’s thorax, or reconstructed
from several abdominal channels that are linearly independent. The limitation of these
approaches, which influences their performance, is that the morphology of the mECG signals
highly depends on the electrode locations. Thus, the reconstruction of the complete ECG
morphology from a linear combination of the reference electrodes is not always possible.

There are many different methodologies to extract fECG signals using adaptive filters based
on one or several maternal reference channels (as shown in Figure 5). These methodologies
include the LMS and RLS Algorithms, Artificial Intelligence (AI) Techniques, Fuzzy Inference
Systems (FISs) [22,23], Genetic Algorithms (GA), and Bayesian Adaptive Filtering Frameworks
which comprise Kalman Filters.
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2.3.1. Linear adaptive methods

As mentioned before, adaptive methods can be linear or nonlinear. The linear methods for
fECG signal extraction include algorithms such as LMS [24,25] RLS [24,26], Comb Filter [27],
Adaptive Voltera Filter [28], Kalman Filter [29,30] or Adaptive Linear Networks (ADALINE)
[31].

An adaptive filter is one that is characterized by the ability to self-adjust its coefficients
according to an optimized training algorithm which is driven by a back-propagated error
signal. Adaptive filters are used in noise cancellation applications to remove the noise
adaptively from a signal and to improve the Signal to Noise Ratio (SNR) [4].

Simply said, it is a technique for the adaptive elimination of undesired signals (such as the
maternal component) from the abdominal signal to obtain the fECG signal. The system can
self-adjust to the existing circumstances and optimize its results.

2.3.2. An example: an adaptive noise cancellation system for fECG signal extraction

A theoretical multichannel adaptive noise cancellation system, shown in Figure 5, illustrates
an adaptive elicitation technique of the fECG as an example. It consists of two kinds of input
signals recorded from multiple leads: the abdominal ECG signals (AB1–ABn) and the thoracic
ECG signals (TH1–THn). Each abdominal signal consists of both maternal and fetal signals and
serves as the primary input. The thoracic signal is considered to be completely maternal and
is used as the reference input. Finite Impulse Response (FIR) Filter weights of the adaptive
systems are updated by training algorithms based on the back-propagated error signal, which
is the desired fECG signal (fECG1–fECGn). The maternal component is considered as noise to
be eliminated. Each of the adaptive systems produces a signal, which is an approximation of
the noise. This signal is subtracted from the abdominal ECG (aECG) signal so that the error
signal that is back-propagated to the training algorithm is the fetal ECG signal with some noise.

Linear methods have limited performance in processing nonlinear or degenerate mixtures of
signal and noise. In fact, fECG signals are not always linearly separable from undesirable
signals contaminating them [32]. That is also a reason why linear algorithms yield better results
when tested with synthetic data compared to those tested with real data. As the underlying
physiological processes in the human body exhibit nonlinear behavior it seems more reason‐
able to use nonlinear methods for the construction of accurate and functional adaptive filters
[22,32] to achieve better outcomes.

This chapter primarily focuses on the LMS- and RLS-based FIR Adaptive Filtering Methods.
In the sections below we present mathematical descriptions for the most important methods
such as LMS, Normalized LMS (NLMS), RLS, and Fast Transversal Filter (FTF).

2.4. Theoretical background

The Least Mean Squares (LMS) Algorithms are classified as adaptive filters that can change
their coefficients to become a system that produces the least mean squares of the error (the
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difference between the desired and the actual) signal. It is a stochastic gradient descent method
in that the filter is only adapted based on the error at the current time [33].

2.4.1. Standard LMS

The Standard LMS Algorithm performs the following operations to update the coefficients of
an adaptive filter:

• Calculates the corresponding output signal from the adaptive filter by using the following
equation:

( ) ( ) ( ) ( ) ( )1 T
0

.N

i
y k w k x k i k k-

=
= - =å w x (1)

• Calculates the error signal e(k) that denotes the difference between additional input signal
d(k) and y(k) by using the following equation:

( ) ( ) ( ).e k d k y k= - (2)

• Updates the filter coefficients by using the following equation:

( 1) ( ) 2 ( ) ( ),k k e k km+ = +w w x (3)

where μ is the step size of the adaptive filter, is the filter coefficients vector, and w(k) is the
input signal to a linear filter at time. Step size is a crucial parameter that can improve the
convergence speed of the adaptive filter. It determines both how quickly and how closely the
adaptive filter converges to the filter solution [34].

2.4.2. Normalized LMS (NLMS) algorithm

The NLMS Algorithm is a modified form of the standard LMS Algorithm. The NLMS Algo‐
rithm updates the coefficients of an adaptive filter by using the following equation:

2
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It is obvious that the NLMS Algorithm is almost identical to the Standard LMS Algorithm
except that the NLMS Algorithm has a time-varying step size μ(k), [34].

2.4.3. The recursive least square (RLS) algorithm

Unlike the LMS Algorithm, which reduces the mean square error, the principle of the RLS
Algorithm is that it recursively finds the coefficients that minimize a weighted linear least
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squares cost function relating to the input signals. In the case of the RLS Algorithm, the input
signals are considered deterministic, while for the LMS Algorithm, they are considered
stochastic. Compared to most of its competitors, the RLS Algorithm exhibits extremely fast
convergence. However, this benefit comes at the cost of high computational complexity.

The standard RLS Algorithm performs the following operations to update the coefficients of
an adaptive filter:

• Calculates the output signal of the adaptive filter:

T( ) ( 1) ( ).y k k k= -w x (5)

• Calculates estimation error e(k) by using the following equation:

( ) ( ) ( ).e k d k y k= - (6)

• Updates the filter coefficients by using the following equation:

T ( )( 1) ( ) ( ),w k k e k k+ = +w K (7)

where w(k) is the filter coefficients vector and K(k) is the gain vector and is defined by the
following equation:
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P(k) is the inverse correlation matrix of the input signal. P(k) has the following initial value:
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where δ is the regularization factor. The standard RLS Algorithm uses the following
equation to update this inverse correlation matrix.

( ) ( ) ( )1 1 T1 ( ) ( ).nP k P k k k P kl l- -+ = - K u (10)

• Repeats all the steps for the next iteration (k + 1).

The selection of the forgetting factor λ depends on the number of the samples k as follows:
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If the analyzed signal is stationary, λ should be chosen as unity. Otherwise, λ should be smaller
than the unity to track the nonstationary portion of the signals. The performance index takes
into account the most recent errors as calculated by the most recent kth iteration [35].

2.4.4. Fast transversal filter (FTF)

The complexity of the classical RLS Algorithm (related to the speed of convergence) was the
main reason for the inclusion of the FTF (Fast Transversal Filter) Algorithm. A detailed
description of the algorithm is very extensive, complicated, and beyond the scope of this
chapter. Its detailed formula derivation can be found in Ref. [36].

2.5. Soft computing methods

Biological systems including the human body and most of the real-world physical systems are
highly involved nonlinear dynamical systems with a large degree of variability, imprecision,
and uncertainty. As such, it is impossible for humans to find tractable solutions to problems
associated with these systems without using powerful computing technologies. This is mainly
attributable to the extensive amount of required data and processing time. In general, a
nonlinear system is capable of generating quantitative or qualitative information. Quantitative
information is represented by accurate numerical values, which are acquired by conventional
modeling and mathematics. These conventional methods of data acquisition are rigorous and
their results have to be precise, certain or categorically true or false. Precision and certainty of
calculations are attainable at a higher computational cost. On the contrary, qualitative
information contains knowledge or experience that can be expressed in natural language (e.g.,
big, medium, small). Qualitative information is processed by “soft” approaches called soft
computing or artificial intelligence. Soft computing is a collection of methodologies that are
able to tolerate imprecision and uncertainty and exploit these attributes to achieve robust and
low-cost solutions. These methods aim to imitate the way the human brain processes infor‐
mation.

It is very difficult to describe real-world systems by classical mathematics, and it has been
established that processing purely quantitative information is not efficient and represents a
huge computational burden. New research has shown that nonlinear systems are substantially
better modeled by artificial intelligence. These facts have led to the development of new
intelligent soft computing methods. In current practice, these methods find various applica‐
tions in software engineering, signal processing, and optimization. Soft computing methods
comprised of fuzzy logic, artificial neural networks, evolutionary algorithms, and hybrid
algorithms, are distinguishable from other computational techniques by exhibiting a tolerance
for imprecision and uncertainty. Another advantage of soft computing methods is in their
ability to adapt and learn, which makes them very suitable for adaptive filtering applications
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where their training algorithms allow them to adapt the system’s parameters to existing
conditions.

The application of soft computing methods in the processing of fECG signals is still in its
infancy. However, the rapid development of computing processor technology and computa‐
tional intelligent algorithms in the last three decades has provided new impetus for advancing
fetal cardiology. To date, a number of soft computing-based approaches have been introduced
to tackle fECG signal extraction. These include Adaptive Linear Neural Network (ADALINE),
[8,37], Genetic Algorithms (GA), [20,21], ANFIS [32,34,38], and ANFIS trained with Particle
Swarm Optimization (PSO) [1,2]. In [37] authors used an ADALINE trained with the LMS
Algorithm for suppression of mECG signals. The ADALINE was trained to eliminate the
maternal component from the aECG. This was carried out by subtraction of the mECG from
the aECG. The resultant error signal was equal to the fECG. Neural networks were also used
in [8], in combination with FIR filters. Taking advantage of the combined capabilities of soft
computing methods and digital FIR or IIR (Infinite Impulse Response) filters is now common.
For example, in [20] authors proposed to apply low pass FIR filtering optimized by a Genetic
Algorithm (GA). The GA-modified coefficients of the FIR filter produced the best possible
results for fECG signal extraction. A comparison of the results yielded by this method with
those produced by methods using the LMS and NLMS Algorithms showed that the quality of
filtering using the GA with eight bits and ten iterations was equal to those of the other methods.
Better results were achieved by using IIR instead of FIR filters [21]. An ANFIS tuned by PSO
was considered to be an efficient tool for the extraction of not only the QRS complexes, but
also all the components of the fECG signal. This level of performance has not been achieved
by leveraging any other two leading methods to date. With this overview in mind, in the section
below we describe the extraction of fECG signals by using ANFIS.

2.5.1. ANFIS theoretical background

An Adaptive Neuro-fuzzy System (ANFIS) is a hybrid adaptive network based on a Sugeno-
type fuzzy interference system (FIS) implemented into a feed-forward artificial neural network
framework [39–44]. It uses a neuro-adaptive learning algorithm to determine the relationship
between the input and output data sets. This learning algorithm can be hybrid or use back
propagation. The advantage of an ANFIS lies in its ability to combine the “cleverness” of the
Artificial Neural Networks (ANNs) and Fuzzy Inference Systems (FISs) in learning nonlinear‐
ities, which complement each other. A FIS incorporates human knowledge into the system in
contrast to an ANN, which is capable of optimizing the ANFIS’ parameters in implementing
the learning process. To ensure correct and smooth running of the ANFIS, a number of
fundamental considerations has to be made:

• The ANFIS should be single output.

• The FIS has to be the Sugeno model of zero or first order.

• The number of rules should correspond to the number of membership functions.

• The output membership function should be constant or linear.
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2.5.2. ANFIS architecture

The original Jang’s ANFIS architecture consists of five feed-forward interconnected layers,
namely: a fuzzy layer, a product layer, a normalized layer, a de-fuzzification layer, and a total
output layer [45]. In each layer several nodes are included and described by the node function.
The nodes in these layers have an adaptive or a fixed nature and the difference between them
is shown graphically in Figure 6, in which circles indicate the fixed nodes whereas squares
represent the adaptive ones. The elementary ANFIS architecture has two initial inputs and one
total single-value output. The rule base of the Sugeno FIS model is constituted by two IF-THEN
rules in the following form [45]:

( ) ( ) ( )1 1 1 1 1 1IF is and THEN .x A y is B f p x q y r= + + (12)

( ) ( ) ( )2 2 2 2 2 2IF is and THEN .x A y is B f p x q y r= + + (13)

Figure 6. Fundamental scheme of ANFIS architecture.

where x and y are initial inputs; Ai and Bi are the nonlinear fuzzy sets also called a remise
section; fi is the output of the system; and pi, qi, and ri are linear design parameters, which are
determined during the training process.

Layer 1: The first layer of this architecture is an adaptive layer used for fuzzification of input
variables. Each node represents the input value of a linguistic variable. The node function
associated with the output of each node is

1, ;for 1,( ,) 2.
ii AO x im= = (14)

1, 2 ;for 3, ,( 4)
ii BO y im -= = (15)

Advanced Biosignal Processing and Diagnostic Methods66



2.5.2. ANFIS architecture

The original Jang’s ANFIS architecture consists of five feed-forward interconnected layers,
namely: a fuzzy layer, a product layer, a normalized layer, a de-fuzzification layer, and a total
output layer [45]. In each layer several nodes are included and described by the node function.
The nodes in these layers have an adaptive or a fixed nature and the difference between them
is shown graphically in Figure 6, in which circles indicate the fixed nodes whereas squares
represent the adaptive ones. The elementary ANFIS architecture has two initial inputs and one
total single-value output. The rule base of the Sugeno FIS model is constituted by two IF-THEN
rules in the following form [45]:

( ) ( ) ( )1 1 1 1 1 1IF is and THEN .x A y is B f p x q y r= + + (12)

( ) ( ) ( )2 2 2 2 2 2IF is and THEN .x A y is B f p x q y r= + + (13)

Figure 6. Fundamental scheme of ANFIS architecture.

where x and y are initial inputs; Ai and Bi are the nonlinear fuzzy sets also called a remise
section; fi is the output of the system; and pi, qi, and ri are linear design parameters, which are
determined during the training process.

Layer 1: The first layer of this architecture is an adaptive layer used for fuzzification of input
variables. Each node represents the input value of a linguistic variable. The node function
associated with the output of each node is

1, ;for 1,( ,) 2.
ii AO x im= = (14)

1, 2 ;for 3, ,( 4)
ii BO y im -= = (15)

Advanced Biosignal Processing and Diagnostic Methods66

where x (or y) are inputs of the node i, Ai (or Bi−1) are linguistic labels and μAi(x), respectively;
μBi−2 (y) can accept any fuzzy membership function. In conclusion, 01,i is an expression of the
membership function, in other words a membership grade, which indicates how much given
x (or y) satisfies quantifier Ai (or Bi). The membership function can acquire several shapes
including bell-shaped, triangular, and trapezoidal or Gaussian. For illustration we will use a
bell-shaped Membership Function (MF) (Eq. 16).
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Parameters ai, bi, and ci in Eq. (16) change the shape of the MF degree. Its value ranges from 0
to 1, where 0 is equal to the minimum value and 1 is equal to the maximum value.

Layer 2: The nodes in the second layer multiply the output signals from the previous layer.
The output of this layer denotes O2,i and is described as:

2, ; for 1( .( ) ,2)i i Ai BiO w x y im m= = = (17)

Layer 3: The normalized layer labeled N contains a function to calculate the normalized firing
strength. The output is labeled O3,i.
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Layer 4: All nodes in this layer are adaptive. The node function has the form given below:

( )4, , for 1,2,i i i i i i iO w f w p x q y r i= = + + = (19)

where output O4,i defines a de-fuzzified (crisp) relationship between the input and output of
this layer, is a firing strength desired in the normalized layer pi, qi, and ri are linear adaptive
parameters also called consequent parameters.

Layer 5: The last and fixed layer calculates the total output of the system.
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The output O5,i is derived from the summation of incoming signals from Layer 4.
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2.5.3. Hybrid learning algorithm

The hybrid learning algorithm in the ANFIS tunes the parameters of the Sugeno type FIS. It is
a combination of the LMS and the Back-propagation Gradient Descent Algorithm (BPG). Each
part of the hybrid algorithm is focused on a different part of the rule base in the ANFIS
architecture. The premise (antecedent) parameters are adjusted by the BPG Algorithm and the
consequent parameters are tuned by the LMS Algorithm. With respect to this distribution, the
hybrid learning algorithm is divided into two passes, which are regularly repeated with every
epoch. These passes are called “forward” and “backward” passes. Figure 7 depicts the scheme
of the hybrid learning algorithm. This hybrid algorithm converges much faster than the
original pure back-propagation algorithm, as the latter reduces the search space dimensions
[46,47].

Figure 7. Block diagram for the hybrid-learning algorithm.

2.6. Definition of the parameters

The measurement of the quality of the fECG extraction procedures is based on the absence of
noise and the degree of similarity between the recovered fECG signals and the ideal fECG
signals, where the main parameters can be helpful to control the effectiveness of the fECG
extraction and Signal to noise ratio (SNR).

2.6.1. Signal to noise ratio (SNR)

The relation between signal and noise is described by the SNR. To evaluate the filtering quality
by the SNR, it is essential to calculate this ratio before and after filtering. The SNR before
filtering is labeled SNRIN and the SNR after filtrating is labeled SNROUT. Based on SNRIN and
SNROUT, it is possible to track the improvement of the SNR after filtering. Their expressions
are as follows:
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where sigorg is the desired signal equal to an ideal fECG and signoise is a disturbing noise. This
signal corresponds to a simulated mECG after passing through the unknown environment of
the human body. Please clarify this sentence. Since the disturbance noise is a sum of the ideal
fECG and mECG after they pass through the human body, it is necessary to subtract these two
signals from each other in the denominator, SNROUT defines:
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where sigorg denotes the original signal (ideal fECG) and sigrec (i) the signal recovered by the
algorithm.

It is possible to evaluate the effectiveness of the proposed adaptive method by finding the
difference between SNRIN and SNROUT .

The SNR quantifies the relation between the fetal ECG signal and the rest of the undesired
components (mECG). In the general fECG inverse problem, this is not an operative definition
of the SNR, since it requires knowing the contribution of the fetal ECG signal and the noise.
Since our signals are synthetic, this information is available.

2.6.2. Mean square error (MSE) and root mean square error (RMSE)

The primary statistical measure used is a mean or a squared prediction error function. This
evolved into widespread use of the mean squared prediction error as a performance measure,
often shortened to simply the mean square error (MSE). It is a useful tool used for an evaluation
of prediction, which reflects the degree of inaccuracy between an estimated and an original
output described by:
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where sigorg denotes the original signal (ideal fECG) and sigrec the signal recovered by the
algorithm.

MSE is often replaced by RMSE defined by:
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where sigorg denotes the original signal (ideal fECG) and sigrec the signal recovered by the
algorithm.
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RMSE is a measure of the differences between values predicted by a model or an estimator
and the values observed. The closer this value is to zero the more accurate is the system.

2.7. Generation of test data form experiments

To objectively assess the results of fECG signal extraction approaches by using the quality
metrics defined above (SNR, RMSE, and others), knowledge of the reference signals (mECG
and ideal fECG) is essential. That is not possible in case of the clinical (real) data (as the
reference fECG signal is missing). On the other hand, most commonly used synthetic data are
often too idealized and do not include the influence of the nonlinear environment of the human
body. That is the reason why most fECG signal extraction methods, which are considered
successful when tested with idealized synthetic data do not produce useful results when tested
with clinical (real) data.

Acknowledging the limitations associated with idealized synthetic data used in testing fECG
signal processing algorithms, we took advantage of our novel fECG signal generator [7,8] to
generate clinically realistic data [42] for our experiments. Our fECG signal generator is unique
in many respects. It is designed to simulate the fetal heart activity while special attention is
given to the fetal heart development in relation to the fetus’ anatomy, physiology, and
pathology. The noninvasive signal generator enables many parameters to be set, including
Fetal Heart Rate (fHR), Maternal Heart Rate (mHR), Gestational Age, fECG interferences
(biological and technical artifacts), as well as other fECG signal characteristics. Furthermore,
based on the change in the fHR and in the T wave-to-QRS complex ratio (T/QRS), the generator
enables manifestations of hypoxic states (hypoxemia, hypoxia, and asphyxia) to be monitored
while complying with clinical recommendations for classifications in cardiotocography (CTG)
and fECG ST segment analysis (STAN).

As described in detail elsewhere [7,8], the generator can produce realistic synthetic signals
(identical to those acquired in clinical practice) with pre-defined properties for as many input
as desired (n), see Figure 5. Such signals are well suited to the testing of existing and new
methods of fECG processing [22,23,42].

The experiments were realized with six inputs, i.e., four channel combinations (TE2 ↔ BA1;
TE2 ↔ BA2; TE2 ↔ BA3; TE1 ↔ BA4), which were processed collaterally by four independent
adaptive systems.

For all the analyzed methods, the same starting parameters were selected according to clinical
recommendations for CTG and STAN evaluations [42] as follows:

• record duration t = 03:00 (mm:ss), sample rate fs = 1 kHz, quantization step 0.1 mV,

• ideal mECG from thoracic electrodes TH1 and TH2 with variable MHR in the 65–85 bpm
range,

• ideal fECG from abdominal electrodes AB1, AB2, AB3 and AB4 with the FHR in the 110–150
bpm range and the T/QRS complex in the 0.05–0.15 mV range,

• unwanted interference created in the human body modeled by empirical nonlinear trans‐
formation,
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• SNR in for individual lead combinations and TH1–AB1 = −16.00 dB; TH2–AB3 = −27.70 dB;
TH1–AB2 = −33.01 dB; TH2–AB4 = −23.35 dB,

• gestational age of fetus = 40 weeks (this parameter influences the length of each element of
the fECG),

• for all of the adaptive algorithms used in the experiments the filter length was N = 32.

Figure 8. (a) Ideal fECG signal modelled by generator, (b) noisy fECG recordings modelled by generator.

To implement the required computational complexity, all experiments were performed by
using a Personal Computer (PC) with a 3 GHz quad-core processor and 4 GB of RAM, please
see Ref. [6]. Figure 8a shows the waveforms of the ideal and (Figure 8b) noisy fECG signals
for the channel combination TE1 ↔ BA1, which were generated using the software-controlled
generator.

3. Results and discussions

3.1. Experimental results: testing linear adaptive algorithms

The test signals generated by our generator were first processed by the LMS, NLMS, RLS and
FTF Algorithms. The ideal combination of the selected settings for these functions was based
on the input and output Signal to Noise Ratios (SNRs) as well as Root Mean Square Error
(RMSE).

Figures 9 and 10 show the outputs of the adaptive systems for each one of the algorithms tested
for the signals recorded by channels TE1 ↔ AE1. Figure 9a shows results of filtering aECG
signals using the LMS algorithm and Figure 9b using NLMS algorithm. The LMS algorithm
provides better results than NLMS algorithm; however, NLMS algorithm is more computa‐
tional (processing time) expensive (see Table 1).
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Figure 9. Output waveforms—results of filtering aECG signals (a) using the LMS and (b) using NLMS algorithms.

Name of adaptive
filter used

Electrode
combination

SNRin

(dB)
SNRout

(dB)
SNRimp

(dB)
RMSE
(-)

Processing time
(min:s)

LMS-based filters LMS TE1 ↔ AE1 −16.0036 −11.1935 4.8101 0.1388 00:57

TE2 ↔ AE2 −33.0132 −32.1204 0.8928 0.4273

TE2 ↔ AE3 −27.7029 −21.1847 6.5182 0.1997

TE1 ↔ AE4 −23.3521 −22.2700 1.0821 0.3125

NLMS TE1 ↔ AE1 −16.0036 −9.3647 6.6389 0.0996 01:15

TE2 ↔ AE2 −33.0132 −28.0695 4.9437 0.2283

TE2 ↔ AE3 −27.7029 −20.3672 7.3357 0.1823

TE1 ↔ AE4 −23.3521 −19.5769 3.7792 0.2340

RLS-based filters RLS TE1 ↔ AE1 −16.0036 −5.5187 10.4849 0.0843 01:49

TE2 ↔ AE2 −33.0132 −25.5992 7.4140 0.1379

TE2 ↔ AE3 −27.7029 −17.6624 10.0405 0.1196

TE1 ↔ AE4 −23.3521 −15.8197 7.5324 0.1078

FTF TE1 ↔ AE1 −16.0036 −6.2045 9.7991 0.0889 01:28

TE2 ↔ AE2 −33.0132 −25.5174 7.4985 0.2146

TE2 ↔ AE3 −27.7029 −18.2309 9.4720 0.1794

TE1 ↔ AE4 −23.3521 −16.2830 7.0691 0.1617

Table 1. Experimental results for LMS, NLMS, RLS, and FTF adaptive algorithms using synthetic fECG and mECG
signals generated by our novel simulator.

Figure 10a shows results of filtering aECG signals using the RLS algorithm and Figure 10b
using FTF algorithm. The RLS algorithm provides a bit better than FTF algorithm, nevertheless
RLS algorithm is more computational expensive than RLS algorithm (see Table 1).
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Figure 10. Output waveforms—results of filtering aECG signals (a) using the RLS and (b) using FTF algorithms.

Figure 11. Amplitude spectrum—results of filtering aECG signals (a) using the LMS and (b) using NLMS Algorithms.

Figures 11 and 12 show the amplitude spectrums of the ideal fECG and the spectrum of the
adaptive system output. Figure 11a shows amplitude spectrum of filtering aECG signals using
the LMS algorithm and Figure 11b using the NLMS algorithm.

Figure 12a shows amplitude spectrum of filtering aECG signals using the RLS algorithm and
Figure 12b using the FTF algorithm.

Table 1 shows the experimental results for the adaptive algorithms. The results presented in
Table 1 and Figures 9–12 show some improvements in the frequency and time domains as
measured by the quality parameters SNR and RMSE. The experimental results revealed that
the RLS-based filters (RLS—Figures 10a and 12a and FTF—Figures 10b and 12b, Algorithms)
produced the best outcomes. The computational times (1:49 and 1:28 s, respectively) for these
algorithms were longer due to their complexity.
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Figure 12. Amplitude spectrum—results of filtering aECG signals (a) using the RLS and (b) using FTF Algorithms.

Our experimental results described above indicate that the morphological differences between
the original (ideal) and the recovered fECG signals are so significant that such processed
signals cannot be satisfactorily used to detect fetal hypoxic conditions. These differences are
mainly attributable to nonlinearities in the human body model. Therefore, to reduce these
differences and consider the impact of the human body, nonlinear (Soft-computing) adaptive
methods were used as described in the following section.

3.2. Experimental results: testing adaptive neuro-fuzzy inference systems

To evaluate the effectiveness of the ANFIS-based fECG filtering approach, we devised
experiments using ANFISs with hybrid learning algorithms. These systems were tested with
uniquely synthesized data, which comport well with real data acquired from clinical practice.
Different ANFIS architectures were implemented. These structures were labeled as ANFIS1
to ANFIS5 and their parameters are summarized in Table 2.

ANFIS structure

ANFIS 1 ANFIS 2 ANFIS 3 ANFIS 4 ANFIS 5

TNN 21 53 101 165 245

NLP 12 48 108 192 300

NNP 12 24 36 48 60

TNP 24 72 144 240 360

NFR 4 16 36 64 100

TNN—Total Number of Nodes, NLP—Number of Linear Parameters, NNP—Number of Nonlinear Parameters, TNP
—Total Number of Parameters, NFR—Number of Fuzzy Rules.

Table 2. Details of ANFIS structures used in our experiments.
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Figure 13. Output waveforms—results of filtering aECG signals (a) using ANFIS1 and (b) using ANFIS2.

Figure 14. Output waveforms—results of filtering aECG signals (a) using ANFIS3 and (b) using ANFIS4.

Figures 13 and 14, display the output waveforms (filtering results) for each ANFIS structure
used in the experiments. Figure 13a shows results of filtering aECG signals using ANFIS1,
(Figure 13b) ANFIS2.

Figure 14a shows results of filtering aECG signals using ANFIS3, (Figure 14b) ANFIS4. The
ANFIS systems provide better results than conventional adaptive algorithms (LMS, NLMS,
RLS, FTF) in time and frequency (Figures 15 and 16) domain.

Tables 2, 3 shows that different ANFIS structures produced different filtering results as
measured by the performance metrics. The results of more complex ANFIS structures were
almost identical and are not presented here. We observe that by increasing the complexity of
the ANFIS structure, its computing power grows disproportionately but the improvement in
filtering quality is not that significant. This fact helps us decide not to consider more complex
ANFIS structures for online filtering. With this in mind, ANFIS3 seems to be the most appro‐
priate structure for online filtering and produces acceptable results.
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Figure 15. Amplitude spectrum—results of filtering aECG signals (a) using ANFIS1 and (b) using ANFIS2.

Figure 16. Amplitude spectrum—results of filtering aECG signals (a) using ANFIS3 and (b) using ANFIS4.

Figures 15 and 16 show the amplitude spectrums illustrating the filtering results achieved by
ANFISs. Figure 15a shows the results for ANFIS1 and Figure 15b for ANFIS2. Each graphs
illustrates the ideal fECG amplitude spectrum (Ideal AE1) together with the amplitude
spectrum of the output signal from adaptive system used for each ANFIS structure.

Figure 16a shows the results for ANFIS3 and Figure 16b for ANFIS4. The results are summar‐
ized in Table 3.

Figure 17 shows the relationship between SNRin and SNRout for ANFIS1-ANFIS5. Over 100
independent experiments were performed to obtain the results reported here. We observe that
these systems achieve very similar results but the processing time increases significantly with
the growing complexity of their architectures.

The main advantage of the results reported here, which distinguishes them from many
findings reported in the literature, is that these are achieved and tested by using clinical-quality
synthetic data (identical to the real data generated by the underlying nonlinear physiological
systems in the human body), thanks to the in-built capabilities of our unique signal generator.
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This ensures objective assessment of the fECG signal separation quality based on quantitative
performance measures (SNR, RMSE, SNRin and SNRout).

Name of adaptive
filter used

Electrodes
combination

SNRin

(dB)
SNRout

(dB)
SNRimp

(dB)
RMSE
(–)

Processing time
(min:s)

Adaptive neuro-fuzzy
inference system

ANFIS 1 TE1 ↔ AE1 −16.0036 −7.5799 8.4237 0.1380 01:53

TE2 ↔ AE2 −33.0132 −16.1208 16.8924 0.2723

TE2 ↔ AE3 −27.7029 −13.7670 13.9359 0.2190

TE1 ↔ AE4 −23.3521 −12.6453 10.7068 0.1526

ANFIS 2 TE1 ↔ AE1 −16.0036 −3.0966 12.9070 0.0595 03:33

TE2 ↔ AE2 −33.0132 −7.9803 25.0329 0.1479

TE2 ↔ AE3 −27.7029 −8.5094 19.1935 0.1361

TE1 ↔ AE4 −23.3521 −6.1662 17.1859 0.0989

ANFIS 3 TE1 ↔ AE1 −16.0036 −1.0318 14.9718 0.0046 06:31

TE2 ↔ AE2 −33.0132 −3.7510 29.2622 0.0562

TE2 ↔ AE3 −27.7029 −2.4146 25.2883 0.0533

TE1 ↔ AE4 −23.3521 −1.1298 22.2223 0.0384

ANFIS 4 TE1 ↔ AE1 −16.0036 −0.3004 15.7032 0.0043 12:48

TE2 ↔ AE2 −33.0132 −3.6457 29.3675 0.0554

TE2 ↔ AE3 −27.7029 −2.3999 25.3030 0.0582

TE1 ↔ AE4 −23.3521 −1.1056 22.2465 0.0381

ANFIS 5 TE1 ↔ AE1 −16.0036 −0.3009 15.7027 0.0043 18:52

TE2 ↔ AE2 −33.0132 −3.5974 29.4158 0.0590

TE2 ↔ AE3 −27.7029 −2.4017 25.3012 0.0453

TE1 ↔ AE4 −23.3521 −1.0327 22.3194 0.0373

Table 3. Experimental results for ANFIS 1—ANFIS 5 using synthetic fECG and mECG signals generated by our novel
simulator.

We should emphasis that as the ECG signals in their path from the thorax to the abdominal
electrodes experience nonlinearities, the linear adaptive algorithms that are only suitable for
the fHR estimation are insufficient to capture their necessary morphological details to facilitate
accurate ST segment analysis (STAN). We observed that the morphological differences
between the original (ideal) and recovered fECG signals by using these linear algorithms are
so significant that the recovered signals cannot be used to reliably detect fetal hypoxic
conditions. In other words, when clinical-quality synthetic data such as those produced by our
software-controlled generator were used, adaptive algorithms were unable to adequately
suppress the undesirable signals, particularly the mECG signals. For this reason, besides the
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classical adaptive approaches, soft computing techniques had to be used in our experiments
to produce acceptable outcomes.

Comparing the results of ANFIS (Table 1) and adaptive algorithms (Table 3) for fECG
extraction, it is demonstrated that ANFIS produces better results based upon SNR and RMSE
improvements. A general disadvantage of using ANFISs is their longer processing time during
network training, especially in the more sophisticated networks, which are necessary for more
complex systems. From our experimental results in (Table 1), it is evident that the final values
of SNRouts are closely related to SNRins.

4. Conclusion

In this chapter we focused on the use of advanced adaptive signal processing methods and
highlighted the advantage of nonlinear methods such as adaptive neuro-fuzzy inference
systems in enabling researchers to develop more reliable and accurate approaches in extracting
diagnostic quality fECG signals and consequently facilitate the accurate detection of hypoxic
conditions during pregnancy and labor. We included recent research findings from the most
relevant engineering and medical literature and added our own contributions to the field. It
is important to emphasize that currently only a fraction of the vast amount of diagnostic
information in the abdominal ECG is used in clinical practice. Therefore, maximizing infor‐
mation extraction from fECG and CTG signals for the timely and reliable detection of fetal
hypoxia is of tremendous clinical interest. This is a major challenge in signal processing and
modern obstetrics as accurate determination of the fetus’ status during pregnancy and labor
is highly dependent on the quality of abdominal ECG monitoring, fECG signal filtering, and
the consequent analysis of CTG and ST segments. In this chapter we also used a novel
multichannel adaptive system that was designed, implemented, and validated by the authors
to generate clinical-quality data and test and compare a variety of relevant signal processing
algorithms. The primary component of this system is its adaptive block and the associated

Figure 17. The Relationship between SNRin and SNRout for ANFIS31-ANFIS5.
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back-propagated mechanism that requires two inputs for each channel: the desired and the
actual.

Our experimental results using clinical-quality synthetic data generated by our novel signal
generator revealed that it offers the potential to significantly refine the diagnostic quality of
the noninvasive aECG signals. We could safely conclude that following the approach present‐
ed in this chapter researchers and clinicians could acquire high quality fetal heartbeat and
uterine contraction data and extract clinically significant features for reliable and accurate
detection of hypoxic conditions in the fetus. As such, we are hopeful that our contribution here
facilitates the development and advancement of new diagnostic methods based on transab‐
dominal CTG + STAN. We envision that the future of fetal monitoring will greatly benefit from
sophisticated diagnostic instrumentation equipped with state-of-the-art transabdominal CTG
and STAN capabilities.
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Abstract

Epilepsy is characterized by recurrent unprovoked seizures. Recent studies suggest that
seizure generation may be caused by the abnormal activity of the entire network. This
new paradigm requires new tools and methods for its study. In this sense, synchroniza‐
tion by linear as well as nonlinear measures are used to determine network structure and
functional connectivity of neurophysiological data. Electroencephalography (EEG) data
can be analyzed using each electrode’s activity as a node of the underlying cortical network.
The information provided by the synchronization matrix is the basic brick upon which
several lines of analysis can be performed thereafter. Detection of community struc‐
tures, identification of centrality nodes, transformation of the underlying network into a
simpler one, and the identification of the basic network architecture are only some of the
many lines of basic works that can be done in order to characterize the epilepsy as a network
disease. This chapter describes new approaches in network epilepsy, provides mathe‐
matical concepts in order to understand the complex network analyses, and reviews the
advances in network analyses and its application to epilepsy research.

Keywords: synchronization, temporal lobe epilepsy, electroencephalography, electro‐
corticography, graph theory, centrality measures, community structures, small-world

1. Introduction

Epilepsy  is  one  of  the  most  common  neurological  disorders  characterized  by  recurrent
unprovoked seizures. It has an incidence of 50–100 cases per 100,000 persons/year in devel‐
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oped countries, and about 50 million people around the world suffer from epilepsy [1]. The most
common type of epilepsy is temporal lobe epilepsy (TLE). Unfortunately, a high percentage of
TLE patients are resistant to drug treatment presenting the so-called drug-resistant epilepsy
(DRE). Surgery is recommended in such cases as the only curative/palliative alternative. Meta-
analyses from literature indicate that 66% of the patients are seizure free in the first two years
following the surgery [2]. However, seizures persist in one third of the operated patients; thus,
an accurate localization of the epileptogenic zone (EZ) is vital for a good surgery outcome.

Traditionally, seizures in partial epilepsy have been considered to arise from a single focus
that recruits other regions in order to spread. Very recently however, an alternative point of
view has suggested that ictogenesis (seizure generation) may be caused by the abnormal
activity of the entire network instead of being provoked by pathological isolated areas, such
as the EZ [3–7]. In fact, the Commission on Classification and Terminology from the Interna‐
tional League Against Epilepsy (ILAE) has proposed a new approximation for the classification
of seizures and epilepsy types [8]. The new recommended terminology redefines focal seizures
as those originating at some points within networks spatially limited to only one hemisphere,
or bilaterally distributed in the case of generalized seizures. This new perspective has been
mostly inspired, on one hand from the network analyses of data obtained from several
diagnostic tools that are routinely used nowadays in the pre-surgical evaluation of epilepsy,
such as functional magnetic resonance imaging (MRI) (for review see [9]) or even from the
classical one, the electroencephalography (EEG) [4,6,9]. On the other hand, the development
of the connectome concept, which describes the connectivity among different brain areas in
physiological conditions, has boosted this new perspective. In this regard, three types of
connectivity have been defined: the anatomical, which are the structural connections linking
the neurons or brain regions; the functional, which describes the statistical relations between
activity of different neurons or brain regions; and lastly, the effective connectivity, which
assesses the causal effects of one region or neuron to another [10].

Similarly to the impact of network analyses in seizure definition and classification, this new
perspective on epilepsy has also modified the traditional pre-surgical evaluation of TLE
patients. The traditional zone-oriented approach [11] has been complemented with the recent
advent of the network perspective [4,5]. The zone-oriented concept of the EZ can be interpreted
under this new point of view as a key property, yet unknown, of the network in charge of
generating and sustaining the seizures. The new aim in epilepsy surgery would be now
targeted at destroying this particular property of the network instead of being aimed at
resecting a cortical area such as the EZ, as it is traditionally done. The importance of identifi‐
cation, delimitation and characterization of the epileptic network clearly shows up when the
above considerations are taking into account and justify the great number of works devoted
to this issue [12–18].

In this regard, EEG data obtained either invasively or non-invasively, can be now analyzed
using each electrode’s activity as a node of the underlying cortical network. In this framework,
it is fashionable to estimate functional connectivity between cortical areas covered by
neurophysiological electrodes through the correlation or synchronization – both terms are
used interchangeably through the chapter, although their meanings are not exactly the same
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– matrix of the electrodes’ time series. The information provided by the synchronization matrix
is the basic brick upon which several lines of research can be built. One of them is the study
of hierarchical organization, which through the construction of hierarchical trees provides
insightful information of closeness and farness of node’s neurophysiological activity. The
application of this technique characterizes the underlying dynamical behavior of the whole
network and allows to easily reveal those regions of highly synchronized nodes, i.e.
synchronization clusters. Also, by combining the information provided by the synchronization
matrices, and several techniques borrowed from graph theory, give us the opportunity to study
the underlying cortical network as a whole entity.

It is important to emphasize that the network perspective is not only limited to EEG studies
but functional MRI (fMRI) also provides evidences of this emerging view. Despite fMRI
possesses a lower temporal resolution and is an indirect measure of neuronal activity, as
compared with EEG, fMRI has a good spatial resolution and obviously provides critical data
about the functional connectivity of the whole brain. In this regard, simultaneous fMRI and
EEG studies have revealed the validity of the BOLD analysis [19], showing that changes in the
epileptic network actually occur (for a review see [9]). In line with fMRI and EEG data,
pathological and structural studies also corroborate the study of epilepsy as a network
disorder, since histological studies have revealed neuronal cell loss, gliosis, axonal sprouting,
among others in hippocampus of the TLE patients [20]. Indeed, similar changes have been
described in adjacent areas to the hippocampus, as the amygdala, the entorhinal cortex, the
parahippocampal cortex, certain areas of the temporal cortex, and even other cortical and
thalamic areas [9]). All these results suggest that network reorganization occurs in epilepsy
from a histological point of view. Similarly, anatomical and diffusion MRI studies supported
the histological results, showing loss of grey matter and disorganization of fibers.

In this chapter, we review in a first step, the synchronization concept, its different types and
estimators in order to provide an overview of the basic element needed to perform a network
analysis of neurophysiological data. Secondly, we present the new network epilepsy approach
with detailed and comprehensive explanations of the underlying mathematical concepts
needed to fully understand the involved concepts and methodologies. Our aim, thus, is to
present the recent advances in network analyses, covering issues such as hierarchical
classifications, community detection, centrality measures identification and topological
organization in order to state their outstanding relevance in a particular field of biomedical
signal processing as it is the evaluation of pre-surgical neurophysiological recordings coming
from DRE patients.

2. Synchronization

2.1. Concepts

Synchronization is the building block upon which functional networks are constructed. Once
a functional relation between any two cortical areas is established, for all of the recording
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electrodes, the first step in the network construction can be confidently performed. This is the
main reason why synchronization estimation is so critical. In recent years there has been a
rising number of works dealing with this issue, and in particular in their application to brain
functional connectivity. It is important to emphasize that not a single method can accurately
provide the true, if something like this exists, underlying synchronization, because each one
possesses its drawbacks and benefits. In any case, several methods should be employed.

Synchronization is closely related to epilepsy, as commented Section 1. Conceptually, syn‐
chronization is the adjustment of the internal rhythms of two systems due to an existing (weak)
interaction between them [21]. Furthermore, it is essential for synchronization to be establish‐
ed, the presence of two or more self-sustained oscillators with their own rhythms.

2.2. Types of synchronization

The most intuitive form of synchronization is the frequency synchronization. That is, two
systems, e.g. x and y, through mutual interaction adjust their own rhythms to share a similar
frequency ωx = ωy. Frequency synchronization does not need that exactly the same frequency
be shared by two synchronized systems, however. Instead, the following relation is valid: nxωx

− nyωy = 0, where nx and ny are integers. Moreover, in chaotic systems it seems to be less
restrictive than other types of synchronization (phase or identical), because instantaneous
values of variables may be different.

In addition to frequency synchronization, phase can also become synchronized, this occurs
when the phases of both systems are similar. Similar to the frequency synchronization, both
phases do not have to be necessarily equal since phase synchronization also occurs when a
constant time difference exists between them. The synchronization of both frequency and
phase is called identical synchronization; likewise, when a lag exists between them it is termed
lag synchronization.

When a system, slave, is under governance of another system, master, there is a unidirectional
relation. In this condition, the synchronization is called generalized synchronization. To describe
this type of synchronization in EEG data is necessarily to use the embedding theorem which
allows to reconstruct an equivalent system of the original one.

The different types of synchronization described above can be used for the analysis of
synchronization of more than two systems. However, in those cases it is better to use the full
synchronization in order to determine the synchronization of the whole oscillators’ interaction
rather than the interaction between each pair. The oscillator is replaced by its instantaneous
phase and intrinsic synchrony, and the spatial distribution is added. The spatial distribution
is formed by the coupling strength between adjacent oscillators and the existence or absence
of each link. The whole system synchronization is achieved by an order parameter that
provides information about the phase coherence of the oscillator and the degree of synchro‐
nization.
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2.3. Synchronization estimation

Several numerical methodologies have been used to determine the synchronization; the most
common are the cross-correlation [22] and the cross-spectrum analysis. However, new
methodologies have gradually been introduced to evaluate networks connectivity. This is, to
address the temporal correlation between spatially separated nodes or the influence of one
neural system over another, i.e. the functional and effective connectivity, respectively (see
Section 3).

Broadly speaking, two types of correlation exist, the linear and nonlinear correlations [23].
Both have its pros and cons, however. Usually, a tradeoff between accuracy and speed appear
at the time of deciding which method to use. These two premises are critical, mainly the first
one, because of the high number of comparisons, which increases the number of false positive,
i.e. the number of significant correlation that does not correspond to real signification. In these
cases, statistical methods have to be used in order to improve the sensitivity, for instance, the
classical methodology, such as Bonferroni correction, or more sophisticated systems as the
surrogate data testing.

Cross-correlation is essentially an amplitude method in the sense that it quantifies co-move‐
ments in two time series by “comparing” amplitudes in the signals. Pearson correlation
coefficient [22] is the best known method for synchrony calculation by cross-correlation since
it is a function of the lag between signals; the lag has to be specified. For two discretized time
series, xi and xj, at times k, in a 0 lag condition the ρij is calculated as follows,
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Correlation coefficient range is between −1≤ ρij ≤1, calculated in the time window Nwin. Higher
negative values mean a higher inverse linear correlation whereas higher positive values
indicate a higher linear relation between time series.

A zero cross-correlation in Eq. (1) does not mean that there is no correlation because nonlinear
correlation could also exist; this is because nonlinear analyses compare other parameters rather
than amplitude [24]. For instance, phase synchronization measures the differences in phases.
In two time series xi and xj, at times k, the phase synchronization is calculated by the mean
phase coherence, Rij,
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Correlation coefficient range is between 0≤ Rij ≤1, calculated in the time window Nwin, where
Δαij (k) is the instantaneous phase difference at the discretized time k.

Information theory [25], through mutual information, has been used to evaluate the association
between the two variables. Roughly speaking, if the (Shannon) entropy of a time series xi

quantifies the degree of uncertainty about future values of it, the mutual information between
xi and yi quantifies the reduction of uncertainty in xi knowing yi. Thus, mutual information
between two time series evaluates the statistical association between them. Mutual information
range from zero to positive values, such that zero means that the two systems are statistically
independent.

Figure 1 displays the typical synchronization patterns calculated from a typical recording of
a scalp EEG. In Figure 1A, the correlation matrix calculated through the Pearson estimate is
depicted. Figure 1B shows a similar calculation but using Eq. (2), corresponding to the phase
synchronization. On the contrary, Figure 1C shows the synchronization calculation carried
out by using the mutual information measure. Note that in this last case diagonal elements
have been eliminated because they have not upper bound.

Figure 1. Synchronization patterns: synchronization matrices for three different measures calculated over 10 s of scalp
recordings. (A) Pearson correlation, (B) phase synchronization using the mean phase coherence (Eq. (2)), (C) mutual
information with diagonal elements set to 0 in order to make it clear the interaction between different elements (see
main text).

Finally, the integration of these different synchrony measurements in a spatially extended
system is what is called spatial synchronization. It is especially useful when dealing with
neurophysiological data in order to gain insight of the underlying network, and becomes the
main concept for several network analyses that are the subject of this chapter. The spatial
synchronization is the organization of the whole network based on their nodes interaction, i.e.
correlation between every pair of nodes. Firstly, transformation of the synchrony matrix to
distance is required, i.e. higher correlations mean closer distances between nodes, in order to
perform a hierarchical organization (see Section 3.4.1). Several methods and algorithms exist
to perform the hierarchical tree; the best known is the hierarchical clustering [26]. It organizes
nodes in smaller groups based on their higher correlation, or more properly their closer
distance, to generate groups of highly linked nodes, known as cluster.
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2.4. Synchronization and epilepsy

Late 1940s and early 1950s descriptions [27] presented epilepsy as a neurological disorder
associated with excessive synchrony leading to a state of “hypersynchrony”, an idea main‐
tained recently. However, recent advances in chaos theory, complex networks and nonlinear
time series analyses have reviewed this classical interpretation of synchronization and its
application to seizure characterization. Nowadays, epilepsy is far from being considered as a
merely hypersynchronized “state”. Extent data from literature present epilepsy as a synchro‐
nization/desynchronization process, remarkably active during seizures. Dramatic changes in
synchronization have been quantified during the seizure extent, highlighting thus the concept
of synchronization as a truly process instead of a particular state [24,28,29]. This section will
approach the relations between synchronization and epilepsy.

2.4.1. Synchronization and hypersynchronization

From a classical [30,31] and a fundamental point of view, the epileptic activity starts as a
paroxysmal depolarization shift (PDS) in thousands of hypersynchronously neurons causing
a mesoscopic manifestation in the EEG recordings – the well-known interictal epileptogenic
discharges (IEDs) [32–34]. The spread of this activity, which in physiological conditions would
remain confined due to weakened inhibition of the surrounding areas, induces the seizure
start. This means that large population of neurons far from the seizure onset zone ones
triggered synchronously. Synchronization thus can be studied at two different scales, i.e. local
and global.

Although seizures are the pathophysiological definition of epilepsy, other EEG disturbances
are considered as clinical signs. IEDs are widely accepted as an EEG marker of epilepsy since
they are present in 80–90% of the patients. IEDs present different patterns in the EEG record‐
ings, such as spikes, poly-spikes and/or sharp waves [35, 36]. The way in which PDS manifest
as IEDs can be explained by local synchronization mechanisms, specifically, strong and weak
mechanisms of interaction. The strong mechanism involves the direct communication between
neurons by chemical or electrical (gap junctions) synapses [37]. In this regard, computational
simulations of the dentate gyrus, one of the components of the hippocampal formation and an
area highly involved in temporal lobe epilepsy, have demonstrated that the incorporation of
a small number of highly interconnected hubs greatly increase the hyperexcitability of the
network [38], modifying the network topology toward a scale-free one. Therefore, it is
suggested that the strong mechanisms increase the synchronization of the whole network
inducing IEDs manifestation. On the contrary, weak interactions are due to the extracellular
space changes of ions concentration or electrical field transmission induced by the activity of
neighboring cells [39]. Both interactions are present in physiological processes and are needed
to an appropriate brain function; however, an enhancement of this processes due to the several
pathological issues produces the IEDs. To summarize, IEDs can be considered as the result of
a small number of neurons triggering simultaneously driven by weak and strong interactions
in a process considered as hypersynchronization, or suitably, a local full synchronization
process.
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The clinical relevance of IEDs is reflected in the huge efforts made by the researchers to describe
and identify them [40]. In fact, most of the past publications use traditional raw EEG analysis
in order to lateralize and localize the seizure by the presence of IEDs, since the ipsilateral side
presents a higher number of IEDs as compared to the contralateral [41–43]. The first evidence
of distant synchronization in epilepsy occurred by the analyses of IEDs, demonstrating a
hippocampal–entorhinal cortex interaction [44]. However when a synchronization analysis of
the interictal period is performed, a critical issue has to be considered: the role of IEDs and the
background interictal activity in the synchronization of interictal period. In reference [45], the
authors deal with this question; they demonstrated that IEDs are a 1.2, 10, 13.3, 33.3% of the
total time in scalp EEG, foramen ovale electrodes (FOE), electrocorticography (ECoG) and
depth electrode recordings, respectively. These results give an idea of the contribution of IEDs
in each type of recording to the synchronization measurement. Surprisingly, the intuitive
association of a higher presence of IEDs in the ipsilateral side with a higher synchrony in the
same side presents controversial results, with works favoring this possibility [46–48] and
others not [49]. Perhaps this disagreement can be explained by the above-explained synchro‐
nization bias of the depth electrodes as compared to FOE, since works favoring higher
synchronization in the ipsilateral side were performed in depth electrodes recordings.

The classical definition describes seizure as a hypersynchronization of a large amount of
neurons; however, recent evidences present it as a more complex phenomena. As stated earlier,
synchronization has to be considered a dynamical process and that is what happens in a
seizure. An increase of desynchronization is observed in the first stages [50] followed by a
large-scale increase in synchronization. Hypersynchronization has also been proposed as a
seizure termination process, since excessive activation of neurons induces several mechanism
of autoregulation entailing seizure termination [29]. Seizure synchronization depends on the
spatial scale, the type of synchrony and the EEG patterns analyzed, among others. Despite
hypersynchronization also occurs in seizure at cellular level, only a 30% of neurons change its
firing rate [50] during partial seizures. This suggests that a dynamical approach is more
appropriate to analyze seizure synchronization.

2.4.2. Desynchronization

The role played by desynchronization in epilepsy has been well documented in the literature
[49–53]. Far from challenging the classical point of view, desynchronization has been integrat‐
ed into the epilepsy facts providing a new perspective. It occurs not only at a global scale but
also at the cellular level, since desynchronization has also been found in seizure-like events of
cellular studies [52].

First evidences of desynchronization in seizure were reported by Gastaut et al. [54], by
describing the electrodecremental seizures. Since then, several works have reported desynch‐
ronization prior to seizures onset. Desynchronization has been described in the analyses of
depth electrodes recordings by using phase synchronization methodology. A decrease in the
mean phase coherence occurs 15–20 min after seizure onset [53]. Similar results were found
only in the beta-band [55]. Two hypotheses were derived from these results; one suggests that
desynchronization favors the recruitment of regions until full synchronization is achieved [46],
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and the other suggests that desynchronization is the result of an adjustment process between
two different recorded areas, one with physiological synchronization levels and the other with
higher levels because of being part of the seizure onset zone [53]. Surprisingly, desynchroni‐
zation was also described in the first half of seizures during secondary generalization [56,50].
The authors suggest that this is due to different routes and lags during the seizure propagation
[57].

Not only in seizures but also during the interictal period, desynchronization also seems to play
an important role in the epilepsy dynamics. Lower levels of synchronization were reported
[49,58] in the ipsilateral side, as compared with the contralateral one, to seizures in TLE
patients. These lower levels were maintained also during the seizures [58].

Desynchronization also occurs at the cellular level as it was demonstrated in an elegant study
of Netoff and Schiff [52] in in vitro hippocampal slices. They show the existence of decreased
synchronization immediately after ictal-like activity. They observed this change using both
linear and nonlinear methods. The initial desynchronization can be explained because of the
presence of microdomains of highly synchronized neuronal clusters present in ictogenesis in
in vitro studies [59,60]. Moreover, microseizures have been described prominently in the
seizure onset zone in human recordings [61–63]. Zones that present microseizures are good
candidates of being part of the seizure onset. However, instead of single initial onset zone,
multiple distant microdomains that synchronize and produce the macroseizure could also be
another mechanism of seizure onset [29]. In both cases, the presence of different regions
disturbs the synchronization estimation, that is, if synchrony is measured in a region that
includes areas generating ictal activity and others remain unaffected the global results will be
a desynchronization [64]. These results were also confirmed by the computational and
electrophysiological models, demonstrating that seizure-like activity can be induced even
when the synaptic strength of neurons is small, suggesting that higher excitatory strength is
not needed to seizure induction [65].

This new perspective of epilepsy as a dynamical process has provided new insights of epilepsy
and seizures, bringing more evidences that justify the complex network analyses. Although
the use of synchronization measures by epileptologists is still rather marginal, a raising interest
in this decade has appeared to perform analyses by using linear as well as nonlinear methods.
The next section introduces concepts and methodologies of the complex network analysis,
mainly based on synchronization methods, applied to neurophysiological data.

3. Networks

Traditionally the brain has been considered as a compartmentalized structure with particular
functions in each area. However, over the last decade a network approach has been proposed
as a more accurate model for brain functioning, leading to the appearance of the connectome
concept [66], a connectivity map derived from the neurophysiological and imaging data.

Besides the network-oriented study of physiological brain connectivity, the study of several
pathologies, such as epilepsy, has also been focused on the network paradigm. Evidences from

Network Theoretical Approach to Describe Epileptic Processes
http://dx.doi.org/10.5772/63914

93



EEG studies have raised this alternative point of view. In fact, the ILAE proposed a new
terminology including the network concept for the classification of seizures and epilepsies [8].
Moreover, several studies of the ictogenesis [3–6] suggested that seizures are caused by the
abnormal activity of a network rather than by an isolated area malfunction. All these infor‐
mation, in particular the last statement, has boosted a large amount of re-analysis of EEG
recordings under this new perspective [4,5,11]. Indeed, a rising number of works have
appeared in the recent years supporting this idea [12–18].

To deal with this new paradigm, studies are increasingly using graph theory, a mathematical
framework that studies the general properties – graphical, topological, statistical, etc. – of a set
of nodes interconnected by links. Any kind of system can be described and characterized under
this framework as long as the system’s elements can adequately be represented by network´s
nodes and their relations by links. In the case of the brain, and in particular with respect to the
neurophysiological characterization, network nodes are represented by cortical areas covered
by the electrodes’ contacts and the links between them by the existing synchronization level
in their electrical activity. As shown below, the type of links considered between the cortical
areas determines the type of network.

Considering the brain as a connectome, three main categories of parameters can be used to
extract valuable information of the network activity. These three categories correspond to the
three scales where a network can be evaluated, the most basic, centrality or nodal measures;
the intermediary, community structures; and the most global, the topological organization.
Centrality measures study the significance of the nodes inside the network by determining its
characteristics; community structures are based on the recognition or assessment of commun‐
ities of nodes, so-called clusters or modules; and topological organization uses the average of
some of the centrality parameters to determine the properties and architectures of a given
network. These variables can be correlated with behavioral data (task performing results),
clinical data (treatment or surgery outcome) or different pathologies providing a valuable
knowledge or a key target in the pathological network. Thus, in the next section, network
parameters have been explained providing definitions and mathematical notations, and its use
in epilepsy has been discussed.

A final remark regarding the nature of the network approach is in order here. When dealing
with very large networks, like networks of networks, composed of a very large number of
nodes, the proper approach to network characterization is by the statistical mechanics of
network. In this sense, network characterization is preferably done by the statistical properties
of their nodes and/or links. The most common examples are for instance to look at the statistical
distribution of the nodes connectivity (“degree”, see below) and ask whether these distribu‐
tions fit in any of the standard distributions: random networks, scale-free networks, small-
world networks, etc. However, these kinds of networks have typically a huge quantity of
nodes, which allows to study their properties across several scales. A typical example of these
kinds of networks is the internet, composed of routers and computers as nodes, and the wires
and cables, which connect them as the physical links. The kind of networks we are able to
characterize in studying neurophysiological records is nonetheless of a very different kind.
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3.1. Types of networks

We briefly summarize here some basic types of networks. The most basic representation of a
network is by considering only the nodes and links the network is made of. Figure 2A
represents a network of this type composed of 34 nodes and 77 links between some of the
nodes.

A step into a more complete description of a network is by adding “weights” to the links, that
is, it is not only relevant whether or not two different nodes are connected by a link, but also
the intensity of the links does also matter. This is represented in Figure 2B in such a way that
links’ weights are represented by lines width, such that more intense connections are repre‐
sented by thicker lines.

In the case we are working on, this is represented by the estimation of the synchronization
level between the electrical activities covered by the corresponding contacts.

More complex representations may be achieved when directionally is introduced in the
interaction between two different nodes, as it is represented in Figure 2C.

Other situation including finer details is represented in Figure 2D such that nodes’ character‐
istics are also included in the description, represented in this case by the nodes’ sizes. Other,
more complex situations can be represented in the network descriptions.

Figure 2. Different types of networks constructed with 34 nodes: (A) unweighted undirected network with equally im‐
portant nodes; (B) weighted undirected network with equally important nodes; (C) weighted directed nodes with
equally important nodes and (D) weighted directed network with unequally important nodes.

From a mathematical point of view, a “simple” network, as the one of Figure 2A, is fully
characterized by giving the “adjacency matrix” whose elements are binary numbers aij

denoting the presence or absence of edges, or links, between nodes iand j, that is aij = 1 if a link
between node i and node j does exist and aij = 0 if not. Because the adjacency matrix is a
symmetric matrix, that is, if a link between nodes i and j exists, then aij = aji =1, the total number
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of links in network with adjacency matrix aij is the sum of 1’s in aij divided by 2 (because of
symmetry) minus the number of nodes in the networks (diagonal elements).

When dealing with networks like the one depicted in Figure 2B, the adjacency matrix contains
the weights, that is, the 1’s in the adjacency matrix are replaced by the corresponding weights
wij. These kinds of networks are called weighted networks. Both kinds of networks, weighted
and unweighted, are typical examples of functional connectivity representation in the
neurophysiological realm. Effective connectivity on the contrary, when directionality counts
are typically represented with the networks, is depicted in Figure 2C and D [10].

3.2. Networks from time series

Having described the basic properties of networks, the following step is to know how to
construct the network from the recording time series. This is a critical step when the objective
is to analyze neurophysiological recordings under a network perspective.

Figure 3. Network construction from simulated time series: (A) three correlated time series, X, Y and Z, (B) correlation
(Pearson) matrix of time series of panel A, (C) network corresponding to the correlation matrix of panel B (threshold =
0.3) and (D) network corresponding to the correlation matrix of panel B (threshold = 0.6).

In Figure 3, the basic steps of constructing a simple network from simulated time series are
displayed. Three synthetic time series X, Y and Z are shown in Figure 3A. With the objective
to know whether any kind of functional connectivity exists between these time series, a
synchronization measure (see Section 2.3) is calculated. In this way, an estimation of the
potential relations between these recordings is assessed. Figure 3B shows a simple correlation
estimate, Eq. (1), between these three time series. This figure shows the existence of a correla‐
tion close to 0.8, a rather intense value, between X and Y time series; the correlation between
X and Z is close to 0.5, and between Y and Z is close to 0.2. Note that the correlation calculation
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accomplished in this way provides connectivity between any pair of time series even for the
cases with very low values, giving rise to a fully connected network. This means that appa‐
rently uncorrelated time series, with a correlation values close to 0, will nonetheless be linked.
Several methods can be used to eliminate these weak links. The first and more obvious is to
select only those statistically significant correlations. On the contrary, one can choose an
arbitrary threshold and eliminate those correlations below this particular value. This is what
is displayed in Figure 3C where a threshold equal to 0.3 has been used. The basic network
constructed in this way possesses only two links, X-Y and X-Z, because the link Y-Z, equal to
0.2, has been eliminated by the used threshold of 0.3. Whether a more stringent threshold is
used, for instance equal to 0.6 as in Figure 3D, one of the former links is also discarded, X-Z,
and the new network possess only one link, X-Y and one isolated node, Z. We have constructed
in this way a non-connected network, because it possesses isolated nodes.

Figure 4. Network construction from neurophysiological time series: (A) actual time series from subdural electrodes
and (B) matrix of absolute values of the correlation (Pearson) measure. Solid black squares delimit intra-area interac‐
tions.

A more complex and real example is depicted in Figure 4, taken from a typical neurophysio‐
logical recording of subdural electrodes. The set of electrodes comprises two subdural grids
of 5×4 and 4×8 electrodes and a strip of 1×8 electrodes. A typical recoding lasting 10 s is
displayed in Figure 4A and the correlation matrix in panel B. Note that all of the correlations
values are positive. This is so because we have plotted, and also used, the absolute value of
the correlation estimate. No matter in which “direction” the relation exists as long as it exists.
It is easy to recognize in this figure the approximate boundaries of intra-area correlations (black
solid lines). As mentioned above, the next step is in the selection of a threshold with the
objective of simplifying the network. In Figure 5A and B, two examples of thresholded
correlation matrices with 0.2 and 0.5, respectively, are displayed. Using this information the
last step is to construct the network as the ones displayed in Figure 6. In the first case,
Figure 6A, the correlation matrix with a threshold of 0.2 was used to construct the network.
Due to the low value of threshold employed, 0.2, too many links populate the network. When
greater threshold value is employed, as 0.5, only those stronger links remain (Figure 6B). As
a final remark, note that both networks displayed in Figure 6 seem to be of the kind unweighted
(see Section 3.1), because no apparent differences exist between the links’ width. However,
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every link has a weight associated with it, which is given by the corresponding correlation
value. Thus, from this point on one can choose between two different scenarios to work,
whether on an unweighted or weighted network. Different network properties and measures
are explained in the next sections.

Figure 5. Network construction from neurophysiological time series: (A) Filtered (thresholded) correlation matrix
when a threshold equal to 0.2 is applied and (B) filtered (thresholded) correlation matrix when a threshold equal to 0.5
is applied.

Figure 6. Network construction from neurophysiological time series: (A) network from time series of Figure 4, derived
from the correlation matrix of Figure 5A and (B) network from time series of Figure 4, derived from the correlation
matrix of Figure 5B.

3.3. Centrality measures

Centrality measures aim to study the nodes’ characteristics and their relevance inside the
network (Figure 7). Centrality measures characterize hubs nodes inside the network, a fact of
surmount importance regarding seizure onset and spread. There are several centrality
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measures classified accordingly with the characteristics they measure, but we will only present
here the most used in the literature, namely: degree, betweenness and local synchronization
strength (for review see [10,26,67–69]). All these measures can be calculated for both weighted
and unweighted graphs, although we only include here those corresponding to unweighted
graphs. When appropriate, weighted definitions are going to be explained. For an extended
review of weighted definitions, see [69].

Figure 7. Centrality measures in a simulated network. In red, the node with maximum clustering coefficient. In blue,
the node with maximum degree and, in yellow, the maximum betweenness. (a) Disordered network. (b) ordered net‐
work according to numeration, i.e. nodes are numbered according to their neighborhood. (c) ordered network accord‐
ing to numeration highlighting nodes with maximum values of centrality measures.

3.3.1. Concepts

As shown in Section 3.1, an unweighted network is fully described by the adjacency matrix aij.
The number of links of a particular network node is called node’s degree. The degree ki of a node
i is the number of edges that connect to other nodes

,i ij
j N

k a
Î

= å (3)

where N is number of network’s nodes and aij are the binary element of the adjacency matrix.
In a directed graph, the node’s degree corresponds to the sum of ongoing ki

in and outgoing
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out . The importance of a node inside the network is directly linked to its

degree level, i.e. a node with high degree possesses a great number of connections with other
nodes of the network, increasing substantially connectivity with the rest of the network.

Betweenness can be defined as the capability of a node to facilitate the communication across
the network. Betweenness of a node is defined as the number of shortest pathways that pass
through this node. The betweenness bi of a node i is

, ,

( )jk
i

j k N j k jk

n i
b

nÎ ¹

= å (4)

being njk (i) the number of shortest pathways passing through node i, and njk the total number
of shortest pathways between nodes j and k. The betweenness concept is also applicable to
edges, being the number of shortest pathways passing through a particular edge. A node with
high betweenness has a great influence in the communication between other network nodes
serving itself as an in-between relay. A node with a high degree may have a high betweenness;
however, a node with high betweenness may have a low degree if it is located in a strategic
position in the network.

Local synchronization, also known as strength, is the sum of weights of a particular node with
its first neighbors divided by its degree. Thus, the local synchronization is represented as [70]

1

1 ,
in

i ij
ji

s w
n =

= å (5)

being wij the synchronization value between nodes i and j, and ni is the number of first
neighbors of node i. Local synchronization gives an idea of the contribution of each node to
the total synchronization activity; a node with a higher local synchronization will contribute
greatly to the global synchronization and perhaps to determine role in a network as a hub.

Clustering coefficient is defined as the proportion of neighbors’ nodes that are also neighbor one
of each other, characterizing the local connectedness in a network. According to [71], the
clustering properties can be overestimated if weights are not considered when calculating
clustering coefficient. So, the weighted clustering coefficient of node i is

,1
,1

( ) 2
ij ik

i ij ih jh
j ki i
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s k
+

=
- å (6)

where ki is the degree of i, si is its strength, aij are the binary elements of the adjacency matrix
and wij are the weights between nodes i and j. The clustering is considered a segregation
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parameter because it describes the existence of specialized nodes, i.e. higher clustering
coefficient means a higher connection density in the local subnetwork that surrounds the given
node.

The following measure is not exactly a centrality measure, but nonetheless its importance has
been explained in the following sections. The Shortest path lengths is the smallest number of
edges that connect two nodes i and j, that is

,
uv i j

ij uv
a g

d a
«Î

= å (7)

where gi↔j is the shortest path between i and j across the network nodes. The shortest path
lengths is considered a measure of integration because it describes connectivity between
distant nodes. This is why shortest path lengths is more informative as a global parameter,
providing information about the global network integration through the average path length
(see Section 3.5).

3.3.2. Applications

The most basic application of centrality nodes in epilepsy is in localizing areas involved in
seizures. In [70] an approximation to this critical issue was carried out with the objective to
assess whether nodes with high local synchronization participate in seizures in one way or
another. In this study, functional connectivity was evaluated during intra-operatory ECoG by
using three different measures: cross-correlation, phase synchronization and mutual informa‐
tion (Section 2.3), with a better performance of the two firsts [70]. Those cortical areas covered
by electrodes with higher local synchronization seem to be deeply involved in seizures
appearance because when these areas were resected during the surgery, patients remained
without post-operative seizures. These results agree with other groups that observed higher
synchrony in seizure onset zone [6,46,72].

Moreover, those areas with higher local synchronization also display low temporal variability,
suggesting that their stability is also critical at the time to be involved in seizure generation
[15]. It is argued [15] that the existence of particular areas with both high local synchronization
and low temporal variability increase seizurability, i.e. the capability of the network to seize.
On the contrary, no correlation could be established between these high synchronization areas
and seizure onset zones. Altogether, these results seem to favor the hypothesis about seizures
generation, which postulates that desynchronization is a preexistent state of the cortical areas
and a transient synchronization help to spread the seizures.

The above-reported findings were all accomplished during the interictal period. However,
long-run analysis carried out on subdural electrodes was also performed with the objective to
explore the dynamics of these high local synchronization areas. In one study [18] of a patient
with partial seizures – with and without secondary generalizations – a similar analysis was
carried out. The analysis during partial seizures revealed temporal changes in those areas with
higher local synchronization. Both types of seizures start in areas with high interictal local
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synchronization and both seizures present similar patterns in the first part of the seizure. These
data support the hypothesis of the role of interictal local synchronization areas in seizure
formation.

To summarize, altogether these data demonstrate how the centrality measures are a valuable
tool for the analysis of invasive neurophysiological recordings, since it makes possible the
characterization of the cortical dynamics in epilepsy patients. Specifically, these kinds of works
prove the existence of stable local synchronization areas, which are involve in seizures
generation because if they are surgically removed, the patients present better outcomes. The
existence of these local synchronization areas implies the existence of areas with no high
connectivity but also very intense and temporally stable local synchronization. It seems
therefore that the cortex of epilepsy patients presents a highly heterogeneous connectivity,
something that has been proved by immunohistochemistry, genetics and electrophysiological
studies [73–75]. In addition, computational studies have shown that those areas of high local
synchrony facilitate the global synchronization processes [24]. The stability of those local
synchrony areas has been demonstrated that induce a change in network topology, to a small-
world architecture (see Section 3.5.1), simplifying the synchronous activity between regions
and favoring seizure onset.

3.4. Community structures

Detection of community structures is aimed to study the topological organization of a network
accordingly with its subnetworks [26]. Community structures characterize clusters of tightly
connected nodes inside the entire network. There are several community measures, the most
used are motifs and modularity [69]. In the last years several methods to detect community
structures have been published with great differences in both performances and capabilities,
some of them using highly sophisticated algorithms [26].

3.4.1. Concepts

Modularity determines how well a given partition or division in a complex network corre‐
sponds to a natural or expected sub-division, i.e. which groups of nodes are more connected
between them than with other nodes of the network. Thus modularity is defined as [69]

,

1 ( ) ( , ),
2 2
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ij i j
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where m is the number of edges, aij is the element of the adjacency matrix, ki and kj are the
degree of node i and j, respectively; ci is the type (or component) of i, cj that of j, the sum goes
over all i and j pairs of vertices, and σ (x, y) is 1 if x = y and 0 otherwise.

In addition to the above-mentioned definition of community, an important issue in community
structures is the method to be used to find them. Unlike other network parameters that are
computed exactly, community structure calculations are obtained by optimizing algorithms.
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Although several and highly sophisticated algorithms to calculate community exist [26], one
of them, based on cutting a hierarchical tree, will be explained in the following section to
understand its importance. A Hierarchical clustering algorithm is a method based on the
construction of a hierarchy or tree based in similarities. The lower branches of the tree are
composed of those more closely related nodes. In order to construct a hierarchical tree, a
“distance” between objects is firstly defined and then, an ordering of distances is performed
with the aim to construct the tree. A typical measure of distance is the so-called Gower distance

( , ) 2(1 ) ,i j ijd r= - (9)

based on the Pearson correlation (Eq. (1)) ρij. In doing so, elements highly correlated with ρij

close to 1 attain distances close to 0. Then, one can construct a hierarchical tree by grouping
those elements with similar distances. The process of assignations of nodes to a group or cluster
can be done by combining nodes into groups by using an agglomerative method, or by
separating groups into smaller ones by means of divisive methods. The single-linkage,
complete-linkage and the average-link are the most common agglomerative methods. Once a
hierarchical tree, also known as dendrogram, is constructed, the last step is simply to cut the
tree at a particular level, obtaining the clusters or communities. A simple example can be
observed in [26].

3.4.2. Applications

Communities or cluster detection has been successfully applied to neurophysiological data
coming from scalp and FOE [28,49]. In these works, clustering detection was done by
hierarchical clustering using a single-linkage clustering method. The aim of clustering
detection was used to detect exactly the opposite, that is, those electrodes which do not belong
to any cluster, or declustered nodes. Detection of declustered electrodes is important because
it allows to correctly lateralize the ipsilateral side to seizures during the interictal period in
TLE patients [28,49]. This calculation is performed through a lateralization index, quantifying
which lobe possesses more declusterized/desynchronized electrodes. However, some
controversy exists about the synchronization level of the ipsilateral side, since there are works
describing higher synchronization in the ipsilateral side [76,77]. This controversy could be
explained because of the different kinds of invasive electrodes, and different recording areas,
used in those studies.

Community structures detection has been also used over subdural electrodes as in [18] in order
to calculate the modularity. In this work it is shown that the value of modularity decreases
during the seizures as compared with the preictal levels. Similar results are found by using a
combination of scalp and FOE.

These results provide evidence that community detection is a promising diagnostic tool for
network epilepsy, since it could help to determine the side of the seizure in TLE patients in
semi-invasive interictal recordings of 1 or 2 h, saving time and using a less disturbing and a
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cheaper technique. Community detection can also help to determine the ictal dynamics
through the analysis of modularity in ECoG and scalp and FOE. In addition to the above-
mentioned community structures measures, others parameters can also help to analyze
communities. Those are the network resilience measures, which define the resistance of a
network to remove the random or critical nodes, as occurs in epilepsy surgery, for review see
[69].

3.5. Topological organization

The epileptic network can also be characterized by changes in its topological organization
which is reflected in the changes of other several parameters. One way to quantifying these
changes is through averages, over the whole network, of certain measures, as for instance the
shortest path length (Eq. (7)). Another way consists of transforming the entire network into a
simplified network, called the minimum spanning tree, in order to study the main properties
of the actual network by using the simplified one, instead.

3.5.1. Concepts

Average shortest path length (APL) is a network parameter employed to provide information of
how fast or slow is the communication transfer through the network nodes, i.e. the average
number of steps along the shortest paths through the network nodes. APL is defined as

1 ( , ),
( 1) i j

i j

APL d v v
n n ¹

=
- å (10)

being n the number of nodes and d(vi, vj) the shortest path lengths between nodes vi and vj,
calculated by Eq. (7).

The density of links (DoL) is the ratio between the actual number of links and all possible links
of the network. It provides information of how globally connected is the network. DoL is
calculated as follows

#    .
#    

of existing linksDoL
of possiblelinks

= (11)

Both APL and DoL are related, i.e. a high DoL implies a low APL because a higher number of
links entails higher possibilities to interconnect nodes and reaching this connection by using
shortest paths. On the other hand, one cannot assume that a low APL implies a high DoL,
because the presence of long-distance connected nodes favor the low APL without a high
number of links, this is measured by the next parameter, the clustering coefficient.

Average clustering coefficient (ACC) measures how well neighbors nodes of a particular node
are connected between them, characterizing local connectedness. ACC is defined as
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being n the number of nodes and cj clustering coefficient of node i, calculated by Eq. (6).

The use of these three parameters allows a broad classification of networks in three groups:
random, small-world and scale-free networks. A random network is a network with a uniform
distribution of links, i.e. every node is connected with other every network’s node with uniform
probability. On the contrary, small world network is that network in which nodes have high local
connectivity, i.e. high clustering coefficient, and some nodes also have long-distance connec‐
tions. This last property represents that these small-world networks have a small average path
length. Lastly, a scale-free network is that network in which most of the nodes have few local
connections but some of them, called hubs, have a high number of connections. In the context
of the average parameters, all three types can also be defined: random networks presented a
low ACC and APL, regular networks showed a high ACC and low APL, small-world presented
a high ACC and a low APL and scale-free presented similar characteristics to the small-world
network.

The minimum spanning tree (MST) is a simplification of the full network into another, simpler,
network. It is a tree without closed paths, i.e. from a node i to a node j always exists a unique
path. The MST is obtained by the construction of a matrix based on the distance matrix, in the
same way the construction of a hierarchical tree is done (see Section 3.4.1). The MST possesses
the feature of retaining the more important links in the original network under the simplest
topology.

3.5.2. Applications

To consider the topological aspects of networks, especially their changes, is of critical impor‐
tance in its relation with epilepsy as it was demonstrated in several works [12,17,78]. A typical
example of the application of network changes during seizures was recently presented by
Vega-Zelaya et al. [18]. In this work differences in the network structure, constructed upon
subdural recordings, between preictal, ictal and postictal stages were found. It is shown that
after seizure onset of a partial seizure with secondary generalization, a decrease in both the
modularity and the APL jointly with an increase in the DoL and the ACC exists.

Recently, the study of the transition from the preictal to the ictal period, recorded in scalp and
FOE, reported that in 72% of the cases, an increase in the DoL during seizures with a decrease
in the APL in 68% of cases exists. This fact suggests an increase in connectivity in the underlying
functional network likely provoked by the small-world ictal architecture [58]. Although other
works show a shift toward a regular network during the preictal-ictal transition [12,13,16], the
difference could be explained by the use of FOE, which records electrical activity at the
extrahippocampal areas [28]. In this regard, Mormann et al. [79] has revealed a different
synchronization levels in the entorhinal cortex and hippocampus areas. Vega-Zelaya et al. [58]
also reported an imbalance between ipsilateral and contralateral side, resulting in lower DoL
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and ACC and a higher APL in the ipsilateral side than the contralateral one. These results are
also supported by fMRI studies [77,80], and even by results of studies of patients with
extratemporal seizures, which presented lower connectivity in the seizure area [81].

The application of topological parameters to the analysis of epilepsy turned out to be a great
tool for network characterization, either in ECoG, scalp or FOE recordings. It has uncovered
the dynamics and connectivity of the brain in TLE as well in the extratemporal ones. In fact,
these works showed a lack of connectivity in the seizure area. In particular, in TLE the lack of
connectivity in the ipsilateral side could be somehow related to the ipsilateral impairment
found in the community structures analysis of FOE [49]. Moreover, loss of connectivity within
specific network structures has been involved in seizure generation [82], and computational
models has revealed that connections deletion increases seizure likelihood [83].

Also, the use of the MST has provided to be of great importance in describing different types
of functional architecture [68]. In that work, the MST was used to simplify the underlying
network with the objective to localize particular areas of interest, as the node’s degree,
betweenness and local synchronization. As it was shown, critical nodes in the MST are those
with highest local synchronization. Moreover, when different types of critical parameters, as
maximum local synchronization, maximum betweenness, concur at a particular cortical area,
resection of these area correlates with a goof post-operative outcome. Figure 8 displays three
different MST architectures with the critical nodes marked in each case. In the last case,
Figure 8C, the three nodes with maximal local synchronization, betweenness and degree
concur at the same location, that is node #2. During the surgery, a minimal cortical resection
involved this cortical area and the patient remained free of seizures [68].

Figure 8. Centrality measures and minimum spanning tree (MST) constructed from ECoG data from two different lo‐
cations. (A, B, C) Represent three examples from three patients. Electrodes are represented by gray circles (location 1)
and white circles (location 2). The node with maximun local synchronization is represented by a cyan circle, the node
with maximun degree by a yellow circle and The node with maximun betweenness by a red-border circle. Magenta
circle represents superposition of the three centrality measures in the same node.
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4. Conclusions

Although the advent of digital computation has revolutionized the whole realm of biomedical
signal acquisition and preprocessing, particularly of scalp and invasive EEG, the clinical
analysis and interpretation has not accompanied the rapid development experienced by the
technological counterpart. Many of the current epilepsy-related protocols performed in the
specialized centers around the world still rely on purely observational analyses of raw signals,
depending subjectively on the neurophysiologist background and capabilities. Visual techni‐
que developed during the early years of epileptology, when computers were not yet available,
has rooted so deeply in the clinical practice that it seems it could only be replaced by very
efficient and objective techniques. In doing that, the new techniques should demonstrate that
they performed at least as well as the classical ones. Moreover, they should provide a new
framework under which the traditional view could be encompassed, but uncovering new
concepts and models. Probably the little familiarity of neurophysiologists with numerical
methods would help to explain to some extent the sparse use in clinical practice.

We feel that in the near future the complex network approach of epileptic processes will fit
both requirements of being an encompassing framework under which the epileptogenesis and
seizure spread could be fully understood and more important, it could become into a reliable
therapeutic methodology to evaluate drug resistant epileptic patients, at least partially. As we
have shown in this chapter, the traditional zone-oriented approach, with the seizure onset zone
occupying the central position, is now shifting toward a network perspective, where network
critical properties are becoming more relevant. This new framework would be applied to
idiopathic or cryptogenic epilepsies, although symptomatic epilepsies (i.e. tumor induced,
dysplasias, cavernomas or some types of post-traumatic seizure) probably remain better
explained by the old or classical vision. In this regard, the graph theory jointly with the concept
of functional connectivity is bringing new ways of thinking about the epilepsy.

Synchronization, of critical importance in constructing functional networks, has also evolved
since its first use describing epileptic processes. Although epilepsy was initially related with
hypersynchronization processes, today it is known that desynchronization also plays a
dramatic role in the seizures dynamics. Moreover, as we have revised in this chapter, not only
a single concept of synchronization exists but, on the contrary, several types of them are
described.

One point which should be highlighted is the great difference existing between the traditional
neurophysiological signal analysis in the field of epilepsy and the one performed under the
network approach. As it is well known, interictal analysis is performed mainly in search of
epileptogenic activity, i.e. sharp waves and spikes. On the contrary, synchronization of the full
signals is made in construction networks.

Besides the novel knowledge provided by synchronization, the recent connectome concept has
also added evidences to support the epilepsy as a truly network pathology. The analysis of
EEG recordings from epilepsy patients reveals dynamical process in which network changes
favor seizure creation. Centrality parameters show the presence of stable local synchronized
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areas that present a small-world architecture; community structures analysis revealed an
increase in the ipsilateral side of desynchronized clusters, which can be related to the lower
connectivity of the ipsilateral side as shown by topological parameters. All these results are at
some points controversial mainly due to the different electrodes used for recordings and the
small number of studies. However, they provide critical dynamical evidences to understand
the underlying mechanism of epilepsy.

Although today we have the fragmented knowledge of the epilepsy as a complex network
pathology, the new advances in network-related methodologies and the growing literature of
its application to biomedical signals make network analyses a promising and yet powerful tool
for epilepsy research with potential applications either in the diagnostic or in the therapeutic
realms.
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Abstract

Chromosomal structural changes in human body known as copy number alteration
(CNA) are often associated with diseases, such as various forms of cancer. Therefore,
accurate estimation of breakpoints of the CNAs is important to understand the genetic
basis of many diseases. The high‐resolution comparative genomic hybridization (HR‐
CGH) and single‐nucleotide polymorphism (SNP) technologies enable cost‐efficient
and high‐throughput CNA detection. However, probing provided using these profiles
gives data highly contaminated by intensive Gaussian noise having white properties.
We observe the probabilistic properties of CNA in HR‐CGH and SNP measurements
and show that jitter in the breakpoints can statistically be described with either the
discrete  skew Laplace distribution when the segmental  signal‐to‐noise  ratio  (SNR)
exceeds unity or modified Bessel function‐based approximation when SNR is <1. Based
upon these approaches, the confidence masks can be developed and used to enhance
the estimates of the CNAs for the given confidence probability by removing some
unlikely existing breakpoints.

Keywords: copy number alterations, HR‐CGH, SNP, breakpoints, confidence masks

1. Introduction

It is well known that the deoxyribonucleic acid (DNA) of a genome essential for human life often
demonstrates structural changes [1–3] called genome copy number alterations (CNAs) [4–6],
which are associated with disease such as cancer [7]. Analysis of the breakpoint locations in the
CAN structure is still an important issue because it helps detecting structural alterations, load
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of alterations in the tumor genome, and absolute segment copy numbers. Thus, efficient
estimators are required to extract information about the breakpoints with accuracy acceptable
for medical needs. To produce CNA profile, several technologies have been developed such as
comparative genomic hybridization (CGH) [8], high‐resolution CGH (HR‐CGH) [9], whole
genome sequencing [10], and most recently single‐nucleotide polymorphism (SNP) [11]. The
HR‐CGH technology is still used widely in spite of its low resolution [12]. It has been reported
in [13] that the HR‐CGH arrays are accurate to detect structural variations (SVs) at the resolu‐
tion of 200 bp (base pairs). Most recently, the single‐nucleotide polymorphism technology was
developed in the study of Wang et al. [11] to provide high‐resolution measurements of the CNAs.
In spite of their high resolution, the modern methods still demonstrate the inability in obtain‐
ing good estimates of the breakpoint locations because of the following factors: (1) the nature
of biological material (tumor is contaminated by normal tissue, relative values, and unknown
baseline for copy number estimation), (2) technological biases (quality of material and hybrid‐
ization/sequencing), and (3) intensive random noise. The HR‐CGH and SNP profiles have
demonstrated deficiency in detecting the CNAs, but noise in the detected changes still re‐
mains at a high level [14] and accurate estimators are required to extract information about
structural changes.

In the HR‐CGH microarray technique, the CNAs are often normalized and plotted as
log2R / G = log2  ratio, where R and G are the fluorescent Red and Green intensities, respectively
[12]. The CNA measurements using SNP technologies are represented by the Log‐R ratios
(LRRs), which are the log‐transformed ratios of experimental and normal reference SNP
intensities centered at zero for each sample [14]. From the standpoint of signal processing, the
following properties of the CNA function are of importance [15]:

• It is piecewise constant (PWC) and sparse with a small number of alterations on a long base‐
pair length.

• Constant values are integer, although this property is not survived in the log‐R ratio.

• The measurement noise in the log‐R ratio is highly intensive and can be modeled as additive
white Gaussian.

The CNA estimation problem is thus to predict the breakpoint locations and the segmental
levels with a maximum possible accuracy and precision acceptable for medical applications.
In this work, we developed our methods to two types of cancer: B‐cell chronic lymphocytic
leukemia (B‐CLL) and BLC primary breast carcinoma. Nevertheless, the methods were
designed to any samples of cancer with the characteristics described above.

2. Methods

2.1. CNA model and problem statement

Consider a chromosome section observed with some resolution Δ , bp at M  discrete break‐
points, n ∈ 1, M . An example of the CNA probes with a single breakpoint and two segments
is shown in Figure 1. Suppose that the copy numbers change at K  breakpoints,
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1< i1 < … < iK <M , united in a vector I =  i1i2 … iK T. The measurement can thus be represented

with a vector y∈ℛM  as

1 1 21 2 1 .
K

T

i i i i My y y y y y y yé ù= ¼ + ¼ ¼ ¼ë û (1)

Figure 1. Typical CNA measurements with white Gaussian noise with a single breakpoint, between two segments l
and l + 1 having different segmental variances. The pdf for neighboring segments are depicted as pl(x) and pl+1(x).

Introduce a vector a∈ℛK +1 of segmental levels,a =  a1a2 …aK +1
T , where a1 corresponds to the

interval 1, i1 , aK +1 to iK , M , and aK , k ≥2, to ik−1, ik . In such a formulation, y obeys the linear
regression model

( )  = + νy A I a (2)
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where the regression matrix A∈ℛM ×(K +1) is sparse,

1 2 1  ,
TT T T

K +é ù= ¼ë ûA A A A (3)

having a component

0 1 0
0 1 0

,

0 1 0

k

é ù
ê ú
ê ú=
ê ú
ê ú
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L L
L L

M O M O M
L L

A (4)

in which the kth column is filled with unity and all others are zeros. The number of the columns
in Ak  is exactly K + 1. However, the number or the row depends on the interval ik − ik −1. Thus,

the row‐variant matrix (4) is Ak ∈ℛ(ik −ik −1)×(K +1). Additive noise v in Eq. (2) is zero mean,
E {v}=0, and white Gaussian with the covariance R =σv

2I , where I ∈ℛM ×M  is an identity matrix
and σv

2 is a know variance.

The CNA estimation problem is thus to predict the breakpoint locations and evaluate the
segmental changes x = A(I )a with a maximum possible accuracy and precision acceptable for
medical applications. The problem is complicated by short number of the probes in each
neighboring segment and indistinct edges. Therefore, an analysis of the estimation errors
caused by the segmental noise and jitter in the breakpoints is required.

2.2. Jitter probability in the breakpoints

Consider a typical genomic measurement of two neighboring CNA segments in white
Gaussian noise with different segmental variances as shown in Figure 1. A constant signal
changes from level al  to level al+1 around the breakpoint il . In the presence of noise, the location
of il  is not clear owing to commonly large segmental variances σl

2 and σl+1
2 . As an example, the

Gaussian noise probability density functions (pdfs) pl(x) and pl+1(x) are shown in Figure 1 for
σl

2 >σl+1
2 . Let us notice that pl(x) and pl+1(x) cross each other in two points, αl  and βl , provided

that σl
2 ≠σl+1

2 .

Now considerer N  probes in each segment neighboring to il  with an average resolution. We
thus may assign an event Alj meaning that measurement at point il − N ≤ j < il  belongs to the lth
segment. Another event Blj means that measurement at il ≤ j < il + N −1 belongs to the (l + 1)th
segment. In our approach, we think that a measured value belongs to one segment if the
probability is larger than if it belongs to another segment. For example, any measurement point
in the interval between αl  and βl  (Figure 1) is supposed to belong to the (l + 1)th segment.
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Following Figure 1 and assuming different noise variances σl
2 and σl+1

2 , the events Alj and Blj

can be specified as follows [16]:
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Because each point can belong only to one segment, the inverse events are Ā=1− Alj and
B̄ =1− Blj.

Events Alj and Blj can be united into two blocks:
Al ={Al (il −N )Al (il −N +1) … Al (il −1)} and Bl ={Bl (il )Bl (il +1) … Bl (il +N −1)}.

If Al  and Bl  occur simultaneously with unit probability each, then jitter at il  will never occur.
However, some other events may be found, which do not obligatorily lead to jitter. We ignore
such events and define approximately the probability P(Al , Bl) of the jitter‐free breakpoint as

( ) ( )l l l li i 1 i i 1, A A B B .l l N NP P - - + -= ¼ ¼A B (7)

The inverse event P̄(Al , Bl)=1− P(Al , Bl) can be called the approximate jitter probability [17].

2.3. Jitter distribution in the breakpoints

To determine the confidence limits for CNAs using high‐resolution genomic arrays, jitter in
the breakpoints must be specified statistically for the segmental Gaussian distribution. This
can be done approximately if to employ either the discrete skew Laplace distribution or, more
accurately, the modified Bessel function of the second kind and zeroth order.

2.3.1. Approximation with discrete skew Laplace distribution

Following the definition of the jitter probability given in Section 2.1 and taking into considera‐
tion that all the events are independent in white Gaussian noise, Eq. (7) can be rewritten as:
P(Al , Bl)= P N (Al)P N (Bl),  where, following Eqs. (5) and (6), the probabilities P(Al) and P(Bl)
can be specified as, respectively,
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where pl(x)=1 / 2πσl
2e −((x−al )2)/σl

2

 is the Gaussian density.

Suppose that jitter occurs at some point il ± k , 0≤k ≤N ,  as shown, for example, in Figure 1, and
assign two additional blocks of events Alk ={Ail−N … Ail−1−k } and Blk ={Bil +k … Bil +N −1}. The

probability Pk
−≜Pk

−(Alk Āl (il−k ) … Āil−1
Bl) that jitter occurs at the kth point to the left from il  (left

jitter) and the probability Pk
+≜Pk

+(Al B̄l (il +1) … B̄l (il +k−1)Bk ) that jitter occurs at the kth point to the
right from il (right jitter) can thus be written as, respectively,
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kN N k
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By normalizing Eqs. (11) and (12) with Eq. (8), one can arrive at a function that turns out to be
independent on N :
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Further normalization of f l(k ) to have a unit area leads to the pdf pl(k)= 1
φl

f l(k ), where φl  is the
sum of f l(k ) for all k ,
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where φl
A(k )= P −1(Al)−1 k   and φl

B(k )= P −1(Bl)−1 k .

It follows from the approximation admitted that f l(k ) converges with k  only if
0.5< P̃ ={P(A), P(B)}<1. Otherwise, if P̃ <0.5, the sum φl  is infinite and f l(k ) cannot be trans‐
formed to pl(k). It has been shown in [18] that such a situation is practically rare. It can be
observed with extremely small and different segmental SNRs when the probabilities are
comparable that the measurement point belongs to one of another segment.

Accepting 0.5< P̃ ={P(A), P(B)}<1, one concludes that P̃ <0, ln(1− P̃)<0, and ln(1− P̃)< ln(P̃). Next,

using a standard relation ∑
k=1

∞

x k =1 / (x −1 −1), where x <1, and after little transformations, Eq. (14)

can be brought to
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The jitter pdf pl(k) associated with the lth breakpoint can finally be found to be
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where ϕl  is specified by Eq. (15) and 0.5< P(Al), P(Bl)<1.

If now to substitute ql = P −1(Al)−1 and dl = P −1(Bl)−1, find P(Al)=1 / (1 + ql) and P(Bl)=1 / (1 + dl),
and provide the transformations, then one may arrive at a conclusion that Eq. (16) is the discrete
skew Laplace pdf [19].

( )
, 0(1 )(1 ,)|

1 0

k
ll l

l l k
l l l

p kd qp k d q
d q q k

ì ³- - ï= í
- £ïî

(16)

where dl = e −(κl /νl ) ∈ 0, 1  and ql = e −(1/κlνl ) ∈ 0, 1  and in which κl  and νl >0 still need to be con‐
nected to Eq. (16). With this aim, consider Eqs. (16) and (17) at k = −1, k =0, and k =1. By equating
Eqs. (16) and (17), first obtain ((1−dl)(1−ql)dl) / (1−dlql)=1 /ϕl(1− P(Bl)) / P(Bl) for k =1 and
((1−dl)(1−ql)ql) / (1−dlql)=1 /ϕl(1− P(Al)) / P(Al) for k = −1 that yields
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where μl =(P(Al) 1− P(Bl) ) / (P(Bl) 1− P(Al) ). For k =0 we have ((1−dl)(1−ql)) / (1−dlql)=1 /ϕl  and

transform it to the equation xl
2 − (ϕl(1 + μl)) / (1 + ϕl)x − (1−ϕl) / (1 + ϕl)μl =0, where a proper

solution is
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and which xl =μl
−(κl

2)/(1−κl
2) gives us
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x
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m

= (19)

By combining Eq. (18) with Eq. (20), one may also get a simpler form for νl , namely

νl = −κl / lnxl .

Now, introduce the segmental signal‐to‐noise ratios (SNRs): γl
− =

Δl
2

σl
2 , and γl

+ =
Δl

2

σl +1
2  , where

Δl =al+1 −al, substitute the Gaussian pdf to Eqs. (9) and (10), provide the transformations, and

rewrite Eqs. (9) and (10) as
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where gl
β =(βl −Δl) / |Δl | γl

− / 2, gl
α =(αl −Δl) / |Δl | γl

− / 2, h l
β =βl / |Δl | γl

+ / 2,

h l
α =αl / |Δl | γl

+ / 2, erf(x) is the error function, erfc(x) is the complementary error function, and
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2.3.2. Approximation of jitter distribution using the modified Bessel functions

An analysis shows that the discrete skew Laplace pdf (17) gives good results only if SNR is >1.
Otherwise, real measurements do not fit well, and a more accurate function is required. Below,
we show that better approach to real jitter distribution can be provided using the modified
Bessel functions.

2.3.2.1. Modified Bessel function

Figure 2 demonstrates the jitter pdf measured experimentally (dotted) for different SNRs. The
breakpoint corresponds here to the peak density and the probability of the breakpoint location
diminishes to the left and to the right of this point. Note that the discrete skew Laplace pdf
(17) behaves linearly in such scales. Therefore, Eq. (17) cannot be applied when SNR is <1 and
a more accurate function is required.

Figure 2. Experimentally defined one‐sided jitter probability densities (dotted) of the breakpoint location for equal seg‐
mental SNR γ in the range of M =400 points with a true breakpoint at n =200. The experimental density functions were
found using the Maximum Likelihood (ML) estimator. The histogram was plotted over 50×103 runs repeated nine times
and average. Approximations (continuous) are provided using the proposed Bessel‐based approximation depicted as
MBA.
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Among available functions demonstrating the pdf properties, the modified Bessel function of
the second kind K0(x) and zeroth order is a most good candidate to fit the experimentally
measured densities (Figure 2). The following form of K0(x) can be used:

( ) ( )

( ) ( )

0
0
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cos sinh

cos
0, 0 ,

1

K x k x k t dt

x k t
dt x k

t

¥

¥

é ù = ò é ùë û ë û

é ùë û= ò > >
+

(23)

in which a variable x(k ) depends on index k ,  which represents a discrete departure from the
assumed breakpoint location. Because K0 x(k )  is a positive‐valued for x(k )>0 smooth function
decreasing with x to zero, it can be used to approximate the probability density.

2.3.2.2. Approximation

In order to use Eq. (24) as an approximating function

( ) ( )0|k K x kg = é ùë ûB (24)

Figure 3. Simulated CNA with a single breakpoint at n = 200 and segmental standard deviations σl  and σl+1 corre‐
sponding to SNRs γl

− =γl
+ =1.37: (a) measurement and (b) jitter distribution. Here, ML (circled) is the jitter pdf obtained

experimentally using an ML estimator through a histogram over 50×103 runs, SkL (solid) is the Laplace distribution,
and MBA (dashed) is the Bessel‐based approximation.
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conditioned on γ for the one‐sided jitter probability densities shown in Figure 2, we represent
a variable x via k  as x(k , γ)= ln Φ(k , γ)  in a way such that small k ≥0 correspond to large values
x of and vice versa. Among several candidates, it has been found empirically that the following
function Φ(k , γ) fits the histograms with highest accuracy:

( ) ( ) 1, 1 ,
k

k k
r t g

g
g

+ é ù+
F = + -ê ú

ê úë û
ò (25)

if to set γ =γl
− for k <0, γ =

γl
− + γl

+

2  for k =0, and γ =γl
+ for k >0, and represent the coefficients and

as τ(γ), ρ(γ), and (γ) as

( ) 0 1a at g g= + (26)

( ) ( )1
0 0 2 bb a br g g g= + + (27)

( ) 1
0 2

cc cg g= +ò (28)

where a0 =0.02737, a1 = −4.5×10−3, b0 =0.3674, b1 = −0.3137, b2 =0.8066, c0=0.8865, c1 = −1.033,  and
c2 = −1.233 were found in the mean square error (MSE) sense. These values were found in several
iterations until the MSE reached a minimum.

In summary, Figure 3 gives a typical example of a simulated CNA, where the modified Bessel
function‐based approximation (depicted as MBA) demonstrates better accuracy than the
approximation obtained using the skew Laplace distribution (depicted as SkL).

2.4. Probabilistic masks

It follows from Figure 3 that, in view of large noise, estimates of the CNAs may have low
confidence, especially with small SNR γ ≤1. Thus, each estimate requires confidence bounda‐
ries within which it may exist with a given probability [20, 21].

Given an estimate âl  of the lth segmental level in white Gaussian noise, the probabilistic upper
boundary (UB) and lower boundary (LB) can be specified for the given confidence probability
P(ϑ) in the ϑ‐sigma sense as [20]

2

ˆ ˆ ˆ ˆ ˆjUB
l l l l l

l

a a a a
N
s

e J Js@ + = + = + (29)
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2
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l l l l l
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e J Js@ - = + = + (30)

where ϑ indicates the boundary wideness in terms of the segmental noise variance σ̂ l  on an
interval Nl  points, from n̂l−1 to n̂l −1.

Likewise, detected the lth breakpoint location n̂l , the jitter probabilistic left boundary J l
L  and

right boundary J l
R can be defined, following [20], as

,ˆL R
l l lJ n k@ - (31)

,ˆR L
l l lJ n k@ + (32)

where kl
R(ϑ) and kl

L (ϑ) are specified by the jitter distribution in the ϑ‐sigma sense.

By combining Eqs. (30) and (31) with Eqs. (32) and (33), the probabilistic masks can be formed
as shown in [20] to bound the CNA estimates in the ϑ‐sigma sense for the given confidence
probability P(ϑ). An important property of these masks is that they can be used not only to
bound the estimates and show their possible locations on a probabilistic field [20, 21] but also
to remove supposedly wrong breakpoints. Such situations occur each time when the masks
reveal double UB and LB uniformities in a gap of three neighboring detected breakpoints. If
so, then the unlikely existing intermediate breakpoint ought to be removed.

Noticing that the segmental boundaries (30) and (31) remain the same irrespective of the jitter
in the breakpoints, below we specify the masks for the jitter represented with the Laplace
distribution (17) and Bessel‐based approximation (25).

2.4.1. Masks for Laplace distribution

For the Laplace distribution (17), the jitter left boundary J l
L  (32) and right boundary J l

R(33)

can be defined in the ϑ–‐sigma sense if to specify kl
R(ϑ) and kl

L (ϑ) as shown in [18],
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where [x] means a maximum integer lower than or equal to x. Note that functions (34) and (35)
were obtained in [18] by equating (17) to ξ(Nl)=erfc(ϑ / 2) and solving for kl .

The probabilistic UB mask  and LB mask  for the Laplace distribution were formed in
[17,20,21] by the segmental upper boundary âl

UB and lower boundary âl
LB and by the jitter left

boundary J l
L and jitter right boundary J l

R. The algorithm for computing  and  masks has
been developed and applied to the CNA probes in [22].

2.4.2. Masks for Bessel‐based approximation

The UB mask  and LB mask  for the Bessel‐based approximation can be formed using
the same equations as for the Laplace distribution. Suppose that the Laplace pdf (17) is equal
to the approximating function Βl(k ) at k =0,

( ) ( )0| , 0 ,l l lp k d q k= = =Β (35)

that yields Βl(k =0)= 1
ϕl

. Then, define the probabilities P B(Al) at k = −1 and P Β(Bl) at k =1 as
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Next, substitute Eqs. (37) and (38) into Eqs. (19) and (20) to obtain κl
B and νl

B. The right‐hand
jitter kl

BR and left‐hand jitter kl
BL can now be specified by, respectively,

R 1ln ,
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B B B
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Finally, define the jitter left boundary J l
BL and right boundary J l

BR as, respectively,

L Rˆ ,l l lJ n k@ -B B (40)
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R Lˆ ,l l lJ n k@ -B B (41)

and use the algorithm previously designed in the study of Munoz‐Minjares and Shmaliy [22]
for the confidence masks based on the Laplace distribution.

Figure 4.  and  masks for the seventh chromosome taken from “159A–vs–159D–cut” of ROMA: (a) genomic
location from 130 to 146 Mb and (b) genomic location from 146 to 156 Mb. Breakpoints î1, î6, î7, î9, î10, î12, and î13 are
well detectable because jitter is moderate. Owing to large jitter the breakpoints î2, î3, î4, î5, î8, î9, and î11 cannot be
estimated correctly. There is a probability that the breakpoints î2, î3, î4, î5, and î11 do not exist. There is a high proba‐
bility that breakpoint î5 does not exist.
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3. Results

In this section, we test some CNA measurements and estimates by the algorithm developed
in [22] based on the Laplace and Bessel approximations. In order to demonstrate the efficiency
of the probabilistic masks and getting practically useful results, we exploit probes obtained by
different technologies. First, we employ the results obtained with the HR‐CGH profile and test
them by the probabilistic masks using Laplace distribution. We next demonstrate the efficiency
of the Bessel‐based probabilistic masks versus the Laplace‐based masks for the probes obtained
with the SNP profile.

3.1. HR‐CGH‐based probing

The first test is conducted in the three‐sigma sense suggesting that the CNAs exist between
the UB and LB masks with high probability of P =99.73%. The tested HR‐CGH array data are
available from the representational oligonucleotide microarray analysis (ROMA) [23]. The
breakpoint locations are also given in [23]. Voluntarily, we select data associated with
potentially large jitter and large segmental errors. For clarity, we first compute some charac‐
teristics of the detected CNAs and notice that the segmental estimates found by averaging [18]
are in a good correspondence with [23]. The database processed is a part of the seventh
chromosome in archive “159A–vs–159D–cut” of ROMA a sample of B‐cell chronic lymphocytic
leukemia (B‐CLL). It is shown to have 14 segments and 13 breakpoints (Figure 4a and b). Below,
we shall show that, owing to large detection noise, there is a high probability that some
breakpoints do not exist.

It follows from Figure 4a that the only breakpoint which location can be estimated with high
accuracy is i1. Jitter in î6 and î7 is moderate. All other breakpoints have large jitter. It is seen
that the UB mask covering second to sixth segments is almost uniform. Thus, there is a
probability that the second to fifth breakpoints do not exist. If to follow the LB mask, the
locations of the second to fourth breakpoints can be predicted even with large errors. At least
they can be supposed to exist. However, nothing definitive can be said about the fifth break‐
point and one may suppose that it does not exist. It is also hard to distinguish a true location
of the eighth breakpoint. In Figure 4b, i10, i12, and i13 are well detectable owing to large
segmental SNRs. The breakpoint i9 has a moderate jitter. In turn, the location of i11 is unclear.
Moreover, there is a probability that i11 does not exist.

3.2. SNP‐based probing

Our purpose now is to apply the probabilistic mask with SNP profile that represents the CNA
with low levels of SNR. Specifically, we employ the probes of the first chromosome available
from “BLC_B1_T45.txt” a sample of primary breast carcinoma.

Inherently, the more accurate Bessel‐based approximation extends the jitter probabilistic
boundaries with respect to the Laplace‐based ones, especially for low SNRs. We illustrate it in
Figure 5, where the estimates of the first chromosome were tested by , , , and  for
ϑ =3 (confidence probability P =99.73%).
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In Figure 6, the masks  and  are placed in the vicinity of segment â18 for several confidence
probabilities: ϑ =0.6745(P =50%), ϑ =1(P =68.27%), ϑ =2(P =95.45%), and ϑ =3(P =99.73%). What
the masks suggest here is that the CNA evidently exists with high probability, but the
segmental levels and the breakpoint locations cannot be estimated with high accuracy, owing
to low SNRs.

Figure 5. Jitter left boundaries ℬl
ℬL, J l

L and right boundaries J l
ℬR, J l

R for the breakpoint î2 of first chromosome from
sample BLC_B1_T45.txt (primary breast carcinoma). The probabilistic masks detect a breakpoint with a confidence
probability ϑ =3(P =99.73%).

Figure 6. The  and  masks placed around the segmental level a18 for several confidence probabilities [20]. Here,
the CNA exists with high probability, but the segmental levels and the breakpoint locations cannot estimate with high
accuracy.
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Figure 7. The confidence masks placed around a10 for ϑ =0.6745(P =50%) and ϑ =3(P =99.73%). Masks  and  do

not confirm an existence of segmental changes while  and  indicate a small change.

Figure 8. The confidence masks , ℒl
LB, ℬl

UB and . placed around the breakpoint î20 for confidence probabilities
ϑ =0.6745 and ϑ =3 of first chromosome from sample BLC_B1_T45.txt. The confidence masks based on Laplace distri‐
bution cannot detect the breakpoint î20.
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A special case can also be noticed when the masks  and  are not able to confirm or deny
an existence of segmental changes with high probability, owing to the inability of computing
the Laplace‐based masks for extremely low SNRs. Figures 7 and 8 illustrate such situations.
Just on the contrary, masks  and  can be computed for any reasonable SNR.

A conclusion that can be made based on the results illustrated in Figures 5–8 is that the Bessel‐
based probabilistic masks can be used to improve estimates of the chromosomal changes for
the required probability.

We finally notice that the computation time required by the masks to process the first chro‐
mosome from sample “BLC B1 T45.txt” with a length of n = 905215 was 2.634599 s using
MATLAB software on a personal computer with a processor Intel Core i5, 2.5 GHz.

4. Discussion

We evaluate the breakpoints obtained by the projects representational oligonucleotide
microarray analysis [23] and GAP [14] with the confidence masks. As has been shown before,
not all of the detected chromosomal changes have the same confidence to mean that there is a
probability that some breakpoints do not exist. In order to improve the CNA estimates for the
required confidence, the following process can be used:

1. Obtain estimates of the CNA using the standard CBS algorithm [24, 25] or any other
algorithm.

2. Compute masks  and  for the given confidence probability P , % and bound the
estimates.

3. If the masks reveal double uniformities, in UB and LB, in a GAP of any three neighboring
breakpoints, then remove the intermediate breakpoint and estimate the segmental level
between the survived breakpoints by simple averaging. The CNAs estimated in such a
way will be valid for the given confidence P , %.

Application of this methodology to the CNA structure detected in frames of the Project GAP
is shown in Figure 9. Its special feature is a number of hardly recognized small chromosomal
changes (Figure 9a). We test them by the proposed masks ℬl

UB and ℬl
LB. To this end, we first

start with equal confidence probabilities of P =50% for each estimate to exist or not exist and
find out that three breakpoints demonstrate no detectability. We remove these breakpoints
and depict their locations with “×”. Reasoning similarly, we remove four breakpoints to retain
only probable changes, by P =75%,  nine breakpoints to show a picture combined with almost
certain changes, by P =93%, and 10 breakpoints in the three‐sigma sense, P =99.73%. Observing
the results, we infer that the masks are able to correct only the estimates obtained under the
low SNRs. The relevant chromosomal sections S1–S7 are circled in Figure 9. It is not surprising
because changes existing with high SNRs are seen visually. An estimator thus can easily detect
them with high confidence.
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Figure 9. Improving estimates of the CNAs obtained in Project GAP [25] by removing some unlikely existing break‐
points: (a) original estimates, (b) even changes, P =50%, (c) probable changes, P =75%,  (d) almost certain changes,
P =93%, and (e) three‐sigma sense, P =99.73%.

5. Conclusions

Modern technologies developed to produce the CNA profiles with high resolution still admit
intensive white Gaussian noise. Accordingly, not one estimator even ideal is able to provide
jitter‐free estimation of segmental changes. Thus, in order to avoid wrong decisions, the
estimates must be bounded for the confidence probability. Jitter exists in the CNA's break‐
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points fundamentally. When SNR is >1, it can statistically be described using the discrete skew
Laplace distribution. Otherwise, if SNR is <1, the Bessel‐based approximation produces more
accuracy. By the jitter distribution, it is easy to find a region within which the breakpoint exists
for the required probability. Of practical importance are the confidence UB and LB masks,
which can be created based on the segmental and jitter distributions for the given confidence
probability. The masks can serve as an auxiliary tool for medical experts to make decisions
about the CNA structures. Applications to probes obtained using the HR‐CGH and SNP
technologies confirm efficiency of the confidence masks.
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