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Preface

Due to pollution, greenhouse gases, and the depletion of fossil fuel resources, electric vehi‐
cles (EVs) are increasingly used because they use electricity as an energy source. EVs are
divided into three categories: the pure EV, the hybrid EV, and the fuel cell EV. Although
these three types of electric vehicle have different system configuration, one (or more) motor
drive system is always needed to convert electrical power into mechanical ones. Among the
drive systems used for EV, induction motor system and permanent magnet motor system
are mostly used for their high power density and high efficiency.

Nowadays, industry and academic research seek to overcome the obstacles that block the
widespread use of electric vehicles, such as life, energy density, power density, and weight
and cost of batteries. For this, there is a great demand for knowledge to model and optimize
electric vehicles.

This book consists of seven chapters written by leading researchers and professionals from
industry and academia. It presents interesting topics from the area of modeling and simula‐
tion of electric vehicles.

Chapter 1 explains all the necessary steps to create a model of electric vehicle and run it in
IPG Car Maker simulator.

Chapter 2 discusses the importance and functionality of power electronics and module in
HEV/EV power train system and summarized the performance requirements by automotive
industry.

Chapter 3 presents the importance to study the magnetic field when designing electric vehi‐
cles and their components.

Chapter 4 proves the advantage of using magnetic gears (MGs) for transportation applica‐
tions. It presents a state-of-the-art on the available MGs, with fixed or variable transmission
ratio, pointing out their applicability.

Chapter 5 analyses the switched reluctance drives for traction applications and focusing on
their capability to operate in degraded mode.

Chapter 6 discusses the enhanced utilization of EVs and their used batteries to participate in
ancillary service to support the electricity, especially in a small-scale EMS.

Chapter 7 outlines the means of electrical vehicle to smart grid interactions and how attain‐
ing a synergistic relationship is vital for improving the way power is distributed.

This book will be useful for students of Electrical Engineering; it will help them solve practi‐
cal problems.



Finally, I thank everyone who has contributed to this book. All the results of your work will
be useful for a lot of readers.

Dr. Mohamed Amine Fakhfakh
Electrical Engineering Department,

University of Sfax,
Tunisia
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Chapter 1

Simulation in the Loop of Electric Vehicles

Bogdan Ovidiu Varga, Dan Moldovanu,
Florin Mariaşiu and Călin Doru Iclodean

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/64295

Abstract

The objective of this chapter is to underline the importance of pre‐production and
prototyping simulation in the loop of electric vehicles, by considering as many vehicle
characteristics  as  possible.  Basic  simulations  were  made,  using  IPG  CarMaker,  to
simulate electric vehicles with different properties for batteries, transmission, electric
motors, aerodynamics of the vehicle, and most importantly, driver properties. This
chapter  also  explains  all  the  necessary  steps  to  create  a  model  and run it  in  IPG
CarMaker, including data exports, so that the results could be reproduced easily. This
chapter underlines the importance of batteries and answers the questions: what is the
correct number of batteries that a vehicle must equip in order to have a bigger range?
Basically, one should carry more batteries that add weight but at what range in price.

Keywords: electric vehicles, battery size, simulation in the loop, IPG CarMaker

1. Introduction

IPG CarMaker is a simulation environment used to simulate a computer representation of a real
vehicle with the behaviour matching the real vehicle. In this environment, the user creates the
vehicle using mathematical models that contain equations of motion kinematics, but also a multi‐
body definition of the system. The parameters are modified in accordance with the real vehicle
to be studied [1].

IPG CarMaker is also used for other purposes than just pure simulation, which are as follows:
it is coupled with MATLAB in order to implement new algorithms, for example vehicle state
estimation using an integrated Kalman filter scheme for vehicle dynamics estimation (side slip)
[2]; it is used as model‐predicting control for fuel consumption optimization of a range

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



extender for a hybrid vehicle architecture (state of charge trajectory estimation) [3]; it is used
as a validation of a controller for variable steering ratio of a front steering system, tested on a
virtual road for driving comfort improvement [4]; it is used for solving challenging problems
such as wheel slip control for electric powertrain vehicles, for anti‐lock brake and traction
control functional validation (hardware‐in‐the‐loop (HIL) using IPG CarMaker coupled with
dSPACE) [5] and complex hardware‐in‐the‐loop system (MATLAB Simulink model coupled
with IPG CarMaker multibody vehicle model, dSPACE electronic control unit, and a real
friction brake unit) for brake friction optimization and lower energy consumption [6].

Using this knowledge, it is possible to simulate any vehicle in IPG CarMaker, as long as the
user knows all the necessary data. The same behaviour can be simulated for any vehicle, on
the same road, with the same manoeuvres, just by changing the vehicle properties. The vehicle
contains all components from the real vehicle, such as powertrain, chassis, tires, brakes, but
also controllers, such as ABS (Anti-Lock Braking System), ESP (Electronic Stability Program),
ACC (Adaptive Cruise Control), or other user‐modelled systems.

After defining the virtual vehicle, the user must characterize the road, that is a digitized or
computer‐modelled representation of the real road (usual road, track, or course), which
simulates the road and it is generated for testing. CarMaker can generate the road using the
following two methods:

• An easy method that combines individual road segments, such as straights and curves, to
form a continuous road, where all the parameters interconnect. For each segment, the user
can define all the data such as angle, slope, pitch, friction coefficient, length, and width.

• The second method involves an existing road file (already digitized data), generated by a
direct measurement from a GPS device, Google Earth, or other. The file can be opened by
CarMaker and used as the road or track during simulation.

The third step is defining the virtual driver, which simulates the actions of a real driver. All
the parameters would normally be controlled by a real driver, such as turning/steering or
operating the gas, brake and clutch pedals, shifting gears (for manual transmission). For the
virtual driver, there are two approaches in CarMaker:

• A simply controlled driver, for which the user can specify at each step what the virtual driver
should do.

• An IPG driver, a smart‐controlled driver, which tries to maintain the given trajectory and
operate within specified limits. As an example, the reaction time can be modified.

Altogether, the virtual vehicle, the virtual driver, and the virtual road form the virtual vehicle
environment.

CarMaker also has the CIT (CarMaker interface toolbox) that consists of a number of tools that
run on a host computer, namely:

• IPG control—it is a visualization and analysis tool that can monitor quantities in real‐time,
load post‐simulation data, plot, and export results;
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• CarMaker GUI—it is a main graphical user interface that controls the virtual vehicle
environment, where the user can select all the virtual parameters (virtual vehicle, virtual
road, virtual driver parameters, load manoeuvres);

• Vehicle data set editor—it allows the user to control and modify all the parameters of the
vehicle;

• IPGMovie—it shows a real‐time 3D animation of the vehicle performing the desired
manoeuvres on the specified road;

• Instrumentsit shows the important instruments like dials, and information about driving
conditions such as position on the pedals, ABS warning lamp, brake light and others;

• Direct variable access (DVA)—allows the simulation quantities to be viewed and modified
interactively;

• ScriptControl—it is a test automation utility that allows scripts to be defined, edited, and
executed. All the functions of the CIT can be controlled automatically using ScriptControl;

• TestManager—it is another utility for test automation. A mixture of script and GUI‐based
creation and execution of test series.

The vehicle that was chosen for the simulation is a Tesla Model S because it is an electric car
with a good range (currently using an 85‐kWh battery, from which a range of 426 km can be
achieved and an energy consumption of 237.5 Wh/km) [7].

2. Creating a simulation

Creating a simulation involves using the CIT to create the desired model of the real situation
that needs to be simulated, choosing the vehicle (with all its properties), the driver, the road,
the manoeuvres and the load (Figure 1).

Figure 1. IPG CarMaker main window.
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Before actually starting the simulation, the Instruments window should be activated (Fig‐
ure 2), the IPGMovie window to visualize the status in real time (or faster) and more impor‐
tantly (Figure 3), and the IPG Control Data window to observe the evolution of certain
parameters and save results.

Figure 2. Instruments window—IPG CarMaker.

Figure 3. IPGMovie window.
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In order to emphasize the influence of the battery on the E‐motor power consumption, several
simulations were made where the variables are the battery pack power, which leads to a
different current, but the same voltage, and most importantly a different mass, as given in
Table 1.

Properties/battery Battery 1 Battery 2 Battery 3

Power [kW] 85 51 25.5

Current [Ah] 210 127.5 63.7

Voltage [V] 400 400 400

Mass of the vehicle [kg] 2108 1842 1770

Energy [MJ] 302 184 92

Table 1. Properties of the used batteries.

Also, to monitor the energy consumption and the current on the same vehicle with the same
load, a different state of charge was used for each battery pack.

When creating a desired vehicle in IPG CarMaker, several sets of data must be set so that the
simulation is as close as possible to the real vehicle, with as few approximations as possible.

Figure 4 shows the vehicle body in the vehicle data set: in this, a flexible body is used, where
the masses of the two bodies are introduced and placed in an x‐y‐z coordinate system. The
joint is also defined, which implies that the properties of the stiffness (torsion and bending),
damping and occurring amplifications must be defined as well.

Figure 4. Vehicle data set—vehicle body menu.

Simulation in the Loop of Electric Vehicles 5 5
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After the properties of the vehicle body are done, the next required input is the vehicle bodies
(Figure 5), where the required fields are moments of inertia for all wheel carriers, for all the
wheels, placements of the wheels, hitch position if required and, if any, trim loads. In this case,
there are no trim loads.

Figure 5. Vehicle data set—bodies menu.

Since it is an electric car, no internal combustion engine was input (Figure 6). This feature can
be used if the simulation requires a hybrid vehicle or a classic vehicle.

Figure 6. Vehicle data set—engine menu.
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When simulating an electric vehicle, after introducing the required data for suspension,
steering, tires, and brakes, the powertrain data are extremely important: in the general
submenu, the number of electric motors is selected—in this case, one electric motor (Figure 7).

Figure 7. Vehicle data set—powertrain—general menu.

In the second submenu, drive source, the general data are introduced such as moment of inertia
for the electric motor, ratio, build‐up time, friction coefficient, and voltage level (Figure 8), but
also the torque (as a characteristic value) for both cases of the electric motor (motor or
generator), as shown in Figure 9, and the efficiencies of the electric motor in both cases
(Figure 10).

Figure 8. Vehicle data set—powertrain—drive source—general menu.

Simulation in the Loop of Electric Vehicles 7 7
http://dx.doi.org/10.5772/64295



Figure 9. Vehicle data set—powertrain—drive source—torque menu.

Figure 10. Vehicle data set—powertrain—drive source—efficiency menu.

The next input is the driveline: the rear drive option was selected by this, with no external
torque (Figure 11), because it is not the case since there is no external torque to the differential
or wheels.

Modeling and Simulation for Electric Vehicle Applications88
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Figure 11. Vehicle data set—powertrain—driveline menu.

For the control unit, first the powertrain control is set to electrical, the engine start with button
and not key, and the desired input for the body control unit (BCU), motor control unit (MCU),
and traction control unit (TCU), as shown in Figure 12.

Figure 12. Vehicle data set—powertrain—control unit menu.

For the electric vehicle, the power supply is of most importance: low voltage, high voltage or
both low voltage and high voltage can be selected; in this case, low and high voltages were
selected with no auxiliary consumer for neither low nor high voltage (Figure 13).

Simulation in the Loop of Electric Vehicles 9 9
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Figure 13. Vehicle data set—powertrain—power supply—general menu.

In the low voltage set‐up menu, the main data regarding the LV battery can be introduced,
such as capacity, idle voltage, initial state of charge (ISOC), minimum and maximum state of
charge, capacities and resistances of the battery (Figure 14).

For the high‐voltage battery, the current state (as on the real vehicle) is inserted, a battery with
the capacity of 210 Ah, 85 kW of power, idle voltage of 400 V, and the specific resistances and
capacities of the battery (Figure 15).

Figure 14. Input data for the low‐voltage battery.
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Figure 15. High‐voltage battery input data.

In the miscellaneous menu, the vehicle graphics and the movie geometry (in order to create a
proper video in real time of the desired vehicle: Tesla Model S) were selected (Figure 16).

After the vehicle is ready, the input for the road follows (Figure 17) where the driver must
maintain a constant speed and the manoeuvres are just to follow the given road.

Figure 16. Miscellaneous input for the Tesla Model S model.

Simulation in the Loop of Electric Vehicles 1111
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Figure 17. Road generated for the simulation.

3. Simulation cases

In order to underline the range of a specific electric vehicle, the Tesla Model S, the initial case
starts with a fully loaded battery, so initial state of charge is set to 100%. In other cases, an ISOC
of 60 and 30% was considered, as shown in Table 2.

Case/properties Battery power [kW] Battery state of charge [%] Mass of the vehicle [kg]

Case 1 85 100 2108

Case 2 85 60 2108

Case 3 85 30 2108

Case 4 51 100 1892

Case 5 51 60 1892

Case 6 51 30 1892

Case 7 25.5 100 1770

Case 8 25.5 60 1770

Case 9 25.5 30 1770

Table 2. Simulation cases.

After creating the Case 1 Model, the simulation is started, and the results of the battery current
and energy can be monitored in the DataWindow (Figure 18). After the vehicle stops, the

Modeling and Simulation for Electric Vehicle Applications1212



Figure 17. Road generated for the simulation.

3. Simulation cases

In order to underline the range of a specific electric vehicle, the Tesla Model S, the initial case
starts with a fully loaded battery, so initial state of charge is set to 100%. In other cases, an ISOC
of 60 and 30% was considered, as shown in Table 2.

Case/properties Battery power [kW] Battery state of charge [%] Mass of the vehicle [kg]

Case 1 85 100 2108

Case 2 85 60 2108

Case 3 85 30 2108

Case 4 51 100 1892

Case 5 51 60 1892

Case 6 51 30 1892

Case 7 25.5 100 1770

Case 8 25.5 60 1770

Case 9 25.5 30 1770

Table 2. Simulation cases.

After creating the Case 1 Model, the simulation is started, and the results of the battery current
and energy can be monitored in the DataWindow (Figure 18). After the vehicle stops, the

Modeling and Simulation for Electric Vehicle Applications1212

distance is recorded and the state of charge of the battery is changed (Figure 19), with new
results (Figure 20) and the same is done for case 3 (Figure 21).

Figure 18. Battery current and energy monitored in the DataWindow, for Case 1.

Figure 19. Changing the SOC of the high‐voltage battery to 60%.
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Figure 20. Battery current and energy monitored in the DataWindow, for Case 2.

Figure 21. Battery current and energy monitored in the DataWindow, for Case 3.

In order to change the data for Cases 4–6, the mass of the vehicle bodies was modified so that
the total mass of the vehicle is correct for these cases (1892 kg) as shown in Figure 22, but also
the maximum power was reduced to 51 kW (Figure 23), with results shown in Figure 24 (Case
4), Figure 25 (Case 5), and Figure 26 (Case 6).
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Figure 22. Vehicle bodies change for Cases 4 to 6.

Figure 23. High‐voltage battery properties for Case 4.
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Figure 24. Battery current and energy monitored in the DataWindow, for Case 4.

Figure 25. Battery current and energy monitored in the DataWindow, for Case 5.

Modeling and Simulation for Electric Vehicle Applications1616



Figure 24. Battery current and energy monitored in the DataWindow, for Case 4.

Figure 25. Battery current and energy monitored in the DataWindow, for Case 5.
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Figure 26. Battery current and energy monitored in the DataWindow, for Case 6.

For Cases 7–9, the mass of the vehicle bodies was modified so that the total mass of the vehicle
is correct (1770 kg) as shown in Figure 27, but also the maximum power was reduced to 25.5
kW (Figure 28), with results shown in Figure 29 (Case 7), Figure 30 (Case 8), and Figure 31
(Case 9).

Figure 27. Vehicle bodies change for Cases 7 to 9.
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Figure 28. High‐voltage battery properties for Case 7.

Figure 29. Battery current and energy monitored in the DataWindow, for Case 7.
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Figure 28. High‐voltage battery properties for Case 7.

Figure 29. Battery current and energy monitored in the DataWindow, for Case 7.
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Figure 30. Battery current and energy monitored in the DataWindow, for Case 8.

Figure 31. Range results for all simulation cases.
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4. Results

After each simulation, the range was recorded, and the battery current and energy were
monitored via DataWindow. All data from the DataWindow can be exported as separate files
and evaluated.

The results regarding the range are presented in Table 3, and as a graph in Figure 31.

Battery power [kW] State of charge [%] Range [km]

Case 1 85 100 403.63

Case 2 85 60 245.31

Case 3 85 30 122.42

Case 4 51 100 270.9

Case 5 51 60 165.15

Case 6 51 30 82.84

Case 7 25,5 100 145.39

Case 8 25,5 60 89.33

Case 9 25,5 30 44.47

Table 3. Range results for all simulations.

In order to see how these results were obtained, the energy consumption has to be monitored:

• Energy consumption for all SOC with the 25.5‐kW battery (Figure 32);

• Energy consumption for 30% SOC with all batteries (Figure 33).

Figure 32. Energy consumption for all SOC with the 25.5‐kW battery.
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Figure 33. Energy consumption for 30% SOC with all batteries.

5. Conclusion

IPG CarMaker is a powerful simulation tool that can estimate, due to its complexity and
number of input factors, output values very close to reality; just as in Case 1, where the
maximum range of the Tesla Model S is 403.63 km, close to the specifications of the producer
[7].

It can be seen in the simulations that the range of the vehicle increases with the state of charge
of the battery; when the power of the battery is decreased, the range decreases because of the
lower power, but also increases due to the lower weight of the vehicle; overall, the range
decreases.

When analysing Figure 33, the energy of the batteries has similar slopes for the 85 and 51 kW
batteries, but the slope for the smallest battery, 25.5 kW is more abrupt, decreasing fast in
comparison to the others.

The answer to the initial question—what is the correct number of batteries that a vehicle must
equip in order to have a bigger range—is as many as possible, limited by the final price of the
vehicle, even though the tendencies in the batteries domain are to reduce the weight as much
as possible and store as much energy as possible.

IPG CarMaker is a SIL (simulation in the loop) software that takes into account all reactions
from the road and from the transmission and adapts the driver behaviour.

By connecting it to a real engine testbed or powertrain testbed, the IPG CarMaker can be
transformed into a HIL (hardware‐in‐the‐loop) simulation, where the behaviour of the real
engine is controlled by the virtual driver, on the virtual road, from the virtual vehicle and the
response of the load is controlled by adjusting the dynamometer load.

Simulation in the Loop of Electric Vehicles 2121
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Abstract

Power semiconductor  modules  are  the  core  components  in  power-train  system of
hybrid  and  electric  vehicles  (HEV/EV).  With  the  global  interests  and  efforts  to
popularize HEV/EV, automotive module has become one of the fast growing sectors of
power semiconductor industry. However, the comprehensive requirements in power,
frequency, efficiency, robustness, reliability, weight, volume, and cost of automotive
module are stringent than industrial  products due to extremely high standards of
vehicle safety and harsh environment. The development of automotive power module
is facing comprehensive challenges in designing of structure, material, and assembly
technology.  In  this  chapter,  the  status and trend of  power semiconductor  module
packaging for HEV/EV are investigated. Firstly, the functionality of power electronics
and module in HEV/EV power-train system, as well as the performance requirements
by automotive industry, is addressed. A general overview of HEV/EV module design
and manufacturing is  discussed.  Then,  the  typical  state-of-the-art  commercial  and
custom HEV/EV power modules are reviewed and evaluated. Lastly, the packaging
trends of automotive module are investigated. The advanced assembly concept and
technology are beneficial  to thermal management,  minimized parasitic parameters,
enhancement  of  thermal  and  mechanical  reliability,  and  the  reduction  of  weight,
volume, and cost.

Keywords: hybrid and electric vehicles, insulated gate bipolar transistor, packaging,
power module, reliability
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1. Introduction

During the last few decades, people have made great efforts on exploiting sustainable and clean
energy to mitigate the global crisis of fossil energy and deterioration of environment. Accord‐
ingly, the application systems powered by new and clean energy are developed with high
interests. One of the crucial systems is hybrid and electric vehicles (HEV/EVs), which rely fully
or partly on electricity which transformed from renewable and clean energy such as solar, wind,
and nuclear powers. Therefore, HEV/EV is regarded as environmental-friendly product for the
reduction of CO2 and noise remarkably. Furthermore, the development of HEV/EV is becom‐
ing a main policy of most governments and automotive industry, leading to worldwide extensive
research and development [1].

Performance Temp Reliability Efficiency Size/weight Cost

Power device High Tjmax √ √ √ √

Low loss √ √ √ √ √

Module packaging Low Rth √ √ √

Low R, L √ √ √

No base √ √ √

Direct cooling √ √ √

Planar contact √ √ √ √

Ultrasonic welding √

New interconnection √ √

New housing √ √ √

Table 1. Dependence of IGBT module performance on power device and assembly.

HEV has dual power sources of internal combustion engine and electric motor, while EV uses
electric motor to power only. In both cases, the electric motor is essential to the systems. The
motor, on the other hand, acts as a generator for regenerative breaking. The importance of
motor in HEV/EV results in high-level significance of power-train system of which the main
element is DV/AC inverter. The inverter controls power conversion from battery to motor by
power semiconductor devices. Therefore, the core component in the power system of
HEV/EV is power semiconductor switches, which are normally insulated gate bipolar
transistor (IGBT) and free-wheeling diode (FWD) at the moment [2]. For increasing power,
reliability, and prolonging lifetime, IGBT and FWD chips are packaged to module with
multiple devices, isolation layer, and protection parts [2–9].

The great interest of developing HEV/EV across the world has motivated massive effort on
improving and optimizing automotive modules. These modules always work in harsh
environment of high temperature, humidity, mechanical vibration, and shock, and the
possibility of chemical contamination. As limited by the space and weight in HEV/EV system,
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the module and inverter system should have light and compact packaging. Hence, for driving
and controlling HEV/EV efficiently, IGBT modules with high power, efficiency, reliability,
light weight, and small size are required, which result in huge challenges to power device and
packaging technologies [9, 10–13]. The power module overall performances are determined to
a large extent by the electrical, thermal, and mechanical characteristics of both power chips
and the way of chips packaging. Table 1 shows the dependence of IGBT module performance
on power device itself and the assembly technologies.

To meet the series of challenges as mentioned above to automotive module packaging, power
semiconductor and automotive industries are developing automotive-qualified power chip
and module. The advanced power device could not guarantee superior output from a power
module, and much of the harsh requirements from HEV/EV systems can be satisfied by the
optimized packaging concepts, structures, materials, and technologies together with novel
power devices [14, 15]. In this work, the status and trend of power semiconductor module
packaging for HEV/EV are investigated. Section 2 addresses the functionality and require‐
ments of power electronics and module in HEV/EV system. A general overview of HEV/EV
module design in terms of structure, material, and packaging technologies is discussed in
Section 3. In Section 4, the typical state-of-the-art commercial and custom HEV/EV power
modules are reviewed and evaluated. The packaging trends of automotive power module are
investigated in Section 5.

2. Power semiconductor module in HEV/EV

It is expected that the HEV/EV will be one of the strong growth points for automotive industry
in the next few decades with the improvement of performance, evolvement of technologies,
and reduction of cost of ownership [1]. Figure 1 shows the annual light-duty vehicle sales
prediction by technology type. Based on Energy Technology Perspectives forecast, EV, Plug-
in HEV (PHEV), and HEV will reach sales of 2.5, 5.0, and 10.0 M, respectively, per year by 2020,
making the total sales of low carbon vehicles about 18% of the annual sales. By 2030, EV, PHEV,
and HEV are expected to sell 9, 25, and 26 M units, respectively, corresponding to 50% of annual
automotive market. And by 2050, sales of all kinds of low carbon vehicles will occupy more
than 80% of the whole automotive sales [1]. Yole Development suggests that about 25 M cars
manufactured will be electrified in 2016, with the majority of them being micro-HEV with low
level of electrification, and 5 M will be full HEV, PHEV or EV [16].

With rapid ramp-up sales of HEV/EV in the last decade, power semiconductor industry has
seen huge opportunity of power components and system supply. DC/AC inverter market will
grow from $45 bn in 2012 to $71 bn in 2020 with more than 28 M units of 2012 and 80 M in 2020
[17]. HEV/EV represents one of the biggest markets for power device and system manufac‐
turers together with the other most attractive motion and conversion applications of photo‐
voltaics (PVs), wind turbines, rail traction, motor drives, and uninterruptible power supplies
(UPSs) [17].
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Figure 1. Annual light-duty vehicle sales by technology type, source: IEA 2010.

Power electronics is one of the essential technologies in HEV/EV research and development.
The electricity for driving HEV/EV from grid is needed to be converted a few times before
reaching electric motor and accessory appliances. These procedures are controlled by power
electronic systems of which the main components are power IGBT modules [4, 5, 9]. Fig‐
ure 2 shows the schematic of power-train system in the EV showing the power control systems
of converters and inverters. For HEV, the battery could be charged by both the electric grid
and the internal combustion engine.

Figure 2. Schematic of power train in the EV.

Power modules are the core parts of inverter and converter systems in Figure 2, which
dominate the system performance, reliability, size, weight, and the cost. Figure 3 is an example
of an inverter cost breakdown, showing that power module accounts for 30% of the whole cost
and its cost reduction is critical to the system. To save size and weight of power systems, the
cooling technology and system must be improved as it accounts for about 15% of cost and 30%
of weight of the whole system. In 2012, the market was $1.9 bn for power modules which were
mostly made with IGBT. At the moment, the average cost of a power module is above $500 in
HEV, making a few billions of market in the next few years [17].

Figure 3. Cost breakdown of an HEV/EV inverter.
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In HEV/EV application, the work environment of power system and module is harsh than
industry applications. For example, the ambient temperature under the hood may reach 100°C
with higher humidity; the HEV manufacturer is looking for sharing engine coolant with power
module so the coolant temperature will be up to 105°C; the mechanical vibration and shock
are usually strong and unpredictable during the vehicle running. In addition, the reliability,
size, weight, and cost are challenges to power module development as the limited space and
cost objectives of HEV/EV [9, 10–13]. Table 2 shows the technology targets for both the power
electronics and electric motors in HEV/EV [15].

Power electronics Motors

Year $/kW kW/kg kW/L Tcoolant $/kW kW/kg kW/L

2010 7.9 10.8 8.7 90°C 11.1 1.2 3.7

2015 5.0 12.0 12.0 105°C 7.0 1.3 5.0

2020 3.3 14.1 13.4 105°C 4.7 1.6 5.7

Table 2. Technology targets for HEV/EV.

The major criteria for evaluating an automotive power module such as the performance,
efficiency, reliability, cost, and volume/weight are generally determined by power semicon‐
ductor devices, packaging, and manufacturing technology. These criteria can be characterized
by a series of technical parameters in aspects of the power module’s electrical, thermal,
thermomechanical, and mechanical properties, as well as packaging materials and processing
techniques. The parameters determining the overall performance of a power module are
thermal impedance (resistance and capacitance), operating and maximum junction tempera‐
ture (Tj op, Tjmax), parasitic resistance and inductance, power cycling, thermal cycling/shock,
vibration ruggedness, etc. [2–13]. People have made numerous technical advancements to
improve these parameters through material and processing development and package
structure optimization. Table 1 lists the potential available solutions to meet the challenges of
automotive packaging in the aspects of power semiconductor devices, and power modules
packaging. It is supposed that improvement in one technology area is not sufficient at all to
overcome all the difficulties and a comprehensive approach is required, and it may be not
possible to achieve all the market and technical goals by making improvement to the existing
technologies.

3. Overview of design for HEV/EV module

In HEV/EV applications, power modules must have superior performance and reliability than
industrial products as the working environment is harsh in temperature, humidity, and
vibration [9, 10–13]. The power modules are stressed heavily and frequently by electrical,
thermal, and mechanical actions, so the device itself and the packaging parts are required to
be robust enough during their operational life. Moreover, the system and device are restricted
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by space, weight, and cost of the whole vehicle [2–4]. For these reasons, extensive efforts have
been taken to improve the performance and reliability of automotive modules, and a series of
optimized design and packaging solutions have been proposed [18–26].

The design of automotive power module should address the performance and reliability issues
related to electrical, thermal, and mechanical. They are the main functional aspects that a power
module has to serve. The power devices, module structure, materials, and packaging technol‐
ogies are responsible for these performances, reliability, cost, volume, and weight. The
components and technologies affecting power module’s overall performance are listed in
Table 3, and the module’s reliability and lifetime are limited by the most unstable parts in the
packaging.

Reliability issues Design optimization

Electrical performance Blocking Chip field depletion, passivation

Gate leakage Gate oxide, packaging cleanness

Power loss Gate, field stop, thickness, parasitics

Frequency/SOA Power chip, parasitics

Thermal performance Resistance, Rth Module structure, material, technology

Storage Integrity of plastic, passivation, glue, gel

Temperature cycling/shock Joining, interconnection, materials

Power cycling Joining, interconnection

Mechanical Shock/vibration Bonding, housing

Table 3. Performance and reliability design on automotive power module.

The electrical performance is essential to power module application, with the main parameters
affecting system performance are power density, operation temperature, blocking voltage,
switching frequency, power dissipation/efficiency, and reverse/short-circuit safety-operating
areas (RB/SCSOA). These performances are affected primarily by IGBT and FWD chips.
However, the thermal and mechanical performances are mainly dependent on module
packaging aspects. Thermal design is a critical step for the enhancement and optimization of
thermal resistance, high-/low-temperature storage, thermal cycling, and power cycling, and
the mechanical design is beneficial to the module resistant to shock and vibration [14].

3.1. Power chips for HEV/EV module

It is generally believed that the electrical performance and reliability are mainly controlled by
power switches. Figure 4 shows the vertical structure of an advanced IGBT used in HEV/EV
modules. The thin-wafer technology, trench gate, and field stop layer are introduced to trade-
off conduction and switching losses by which the frequency and efficiency are improved. The
power dissipation results from leakage currents are reduced by the optimization of chip
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design. High power density, high RBSOA, and SCSOA capabilities are essential to HEV/EV
power train, which are objectives of automotive chip design [2–4, 27–31].

Figure 4. Vertical structure of a trench gate, field stop IGBT in HEV/EV modules [31].

At the moment, the standard fourth-generation IGBT technology is widely adopted by various
industries. The thickness of 650 and 1200 V chips is reduced to about 70 and 120 μm, along
with trench gate, the saturation voltage and conduction loss are reduced substantially
compared to thick and planar gate devices. The frequency and switching loss are also opti‐
mized by these structures and field stop layer. Low power dissipation power chips are crucial
to HEV/EV industry, which will result in high efficiency and energy saving, low rise of junction
temperature (Tj) and therefore the high thermal reliability.

3.2. Design for low stray inductance

The parasitic parameters such as resistance (R), stray inductance (LS), and capacitance have
adverse effects on power dissipation, switching speed, and RB/SCSOA. One of the main
objectives of automotive module design is to achieve low parasitic parameters. LS is considered
as the chief factor affecting IGBT module’s performance and reliability. During the switching,
an overshoot voltage (VOS), equal to the product of LS and current-varying rate, will be applied
on the device terminals. If the sum of VOS and DC-link voltage is higher than that of device-
blocking voltage (VCES), IGBT will be broken down. RB/SCSOA is then reduced because of the
VOS accordingly. The speed of automotive modules is much higher than industrial applications,
resulting in high VOS and reliability problems.

LS of an IGBT module results from the substrate metal parts, bonding wires, conduct bus bars,
control, and auxiliary pins. Design rules for minimizing the parasitic effects are proposed
including reductions of current loop geometrical length and area [32], laminated bus bar,
planar chip interconnection by using metal lead or PCB [2, 19, 32]. Figure 5 shows an optimized
substrate layout with minimum stray inductance. In this half-bridge substrate, the commutate
path and area through DC+ and DC− are reduced to relatively small levels, leading to a small
VOS during IGBT switching-off verified by both simulation and module test [32]. It is supposed
that the commutation loop length and area are valuable indicators of low LS substrate design.
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Figure 5. Optimized current loop dimensions with minimum stray inductance (Right) [32].

Thick and short bus bar and wires are effective to minimize LS of a module. Due to substrate
design, this bus bar may not be applicable. Furthermore, the laminated sandwich layout bus
bars are verified as effective low LS design solution [31]. The bonding wire-free concept, such
as direct lead bond (DLB) [20, 21], double-side soldering/sintering on PCB or top-layer
substrate [31] are good solutions to lower LS.

Figure 6 shows a novel concept of double-side bonding in which bonding wire is eliminated.
Therefore, LS can be reduced, wire bonds failure is avoided, and the heat transfer efficiency is
enhanced significantly by spreading through both sides of the chips. The planar IGBT module
has been developed and applied in HEV/EV with great interest by the industry [20, 21].

Figure 6. A planar interconnection concept for automotive module assembly [14].

3.3. Thermal design for automotive module

Thermal performance and reliability are of most importance for automotive IGBT modules as
the ambient temperature is very high under the hood. On the other hand, the active power
cycling and surging are more frequent than other applications that happen in the acceleration
and deceleration stages. Therefore, large passive and active temperature excursions always
occur in an automotive module operation. For the sake of cost and system complexity,
customers prefer the traction inverter to share cooling system with the engine, meaning that
the temperature of coolant could be up to 105°C in the near future. The abovementioned
problems result in serious reliability problems on power module joining and interconnection
parts. The solder layers of chip attach, substrate attach, and bus bar attach are prone to
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delamination and failure because of fatigue finally due to high absolute temperature and high
temperature swing (ΔTj), and the bonding wires will be cracked or lifted off [33–35].

Reliability and lifetime of a power module is limited by the weakest point of the above parts.
It is reported that power module lifetime reduces exponentially with the minimum/maximum
junction temperature (Tjmin/Tjmax) and temperature swing. An outstanding thermal design gives
smaller ΔTj from the low thermal resistance of junction to case (Rth j-c) and junction to heat sink
(Rth j-h) and enhances reliability [33–35].

Thermal design of IGBT module lies in the chip and packaging structure and materials. By
elevating Tjmax of chips, the reliability will be enhanced as the improvement of electrical
performance, and the requirement of module design will be mitigated. Currently, the fourth
IGBT chips have a Tjmax of 150°C, and it is proposed that Tjmax of next-generation automotive
module should reach 175°C, which requires redesigns in chip-doping profile, passivation, and
metal materials.

To enhance reliability and prolong lifetime, power dissipated in chips and parasitic compo‐
nents must be spread with high efficiency, which can be achieved by low Rth i-c. Design for low
Rth j-c is dependent on the optimization of module structure and material. The high thermal
conductivity ceramic such as AlN and Si3N4, and Cu or AlSiC baseplate with optimized
thickness, direct cooling structure without using thermal grease are proved effective solutions
to reduce the overall Rth j-h. However, the thermal performance should be traded off with
reliability, weight, and cost. Figure 7(a) shows that a direct cooling pin-fin baseplate can reduce
the Rth j-h of conventional module by about 50% because of eliminating the grease layer [4, 18,
22, 23]. The direct liquid cooling (DLC) pin fins can be optimized in terms of efficiency, shape,
layout, material, and cost. Figure 7(b) shows an automotive IGBT module with optimized Al
in-line pin fins, in which the weight and cost are saved by maintaining merits of low thermal
resistance and high reliability. Thermal simulation shows that the power switches work at the
safe temperature envelop during the highest transient and continuous power output stages of
a passenger car sharing 105°C cooling of the engine. Lifetime of the module is predicted under
a real mission, which shows that it is capable of meeting the requirements with high coolant
temperature [3].

Figure 7. Comparison of Rth j-h between conventional and direct cooling modules (a) and automotive IGBT module with
optimized Al in-line pin fins (b).
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Baseplate free- and double-side-cooling modules are proposed for automotive application for
their good thermal performance as shown in Figure 8 [20, 36]. The baseplate-free module can
benefit to Rth j-h, weight, and cost, and the double-side-cooling structure can increase further
the heat transfer efficiency. Both the modules are successfully applied in HEV/EV.

Figure 8. Baseplate-free (Left) [20] and double-side cooling [36] automotive modules.

3.4. Technology design for automotive module

Although low Rth j-c reduces ΔTj at constant power loss level, the high Tjmin/Tjmax together with
ΔTj can degrade gradually module’s weakest point such as wire bonds, die attach solder layer,
conduct lead, and substrate attach solder layer. The planar and next-generation copper-
bonding wires with novel soldering technology are effective solutions to this instability. The
novel die attachment technologies such as silver sintering and transient liquid phase sintering
(TPLS) are verified to improve the power cycling capability by orders of magnitude. Fig‐
ure 9 shows lifetime comparison of copper wire incorporated with novel soldering and
conventional Al wire and soldering, soldered and sintered die attachment [37, 38].

Figure 9. Improvement of lifetime by copper wire with novel soldering (Left) [37], lifetime comparison of modules
with soldered and sintered die attach [38].

The mechanical shock and vibration affect mostly on the conduct bus bar and pins, which
happen frequently in the running of an automobile. The strength of contacts should be
enhanced in order to meet automotive standard that requires the module to be tested for 2 h
per axis at more than 10 g for vibration, and three times at each direction and more than 100
g for shock. The ultrasonic welding with injection-molded housing (Figure 10(a)) as well as
pressure contact is designed for achieving the mechanical reliability standard. Figure 10(b)
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shows that the reliability of bonding can be enhanced by ultrasonic welding, as negligible
degradation of bonding tensile strength was found [39].

Figure 10. Ultrasonic welded terminals and pins in a HEV/EV module (a), and the reliability comparison with soldered
terminals (b) [39].

4. State-of-the-art HEV/EV power module

In this section, the typical state-of-the-art commercial and custom HEV/EV power modules
are reviewed and evaluated. The design and manufacture of automotive power module were
following industrial power module packaging standard at the beginning. The conventional
structure and technologies were applied in automotive module, which was the sandwich
structure including plain baseplate and direct bond copper (DBC) substrate interconnected by
solder reflowing and wire bonding. The structure and technologies are difficult to meet HEV/
EV requirements in thermal and mechanical performance, as well as in the reliability, lifetime,
cost, volume, and weight. Therefore, power semiconductor and automotive industry had
developed a series of power modules dedicated for HEV/EV application as described in the
following.

4.1. Direct liquid-cooled HEV/EV power module

Direct liquid cooling (DLC) was supposed to be an efficient solution to HEV/EV modules with
its advantages of efficiency, integration, weight, and size [2–4]. A typical DLC module
integrates liquid-cooling structure such as pin fins into the baseplate, which can flow through
coolant without an external heat sink. Therefore, the traditional thermal interface layer
between baseplate and heat sink is eliminated, and the un-uniformity and degradation of
thermal grease will be avoided as well. It is reported that the Rth j-h could be reduced by 50%
of plain plate in the application, resulting in much lower ΔTj and reinforcement of the reliability
and lifetime. Therefore, the pin-fin DLC IGBT module is a good solution to HEV/EV power
systems not only in the aspects of reliability but also performance, cost, and weight [2–4, 18,
22, 23].

DLC module with pin-fin plate is excellent in delivering higher power than plain base or
baseplate-free modules, and the converter system with DLC module is compact and reliable.
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Figure 11 shows the commercial DLC modules with pin-fin plate. A technology trend for IGBT
module cooling in HEV/EV power-train system uses coolant with elevated temperature, so the
power device can share cooling system with engine at up to 105°C liquid [3, 8]. This will
simplify power electronics system without separate cooling circuit, resulting in the reduction
of overall cost, weight, and volume of whole vehicle. However, high-temperature cooling has
huge adverse effects on reliability and lifetime of power module, and may result in exceeding
of Tj max. The direct liquid cooling is generally believed as an efficient thermal management
with high cooling efficiency at high-temperature applications. The application of DLC module
in HEV/EV has been widely accepted [3–5, 40].

Figure 11. The commercial DLC modules for HEV/EV power system.

The manufacture complexity and cost of pin-fin baseplate are high compared to plain plate at
the moment, and the new technologies are required to integrate DLC structure into external
cooling path.

Figure 12 shows an integrated cooler structure [2] with the direct bonded Al (DBA) substrates
are directly bonded (by brazing) onto specially fabricated cold plate to realize direct cooling
of the power module. The integrated module and cooling structure eliminates the conventional
baseplate and thermal interface layer. It achieves 30% improvement in thermal performance.
The assembly includes a buffer plate with punched holes for releasing the stresses between
the cooler and DBA caused by a coefficient of thermal expansion (CTE) mismatch. The Al
ribbons were used to replace Al wires for improving the reliability and electric parasitic
parameters of die interconnections.

Figure 12. Integrated automotive power system with baseplate-free module and cold plate [2].
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4.2. Baseplate and solder-free automotive power module

The state-of-the-art IGBT modules are based on a solder construction for chips attaching to
substrate and substrate attaching to baseplate. Investigations have shown that these solder
layers constitute the weakness of power semiconductor module as they demonstrate fatigue
when exposed to active and passive temperature cycling. Figure 13 shows an automotive
power module named SKiM by Semikron, which is designed with high reliability to meet the
demands of automotive applications in terms of shock and vibration stability, as well as high-
temperature capability and service life [31].

Figure 13. Baseplate and solder-free automotive power module [31].

The module features a pressure-contact low-profile housing that boasts the advantages of 100%
solder-free module, Pb-free, and spring contacts for auxiliary contacts. The chips are sintered
by silver on substrate, achieving a very high-power cycling capability. The sinter joint is a thin
silver layer whose thermal resistance is superior to that of a soldered joint. Due to the high
melting point of silver (960°C), no joining fatigue occurs, resulting in an increased service life
[31].

The pressure contact of bus bar and auxiliary pins results in very low thermal and ohmic
resistance and high thermal reliability. The laminated sandwich main terminals as shown in
Figure 14 benefits to a very low stray inductance and therefore improves the reliability,
efficiency, and electrical performance. The single chip is connected symmetrically in Fig‐
ure 15, leading to similar stray inductances for the individual chips and a homogeneous current
distribution [31]. The baseplate-free structure has advantages of low volume and lightweight,
but a thermal interface layer must be applied to improve the contact between substrate and
heat sink, which deteriorates the thermal performance and reliability.

Figure 14. Main terminals with sandwich structure and low inductance [31].
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Figure 15. The substrate with symmetrically chip layout and terminal pressure contact areas [31].

4.3. Direct lead bond automotive module

A Transfer-mold power (TPM) packaged by direct lead bond (DLB) technology was released
to automotive power electronics market by Mitsubishi and Bosch [20, 21, 41], which makes
HEV/EV applications more reliable and compact. Figure 16 shows the power module samples,
the low profile, and compact package achieved by the concept.

Figure 16. TPM automotive module prototypes from Mitsubishi and Bosch (Right) [20, 41].

The internal cross section of the packaging structure is shown in Figure 17. The transfer-mold
case chips are bonded on heat spreader and on lead frame directly (DLB) by lead-free solder,
the TCIL is attached on the heat spreader for electrical isolation and contact with external heat
sink.

Figure 17. The internal cross section of TPM module with DLB [20].
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DLB is the key feature of the module, by which the internal lead resistance is decreased to 50%
and the self-inductance is decreased to 60% compared with the classically wire-bonded TPM
module. The large solder contact area of DLB results in a uniform chip surface temperature
distribution and a small thermal resistance. The integrated heat spreader reduces the contact
thermal resistance and transient thermal impedance. The construction provides a larger area
of heat flow between junction and case. The features of DLB TPM automotive has enhanced
almost 30 times of power and thermal cycling capability compared with the conventional
module case assembled with wire bond technology. In addition, the on-chip temperature and
current sensors are integrated into the IGBT die, enabling a precise, safe, and fast over
temperature protection, and detects and turns off a short-circuit situation without the IGBT
entering a de-saturation phase [20, 21, 41].

As the evolution of the first generation of DLB module, a six-in-one HEV/EV module bonded
by DLB and integrated with direct water-cooled Al fin was developed [21]. The adoption of
these innovative technologies has led to improved thermal performance of 30%, and has
reduced the footprint by 40% and the module weight by 76%. Figure 18 shows the module
prototypes and internal structure. The Al cooling fin was integrated into module for direct
liquid cooling. DLB is employed that has extensive advantages to power density, thermal and
electrical performance, reliability, etc. The Al cooling fins have lower thermal conductivity
compared to Cu pin-fin structure, but they have high durability when exposing directly to
coolant and are much lighter. Compared to the first-generation DLB modules of Figure 16, as
much as 76% weight reduction and 30% thermal performance improvement were achieved
based on the same current and voltage for three-phase HEV/EV motor drives [21].

Figure 18. The prototypes and package structure of a high performance, compact size, and light-weight HEV/EV pow‐
er module [21].

The custom power module in Nissan LEAF pure EV shown in Figure 19 has the same concept
of DLB [2]. The power semiconductor dies are attached onto Cu plate, which is an electrical
terminal and is wire bonded to other terminals to form a half-bridge configuration. The large-
area Cu bus bars act as heat spreader and are mounted onto external cold plate through a
separated electrical insulator sheet. The sheet has a special composition and offers high thermal
conductivity.
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Figure 19. The custom module for Nissan LEAF and its schematic of cross-sectional view [2].

4.4. Planar interconnection and double-sided-cooled automotive module

In a conventional module packaging, the top electrodes of die are electrically interconnected
by bonding Al wires, while the whole bottom metal surfaces are soldered onto insulating
ceramic with direct bond copper or aluminum surfaces. This asymmetric package structure
has a series of drawbacks such as large parasitic electric parameters, deformation of die
subjected to thermomechanical stress, small thermal conduction path through the top of die,
etc.

Therefore, changing the top interconnection configuration to a planar or symmetric package
will bring comprehensive benefits to thermal, electrical, and reliability. With a planar inter‐
connection, the die can be connected to cold plates at both sides to achieve double-sided
cooling, and the thermal performance can be enhanced accordingly. This will eliminate the
traditional bonding wires but require that front metal of chips must be solderable [19].

The concept of planar IGBT packaging without bonding wires is shown in Figure 6, and the
planar modules were developed for HEV/EV and aerospace industries. By soldering or
sintering semiconductor chips to copper leads directly or to DBC system, the module can be
cooled by liquid or forced air at both sides, which provides 70% higher cooling efficiency than
a conventional single-side cooling module. A joining layer on a chip active area will spread
heat easily and result in low-junction temperature and high reliability [15, 19]. The removal of
bonding wires has advantages on reliability as wire bonds are prone to failure during operation
because of the high intermittent temperature cycling from the junction. On the other hand, the
parasitic resistance and inductance are reduced accordingly by large area contact, which
improves efficiency and dynamic performance such as the safe operating areas of RBSOA and
SCSOA [2, 6].

IR has presented a new power management platform approach for HEV/EV to help address
the need to reduce the size, weight, and system cost of electric power-train components while
increasing system reliability for long lifetime, low maintenance, and low warranty cost. The
packaging platform named CooliR2TM characterizes wire bond frees and transfer-mold
technologies that addresses all the HEV/EV module packaging challenges. The IGBT and diode
called CooliR2DIE were designed for the platform. The IGBT has reduction of conduction and
switching losses, increases of blocking voltage, and compatibility with wire bond-free
interconnection techniques, and the switching frequency and maximum Tj were increased to
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20 kHz and 175°C, respectively. The diode was optimized for automotive traction by fast-speed
soft recovery with oscillation-free behavior [15, 19, 42].

Figure 20 shows the CooliR2DIE as building blocks and the construction of a half-bridge
package by using the die. The building-block approach of CooliR2TM platform has advantages
of cost reduction and mechatronics enabler. The electrical performance of package is improved
with lower resistance and parasitic inductance. The cooling method is flexible for no baseplate
cooling, or attaching a baseplate or direct liquid-cooled heat sink to substrate. The transient
thermal impedance and die temperature distribution are improved in the packaging. In
addition, the reliability and power density are increased by the wirebond less, dual-sided
cooling and higher Tjmax solutions.

Figure 20. CooliR2DIE building block and the construction of a half-bridge package by using CooliR2DIE [42].

Figure 21 shows a custom automotive power module for Toyota LS600, in which two planar
Cu plates are directly soldered onto power electrodes on the dies from both surfaces. The
module is encapsulated with transfer-molded compound while keeping the Cu plates exposed
to the outside for acting as heat sinks to transfer device heat to a cold plate (cooling tube) from
two surfaces [2]. Therefore, the module’s thermal resistance is reduced dramatically. Insulator
layers are required at both sides between power module and cold plate as the module is
nonelectrically isolated.

Figure 21. Custom power modules of Toyota LS600 and its schematic of cross-sectional view [2].

In Figure 22, Delphi planar [36] power module for dual-side cooling is shown. The DBC isolates
module to external heat sink. It is a co-packaged IGBT and diode unit that needs next-level
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interconnection to form power inverters, so the pressure must be controlled to ensure the press
contact between all package units and cold plates for double-sided cooling. However, the
assembly complexity of electrical interconnections is difficult and costly at inverter-level
packaging.

Figure 22. Delphi planar bond power module with dual-side cooling [36].

The Semikron double-sided planar power module using SkiN technology is shown in
Figure 23. The die top connection is a flex circuit board, and all the joining interfaces between
two sides of die and substrate, and DBC and heat sink, are bonded by Ag-sintering process.
This provides very high thermal and power cycling reliability, as well as good thermal and
electrical performance [43].

Figure 23. Schematic of cross-sectional view of Semikron SKiN power module [43].

5. Packaging trend of HEV/EV power module

The standard of power module for passenger car is stringent than industrial and CAV
(Commercial, construction, and agricultural vehicles) products. Therefore, the advanced
packaging structure, material, and technology must be investigated.
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5.1. Novel structures in automotive module packaging

As mentioned above, the direct liquid cooling power module is becoming a standard solution
to HEV/EV power packaging. The power density is improved as its excellent thermal per‐
formance and compact integration with heat sink, which is also the volume and weight. Tj

max can be well controlled by reduction significantly of Rth j-h, so the reliability and lifetime are
enhanced. By using the advanced cooling structures into module baseplate such as the two-
phase change flat pipe, vapor chamber and microchamber, etc., the heat transfer efficiency,
volume, and weight are further improved.

The baseplate-free module has the advantages in volume, weight, and cost, which is preferred
by automotive customers. However, the module with direct substrate cooling structures is
more attractive for cooling efficiency, thermal performance together with the benefits of
baseplate-free module.

The planar structure is a more advanced packaging trend for automotive module, a top
isolation substrate, a flexible PCB or contacting leads are bonded to chip-top contact areas. The
bonding wires are eliminated resulting in series benefits in parasitics reduction, temperature
uniformity, and reliability. Therefore, the power density, thermal performance, reliability,
volume, and weight are improved. By using a top substrate, the module can be cooled from
both sides of a chip, increasing the cooling efficiency by more than 30% of a traditional one-
side cooling structure.

5.2. Advanced materials for automotive module packaging

The selection of advanced packaging materials is essential to module performance and
reliability, the advanced materials for power semiconductor die, substrate, baseplate, inter‐
connection, and housing are proposed for automotive power packaging.

SiC devices such as MOSFET and Schottky Barrier Diode (SBD) are becoming popular in
automotive power module market as its excellent material performance in electrical and
thermal. The high bandgap makes SiC devices competent to high-temperature, high-voltage,
and high-efficiency applications. Its thermal conductivity is about three times than Si, which
is beneficial to high-temperature and high-power density requirements. The doubled electron
saturation speed in SiC leads it as best candidate to high-frequency applications. In addition,
the GaN devices are developed quickly for automotive product as the same reasons of SiC
devices.

Si3N4 substrate is proposed for high performance and reliability power module packaging as
its trade-off advantages of CTE, thermal, and mechanical performance. Although Si3N4 is not
selected widely at the moment, the reduction of cost in the near future will make it a first choice
in automotive module packaging.

AlSiC baseplate with direct liquid cooling pin-fin structure has been extensively proposed in
passenger car and sport-racing cars. The reasons also lie in its overall performance advantages
of CTE match with semiconductor and substrate materials, good thermal and mechanical
features, and lightweight, etc. The advanced interconnection materials such as lead-free solder

Status and Trend of Power Semiconductor Module Packaging for Electric Vehicles
http://dx.doi.org/10.5772/64173

41



and copper bonding wire are developed for enhancing reliability and lifetime of automotive
module.

The new housing materials are applied in injection molding, transfer molding, and hematic
supply high temperature and high mechanical reliability, which are becoming the mainstream
housing of automotive module.

5.3. The trend of assembly technology

The assembly technology is essential to power module performance and reliability, so
advanced joining and interconnection technologies are being developed for automotive
packaging. The trends of joining interfaces between die, substrate, and baseplate are high and
stable tensile strength solder layer formed by SnSb, high temperature and reliability interme‐
tallic solder layer formed by transient liquid phase sintering (TPLS), or superior silver-sintered
layer. SnSb soldering is an easy and cost-effective way by traditional process; however, TPLS
and silver sintering have more reliability benefits.

The conventional Al wire bonding interconnection technique will be replaced by copper wire
bonding and planar contacts such as direct lead and flexible PCB bonding. Copper wire
bonding improves current and thermal capability, and the reliability, which the planar
packaging results in high current, low parasitics, low loss, uniform temperature, and high
reliability.

The interconnection of bus bar and pin is usually soldered to substrate in an industrial power
module, which have low thermal and mechanical reliability. Recently, ultrasonic welding,
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nection and double-sided cooled, are analyzed. The details of novel structures, advanced
packaging materials, and trends of assembly technology are proposed to instruct automotive
module designs.
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Abstract

In electric vehicles, passengers sit very close to an electric system of significant power,
usually for a considerable amount of time. The relatively high currents achieved in these
systems and the short distances between the power devices and the passengers mean
that the latter could be exposed to relevant magnetic fields. This implies that it becomes
necessary to evaluate the electromagnetic environment in the interior of these vehicles
before releasing them in the market. Moreover, the hazards of magnetic field exposure
must be taken into account when designing electric vehicles and their components. For
this purpose, estimation tools based on finite element simulations can prove to be very
useful. With appropriate design guidelines, it might be possible to make electric vehicles
safe from the electromagnetic radiation point of view.

Keywords: electric vehicles, electromagnetic radiation, magnetic field exposure, occu‐
pational safety

1. Introduction

The traction drive of an electric car is an electrical system of considerable power, ranging from
40 to 120 kW. Even higher power levels are found in high‐end models or in other vehicles such
as electric buses. These power levels are usually achieved with high currents rather than
voltages. Specifically, most commercial vehicles nowadays work with voltage levels below 400
V, which implies currents of the order of hundreds of amperes. This means that these traction
drives  could generate  magnetic  fields  of  considerable  strength when compared to  other
conventional sources.
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At the same time, distances between these magnetic field generators and the passengers are
relatively short in most vehicles; for instance, it is usual to place the battery pack as far as
possible from the bodywork to minimize the risk of battery damage and its consequences in
case of crash; this implies positioning them just under or behind the passenger seats [1].
Consequently, there could be hundreds of amperes circulating some centimeters away from
the passengers during strong accelerations or deep regenerative braking.

The combination of high currents and short distances involves some risks due to the presence
of strong magnetic fields. These fields can potentially have undesired effects on electric and
electronics devices, but also on living beings inside the vehicle, or close to it. The first effects
are known as electromagnetic interference (EMI) and are analyzed within the discipline of
electromagnetic compatibility (EMC), whose main goal is to ensure proper operation of
operational equipment in a common electromagnetic environment. This is usually done by
limiting or conditioning the electromagnetic fields (EMFs) emitted by each device, but mostly
by immunizing them so that they are not affected by EMI coming from the rest of the devices.

The second effects are named electromagnetic radiation (EMR) and belong to the field known
as bioelectromagnetism or bioelectromagnetics, which studies all kinds of interactions between
EMFs and biological systems. EMR is usually classified into ionizing and nonionizing radia‐
tion, depending on its capability to ionize atoms and therefore to break chemical bonds. This
is only possible if the radiation carries a high amount of energy, and hence ionizing capability
is directly associated with wavelength and thus with frequency. The boundary between
nonionizing and ionizing EMR is located in the ultraviolet range of the electromagnetic
spectrum. In this sense, all the radiation emitted by an electric vehicle is nonionizing.

The relationship between nonionizing EMR and human health has been studied for decades.
In 1996, the World Health Organization (WHO) established the International EMF Project to
assess the scientific evidence of possible health effects of low‐frequency EMR (from 0 to 300
GHz), encouraging focused research to fill important gaps in knowledge and the development
of internationally acceptable standards limiting EMF exposure [2]. At present, some possible
consequences of low‐frequency EMF exposure are still Unclear. Namely health effects caused
by long‐term exposure (such as cancer or neurodegenerative disorders) are mentioned in the
literature, although conclusive results have not been obtained. Many long‐term studies have
been described as questionable and of low repeatability. Moreover, it could be argued that
long‐term effects are impossible to determine with certainty, since they take years or even
decades to appear. Hence, long‐term consequences are a source of discussion within the
scientific community.

On the other hand, short‐term nonionizing effects are well established, and their mechanisms
are well known. These biological effects occur as soon as the exposure begins, and they
disappear when it ceases, or shortly after. They are caused by extremely strong low‐frequency
(up to a few hundred kHz) and strong medium‐frequency EMFs (radio waves and microwaves
up to 300 GHz), and thus they are also known as acute effects. They may be classified into two
main groups: electrostimulant effects and thermal effects. The former are a consequence of the
coupling between low‐frequency fields and living matter, an example of this would be induced
currents in some organic tissues generated by an external magnetic field. The latter are due to
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energy exchange between medium‐frequency fields and biological tissues, which produces a
temperature increase in those body parts affected. Thermal effects are usually negligible for
field frequencies below 100 kHz, but become increasingly significant as frequency grows.
Current standards, guidelines, and recommendations regarding maximum exposure values
are developed considering these acute effects.

This chapter is intended to introduce the reader to the topic of magnetic field exposure in
electric vehicles (EVs). For further information, a considerable number of references are
provided at the end. The chapter is divided into different sections as follows:

• Section 2, Problem description, describes the main sources of magnetic field within an EV
and the corresponding properties of those fields.

• Section 3, Prevention guidelines and standards, presents the two most accepted criteria for
limiting magnetic field exposure.

• Section 4, State of the art, summarizes the most relevant studies published to date about
magnetic field exposure in electric vehicles, as well as their main conclusions.

• Section 5, Design guidelines, lists some design modifications and considerations that can
help improve the safety on an EV from the EMR point of view.

• Section 6, Discussion, presents some arguable ideas about magnetic field exposure in EVs.

2. Problem description

Electric vehicles are one of the most relevant applications in which power devices and general
public share a common space. Other well‐known precedents are power lines close to houses
or buildings, electric trains and trams, and household appliances, to cite a few examples.
However, the specific characteristics of EVs could make this issue particularly worrying from
the point of view of magnetic field exposure. The combination of high current levels, short
average distances between equipment and passengers, and long exposure duration is espe‐
cially detrimental in this application.

As mentioned in the “Introduction” section, power levels in electric vehicles are of the order
of tens of kW, while voltage levels rarely exceed 600 V, as shown in Table 1. This implies that
current levels usually reach hundreds of amperes. There are not many applications in which
people are close to wires or devices carrying such high currents. Besides, the present trend in
EVs nowadays consists in reducing voltage levels as much as possible, which implies even
higher currents. Paradoxically, lower voltages imply improved safety in case of short circuit
or electrocution, but also reduced safety from the point of view of magnetic field exposure.

Second, distances between the traction drive and the passengers are usually short. For a typical
electric car, values range from 0.2 to 3.0 m depending on the location of all the power devices
and power cables. In this sense, the topology and the configuration of the vehicle (i.e., how the
power devices are located within the available space) are particularly relevant:
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• For instance, there are some differences between those vehicles that add a DC‐DC converter
connecting the batteries and the inverter as those who do not (see Figure 1). Without such
DC‐DC, the battery must have enough voltage for the inverter to drive the electrical machine
in every required operating point (torque‐speed). This is usually done reaching a compro‐
mise between battery voltage, which should not be too high (using too many cells in series
increase balancing and safety requirements) and machine voltage, which should not be too
low (lower voltages imply higher currents and lower number of turns in the windings). In
general, adding a DC‐DC allows for higher voltages in the drive, which improves magnetic
field exposure but could worsen electric field exposure. However, in most cases the DC‐DC
aims to reduce battery voltage, and thus battery current increases. Hence, if the batteries are
placed close to the passengers, they could suffer from higher magnetic fields.

• There are also some differences between pure electric vehicles and hybrid electric vehicles.
The former have simpler traction systems, with fewer devices and mechanisms, which can
be easily accommodated within the available space. On the other hand, the power train of
the latter comprises more equipment, and thus they are more prone to suffer from room
issues. Having more flexibility to distribute the power devices within the vehicle is always
a good thing, and magnetic field exposure is another aspect that benefits from it, since certain
parts can be moved away from the passengers. Nevertheless, pure electric vehicles use more
electric power than their counterparts. Considering that voltage levels are similar (see
Table 1), this means that pure EVs use higher currents and thus they generate stronger
magnetic fields. In general, it could be expected that the second factor (stronger fields)
weighs more than the first one (longer distances), so that pure EVs should imply higher
exposure levels than hybrid vehicles.

• Finally, the type of drive also has some influence over passenger field exposure, namely
those vehicles with rear‐wheel drives usually place most of the traction equipment (i.e., the
electrical machine and the inverter) in the rear part of the vehicle, while front‐wheel vehicles
place it in the front part. As cars are given aerodynamic shapes to minimize aerodynamic
drag, the front part is usually longer than the rear part, and distances between the front
wheels and the front seats are usually longer than those between the rear wheels and the
rear seats, as shown by the two examples in Figure 2. This means that vehicles with front‐
wheel drives will usually have longer distances between these power devices and the closest
passengers.

Third, regarding the duration of the exposure, it is important to note that general public is
subject to electromagnetic fields generated by EVs for a considerable amount of time, signifi‐
cantly longer than other daily exposures such as household appliances. From the results
presented in [5, 6], it can be concluded that European citizens spend an average of 1 h and
25 min per working day driving their cars. Even if an appreciable part of that time is spent
with the vehicle stopped (e.g., traffic lights or traffic jams), situation in which magnetic fields
should be minimum, the duration of the exposure is still rather long. In the United States of
America, these average times are probably even longer, up to 2 hours in average. It is impor‐
tant to note here that, in the case of low‐frequency magnetic fields and health effects, it is not
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necessary to take exposure duration into account at the moment, since there is no scientific
proof of any health consequences due to this type of exposure.

Model Type Drive Power level Voltage level

Mitsubishi i‐MiEV

Peugeot iOn BEV Rear wheel 49 kW 400 VDC

Citroën C‐Zero

Nissan LEAF BEV Front wheel 80 kW 400 VDC

BMW i3 BEV Rear wheel 125 kW 500 VDC

Tesla model S BEV Rear wheel 235 kW 650 VDC

Toyota Prius (3rd gen.) HV Front wheel 74 kW 400 VDC

Toyota Prius PHV PHV Front wheel 60 kW 350 VDC

Chevrolet Volt PHV Front wheel 55 kW (x2) 400 VDC

BEV = battery electric vehicle; HV = hybrid vehicle; PHV = plug‐in hybrid vehicle.

Table 1. Power and voltage levels of some commercial models of hybrid and electric vehicles.

Figure 1. (a) Most common topology in electric cars nowadays. (b) Alternative topology, in which a DC‐DC converter
is added between the batteries and the inverter.

Figure 2. Schematics of two well‐known pure EVs, showing the position of the main power devices: batteries, inverter,
and electrical machine. (a) Rear‐wheel drive and (b) front‐wheel drive. Original images extracted from [3, 4] and modi‐
fied by the authors.
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In summary, magnetic fields in EVs could become an issue from the point of view of human
health due to a combination of three factors: average and peak current levels, short distances
between field generators and the passengers, and lengthy exposures.

2.1. Characteristics of the magnetic field generated by an EV

Under static electromagnetic conditions, electric fields basically depend on the voltage levels
and on the distances between the passenger and the corresponding power equipment (Cou‐
lomb’s law). Similarly, magnetic fields depend on the current levels and on that same distances
(Biot‐Savart law). In other words, when these physical magnitudes do not change over time,
both fields are not coupled and they can be studied separately.

However, most electrical systems, EVs included, are characterized by time‐varying electric
magnitudes. In the most general case, and according to Maxwell’s equations, both fields are
coupled and their dependence with respect to variables such as voltages and currents is much
more complex than those given by Coulomb and Biot‐Savart laws. Fortunately, it is not
necessary to work with Maxwell’s equations in many cases, in which quasistatic approxima‐
tions are applicable. Specifically, when the frequencies of the electromagnetic phenomena are
low—so that propagation speed can be considered infinite [7]—a quasistatic model can be
used, which provides an intermediate solution between the most general dynamic case
(Maxwell’s equations) and the purely static case (Coulomb and Biot‐Savart laws). In this sense,
a quasistatic system evolves from one state to another as if it was a static system [8].

Depending on the particular quasistatic model employed (each variant represents a different
approximation of Maxwell’s equations), the simplifications adopted will vary. In this particular
case, Darwin’s model is used, which considers both capacitive and inductive effects and which
incorporates magnetic field contribution to total electric field (Faraday’s law) [8]. In Darwin’s
model, Biot‐Savart law is directly applicable, the only difference being that currents and
magnetic fields are time‐varying variables. However, Coulomb’s law must be extended to
account for magnetic induction. In other words, magnetic fields still depend on currents and
distances, but also on time, while electric fields depend on voltages, distances, time, and on
magnetic fields.

Electric vehicles constitute an application in which quasistatic models are appropriate, since
frequencies are generally low. There are basically two types of frequencies in an electrical drive,
such as those propelling EVs:

1. Fundamental frequencies: These are the lowest frequencies in the system, and they are
related to the operating point of the drive. For example, in a steady‐state situation,
fundamental frequency would be roughly 0 Hz (DC) for the battery current and 100 Hz
for a 2000‐rpm 50 Hz synchronous machine working at 4000 rpm in the flux‐weakening
region. During transients, some of these fundamental frequencies will show harmonic
content. One example of this is power peaks in the batteries, which involve low‐frequency
harmonics in battery current. In general, fundamental frequencies will be very low, of the
order of hundreds of Hertz at most. However, the absence of steady state in some
situations, such as urban driving, implies a wide‐frequency spectrum.

Modeling and Simulation for Electric Vehicle Applications52



In summary, magnetic fields in EVs could become an issue from the point of view of human
health due to a combination of three factors: average and peak current levels, short distances
between field generators and the passengers, and lengthy exposures.

2.1. Characteristics of the magnetic field generated by an EV

Under static electromagnetic conditions, electric fields basically depend on the voltage levels
and on the distances between the passenger and the corresponding power equipment (Cou‐
lomb’s law). Similarly, magnetic fields depend on the current levels and on that same distances
(Biot‐Savart law). In other words, when these physical magnitudes do not change over time,
both fields are not coupled and they can be studied separately.

However, most electrical systems, EVs included, are characterized by time‐varying electric
magnitudes. In the most general case, and according to Maxwell’s equations, both fields are
coupled and their dependence with respect to variables such as voltages and currents is much
more complex than those given by Coulomb and Biot‐Savart laws. Fortunately, it is not
necessary to work with Maxwell’s equations in many cases, in which quasistatic approxima‐
tions are applicable. Specifically, when the frequencies of the electromagnetic phenomena are
low—so that propagation speed can be considered infinite [7]—a quasistatic model can be
used, which provides an intermediate solution between the most general dynamic case
(Maxwell’s equations) and the purely static case (Coulomb and Biot‐Savart laws). In this sense,
a quasistatic system evolves from one state to another as if it was a static system [8].

Depending on the particular quasistatic model employed (each variant represents a different
approximation of Maxwell’s equations), the simplifications adopted will vary. In this particular
case, Darwin’s model is used, which considers both capacitive and inductive effects and which
incorporates magnetic field contribution to total electric field (Faraday’s law) [8]. In Darwin’s
model, Biot‐Savart law is directly applicable, the only difference being that currents and
magnetic fields are time‐varying variables. However, Coulomb’s law must be extended to
account for magnetic induction. In other words, magnetic fields still depend on currents and
distances, but also on time, while electric fields depend on voltages, distances, time, and on
magnetic fields.

Electric vehicles constitute an application in which quasistatic models are appropriate, since
frequencies are generally low. There are basically two types of frequencies in an electrical drive,
such as those propelling EVs:

1. Fundamental frequencies: These are the lowest frequencies in the system, and they are
related to the operating point of the drive. For example, in a steady‐state situation,
fundamental frequency would be roughly 0 Hz (DC) for the battery current and 100 Hz
for a 2000‐rpm 50 Hz synchronous machine working at 4000 rpm in the flux‐weakening
region. During transients, some of these fundamental frequencies will show harmonic
content. One example of this is power peaks in the batteries, which involve low‐frequency
harmonics in battery current. In general, fundamental frequencies will be very low, of the
order of hundreds of Hertz at most. However, the absence of steady state in some
situations, such as urban driving, implies a wide‐frequency spectrum.

Modeling and Simulation for Electric Vehicle Applications52

2. Switching frequencies: These frequency values and their corresponding harmonic
components are given by the operation of power semiconductors such as insulated‐gate
bipolar transistors (IGBTs) and diodes. They are defined by many factors, starting with
the modulation technique (hysteresis band, pulse width modulation (PWM), space vector
modulation (SVM), direct torque control (DTC), etc.), and also on the inductance value of
the corresponding filters. For those which use variable‐switching frequency, its values will
depend on the operating point as well.

More importantly, switching frequencies change significantly with power electronics
technology. For instance, there is a huge difference between conventional IGBTs, fast
IGBTs, and silicon carbide (SiC) metal‐oxide‐semiconductor field‐effect transistors
(MOSFETs). The former usually work at frequencies ranging from 2 to 20 kHz. Fast IGBTs
can reach up to 50 kHz in many applications, while SiC MOSFETs are already exceeding
frequencies over 150 kHz. Given the voltage levels usually employed in commercial EVs,
there is no way to exclude any of the above three major technologies, so all of them are
eligible for this application.

In summary, magnetic field frequencies can change considerably from one vehicle to another.
According to current EV designs, and considering the technologies implemented in them
(conventional IGBTs, and synchronous or asynchronous machines), it seems reasonable to
expect fundamental and switching frequencies up to 10 kHz, with relevant harmonic compo‐
nents up to 300 kHz. These values are classified as “low and extremely low frequencies” from
the point of view of electromagnetic exposure. Be that as it may, electromagnetic fields
generated by EVs present a relatively wide‐frequency spectrum, from 0 Hz to hundreds of
kHz.

2.2. Other considerations

There are many magnetic field generators in a vehicle, besides the traction drive itself.
Examples present not only in EVs but also in conventional ICE‐based vehicles are other power
equipment such as the air‐conditioning system, but also magnetized steel‐belted tires, which
are one of the main sources of extremely low‐frequency magnetic fields in conventional
vehicles. This unintentional magnetization is a consequence of the manufacturing process, and
the result is a magnetic field whose frequency depends on the vehicle speed, ranging from 0
to 20 Hz [9, 10]. This field is of considerable strength but attenuates very quickly as distance
increases. Hence, maximum exposure values usually take place in the area of the feet [11, 12].
According to some authors, this source of magnetic field is negligible when considering
magnetic field exposure inside hybrid and electric cars [13], but this point is not completely
clear.

Nonetheless, all magnetic field generators contribute to overall magnetic field exposure, and
therefore should be included in EMR studies. It is important to state here that magnetic field
exposure must be assessed globally (total magnetic field), and not individually (magnetic field
generated by each device or piece of equipment). See Section 3.1 for further information and
corresponding references about exposure assessment.
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There are other factors that may influence magnetic field exposure in a positive way. For
instance, the results presented in Ref. [14] suggest that the car body shell could behave as a
minor magnetic shield for some frequencies. Therefore, constructive aspects such as the shape,
material, and thickness of the body shell could affect magnetic exposure.

It is also convenient to consider which operating points are potentially more hazardous for
human health. Under normal operation of the vehicle, power/current peaks will be higher
during strong accelerations than during deep regenerative braking. This is due to two main
reasons: the passive nature of some of the movement resistances (rolling resistance and
aerodynamic drag), which implies that both of them will always oppose movement, and the
global energy efficiency of the traction drive. Notice that driving style will heavily impact total
magnetic exposure in EVs: the more aggressive the driving style the higher the magnetic fields
within the vehicle.

Nevertheless, there is another situation which could involve potentially hazardous exposure
for passengers, or even for pedestrians that are close to the vehicle: fast charging. As battery
technology improves, higher recharge rates are achieved, which obviously imply higher
currents, and hence stronger magnetic fields. Nowadays, charge rates of 2–4 C are already
usual, with even higher values reachable in the near future [15, 16]. Therefore, magnetic field
generation must be studied not only during normal operation of the vehicle but also during
fast charging. As a general rule, it is highly advisable to remain outside of the vehicle, and at
some distance from it, while fast charge is in process.

Finally, it is important to consider the wide variety of electric vehicles that exit nowadays, and
how their different configurations, topologies, and power levels affect magnetic field exposure.
Some considerations have already been mentioned in this chapter about vehicle configuration
(front‐wheel vs. rear‐wheel traction, for instance; another example would be battery place‐
ment), and also about the power topology (significant differences arise when adding a DC‐DC
converter, or when using hybrid energy storage systems that combine batteries and superca‐
pacitors for increased performance [17]). The largest differences, however, appear when
considering electric vehicles of different types, such as motorbikes, buses, racing cars, or even
electric planes [18, 19]. Magnetic exposure in these other vehicles could be very different when
compared to electric cars, depending on the power levels involved and on the distances
between the power equipment and the closest passengers.

3. Prevention guidelines and standards

Magnetic field exposure assessment is a two‐step process: first, one must characterize the
magnetic field inside the vehicle (either by estimation or by measurement). The second step
involves determining whether the obtained values could be hazardous for the passengers. Both
tasks can prove very challenging, and thus any guidance is welcome. In this sense, there are
some standards and guidelines that help with the second step. This section is dedicated to
these documents.
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Concern regarding potentially hazardous consequences of nonionizing EMR started to raise
some decades ago, around the 1950s and 1960s, first about radio waves and microwaves, and
more recently about low‐intensity fields as well, such as those generated by power lines, cell
phones, and Wi‐Fi devices. The effects of nonionizing electromagnetic fields on the human
body have been studied for many years already, and the results are conclusive in some cases
and inconclusive in others [20–23].

Basically, there are two types of effects that electromagnetic fields can have on biological
tissues: short‐term and long‐term effects. Short‐term effects, also known as acute effects, are
those that appear instantaneously, or minutes after the beginning of the exposure. In gener‐
al, these effects only take place under fields of considerable intensity, and disappear as ex‐
posure ceases. The biological mechanisms involved in these short‐term effects are relatively
well known, as well as the field values (intensity and frequency) that cause them [24–27].
They are usually classified into two main groups: electrostimulant effects and thermal ef‐
fects. The former are caused by the interaction between low‐frequency fields and living mat‐
ter, either by polarization and dipole reorientation produced by electric fields, or due to
induced currents generated by magnetic fields (for instance, a strong alternate magnetic
field can induce electrical currents capable of stimulating nerves and muscles in an unde‐
sired way). The latter refer to the exchange of energy between fields and tissues, which rises
their temperature. These thermal effects are completely negligible for frequencies under 100
kHz, but become relevant at higher frequencies (consider, for the sake of illustration, the
operating principle of a microwave oven, whose working frequency is around 2.45 GHz).
Electrostimulant effects are instantaneous, while thermal effects have a time constant of mi‐
nutes.

Long‐term effects, on the other hand, are those that could appear after months or years of
exposure. Several studies have tried to determine the relationship between long‐term exposure
to electromagnetic fields and different pathologies (cancer, neurodegenerative disorders, etc.),
without finding conclusive evidence for it. Approximately half of these studies show small
correlations, just statistically significant, between long‐term exposure and these illnesses [28].
In any case, the possibility of such relationships made the International Agency for Research
on Cancer (IARC) to classify low‐intensity, low‐frequency electromagnetic fields, and also
radiofrequency electromagnetic fields, as “possibly carcinogenic to humans (Group 2B)” [24,
25].

Generally speaking, it is extremely difficult to establish direct biological effects caused by long‐
term exposure, and to obtain reproducible results [23]. As a consequence, standards and
guidelines to limit human exposure are elaborated based only on well‐known, scientifically
proven, short‐term effects (with appropriate safety factors), and therefore long‐term effects are
not taken into account. This applies to the two most extended guidelines nowadays, those from
the International Commission on Non‐Ionizing Radiation Protection (ICNIRP) and those from
the Institute of Electrical and Electronic Engineers (IEEE). Both are briefly described subse‐
quently.
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3.1. ICNIRP’s guidelines

The most extended criteria for recommended exposure limit to EMFs were first proposed by
the International Commission on Non‐Ionizing Radiation Protection (ICNIRP) in 1998 [22].
These guidelines are based on current scientific evidence, as well as risk analysis performed
by the World Health Organization (WHO). They establish protection recommendations
considering well‐known mechanisms and appropriate security factors, the latter being due
mostly to scientific uncertainty.

Eleven years after their first publication, no new scientific evidence of any adverse effects
had been found [29], a reason why a review of the guidelines on limitation to exposure to
high‐frequency EMFs (100 kHz to 300 GHz) was considered unnecessary. Nevertheless, con‐
cerning static EMFs and extremely low‐frequency EMFs (1 Hz to 100 kHz), special guide‐
lines were published in 2009 [30] and 2010 [31], respectively, in an attempt to include the
results of the main scientific publications during those 11 years. The referred publications
not only established recommended exposure limits to EMFs but also include explanations
concerning the ways these fields could affect human health. These two guidelines suggest
recommended exposure limits (which are defined in terms of in‐body quantities such as
electrical fields and induced currents in a given tissue, which complicates exposure assess‐
ment), but they also provide reference levels for the electromagnetic environment (external
electrical and magnetic field values). These levels are extremely helpful to assess magnetic
field exposure, since the following consideration is usually applied: if the exposure envi‐
ronment complies with the field reference levels, then it can be assumed that the exposure
limits are not infringed. Certainly, exceeding these reference levels does not necessarily im‐
ply that the corresponding exposure limits have been breached. In such cases, further anal‐
ysis is required.

Frequency (Hz) Magnetic field H (Am-1) Magnetic flux density B (T)

1–8 Hz 3.2 × 104/f2 4 × 10‐2/f2

8–25 Hz 4 × 103 / f 5 × 10‐3/f

25–400 Hz 1.6 × 102 2 × 10‐4

400–3 kHz 6.4 × 104/f 8 × 10‐2/f

3 kHz to 10 MHz 21 2.7 × 10‐5

Notes: H and B in unperturbed RMS values. In addition, reference levels relating to tissue‐heating effects need to be
considered for frequencies above 100 kHz.

Table 2. ICNIRP’s reference levels for general public exposure to time‐varying magnetic fields.

Regarding exposure limits to EMFs, different considerations arise depending on the person
affected. Thus, there is an “occupational exposure,” which is applied to those individuals who
are exposed to EMFs as a result of performing their regular job activities. There is also a
“general public exposure,” which refers to the rest of the population. In summary, ICNIRP’s
reference levels for static magnetic fields are 400 mT for general public (EVs passengers
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included) and 2 T for occupational public [30], whereas the Earth’s magnetic field ranges from
30 to 60 µT, depending on the region on the Earth. Concerning time‐variant fields, the exposure
limits to EMFs for “general public” are given in Table 2 and also in Figure 3 [31]. Notice that
these values correspond to a sinusoidal, single‐frequency, homogeneous magnetic field
exposure.

Figure 3. ICNIRP’s reference levels for sinusoidal magnetic field exposure as a function of frequency (up to 10 kHz).

Notice that the above reference levels are not given as a function of time (exposure duration).
They are maximum or absolute values that must never be breached. This is consistent with the
fact that their corresponding exposure limits have been established based on short‐term effects
only. In other words, the above reference levels should guarantee the absence of harmful
biological effects in the short term, based on current scientific evidence and in accordance to
the experts’ consensus‐based criteria.

Regarding multiple frequency sinusoidal exposure, ICNIRP states that all contributions should
be considered cumulative, so that the following global limit should be met:
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where  is the field magnitude at each given frequency, and max,  is the reference level

corresponding to that frequency. The expression for the magnetic field  is analogous.
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In the case of nonsinusoidal exposure, the evaluation procedure consists in performing a
frequency analysis to obtain the corresponding harmonic decomposition. After this, all
harmonic components must be considered at the same time by means of Eq. (1). This metho‐
dology is simple, but very conservative, given that it assumes that all harmonic components
are in phase (worst‐case scenario), which is hardly real. This assumption is so pessimistic that
even background noise can result in a breach of ICNIPR’s reference levels if enough harmonic
components are included in the calculation [32]. Consequently, a second method is recom‐
mended instead for those cases in which the number of harmonic component is considerable
[31]. This alternative method consists in weighting the field components with a filter function
(inverse Fourier transform) related to the reference levels [33]:
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where EL is the reference level corresponding to the ith harmonic, whose frequency is , while and  are the field amplitude and phase corresponding to that frequency, respectively, 
is the filter phase (also for that frequency), and  is the time. An example of implementation of
the above method can be found in [9] and also in [34], in which Eq. (1) yields 99% with respect
to ICNIRP’s reference levels, while Eq. (2) decreases this result to 19%.

As aforementioned, ICNIRP’s values are given for homogeneous exposure with respect to the
whole extension of the human body. However, this assumption is not valid when magnetic
field sources are close to the people affected, as might occur in an EV. Again, considering a
heterogeneous exposure as homogeneous (taking maximum values as average values) results
in a conservative approach. Other methods involve spatial averaging [35] or dosimetric
analysis [31].

It is also important to clarify that these guidelines are not legally mandatory, and that become
legally binding only if a country incorporates them into its own legislation [36]. At present,
many countries and organizations have adopted these security limits. For example, the
European Commission uses ICNIRP’s guidelines to write regulations about EMR emission
limits, applicable within the European Union [37]. Most member countries have therefore
adopted these regulations, and some of them have even applied more restrictive criteria or
have developed measures to legally enforce them.

3.2. IEEE’s exposure standard

This subsection briefly describes the standard IEEE C95.6 [38]. This standard defines exposure
levels to protect against adverse effects in humans from exposure to electric and magnetic
fields at frequencies from 0 to 3 kHz.

Regarding long‐term exposures to magnetic fields, the most recent reviews considered in the
standard are the following: the International Commission on Non‐Ionizing Radiation Protec‐
tion (ICNIRP) [22], the International Agency for Research on Cancer (IARC) [24], the US
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National Research Council (NRS) [39], the US National Institute of Environmental Health
Sciences (NIEHS) [20, 40] the Health Council of the Netherlands [41], the Institution of
Electrical Engineers [42], and the Advisory Group on Non‐Ionizing Radiation (AGNIR) of the
UK National Radiological Protection Board [43].

Because none of the above reviews concluded that any hazard from long‐term exposure has
been confirmed, this standard does not propose limits on exposures that are lower than those
necessary to protect against adverse short‐term effects. The purpose of this standard is just to
define exposure standards for the frequency regime 0–3 kHz. For pulsed or nonsinusoidal
fields, it may be necessary to evaluate an acceptance criterion at frequencies outside this
frequency regime by means of a summation from the lowest frequency of the exposure
waveform, to a maximum frequency of 5 MHz, as detailed in the standard itself [38].

Frequency (Hz) Magnetic field H (Am-1) Magnetic flux density B (T)

<0.153 Hz 9.39 × 104 118 × 10‐3

0.153–20 Hz 1.44 × 104/f 18.1 × 10‐3/f

20–759 Hz 719 0.904 × 10‐3

759 Hz to 3 kHz 5.47 × 105/f 687 × 10‐3/f

Notes: f is the frequency in Hz; MPEs refer to spatial maximum.

Table 3. IEEE’s maximum permissible exposure to sinusoidal magnetic fields for general public: head and torso.

Frequency (Hz) Magnetic field H (Am-1) Magnetic flux density B (T)

<10.7 Hz – 353 × 10‐3

10.7 Hz to 3 kHz – 3790 × 10‐3/f

Note: f is the frequency in Hz.

Table 4. IEEE’s maximum permissible exposure to sinusoidal magnetic fields for general public: arms and legs.

In addition to the in situ electric field restrictions collected in the standard, but not discussed
in this chapter, the in situ magnetic field below 10 Hz should be restricted to a peak value of
167 mT for the general public and up to 500 mT in a controlled environment. For frequencies
above 10 Hz, a basic restriction on the in situ magnetic field is not specified in IEEE’s standard.
Table 3 lists maximum permissible magnetic field limits (flux density B, and magnetic field
strength H) corresponding to head and torso exposure for general public. The averaging time
for a root‐mean‐square (RMS) measure is 0.2 s for frequencies above 25 Hz. For lower fre‐
quencies, the averaging time is such that at least five cycles are included in the average, but
with a maximum of 10 s. In the same way, Table 4 shows arm and leg exposure limits, also for
general public. All these maximum exposure limits are based on avoidance of the following
short‐term reactions [38]:
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• Aversive or painful stimulation of sensory or motor neurons.

• Muscle excitation that may lead to injury while performing potentially hazardous activities.

• Excitation of neurons or direct alteration of synaptic activity within the brain.

• Cardiac excitation.

• Adverse effects associated with induced potentials or forces on rapidly moving charges
within the body, such as in blood flow.

IEEE’s maximum permissible exposure values must be understood in the same way as
INCIRP’s reference levels. In this sense, compliance with Tables 3 and 4 ensures compliance
with the basic restrictions, which are defined in terms of in‐body quantities. However, lack of
compliance with these tables does not necessarily imply lack of compliance with the basic
restrictions, but rather that it may be necessary to evaluate whether the basic restrictions have
been met [38]. For more information, the reader is referred to the standard itself.

The information contained in Tables 3 and 4 is also shown in Figure 4 for clarity. Besides,
ICNIRP’s reference levels for general public are also included in the figure for comparison.

Figure 4. IEEE’s maximum permissible exposure to sinusoidal magnetic fields as a function of frequency (up to 3 kHz).

4. State of the art

This section is devoted to a brief overview of recent publications that deal with EMR and
magnetic field exposure in EVs. Some main conclusions, drawn for these studies, are sum‐
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marized here as well. Related publications, such as those that analyze EMC in electric vehicles
or EMR in other applications, are also mentioned.

In general, there are not many publications about magnetic field exposure in electric and hybrid
cars. Most works about electromagnetic fields and EVs address problems belonging to the
field of EMC. Some examples of such studies can be found in [44–48]. There are certainly several
publications that deal with EMFs and its potentially hazardous effects on human health, both
from the medical and from the engineering points of view, but for other applications. A review
of the medical literature is certainly out of the scope of this chapter, and hence the reader is
referred to specialized bibliography such as [23–26, 28] for that purpose. Regarding engineer‐
ing publications, one classical field of study are power lines [49–52], substations, and other
transformation centers [49–54]. Most of these works focus on the effects of EMFs on workers
(i.e., occupational exposure). Medical equipment in hospitals is another typical example of
electromagnetic evaluation, again focusing on the people operating these machines on a daily
basis. More recently, some studies have approached electromagnetic exposure from the point
of view of general public, for example, in buildings and urban environments [55, 56]. The first
studies in vehicles were probably those about electrical trains and trams, and also about
conventional ICE‐based cars [57–59].

In general, publications about EVs and EMR can be classified into two main groups: studies
that perform measurements in vehicles (experimental approach) and studies that use analytical
approximations or numerical simulations, usually based on the finite element method (FEM)
(simulation approach). These two groups are treated separately in the following sections.

4.1. Magnetic field measurement in electric vehicles

One of the first publications specifically dedicated to EMR in hybrid and electric cars is the one
by ElectromagneticHealth.org [60], which focuses on the 2004 Toyota Prius (second gene‐ration).
This preliminary study, which was motivated by a press article published in 2008, titled “Fear,
But Few Facts, on Hybrid Risks,” concludes that it is considerably difficult to perform repetitive
and accurate measurements in a moving vehicle without the proper means. The magnetic field
values obtained during this study were not high (always below 1 µT), but possibly higher than
those found in conventional ICE‐based cars. The rear seats were the most exposed, according
to this work. One year later, in 2009, two more studies were published which included
measurements in an electric car and in a hybrid bus, respectively, under dynamic driving
conditions [13, 61].

The next two noteworthy publications, Ref. [58] from 2010 and Ref. [34] from 2013, describe
some issues that should be taken into account when measuring magnetic fields in vehicles.
The work in Ref. [58] deals mainly with trains and trams, but hybrid cars are also considered.
Previous measurements performed in trains, locomotives, and railway stations by different
researchers are summarized in that paper. Average results are provided for each type of vehicle
considered in the study: 200 trains and trams (both urban and suburban), and also one hybrid
car. Train and tram measurements were taken in varied conditions: weekdays and weekends,
day and night, inside and outside. Regarding the hybrid car, different positions (front and rear
parts, left and right sides, floor, seat, and head levels) were taken into account. Frequency
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spectrum ranges from 5 Hz to 100 kHz. Magnetic field values found in the car are low (in the
order of a few µT), especially when compared to ICNIRP’s reference levels, although it is not
clear which method was used to account for multifrequency exposure (see Subsection 3.1). In
average, highest magnetic field values were found at the rear left side of the hybrid car. The
maximum levels of recorded magnetic field strength are emitted at 12 Hz, which is a very low
frequency. About the study published in [34], it provides an example of how to deal with
multifrequency exposure in accordance to ICNIRP’s recommendations. This work focuses on
electric vehicles exclusively, and the magnetic field values obtained are in line with those from
[13], around 15–20% of ICNIRP’s reference levels. The paper also presents simulation results
(see Subsection 4.2).

In 2015, two journal papers were published with measurement results from a wide variety of
hybrid and electric cars [9, 10]. Some of their authors participated in the two publications from
the previous paragraph. The study in [9] comprises a total of three conventional cars and eight
electric vehicles, including some based on fuel cells instead of batteries. Both laboratory
measurements and road measurements were taken and compared to INCIRP’s reference levels
with a wide‐frequency range, up to 10 MHz. The vehicle that showed highest values reached
18% of ICNIRP’s levels. Unsurprisingly, the researchers found that magnetic field exposure
was higher in EVs than in ICE‐based vehicles in average. However, the position of maximum
exposure within each vehicle (front vs. rear part, foot vs. seat level) was different. This position
is probably influenced by the configuration and topology of the vehicle, as described in Section
2. The main sources of magnetic field are identified in this study: at frequencies below 1 Hz,
hundreds of µT are present (most likely due to battery current). Between a few Hz and 1 kHz,
fields up to 2 µT were found, generated by most sources (combustion engine, steering pump,
and wheels are mentioned in the paper, but probably fundamental currents in the inverter and
in the electrical machine were also responsible). Finally, above 1 kHz, less than 100 nT was
measured, and the authors identified the inverter as the only source (which makes sense, since
it is the only power electronics device in the traction drive).

The open‐access study in Ref. [10] focuses on diesel, gasoline, and hybrid cars. Up to 10 vehicles
are analyzed, and the results are consistent with previous investigations. Results are presented
separately for different seats and for different engine types. In general, magnetic field exposure
was higher in hybrid cars, and then in gasoline cars. The authors state that magnetic field
exposure depends on the operating conditions (speed, acceleration, etc.), which is unsurpris‐
ing.

4.2. Magnetic field estimation by numeric simulations

Other research projects take a different approach and analyze the problem by means of finite
element method (FEM) simulations and even analytical approximations. FEM simulations are
helpful to better understand the problem, to analyze magnetic field exposure dependence on
certain parameters (for instance, by performing sensitivity analysis), and to develop a predic‐
tive methodology. Being able to estimate magnetic field exposure without actually having to
perform measurements could prove extremely useful for EV designers. As proposed in Ref.
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[62], a fully operational estimation tool would allow for optimized predesign even before
building the first prototype, thus reducing engineering time and cost.

Figure 5. (a) FEM model used in Ref. [64] to estimate the magnetic field generated by one single NiMH battery cell. (b)
Hypothetical battery pack belonging to a hypothetical EV analyzed in Ref. [64]. Both figures have been reused with
permission.

This is the approach taken in Refs. [63, 64], works that analyze the magnetic field generated
by the inverter and by the batteries, respectively, of a hypothetical EV via FEM simulations
(Figure 5). Simulation results are validated with experimental measurements in both cases,
and then they are used to estimate the worst operating points from the point of view of
passenger exposure. Similarly, Refs. [14] and [34] contain two examples of how FEM simula‐
tions can be used for estimation and prediction purposes (Figure 5).

5. Design guidelines

In this section, some design guidelines and recommendations to minimize magnetic field
exposure in EVs are provided. Note that all these measures are of pure electric nature, and
therefore they may not be applicable when considering other factors. They are based on the
ALARP principle (“As Low As Reasonably Practicable”). In other words, the goal is to maintain
exposure levels as low as reasonably possible with the available means, both in a technical and
in an economic sense. This criterion allows the implementation of safety strategies at an
acceptable cost, and it should preferably be applied during the first design stages of the EV
and its components.

These guidelines are classified into two groups, depending on whether they involve major
changes in the vehicle or not. The first group contains measures that do not change the topology
nor the configuration of the vehicle, and that do not increase its weight nor its cost:
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• A general design guideline is to place the power devices and their connections as far from
the passengers as possible. However, a vehicle usually provides little room to maneuver in
this sense, especially in the case of hybrid electric vehicles. The battery stack, the electronic
converters, and the motor should be as far away as possible from the passengers. Batteries
are usually placed just under the seats, in order to minimize risks in case of crash. However,
this involves bringing them closer to the passengers. A compromise should be reached.

• Complementary, power devices should be oriented so that the magnetic field suffered by
the passengers is minimized. As described in Section 4, some power equipment such as
batteries and inverters could generate stronger fields in some specific directions [63, 64].
Therefore, their relative direction with respect to the passengers should be carefully chosen.

• Wires of the same type should be as close as possible of each other: both DC wires must be
taped together; similarly, the three‐phase AC wires must be taped together, preferably in a
triangular disposition. This way, the magnetic field generated by each cable in the interior
of the vehicle will be cancelled by the rest.

• Wires should be as short as possible, except when this involves bringing them closer to the
passengers.

• When placing batteries below the seats, the battery pack can be redesigned in order to allow
terminals to be placed at the bottom. This would increase the distance from the stack
connections to the passengers in a value equal to the height of the battery cells. This is very
convenient, given that those connections are usually close to the occupants, they carry
currents up to hundreds of amperes, and it is very difficult to place them together so the
magnetic field generated by all of them as a whole is cancelled out. Naturally, the chemistry
of the batteries must allow this inverted position, which is not a problem with lithium‐based
technologies. Notice that this action does not necessarily increase the distances between the
passengers and the cells themselves.

If further actions were necessary in order to reduce the magnetic field generated by the EV,
these additional measures may prove helpful:

• Longer distances between power equipment and passengers are always welcome. As
discussed in Section 2, front‐wheel traction drives are usually better suited to provide such
longer distances.

• In the same sense, in‐wheel motor technology [65] allows the devices inside an EV to be
distributed in a much more flexible way. The space reserved for the conventional internal
combustion motor could be occupied by the battery stack instead, which would mean that
no field‐generating devices would be placed under the seats.

• The higher the voltages, the lower the currents and the magnetic field, but the electric field
could become higher (considering a quasistatic approximation [8], higher voltages, and
higher du/dt will imply higher Coulomb electric field, but lower currents involve lower
magnetic fields and thus lower Faraday electric field during transients [62]). Nonetheless,
high on‐board voltages may be hazardous in case of a crash, so once again a compromise
would be necessary.
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• A magnetic shield can be placed around the main devices responsible for the magnetic field
in the interior of the car. Alternatively, the whole interior could be shielded, yielding higher
protection at the expense of increased shield weight and cost. In both cases, the efficacy of
the shield will be determined by its properties, and especially by its thickness. In the first
case, a ferromagnetic alloy of high magnetic permeability, such as Mu‐metal or similar, could
be used [66]. For shielding the whole interior, ferromagnetic sheets such as those used to
shield hospital rooms and some laboratories are recommended instead [67]. Notice that if
switching frequencies grow above 100 kHz (by using SiC power devices, for instance),
Faraday shielding could become necessary. This consist in radiofrequency shields made of
copper or similar [67], such as those found in microwave ovens.

6. Discussion

Magnetic field exposure is a matter of growing concern in the society. Recently, low‐intensity
exposure is receiving much attention due to its possible hazardous effects on human health in
the long term. However, uncertainty is high and there is still much research to be done. In this
sense, short‐term effects are proven and well known, while long‐term effects remain to be
found (although some theoretical bases and some experimental results point to the existence
of potential hazardous effects [23]). With respect to EVs in particular, results presented so far
in the scientific literature suggest that this concern is not scientifically justified, at least
according to current standards and guidelines, which only take short‐term exposure into
account. In general, exposure levels in EVs are low when compared to ICNIRP’s and IEEE’s
recommended levels, but high when compared to other daily exposures such as those suffered
at home or at work. This increase in overall magnetic field exposure is what generates concern,
despite the lack of scientific proof.

Uncertainty is not the only worrying aspect of magnetic field exposure in EVs. Some emerging
and promising technologies, such as SiC power electronics, could pose a significant threat,
given that they allow for higher switching frequencies. Certainly, there are many aspects
involved, and therefore deep analysis is required before drawing any conclusions. However,
it is clear that replacing silicon‐based IGBTs with SiC MOSFETs could change the spectrum of
the magnetic field inside the vehicle drastically, for better or for worse. In this sense, there are
already a few publications that alert about a worsening in EMC phenomena when using SiC
technology [68].

Paradoxically, some scientific results suggest that low‐intensity low‐frequency magnetic fields
could have beneficial effects on human health. Certainly, these usually refer to medical
treatments based on EMFs, but still knowledge is scarce about what will happen to EV
passengers in the long term. Other experts have mentioned that even if magnetic fields have
undesired effects on humans, it is perfectly possible that our bodies have inbuilt mechanisms
to compensate for these effects [23]. Once again, further research is needed.

Finally, the authors would like to state that driving style has a strong influence on magnetic
field exposure. In this regard, those drivers that favor aggressive styles (strong accelerations
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and deep regenerative braking) will be exposed to stronger magnetic fields. Efficient driving
does not only reduce fuel consumption and maintenance needs; it also reduces magnetic
field exposure.
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Abstract

This  chapter  briefly  explains  the  advantage  of  using  magnetic  gears  (MGs)  for
transportation applications. Usually, a traction EV unit consists of, besides the engine
or motor,  a mechanical gear.  The drawbacks of using mechanical gears have been
emphasized, especially with respect to high-speed motorization, where high transmis‐
sion ratio can be reached only by connecting multiple gears in series. A magnetic gear
is capable of overcoming these issues. The chapter presents a state of the art on the
available MGs, with fixed or variable transmission ratio, pointing out their applicabil‐
ity. Next, the possible design approaches (harmonic, magnetic reluctance equivalent
circuit, and vector potential) are introduced. Furthermore, the output performances
(power and torque) of two types of studied MGs are evaluated, with emphasis on the
main loss criteria: iron losses in all the active parts of the MG. Finally, the influence of
several materials is observed by means of numerical computation in order to decide,
based  on  specific  configuration,  the  most  suited  variant  for  transportation  and
aeronautic applications.

Keywords: EV application, state of the art of magnetic gears, design, FEM numerical
computation, iron loss

1. Introduction

Electric vehicles (EVs) offer promising solutions for sustainable transport, but their develop‐
ment is hampered by a number of technological challenges [1–10]. To be competitive with
internal combustion engines, EVs must offer the same dynamics, range, comfort conditions,
and be cost effective [1, 2].

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



Since 2012, there has been an increase in the number of electric cars running on highways [3,
6, 8]. Most of them are powered by permanent magnet synchronous machines (PMSM)—due
to their high energy from rare earths materials used for excitation—and sometimes by DC
motors (DCM), for Renault ZOE model, induction machines (IM), or Tesla-S model. Table 1
presents few of the best-selling electric cars, in series production, with some technical charac‐
teristics and their cost/unit. Apart from Tesla-S model, which is extremely expensive, car
manufacturers are generally proposing motorization variants with approximately the same
performance and features. The best sold model today is the Nissan Leaf, launched in December
2010; by December 2016, it should reach over 200,000 units sold globally. Among European
variants, Renault-Zoe and BMW-i3 are the bestsellers, noting that the German car manufac‐
turer entered the market in the autumn of 2013 and by the end of this year, 2016, it should
surpass 60,000 sold-ordered units. The number of electric units sold (globally surpassed the
amount of 1 million units) is far from the number of internal combustion engine variants sold,
one reason being the cost, in addition to the issue of autonomy. Basically, because of reduced
autonomy and the reduced number of electric cars sold, the production cost/unit for EVs is
high. Nevertheless, the trend is clear and with the increase in the number of supplying stations,
the number of electric cars sold should increase exponentially.

Model EM EM power Top speed Autonomy Other characteristics and price

Renault ZOE DCM 43/65 kW 135 km/h 100 km 22 kWh/400 V Li-I battery; 27k€;

Citroen C-ZEROs PMSM 47 kW 130 km/h 100 km Li-I battery; 30€;

Peugeot iOn PMSM 47 kW 130 km/h 100 km Li-I battery; 0–100km/h:16s; 30k€

Nissan Leaf PMSM 80 kW 150 km/h 121 km 24 kWch Li-Manganate battery; 29k$;

BMW-i3 PMSM 65 kW 150 km/h 130 km 360 V Li-I battery; 0–60 km/h:< 4 s; 41k$;

Smart electric PMSM 35 kW 125 km/h 145 km Li-I battery; 0–60 km/h: 4.8 s; 20k$

Mitsubishi i-MiEV PMSM 49 kW 130 km/h 100 km 16 kW/330 V Li-I battery; 34k$

Tesla S IM 225 kW 193 km/h 335 km 60 kWh battery; 0–100km/h:<6s; 71k$

Table 1. Some of the best-selling electric cars, in series production: propulsion’s characteristics and approximate cost/
unit.

An interesting perspective was presented by the EVIG institute in 2013, see Figure 1. In their
estimation, at the end of 2016 the number of cars sold should reach 2 million, and by the end
of 2020 we should expect to have about 6 million electric cars running on streets. It looks
promising, and we need to leave it to time to confirm their estimation.

The autonomy range of electric cars is affected by the load capacity and the energy storage
capability, which is directly influenced by the total weight of the car and the propulsion’s
efficiency [2]. Thus, a closer look at the propulsion system should be considered.

The components of the drive chain are the electrical propulsion (electrical machine and
transmission), the converter, and the battery—the energy flow within the system’s components
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estimation, at the end of 2016 the number of cars sold should reach 2 million, and by the end
of 2020 we should expect to have about 6 million electric cars running on streets. It looks
promising, and we need to leave it to time to confirm their estimation.

The autonomy range of electric cars is affected by the load capacity and the energy storage
capability, which is directly influenced by the total weight of the car and the propulsion’s
efficiency [2]. Thus, a closer look at the propulsion system should be considered.

The components of the drive chain are the electrical propulsion (electrical machine and
transmission), the converter, and the battery—the energy flow within the system’s components
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is bidirectional. The largest share of losses is in the electrical propulsion, 72%, on the static
converter the loss is about 19%, and at the battery level the loss is about 9% (Figure 2).

Figure 1. Perspective on the sold electric cars, worldwide.

Figure 2. Losses in the propulsion system.

Therefore, acting mainly on the electrical propulsion by improving its efficiency and power
density will improve the overall autonomy of the EV [3–5].

With regard to the existing propulsion solution, it can be seen that over time, the operating
speed has substantially increased [11–19]. As an example, let us take a look at few series-
manufactured cars: if in 2003, the electric motor of the Toyota-Prius-Hybrid was at 6000 r/min,
the latest model is running at 12,000 r/min [9]; for the BMW-i3 model, the nominal speed is
4000 r/min, while the maximum speed (in flux-weakening operating conditions) is 11,800 r/
min; for the present Mitsubishi-iMiev model, the speed of the motor is 9000 r/min. We can
conclude that all car manufacturers are looking at increasing the speed of motorization, having
in mind the improvisation of power density of the traction chain, as well as EV’s autonomy.

In this context, we should recall that higher speeds are not easily and efficiently possible, since
attached to the electric motor a gear is placed in order to transfer the torque-speed to the car’s
traction wheels. For a tire diameter of about 0.6 m and a circumferential speed of 1500 r/min
coming from the gear, the vehicle’s traveling speed is 47 m/s, meaning 169 km/h. In such a
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case, even if we would like to increase the speed of the propulsion motor, a classic mechanical
gear with high transmission ratio is difficult to obtain; usually, we consider cascaded gear
units, but this will affect the global power density of the traction system and its efficiency.
Thus, a solution is needed to overcome this drawback. In this context, the use of a magnetic
gear (MG) could be the right solution.

In Table 2, a weight comparison of the possible motorization solutions is presented, based on
personal experience or technical data found on the available equipment.

Component Electric propulsion

Classic (low speed)
with mechanical gear

High speed (26000 r/min, water
cooled) with mechanical gear in
steps

High speed (26000 r/min,
water cooled), magnetic gear
with 1 fix step

Motorization (30 kW) 130 kg 16 kg 16 kg

Gear ≈50 kg ≈80 kg 33 kg

Converter (30 kW/water
cooled)

≈8 kg

Battery (380 Vcc, 18 kWh) ≈200 kg

Total weight ≈388 kg ≈304 kg ≈257 kg

Remarks Increased volume and
weight, acceptable
efficiency

Decreased volume and weight,
efficiency affected by the gear in
steps

Reduced volume and weight,
increased efficiency, limitation
for wide-speed operation

Table 2. Comparison of traction chain weights for different configurations containing classic or magnetic gears.

For the sake of comparison, we have considered three possible variants: one motorization with
6500 r/min, another one with high-speed motor (running at 26,000 r/min), while the traction
is used with a fixed mechanical gear ratio, or with multilevel gear (to reach the desired ratio),
or when, for the same high-speed machine, we have a magnetic gear (MG) excited with rare
earth material. Table 2 shows how for the same converter and battery pack, high-speed
motorization has a reduced weight with about 80 kg (with fixed mechanical gear). Otherwise,
when using an MG with high transmission ratio, the performance and power density are high,
while the weight of the entire propulsion system is decreased by about 130 kg—which is a
huge win for an EV.

The detailed structure of a magnetic gear will be presented in the next section. Here, we should
recall that the main materials found on a magnetic gear are the permanent magnet for
excitation, and the steel. Thus, the MG has one important disadvantage: it is extremely
expensive because the excitation (on both rotating parts—the low-speed rotors—which are
interacting for the production of the torque) is generally made of Nd-Fe-B. According to Table
3, at the present time, the most important rare earth resources are found in Asia, particularly
in China; even the European production is under Hitachi license—meaning that it is again an
Asian license. Due to the monopoly imposed by Asian countries, the price of this type of
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material reached 130 €/kg in 2010–2011 (from 50 €/kg in 2002), now being stabilized after a
slight decrease at 100–110 €/kg. As a consequence, the European and other countries are trying
to avoid this monopoly. Moreover, the global earth resources in terms of rare earth materials
cannot cover today’s industry needs.

Nd-Fe-B worldwide production, in 2013 ×1000 (Tons) %

China 70 ~80

Japan 17 ~19

EU 1.5 ~1

Total 88.5 100

Table 3. Worldwide production of Nd-Fe-B at the 2013-year level.

As a result, an important decision was first taken in 2012, when the European Research Agency
(ERA) said that it will not fund research projects that use rare earth materials, such as Nd-Fe-
B or Sm-Co type; it is for this reason that research institutes and universities have lately
reconsidered the use of ferrite material (5 €/kg) or the possibility to avoid any excitation
material, by means of passive rotors, such as reluctance synchronous machines (RSM). Some
others are trying to reduce the volume of rare earth materials, calling such machines as PM-
assisted ones.

Otherwise, from previous research experience and information found in the literature, it has
been observed that a magnetic gear with specific configuration of poles/teeth will induce
specific torque ripples in the propulsion system [25–31]. Thus, when thinking of an MG, we
are interested in finding an appropriate configuration which produces the lowest vibration
and noise level. These elements will be considered with respect to the MG topic, while
considering it for the EV application.

2. Principal of operation of magnetic gears, available topologies, and design
approaches

A classic gear, meaning a mechanical one, which relies on the contact of two wheels with
different number of iron teeth (see Figure 3 left), has some important drawbacks. First of all,
physical contact is needed, which involves local friction and heat (and consequently losses).
Besides, lubrication is needed from time to time, in appropriate quantity. Moreover, the teeth
are physically and irreversibly damaged with time due to material friction and fatigue. Thus,
the losses increase after several hours/years of operation. All these disadvantages are elimi‐
nated in the case of a magnetic gear (MG). Above all, another important benefit of MG use
should be indicated here: in order to obtain high transmission ratio, one should use complex
gears, with more than two integrated wheels. Usually, two or more mechanical gears are
cascaded (linked) in the transmission chain. Such configurations drastically affect the power
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density and the efficiency of mechanical transmission. This is not the case for MGs: the most
important amount of loss is found in the iron loss component, while the mechanical one (due
to friction with the air and on the bearings) is in the same range as that of mechanical gears.

Figure 3. The classical (left) and magnetic (right) gears.

The first reference of a gear without mechanical contact dates back to 1916 [20, 34]. Since then,
the benefits of MG were highlighted, namely: no need for lubrication, no local heating (no
friction losses), and no risk of breaking the elements used to transfer power [20–41]. However,
the first built viable solution dates to the 1980s (see a similar configuration of such an MG in
Figure 3 right)—evaluated from the torque capability point of view in [35]—but its efficiency
was somewhere in the 25–30% range (only a part of magnetic poles was in active magnetic
contact). The first efficient MG solution that fully exploits all the gear magnets dates back to
early 2000 [20]—see Figure 4. Numerous other configurations of MGs have been proposed
with time [21–41]. Some of these variants will be shown here in order to have a clue about the
state of the art, but before that, we will see the principal of operation of a regular MG.

Figure 4. Cross section of the main elements of the active parts of an efficient MG.
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2.1. Principal of operation

The operation of the MG is based on the modulation of the magnetic field created by the
rotating magnetic poles of the high-speed rotor within the iron poles of the static part [20, 33].
The main components of such MG are shown in Figure 4. The field developed in the static iron
will interact with the field created by the magnetic poles of the low-speed (outer) rotor and
will force it to run in the opposite direction [20, 33].

It has been shown that the highest torque transmission is obtained with the following equality
[20]:

= -out s inp N p (1)

where pin, Ns, and pout are the number of poles pair for the inner (high-speed) rotor, of the fixed
iron part and of the outer (low-speed) rotor, respectively. The correspondences between the
output (ωout) and input (ωin) speed and the gear ratio (gr) are:

w w= - ×out ingr (2)

w
w
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in out

pgr
p (3)

Besides, with a specific configuration of the MG, it is possible to obtain smooth mechanical
characteristics—the lowest possible torque ripples are obtained if the ripples coefficient (kr)
equals unity (the ideal case) [33].
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where LCM denotes the ‘least common multiple’ between the number of poles of the inner
rotor and the fixed iron teeth.

These are just a few elements showing the operating principle of an MG in general. The
analytical modeling of different MGs found in the literature will be summarized later, after
the presentation of a detailed state of the art on the existent configurations.

2.2. State of the art of magnetic gears with fixed or variable transmission ratio

The first efficient MG, having radial configuration, was proposed by Attalah [20]. Next, other
variants have been proposed. For example, in [34] a concentrated flux variant (or the so-called
spoke configuration) was considered for the inner (high-speed) rotor; for the low-speed and high-
torque rotor, the surface-mounted variant is almost exclusively used—because the surface-
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mounted topology proposes the best power density, and because at low speed the risk of
magnet’s detaching is reduced. Such a topology, like the one presented in [34], is shown in
Figure 5. This variant is again of radial flux. Thus, one could imagine all types of configurations
for the high-speed rotor, which are usually used for classic permanent magnet synchronous
machines (PMSM)—see different rotor configurations in Figure 6.

Figure 5. Cross section of flux-concentrated MG (spoke variant for the high speed rotor).

Figure 6. Possible rotor configurations for the radial flux MG: partially inset (left) and buried magnet (right) variants.

Since in an MG we are not interested in the flux-weakening capabilities of the structure itself,
the structure with surface-mounted magnets based on Nd-Fe-B material on the high-speed
rotor (shown in Figure 4) is almost exclusively used. When cheaper magnet material such as
the ferrite is used, the concentrated flux (or spoke) variant can be considered (Figure 5). The
partially or entirely inset magnet variants in Figure 6 could be appropriate solutions when
very high speeds are to be considered, in order to avoid the use of a consolidating ring of
carbon or Titan material—which increases the air gap of the MG and drastically reduces its
capability of producing the torque.

Axial flux variants [28, 29], such as the ones shown in Figure 7, have also been analyzed, since
the axial configuration offers the best power density (due to reduced volume and weight on
the passive elements: shaft and housing).
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Figure 7. Axial flux MG configuration.

Usually, the MG is attached at the inner rotor side to an electric motor, to transfer the desired
speed and torque to a load. In order to reduce the passive elements, some researchers have
proposed integrated configurations. Such configurations are usually built on in-wheel motor
variants, meaning that the motor has an inner stator and an outer rotor. Next, attached to the
outer rotor is the inner rotor of the MG above, the static part with iron teeth, and on top of it
the second rotor of the MG. Such compact variants have been studied in [26, 30, 31, 39, 40].
The transition from in-wheel motor to integrated MG-motor is shown in Figure 8.

Figure 8. Transition from in-wheel motor to integrated MG-motor configuration [40].

Other types of MGs, such as the cycloid [27] and even the ones with variable transmission ratio
[24, 29] have been proposed. Thus, we can emphasize that this topic is of real interest in the
field of EVs (for the majority of applications) and power generation for wind turbines [39].
Next, the reader’s attention will be focused on the existent analytical approaches that can be
used for MG’s design and modeling.

2.3. Analytical approaches for the design of MGs

There are three main design techniques for the analytical modeling of magnetic gears, similar
to the case of electrical machines: the harmonic approach [25, 27, 30, 36], the magnetic reluc‐
tance equivalent circuit [22, 38], and vector potential algorithm [26, 28, 37, 41].
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2.3.1. Analytical design of MG through harmonic approach

For the solution presented in [20], later we had the formularization of the operating principal,
given by Atallah [36] and others [25, 27 , 30]. In order to express the torque produced by the
two rotors rotating in opposite direction, we first need to express the flux density in the air
gap. This flux density has two components: a radial and a tangential one. Also, the influence
of the stationary part (the iron teeth) has to be evaluated as a modulating component.

The two components of flux density, the radial and tangential one, produced by the inner rotor
of the MG, are:

0
1,3,5

0
1,3,5

cos( ( ))

sin( ( ))

q w a

q w a

¥

=

¥

=

ì
= × × × - × +ï

ï
í
ï = × × × - × +ïî

å

å

rin n in in
n

tin n in in
n

B a n p t

B b n p t
(5)

where an, bn, and α0 are the Fourier coefficients and the initial shift angle of the rotor. Next, the
modulating component of the fixed iron teeth, similarly obtained, is function of Fourier
coefficients and initial shift angle of this armature, meaning an, bn, and α0:
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Similar to (5), one can get the flux density components to the outer rotor of the MG. In [30]
some detailed formulation was given for the harmonic components with the pole pair number
equal to (n ⋅ pin) and (m ⋅ Ns - n ⋅ pout), or equal to (n ⋅ pout) and (m ⋅ Ns - n ⋅ pin).

The torque produced by the inner and outer rotor is a function of the pull-out torque, Tmin and
Tmout (γ0 is the shift angle of the outer rotor of the MG) [30]:
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2.3.2. Analytical design of MG through magnetic reluctance equivalent circuit

Based on the literature research, we have found a first approach on MG modeling through
magnetic reluctance equivalent circuit in [22]. This approach is interesting because it also takes
into account the steel material characteristic (through curve fitting). Actually, this paper was
an adaptation of the method presented in [38] where the analytical design approach was
applied to a brushless permanent magnet machine.
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The method consists in computing the torque, as a function of a flux (Ψm) and magneto-motive
force (Fm) product, produced in each element of the equivalent circuit. Such a magnetic
reluctance equivalent circuit is shown in Figure 9.
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where nθ is the number of elements of reluctances on the considered equivalent circuit.

Figure 9. Magnetic reluctance equivalent circuit for MG design [22].

The magnetic flux is a function of the magnetic reluctance, which can be expressed through
curve fitting for each specific material. For a certain iron sheet, the magnetic reluctance can be
expressed as:
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where h is the length of the flux for a specific trajectory and the S is the area of the flux on a
specific element of the geometry—a or n index varies the function of material. These reluctances
(and finally the fluxes) are calculated on radial and tangential direction.

The magneto-motive force, Fm, can be computed as well on each specific element, recalling
that:

= ×m mF H h (10)

where Hm is the magnetic field intensity calculated on each element of the magnetic circuit.
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2.3.3. Analytical design of MGs through vector potential algorithm

The vector potential expressions, in both air gaps of the MG, have been detailed for radial and
axial flux topologies in [28, 41]. Since the mathematical modeling for such an approach is quite
laborious and goes beyond the scope of this state-of-the-art presentation of MGs, it will not be
presented here. (It’s worth mentioning that even the integral coefficients are detailed in the
previous references; thus, the reader can investigate this topic if needed.)

With this, we have concluded a short presentation on the available analytical models used in
the design of process of MGs. Next, we will consider two of the available configurations to
evaluate their performances (in terms of iron loss and torque) and we will rapidly investigate
the influence of certain materials used in the construction of MGs.

3. Characteristics of MGs with respect to their use in EV application

Two of the previously presented MG variants will be investigated here: the first one is an
integrated motor-gear variant having an in-wheel configuration for the electric motor, and the
second MG will be a high-speed variant with buried permanent magnets. Evaluation of the
performances of these two topologies in terms of iron loss and torque (or output power) will
be employed numerically, by means of finite element method (FEM) and the Flux2D software.

3.1. Integrated in-wheel motor magnetic gear topology

The considered in-wheel motor gear topology is the one presented in Figure 8. The motor is a
fractional slot permanent magnet synchronous machine (FS-PMSM)—17 pairs of poles and 39
slots. Above the outer rotor of the FS-PMSM and attached to it, we have an inner rotor of the
MG, having the same number of pairs of poles (pin=17), and a reduced number of pairs of poles
for the outer rotor of the MG (pout=5). It means that the magnetic transmission will produce a
higher speed, at a lower torque: it is a multiplier, or reversed gear [40]. Numerically computed
results are shown in Figures 10–12.

Figure 10. Integrated motor-gear analyzed variant, based on in-wheel motor: field lines (left) and flux density distribu‐
tion (right) within the active parts.
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Figure 11. Air-gap flux density in the integrated motor-gear studied variant [40].

Figure 12. Performances of the integrated motor-gear studied variant: the speed-torque-power on the low speed rotor
of the MG (a), for the high-speed outer rotor (b), and the iron loss in the active parts.

A first result of this analyzed integrated motor-gear variant is shown in Figure 10, where the
field lines and flux density distribution within the active parts of the topology are presented.
The reader can observe the influence of modulated teeth in the transfer of the flux (torque)
from the inner to outer rotor. In the air gap layers of this machine-gear topology, the FEM
software computed the following air gap flux densities, plotted in Figure 11: here, Gap1 refers
to the in-wheel motor’s air gap, Gap2 stands for the inner rotor air gap of the MG and Gap3
refers to its outer rotor air gap. More results are plotted in Figure 12.
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The delivered torque and power, as well as the iron loss within the active parts of the integrated
motor-gear studied variant are plotted in Figure 11. Some torque ripples can be identified,
both on the inner and on the outer rotors of the integrated motor-gear variant. Since the major
loss component within an MG is the iron loss, it is obvoius that the efficiency of the transmission
is very low. One could sum the iron loss components (for the inner and outer rotor, as well as
for the static part poles or teeth—SPP) and of the in-wheel motor to get 130 W. These results
are not optimized. Based on the image of the flux density distribution (Figure 10 right), we
could consider to reshape the teeth’s geometry and the outer rotor yoke, in the perspective of
increasing the efficiency.

In order to prove the important advantage of MGs against classic mechanical gear, that is the
possibility to obtain a very high transmission ratio for high-speed applications, and to get a
very compact magnetic traction system with very good power density, the reader’s attention
will be oriented toward a high-speed MG.

3.2. MG with buried permanent magnets for high-speed applications

The second analyzed MG is with high-speed inner rotor, running at 26,000 r/min (with pin=1),
and outer rotor for low-speed rotor (with pout=15) running at approximately 1500 r/min. The
number of static part iron teeth is Ns=16. The magnets are buried in order to avoid the surface-
mounted pieces which need a consolidating ring. A preliminary check on the mechanical
resistance of the inner rotor steel needs to be employed numerically, to check if the iron bridges
have not been damaged during MG’s operation. A cross section of the high-speed MG is shown
in Figure 13.

Figure 13. The high-speed MG studied variant.

This MG will be evaluated for different steel material characteristics (M335, M400, and
Vacoflux48), and permanent magnet types (Nd-Fe-B, Ferrite, Alnico). As a reference variant,
the MG with Nd-Fe-B and M400 steel is considered. The first result of this configuration is
shown in Figure 14, where the field lines and flux density distribution are shown. An obvious
saturation is found on the inner rotor core, on the iron’s bridge, which is normal behavior since
the flux needs to pass the air gap.
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Figure 14. The field lines and flux density distribution within the active parts of the high-speed MG.

Some transient simulations were carried out in Flux2D. In Figures 15–17 are presented the
simulated results for the case of an MG with M400 steel used for all cores and armature, and
Nd-Fe-b as magnet material. Here, the output power and torque as well as the iron losses in
the active parts of the structure are plotted. Very smooth mechanical performances have been
obtained with such configuration of MG, with 1/16 ratio. The amount of iron loss in this case
is about 800 W.

Figure 15. Simulated results for the MG with M400 steel and Nd-Fe-B magnet: input and output power [40].
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Figure 16. Simulated results for the MG with M400 steel and Nd-Fe-B magnet: input and output torque [40].

Figure 17. Simulated results for the MG with M400 steel and Nd-Fe-B magnet: iron losses in the active parts [40].

Now, let us see what happens if better material is used, such as the Vacoflux48 steel, which
has a very narrow hysteresis curve. The iron loss results are given in Figure 18. (The mechanical
output performances are not given here; only the amount of iron loss in the fixed iron teeth,
inner, and outer rotor of the MG.)

Figure 18. Simulated iron losses for the MG with Vacoflux48 steel and Nd-Fe-B magnet [40].
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An amount of 365 W of iron loss was computed here. By comparing these iron losses (for the
M400 steel, given in Figure 17, and the ones from Figure 18, for Vacoflux48), the huge
advantage of the structure equiped with Vacoflux material is obvious, for which the iron loss
is less than half of the M400—which is neither a bad material nor a cheap one. Of course,
products based on Vacoflux48 are rather exclusive units and meant for special applications
(like racing cars)—the cost of one prototype is almost prohibitively expensive. For ordinary
applications, even the M400 steel is considered an expensive material—it is usually used for
prototypes and low series manufacturing. Otherwise, a cheaper variant based on M335 is
suitable in terms of output performances, giving similar results as the ones using M400.

A more complete comparison of the performances of the high-speed MG, when equipped with
different types of materials and their magnetical characteristics is given in Tables 4 and 5—
the width of the considered steel sheet (0.2, 0.35, and 0.5mm) is given also in Table 4.

Property Material

PM Steel

Nd-Fe-B Alnico Ferrite M400 (0.5
mm)

M335 (0.35
mm)

Vacoflux48 (0.2
mm)

Remnant flux-density 1.35 T 1.27 T 0.45 T

Relative magnetic
permeability

1.05 1 16 ~4000 ~4000 ~4000

Magnetic field intensity
(coercivity at saturation)

−930 kA/m −51.5 kA/m −300 kA/m 50 kA/m  5 kA/m  1.9 kA/m 

Saturation flux-density 2 T 1.6 T 2.25 T

Table 4. The properties of the materials used in the construction of the high-speed MG.

Materials Parameter

Tin (Nm) Tout (Nm) Ripple of Tin (%) Ripple of Tout (%) Total Pfe (W)

Nd-Fe-B + M400 9.34 150.3 2.14 0.79 806.9

Alnico + M400 0.82 13.14 1.82 0.68 51.9

Ferrite + M400 0.637 10.18 3.3 0.98 22.9

Nd-Fe-B + M335 9.34 150.3 2.35 0.86 870

Nd-Fe-B + Vacoflux48 9.34 150.3 1.68 0.84 396.6

Table 5. Comparison of different configurations (material based) of MGs.

Some comments need to be made with respect to the Alnico and ferrite, the results of which
are summarized in Table 4: for this specific configuration of the MG, because of the iron bridge
which needs to support important centrifugal forces (we recall that the high-speed rotor is
running at 26,000 r/min), and the low level of remanent flux density (for Ferrite material) or
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coercivity (for Alnico), the magnetic flux is not sufficiently strong to cross the air gap. Different
rotor configurations (with concentrated flux or halback array) need to be considered—which
means that a topology with more than one pair of poles is requested. To prove this, one can
investigate the field lines and the flux densities depicted in Figure 16, given within the active
parts of the MG while ferrite or Alnico materials are used (Figure 19).

Figure 19. Investigation of the MG field lines and flux density distribution, when ferrite (top) and Alnico (bottom)
magnets were considered.

As 15 years have passed since the first efficient MG proposition, we could expect, in the next
years, improvements in the field of MGs, especially for the ones with variable transmission
ratio, which could be extremly useful in transportation and aeronautical domains. With the
advancement in the field of materials, for rare earth materials and ferromagnetic steel, the
future of fully electromagnetic propulsion systems could be considered as a viable industrial
solution, and not only a new research subject.

4. Conclusions

This chapter proposes an overview of the challenges in EV application, where the speed limits
were pushed forward in the last decade. Practically, all the car manufacturers are proposing
mobility solutions based on electrically propelled traction systems, which are limited because
of the drawbacks of the mechanical gear, which needs to be continuously lubricated, presenting
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important heat and local losses; moreover, higher speeds drastically decrease the power
density of motorization. To overcome these drawbacks, researchers have proposed in the last
decade possible solutions based on magnetic gears (MGs). We have presented in this chapter
the existent configuration of fixed transmission ratio MGs, we have also indicated some
references in which the variable transmission was studied and we have presented the main
analytical approaches used for the design of MGs: the harmonic, magnetic reluctance equiv‐
alent circuit, and vector potential algorithms. A quasi-complete reference list was given with
respect to this topic. Next, we have investigated two variants of MG, one with integrated motor
and a second one for high-speed applications and a transmission ratio of 1/16. Through
numerical computation we have investigated the output mechanical performances of the
studied MGs, as well as the major loss component of such devices: the iron loss within the
active parts of the MG. The influence of different materials on the active parts, meaning
ferromagnetic steel and permanent magnets, was evaluated and a comparison of the obtained
performances was depicted.

The research on MG has gained interest in the last decade and we expect that based on
advancements in materials, the performances of these devices will be even more improved
and will be of real interest, especially in the field of transportation and aeronautics.
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Abstract

There are many types of electrical machines suitable for electric vehicles. Nowadays,
most manufacturers and researchers tend towards two major alternatives: permanent
magnet synchronous machines and induction machines. However, these are not the
only competitive candidates. Reluctance machines, which have been well-known for
some decades already, present some interesting advantages. For instance, switched
reluctance machines are intrinsically redundant and fault-tolerant, which makes them
attractive for applications in which robustness is compulsory. In this sense, switched
reluctance drives can keep working even when one of their phases loses its functional‐
ity for any reason. In an electric vehicle, this would mean being able to keep driving the
vehicle even after some failures, although with reduced performance (in degraded
mode). In this chapter, switched reluctance drives for traction applications are analyzed,
focusing on their capability to operate in degraded mode (with m-1 phases available).

Keywords: switched reluctance machine, traction drive, fault-tolerant drive, degraded
mode

1. Introduction

In electric vehicles (EVs), the component responsible for providing mechanical torque is the
motor. The main requirements for EV motors are high peak power, power density, compact‐
ness, high torque over a wide speed range, fast torque response, energy efficiency, reliabili‐
ty, robustness, fault tolerance, low maintenance and low cost [1].
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Various motors have been considered for EV applications [2]: DC machines, induction
machines (IMs), permanent magnet synchronous machines (PMSM) and switched reluctance
machines (SRMs). DC machines are not used any more due to the high maintenance required
and the lack of reliability associated to the commutator and the brushes. IMs, commonly used
in industrial applications, are a robust option with more reliability and better efficiency than
DC machines. However, they present a clear disadvantage which is the heat produced by the
losses in the rotor, difficult to extract, requiring a special cooling system and reducing the
overload capacity of the motor. PMSMs, and particularly Interior PMSMs (IPMSMs), are the
most popular choice for EVs [3, 4]. These motors have higher efficiency, compactness, high-
power density, fast dynamics and high torque-to-inertia ratio. However, they show some
drawbacks due to the presence of rare earth permanent magnets. The price and the availability
of rare earth material are considered a potential problem for EVs massive development [5].
Besides, PMSMs are more sensitive to high temperatures, and they suffer from risk of demag‐
netization.

Switched reluctance drives (SRDs) are getting increased attention recently, including in the
EV industry [6]. SRMs have been well known for many years due to its simple operation
principle. Relatively, advances in static switches and digital control devices have fostered its
applications in many different fields, even replacing other types of electrical machines.

2. State of the art

A rotary switched reluctance machine consists of a stator, in which an even number of coils
are placed in an laminated iron yoke, and a rotor, which comprises only a laminated iron yoke
with no coils. Both parts have a polar configuration with different number of poles in each one.
Only a restricted combination of pole number for rotor and stator is allowed to run the machine
properly. The name of this type of machine comes from the fact that every time a coil is
activated, the rotor moves trying to align one of its poles with the corresponding stator one,
minimizing the overall reluctance of the magnetic circuit. The SRM is based on the concept of
switching the stator coils sequentially. If the coil is switched on before the closest rotor pole is
aligned with the active stator one, then the machine acts as a motor, while if it is switched after,
then it acts as a generator.

Structural simplicity, high efficiency compared with the induction motor, low cost and control
flexibility, rugged motor construction, large starting torque, wide speed range, inherent fault-
tolerance capability, and high operating efficiency are some of the characteristics that make
the SRM a remarkable candidate for electric drive of electric vehicles and hybrid electric
vehicles (HEVs) [7]. The authors of [2] also refer to the SRM suitability for high-speed appli‐
cations as well as for harsh environment such as EVs, considering high temperature and
vibrations. Another important advantage of SRMs is their intrinsic fault tolerance, in the sense
that they will continue to operate in a satisfactory manner, without the other phases being
affected, after sustaining some types of faults [8]. Moreover, most SRMs can operate even if
one of the phases is broken down (degraded mode or “m-1phases” mode), which means that
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they are intrinsically redundant [9–11]. Consequently, the SRM combines many desirable
qualities of induction machines as well as PM brushless machines. Its performance and
inherently low manufacturing cost make it a competitive option for this application.

On the other hand, SRMs have also some disadvantages, such as lower specific torque, high-
torque ripple, low efficiency compared with IPMSM and high noise and vibrations [12]. Most
authors claim that PMSMs can reach up to twice the power density of SRMs. However, this is
only true when the comparison is done in unfair terms: PMSMs are not fault tolerant by default,
but they must be for some applications. The good news is that they can be designed to be fault
tolerant (although not for high-speed applications); the bad news is that doing so decreases
their power density significantly [8]. Besides, PMSM lose torque capability with temperature
due to permanent magnets flux reduction [13], much more than SRMs and IMs. As high
temperatures could become a common requirement for electric motors in EVs, this fact will
further reduce the difference between PMSMs and the other two alternatives. After consider‐
ing these two points, PMSMs could achieve “only” 25–50% more power density than SRMs [8].

Having a SRM with a higher number of rotor poles than stator poles results in higher efficiency
and torque to weight ratio [14, 15]. This is particularly convenient for outer-rotor machines,
usually used in in-wheel designs. In such case, a better performance is achieved if a segmented
rotor topology is used [16]. Segmented rotor SRMs have a stator with full pitch coils and a
rotor with discrete segments embedded in nonmagnetic material.

Regarding torque ripple, several alternatives related to rotor geometry have been extensively
studied [17], based on slanting, serration, chamfering or skewing, demonstrating a certain
improvement in torque ripple. Other studies have been accomplished varying yoke thickness,
stator pole width, internal stator diameter [17, 18] and pole shapes [19].

Various SRM have been designed and built during the last two decades for EV and HEV
applications; examples are found in [11, 20–27]. The key points to improve a SRM efficiency
are to increase the number of stator and rotor poles, reduce iron losses using 0.1-mm-thick
high-silicon steel laminations and use continuous current mode (single pulse) operation above
rated speed [20]. It seems that torque density and efficiency cannot be improved at the same
time: for instance, [26] achieved an efficiency of 96% but torque density was 25 Nm/l, while
[27] reported a torque density of 38 Nm/l, although the efficiency was 90% due to the low-
grade iron steel utilized to maximize torque density. As usually in electrical machines, getting
both high-torque density and high-energy efficiency is difficult without rare earth permanent
magnets.

In SRDs, the power electronics topology is usually chosen as a compromise between perform‐
ance and the number of power semiconductor devices. The higher the number of switches, the
higher the cost and the failure rate, but the controllability of the system increases, improving
performance. Different power topologies with specific advantages and disadvantages are
usually found in the literature [1, 28, 29]. The most common one is the asymmetric bridge
converter, comprising two switching devices and two power diodes per phase. Figure 1 shows
the circuit schematic of this converter for a 4-phase SRM. The main advantage of this topology
is the capability of supplying each phase individually. This, in turn, allows efficient phase
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overlapping, increasing average torque and reducing torque ripple. For the same reason, this
circuit is very convenient for achieving fault-tolerant SRDs. In terms of cost, the main drawback
of this topology is the high number of switching devices in comparison with other alternatives.

Figure 1. Asymmetric bridge converter topology for 8/6-pole switched reluctance machine.

The above topology requires two more diodes per phase compared with the most conventional
topology used for PMSMs and IMs [30]. As aforementioned, some alternative topologies have
been proposed in order to reduce the number of devices, including one that uses the SRM
phases as inductive filters to charge the EV battery [31], which adds an additional value to this
type of machine over IMs and PMSMs. However, these alternatives reduce the controllability
and efficiency of the drive and are generally avoided in applications with demanding torque
ripple requirements.

SRMs require very precise position determination, since the activation of the phases must be
synchronized with rotor position to achieve good performance. Conventionally, SRDs have a
measuring device (either an encoder or a resolver) to determine the speed and position of the
rotor. These sensors are accurate and relatively inexpensive and have very good perform‐
ance. However, it would be desirable to remove them (without deteriorating performance
considerably) in order to make the drive cheaper, less voluminous, less noise-sensitive and
more reliable [32, 33]. This can be done by means of a “position sensorless control”, also known
as “position self-sensing control” given that the external sensor is replaced by the electrical
machine itself, which acts as its own position sensor [34].

As the cost and the volume of an external position sensor is not significant when compared to
the whole traction system, the main advantage of position self-sensing in SRMs for EVs is the
possibility to continue operation in case the external sensor is out of service. This redundancy
increases the fault tolerance of the whole drive, which is critical in traction applications and
one of the main approaches of this chapter.

During the last decades, many self-sensing techniques have been proposed for rotating
electrical machines in general [32, 33] and SRMs in particular [35, 36]. Commonly, these
methods perform well either at high speed (such as BEF-based, flux linkage-based or induc‐
tance-based techniques) or at low speed/standstill (such as injection-based or di/dt-based
techniques). This implies that at least two of these methods are usually combined in the same
drive, the transition between both being particularly delicate.
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Besides, self-sensing normally causes a slight reduction in performance, since the position is
estimated with some error. This in turn implies that phase activations and deactivations are
not applied exactly when desired, leading to a reduction in average torque, an increase in
torque ripple and its consequences, and a decrease in energy efficiency. Of course, all these
disadvantages are minor when compared to having the possibility to operate the EV even after
the external position sensor fails.

Electromagnetic interference (EMI) and electromagnetic compatibility (EMC) are also very
important aspects of an EV. In this sense, SRMs could present worse EMC behavior due to
higher di/dt and higher switching frequencies in general. Ample research is missing on this
topic.

3. SRM under analysis: starting values for the design process

In this chapter, a SRM is analyzed from a preliminary point of view. For the sake of comparison,
this SRM has been designed to replace the original PMSM of a Nissan Leaf, whose main
specifications are listed in Table 1. Therefore, a SRM has to be pre-designed with the aim of
achieving similar performance to that of the PMSM of the Nissan Leaf. This SRM must have
the same torque-speed capabilities than the original motor. Besides, both machines should
have the same outer diameter, while keeping current density at similar values, in an attempt
to keep the comparison as fair as possible. As SRMs have significant lower power density than
PMSMs, this means that the proposed SRM will be longer and heavier than the original motor.

Magnitude  Value (units)  Comments 

Type of machine PMSM   

Power (rated)  80 kW   

Torque (rated/max)  254/280 Nm   

Speed (rated/max)  3000/9800 rpm Maximum speed estimated from vehicle parameters. 

Transmission  7.94:1  Transformation ratio 

DC voltage  300 V  Batteries rated voltage is 360 V, and batteries voltage ranges from 280 to 400 V
depending on state of charge and current 

Weight (PMSM)  82 kg  Estimated 

Weight (inverter)  15 kg  Estimated 

Stator outer diameter 250 mm  Estimated 

Rotor outer diameter  170 mm  Estimated 

Table 1. Nissan Leaf motor specifications.

The first decision to make when designing an electrical motor is obviously the machine type
and topology (number of phases and number of poles). In this case, a conventional radial-flux
inner-rotor non-skewed SRM is selected for consistency with the original PMSM. Regarding
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the topology, an 8/6-pole configuration is chosen as a compromise between torque density +
cost (the less number of phases/poles, the better) and torque ripple + degraded capability (the
more phases/poles, the better) [2]. The minimum number of phases that can ensure that the
machine will be able to start with m-1 phases available (degraded mode) from any rotor
position is four (although a especial starting routine will sometimes be needed, which could
also work for 3-phase SRMs; see Section 5). Hence, an 8/6-pole topology makes for a good
candidate for fault tolerant EVs.

Input parameters  Output parameters 
Magnitude  Symbol  Magnitude  Symbol 
Rated power  Pr  Number of turns per coil  N  

Rated speed  ωr  Phase current during activation; see Figure 11a  I AVG 

Number of stator phases  m  Rotor outer radius  RR 

Number of stator pairs per pole  Nsp  Active length  L  

Stator outer radius  RS   Stator pole width  WS =2 · a 

Air gap  g  Stator pole height  HS  

Operational current density  Iρ     

Table 2. Input and output parameters for the analytical pre-design model.

Figure 2. (a) Cross section of a 8/6-pole SRM with curved coils. (b) 80-kW SRM considered in this work (after FEM pre-
design). Rotor position in both figures is 0° (phase AA′ aligned position).

Once the type of machine is fixed, the design process starts with analytical calculations based
on some of the methodologies proposed in the literature, such as [35, 37, 38]. The main
dimensions of a given SRM can be easily computed using a simple analytical model, which
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starts from some initial specifications and several simplifications. Obviously, the results need
to be checked with more refined tools such as finite element method (FEM) codes. Input
parameters to perform the pre-dimensioning and output parameters to be provided by the
model are given in Table 2 and Figure 2.

Regarding the assumptions and simplifications in which the model is based, they can be listed
as:

• The machine is fully saturated and works at a magnetic field B in the air gap, which leads
to use a simple equation for the produced torque T, in the form:

2
w

= = × × × × × × ×r
em T sp AVG R

r

PT K N N I B R L (1)

where KT  is a torque constant related to the machine saturation level, which varies from 0.5
in non-saturated machines up to 0.8 in heavily saturated ones. Additionally, the voltage Vk

applied to each phase is:

2 w= × × × × × ×k sp RV N N B R L (2)

• Coils are curved for a better use of the slot between poles. They have the shape shown in
Figure 2. Under this approach, it must be satisfied that:

r× = × ×AVG SN I I a H (3)

• The return yoke width YS  must be the same as half the pole width in order to work at the
same magnetic flux density at the return yoke, without increasing the saturation level.
Alternatively, a certain correction empirical factor Kf  can be introduced to achieve more
realistic results. This simplification, together with some geometrical considerations, leads
to the following expressions:

= ×S fY K a (4)

2
8

p× ×
=

× ×
R

sp

Ra
N m (5)

= + +S R S SR R H Y (6)

• Both coil ends can be considered as a complete circular ring with inner radius a and outer
radius 2a. This assumption allows an easy estimate of the overall length and weight of the
coils.

Switched Reluctance Drives with Degraded Mode for Electric Vehicles
http://dx.doi.org/10.5772/64431

103



Combining expressions (4)–(6), (3) and (1), one can derive an equation with two unknowns,
the rotor radius RR and the active length L :
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The procedure to dimension the machine consists in fixing the length L , and then finding the
zeros of the polynomial function given by the above equation to calculate RR. If the value
chosen for L  is too low, there will be no real solutions for the rotor radius RR, meaning that
for a given stator radius RS  there is no machine able to provide the required torque. Beyond
that limit, there will be two main options: one with a small rotor radius and a large coil with
many ampere-turns and another with a large rotor radius and a smaller coil. The optimum
solution in terms of the shortest machine will be the one for which both rotor radiuses are the
same. Alternatively, the criteria for finding the optimum machine could be to select the lightest
one. In that case, the weight of the coil ends should be taken into account.

As an example, a pre-dimensioning of a SRM with the input specifications listed in Table 3
has been performed.

Magnitude  Value (units)  Comments 

Type of machine  8/6-pole SRM  m = 4, Nsp = 1 

Power (rated)  80 kW  Tem = 254 Nm 

Speed (rated)  3000 rpm   

Current density  7 A/mm2   

Air gap magnetic field  1.8 T   

Pole to return Yoke factor  1   

Table 3. 8/6-pole SRM pre-design specifications.

Figure 3 shows the results obtained using the previous model, particularly the calculation of
the optimum active length with its corresponding overall weight, for different stator outer
radiuses. It can be seen that, for this simple approach, there is an optimum stator radius which
minimizes the overall weight. Nevertheless, further and deeper analysis should be performed,
since this solution can be far from being the optimum in terms of efficiency, for instance. In
this regard, the evaluation of the coil resistance and inductance, end-winding included, is
essential to estimate the behavior of the machine, including its overall efficiency.
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Figure 3. Calculation of active length and overall weight for the proposed SRM.

Magnitude  Minimum weight
(analytical) 

RS = 125 mm, as the original
PMSM (analytical) 

RS = 125 mm (FEM-tuned,
Figure 2(b)) 

Active length (mm)  68  395  300 

Stator radius (mm)  225  125  125 

Rotor radius (mm)  124  72  78 

Air gap  –  –  0.6 

Stator pole width (mm)  49  28  34.3 

Stator pole height (mm)  77  39  26.4 

Turns per coil  29  8  10 

Phase current I AVG (A)  451  482  360 

Current density (A/mm2) 7.0  7.0  7.7 

Rotor pole width (mm)  –  –  35 

Rotor pole height (mm)  –  –  18.5 

Active weight (kg)   115 (est.)  156 (est.)  101 

Table 4. Comparison between two possible analytical solutions for the proposed SRM and the tuned solution after the
FEM simulations described in Section 4.

Table 4 provides the calculated output parameters for the minimum weight machine, along
with those computed for a 250-mm outer stator diameter, which is the one designed to replace
the original PMSM in the Nissan Leaf. Table 4 also includes the parameters corresponding to
the final pre-design, obtained after the design tuning achieved by FEM simulations and time-
domain simulations such as those described in next section. This last design is the one that will
be analyzed in detail for the rest of the chapter.
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4. Pre-design analysis and validation

This section is devoted to the analysis and validation of the pre-design described in Section
3. This analysis was carried out only from an electrical engineering point of view, correspond‐
ing to an early-stage in the design process: electromagnetics, power electronics, modulation
technique, control strategy and power losses. Therefore, other crucial aspects such as
mechanical behavior, cooling, EMC, certification testing, series production, quality assur‐
ance, useful life and recyclability are not considered.

4.1. FEM analysis

The first step consists in analyzing and optimizing the preliminary design by means of FEM
simulations. This task is usually divided into two different parts:

1. Verification of the analytical pre-design: The aim is to validate the topology, the main
stator/rotor dimensions and the winding properties (e.g., number of turns) of the
analytical pre-design. This means checking whether the machine provides rated torque
at low speed with the specified current and current density, calculating the back-EMF
(electromotive force) and the maximum speed for a given DC voltage, and other verifi‐
cations such as air gap flux density, magnetic saturation or inductances.

2. Mild optimization of the geometrical design: FEM simulations are extremely useful to
tune certain geometric parameters, such as stator and rotor pole widths and heights. This
can be carried out in a very simple but suboptimal manner, or by considering an optimi‐
zation problem which can be solved by conventional methods: from brute force (small
number of design variables) to evolutionary algorithms.

For the purposes of this chapter, focus is placed on torque, both in normal and “m-1 phases”
mode: average torque, torque ripple and minimum torque to start the vehicle (especially
significant in degraded mode, when one of the phases is out of service). For such an analysis,
2D simulations are normally sufficient, especially for machines with a large ratio between
magnetic length and rotor outer diameter (L/DR > 1), which is the case analyzed here.

One of the first results that should be obtained by FEM simulations is the instantaneous torque
as a function of both rotor position and current. It is sufficient to calculate it for half an electric
period, since this function is periodical and asymmetrical with respect to the rotor angle. This
period is calculated as follows:

360

RN
q °

D = (8)

which yields 60° for an 8/6-pole SRM. Results for the 80-kW 8/6-pole SRM are depicted in
Figure 4; rated current is 360 A. Notice how raising the current increases the saturation level
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of the machine, which in turn “deforms” the torque pulse. This deformation implies higher
torque ripple under constant current profiles, as described later.

Figure 4. (a) Instantaneous torque and (b) flux linkage during an electric period for different current values.

It is also very interesting to calculate the flux linkage of each phase as a function of rotor
position and current, as shown in Figure 4. This information is extremely useful to build a
simulation model of the whole traction drive, as described in Section 4.3. Notice that most SRM
models found in the literature neglect cross-coupling between phases, which implies that each
phase is supposed to be independent of the rest. This assumption is not valid under operating
conditions in which two phases conduct simultaneously. This is especially relevant when
torque is generated by two phases (such as phase overlapping in torque-sharing functions to
reduce torque ripple).

Figure 5. (a) Ideal current pulses and (b) corresponding torque profile at 100% load.

Next, torque curves from Figure 4 can be post-processed to estimate the instantaneous torque
profile in steady state for different current levels. Usually, this is carried out under the
assumption of ideal current pulses, such as those depicted in Figure 5. Of course, this ideal
supply is far from being real, but it gives a first estimation without using a full model of the
drive, such as the one described later in the chapter. In this ideal case, the activation and
deactivation angles θON and θOFF are given by the intersection of the torque curves corre‐
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sponding to different phases, so that there is no overlapping (the previous phase is turned off
when the next one is turned on). The torque profile corresponding to these ideal current profiles
is shown in Figure 5 for rated current. Notice how a constant current profile without overlap‐
ping cannot generate a constant torque profile in non-skewed SRMs, even at low current levels
(low saturation levels).

Finally, FEM results can also be used to assess the degraded capability of an SRM. Figure 6
shows the current profile under ideal current pulses when one of the phases is out of service.
Compared to normal operation (Figure 5), m-1 mode presents lower torque and extremely
high-torque ripple under ideal current pulses supply. It is worth mentioning that switching
angles should be specifically optimized for degraded operation, so that the control strategy
can adapt to the new topology when a phase losses its function. Therefore, the average torque
and torque ripple values included in Figure 6 are not final, as presented later in this chapter.

Figure 6. Torque profile in degraded mode of operation (m-1 phases).

Speed (rpm)  Mode  Conduction losses (W)  Switching losses (W)  Total losses (W)  Efficiency (%) 
3000  Normal  2254  1161  3415  96.8 

9800  Normal  2102  305  2407  97 

3000  m-1 phases  1256  771  2050  97.43 

9800  m-1 phases  912  368  1280  98.4 

Table 5. Power electronics losses in steady state at rated and maximum speed, both for normal and degraded modes.

Similarly, it is convenient that the torque dip generated by the missing phase is above 0 at
every angle to ensure that the vehicle can start regardless of rotor position (this is not possible
with 6/4-pole and 8/6-pole SRMs). Otherwise, special starting routines must be implement‐
ed in the control system, as proposed in Table 5. There are many factors that influence the
capability of a given SRM to start an EV besides rotor position: inertia, load torque (includ‐
ing the grade of the road α), overloading capability of the traction drive and the control
strategy, which can be adapted to the particular conditions in which the vehicle must be
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started. Further analysis regarding the self-starting capability under degraded operation is
presented in section 5.

4.2. Power electronics pre-design

Power electronics to drive the 8/6-pole SRM comprises an asymmetric power converter
connecting to the common DC link for all electric phases and a DC filter to improve voltage
ripple. The electrical machine is current-controlled by means of a hysteresis band strategy.
Other usual alternatives are closed-loop pulse-width-modulation (PWM) [39] and direct
torque control (DTC) [40].

Figure 7. SRM power converter topology and switched selection for rated and maximum speed operation.

Motor mode operation requires the use of +U DC and 0 V to keep the current within the reference
band, using −U DC to switch the current off rapidly when the phase is deactivated, as Figure 7
illustrates. Current is individually controlled in each machine phase with an asymmetric bridge
topology, allowing total independence between phases. During EV braking, the machine works
as a generator, requiring +U DC to increase rapidly the current and then it is kept within the
reference band using 0 V and −U DC . At higher speeds, the machine is designed to achieve single-
pulse operation, where just +U DC and −U DC are sufficient to control the current whilst the
commutation frequency is reduced [41].

Since the power level and the DC-link voltage are usually defined, simulation-based analysis
can be used to determine the voltage and current levels of the power converter devices. The
semiconductor technology is selected to fulfill the following electrical specifications: DC-link
voltage, current carrying capacity, maximum switching frequency, load cycle and isolation
requirements.

4.3. Drive modeling and analysis

When analyzing electrical drives, simulation models in the time-domain comprising the
electrical machine, the power electronics converter, the control strategy, the switching
technique and the equivalent load are extremely useful. When the machine model is built with
data extracted from FEM simulations (employing tools such as look-up tables or LUTs), these
kind of simulations allow for fast and accurate calculations. In the case of SRDs, such a model
is an excellent way to calculate average torque and torque ripple under real current pulses and
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also to optimize switching angles under different operating conditions and optimization
criteria. Figure 8 shows a schematic of the time-domain simulation model used in this work.

Figure 8. SRM-based traction drive model.

SRDs and EVs modeling is outside the scope of this chapter, and therefore, the reader is referred
to publications that deal with these aspects, such as [1, 42–45]. For convenience, the most
relevant equations are included next, starting with the voltage equation for each machine
phase:

; 1k
k S k

du R i k m
dt
l

= × + = ¼ (9)

The flux linkage λx of each phase depends on the current of that phase ix, of the current of the
previous/next phase iy (when simultaneous conduction takes place) and rotor position θ.
Neglecting cross-coupling yields:

( )1( , , ) , l q q±= »k k k kf i i f i (10)

the relationship between flux linkage, current and rotor position being the one given by Figure
4, usually implemented via a LUT. Similarly, the torque provided by each phase is given by
Figure 4 and a second LUT, the total torque being the sum of each phase torque (again, cross-
coupling is neglected):

( )1 1 1; ,  and  ( , )em k k k k k kT T T T g i T g iq q+ + += + » » (11)

Modeling and Simulation for Electric Vehicle Applications110



also to optimize switching angles under different operating conditions and optimization
criteria. Figure 8 shows a schematic of the time-domain simulation model used in this work.

Figure 8. SRM-based traction drive model.

SRDs and EVs modeling is outside the scope of this chapter, and therefore, the reader is referred
to publications that deal with these aspects, such as [1, 42–45]. For convenience, the most
relevant equations are included next, starting with the voltage equation for each machine
phase:

; 1k
k S k

du R i k m
dt
l

= × + = ¼ (9)

The flux linkage λx of each phase depends on the current of that phase ix, of the current of the
previous/next phase iy (when simultaneous conduction takes place) and rotor position θ.
Neglecting cross-coupling yields:

( )1( , , ) , l q q±= »k k k kf i i f i (10)

the relationship between flux linkage, current and rotor position being the one given by Figure
4, usually implemented via a LUT. Similarly, the torque provided by each phase is given by
Figure 4 and a second LUT, the total torque being the sum of each phase torque (again, cross-
coupling is neglected):

( )1 1 1; ,  and  ( , )em k k k k k kT T T T g i T g iq q+ + += + » » (11)

Modeling and Simulation for Electric Vehicle Applications110

Notice that the above expression considers up to two phases because it will be the maximum
number of phases conducting simultaneously. Finally, the mechanical equation of the drive is
as follows:

w
w- = × + ×mec

em load mec
dT T J B

dt
(12)

The vehicle model represents both the total inertia and the load torque as seen by the motor:

2

2 2
×

» + +wheels
rotor

GEAR GEAR

J M ERRJ J
i i

(13)
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where M  is the total mass of the vehicle [kg], ERR [m] is the effective rolling radius, iGEAR [−] is
the transmission gear ratio and μGEAR [−] is the transmission energy efficiency (assumed to be
constant and equal to 0.95).

The vehicle motion resistances include rolling resistance, aerodynamic drag and gradient
resistance; the last one being of active nature (may take negative values and contribute to the
movement of the vehicle):
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Regarding the control strategy and the switching technique, this work considers hysteresis
current control with optimized switching angles as a function of speed and the desired torque,
as illustrated in Figure 9.
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Figure 9. Torque control scheme with switching angles controller.

A simulation model such as the one described above is useful to optimize switching angles
considering different optimization criteria. In this particular case, a compromise between
average torque and torque ripple was chosen, which yields the torque-speed characteristic
depicted in Figure 10 (angle resolution of ±0.25°).

Figure 10. (a) Torque-speed characteristic of the 8/6-pole SRM analyzed in this chapter. (b) Corresponding switching
angles as a function of speed (all phases are equal but phase-shifted).

Traditionally, one of the biggest disadvantages of SRMs is torque ripple and its consequences
(vibrations, efficiency and acoustic noise) with respect to other electrical machines. However,
there has been a lot of research on this topic in the last two decades. As a result, torque ripple
has improved considerably and it is no longer an issue in many applications that use SRMs.
Basically, there are two main approaches to reduce torque ripple (which can be complemen‐
tary): machine design and machine control. The former include techniques such as skewing
(see Section 2 for references). These modifications reduce overall performance (torque density
and efficiency) and could increase the cost of the machine.
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The second alternative consists in improving the control strategy. These methods can be
classified into two categories, depending on whether the converter topology is conventional
or advanced [44]. Examples of control strategies belonging to the first category are current
profiling or current shaping (CP), torque-sharing function (TSF) and direct torque control
(DTC). The first two basically consist in adapting the shape of the real current pulses so that
torque dips/peaks are minimized [35]. Of course, this adaptation will be feasible depending
on the available voltage, the back-EMF of the machine, and the inductance. In other words,
the feasibility will decrease with the speed of the machine. This is convenient, given that torque
ripple is more detrimental at low speed, both mechanically and from the point of view of
comfort. Advanced topologies use a second DC source to increase the available voltage under
certain operating conditions, thus allowing for higher di/dt [44].

Figure 11. (a) Current pulse considered in this work (no current profiling) and (b) corresponding torque profile, both at
3000 rpm and 100% load.

Figure 12. (a) Current in single pulse mode and (b) corresponding torque profile, both at 6000 rpm and 100% load.

For the sake of simplicity, and unless otherwise stated, all the results presented are given for
a current control scheme which operates with unshaped current pulses such as that depicted
in Figure 11, defined by θON, θOFF, IAVG and IRIP. Consequently, torque ripple values given in
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this chapter are noticeably high and should not be considered as reference values for EV
applications.

Finally, Figure 12 contains the same information as Figure 11 but for a high-speed operating
point. As speed increases, the time available for each phase activation reduces and at the same
time the phase back-EMF increases, which makes the machine work in single pulse mode (also
known as advance angle control or AAC by some authors, although this name could be
confusing because turn-on angles are advanced in a wide range of speed, and not only under
single pulse operation).

4.4. Power losses analysis

Power losses in SRDs present some differences when compared to those based in IMs or
PMSMs. When a machine works with sinusoidal current supply, simplified loss models based
on single-frequency models of the machine are usually sufficient to estimate resistive losses in
the electrical circuit and iron losses in the magnetic circuit. However, SRMs have pulsed
supply, which invalidates the single-frequency approach.

Resistive losses (also known as Joule or copper losses) depend on three main factors: the current
i, the DC resistance of the winding RDC  (defined by its cross-sectional area, its total length and
its conductivity) and the skin effect and proximity effect factor kAC (which gives the AC
resistance of the winding and depends on its geometrical properties and the frequency of the
current) [37]. Therefore, the instantaneous power dissipated in each coil is:

( ) 2 2
,1( ) , , ( ) ( )= = × × = ×Cu DC AC AC DC ACP t f i R k k R i t R i t (16)

In steady state, average power losses may be estimated analytically using the RMS value of
the current and the total number of phases m:

2
2 2æ ö

= × × » × × = ×ç ÷
è ø

AVG
Cu AC RMS AC AC AVG

IP m R I m R R I
m

(17)

In practice, resistive losses will be higher to those estimated by the above equation, since it
assumes ideal current pulses and therefore neglects current tails and phase overlapping. A
simulation model such as that described in Section 4.3 can prove accurate to estimate resistive
losses with real current profiles, provided that the skin and proximity effects factor kAC has
been properly considered. Notice that such factor depends on the switching frequency, and
hence an iterative process may be required. For the SRM analyzed in this work, kAC ≈3.

Both skin and proximity effects are caused by eddy currents in the windings of the machine.
High-power low-voltage SRMs such as those used for EV applications are usually strongly
affected by these phenomena due to the combination of low number of turns, large cross-
sectional area in the conductors and currents with high-frequency components in the frequen‐
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cy domain. As the wire dimensions increase, eddy currents gain importance and neglecting
them can lead to significant overestimation of machine performance [46]. As it is well-known,
methods such as conductor division and transposition, employing parallel paths or using
Roebel bars or Litz wire, help reduce kAC.

Iron losses are also very relevant in high-speed rotating machines. They depend on the
magnetic flux density amplitude and frequency, and thus on the machine current and speed:

( ) ( )1 2, , = =Fe AVGP f B f f I n (18)

Again, conventional iron loss estimation techniques based on single-frequency models are not
suitable for SRMs, whose current is pulsated and not sinusoidal [47]. In general, SRMs have
higher frequencies and higher harmonic content than other machines at comparable speed and
power, but less iron volume in high-speed applications [48]. Another distinctive aspect of
SRMs is that some iron regions work with bidirectional magnetic flux, while in others the flux
is unidirectional. In this sense, the number of flux reversals in the rotor can be minimized using
negative current pulses. Hence, designing a SRD with bidirectional current supply can greatly
improve rotor iron losses, at the expense of doubling the number of power switches.

Mechanical losses comprise bearing losses, windage losses and air-cooling losses when forced
convection is used. Bearing and air-cooling losses in SRMs are comparable to other machines
types and they are modeled in the same way. Windage losses, however, are usually higher in
SRMs due to their doubly salient nature, and more specifically, to the aerodynamic behavior
of the salient pole rotor. This is usually an issue in high-tangential speed applications, in which
vacuum chambers or vacuum sleeves are sometimes used for this reason. Windage losses
calculations that assume cylindrical rotor shape are not valid for conventional SRMs and hence
specific expressions must be used:

; 2,3w= × Îé ùë û
B

windP A B (19)

where A and B∈ 2, 3  are coefficients which depend on the rotor geometry, and in the case of
A also on the operating conditions (pressure, temperature, etc.) [49].

Power electronics losses are also very relevant in electrical drives. They are usually divided
into static and switching losses. The former refer to steady state (on- and off-states) while the
latter refers to transients between states (switching). Conduction losses are of the first kind, as
they correspond to the nonzero on-state voltage of the device VON  (collector-emitter voltage
in an IGBT (Isolated Gate Bipolar Transistor), emitter-collector voltage in a diode) while it
carries a current ION  [50]. The other static losses are those corresponding to the nonzero off-
state current of a power semiconductor device when it blocks a voltage VOFF . This reverse
current IOFF  is a leakage current which in turn depends on VOFF  and which is usually very low
for the power levels considered in this work. Therefore, blocking losses are conventionally
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neglected in IGBTs except for high voltages (above 1000 V) and/or high temperatures (above
150°C) [50, 51].

   ( , , .)= + » =COND ON OFF ON ON ONP P P P f V I Temp (20)

Complementary, the energy dissipated during each switching is called either turn-on energy
EON  or turn-off energy EOFF . Neglecting parasitic effects, switching losses are given by the
following expression [52]:

( ), ,   = + = + ×SW SW ON SW OFF ON OFF SWP P P E E f (21)

f SW  being the switching frequency. Obviously, both EON  and EOFF  highly depend on the current
and on the voltage, since they are defined by a power peak that in turn is caused by current and
voltage transients. They are also influenced by temperature. The switching frequency meas‐
ures the number of turn-ons and turn-offs per time unit of a power semiconductor. It de‐
pends on the operating point (torque and speed) and on the electrical characteristic of the
machine. In a 8/6-pole SRM, each phase is enabled six times per rotor revolution, so that
knowing speed in the machine (e.g., 3000 rpm) and the number of commutations per phase
activation nC , the switching frequency is given as:

,
3000 rpm 1 min 6 activation( ) · 300

1 min 60 s 1 revolution activation
= × × = ×C

sw avg C
nf Hz n (22)

In single pulse mode, nC is reduced to only two commutations per phase activation. As a result,
switching losses decrease significantly.

For the sake of illustration, total power losses have been calculated for the SRD studied in this
work under rated electrical conditions (U DC = 300 V, I AVG = 360 A and n = 3000 rpm) and
maximum speed (nnom = 9800) using simulation analysis. Besides, power losses have been
calculated in degraded mode of operation (m-1 phases available) as well. Table 5 shows the
results for both modes of operation (normal and degraded).

5. Degraded mode (with m-1 phases available)

As mentioned along the whole chapter, “m-1 phases” operation is particularly interesting in
EV applications and one potential advantage of SRMs over its counterparts. Degraded mode
was one of the main reasons why a 4-phase topology was chosen in this work, given that
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neglected in IGBTs except for high voltages (above 1000 V) and/or high temperatures (above
150°C) [50, 51].

   ( , , .)= + » =COND ON OFF ON ON ONP P P P f V I Temp (20)
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( ), ,   = + = + ×SW SW ON SW OFF ON OFF SWP P P E E f (21)
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performance loss, when one phase losses functionality, is obviously more significant in
machines with a low number of phases.

Performance priorities under these circumstances are different from those in normal operation.
Degrade mode will be used only in case of emergency: it will allow the EV to keep driving,
but the owner should take it to a repair workshop as soon as possible for proper fixing (similar
to an emergency spare tire). This consideration has many implications. For instance, switching
angles optimization should probably prioritize average torque over torque ripple, which will
be huge anyway, or even over energy efficiency or IGBT (Isolated Gate Bipolar Transistor)
aging.

Degraded mode is implemented by detecting that one phase cannot operate anymore (severe
fault detection), by disabling it, and by adapting the control strategy to the new situation so
that performance loss is minimized. Fault detection may be carried out in different ways, such
as [53–55]. Faults that can be surpassed by the aforementioned m-1 phases mode include single
coil faults, single IGBT faults and single converter branch faults, which are the most frequent.
Notice that those faults that affect more than one phase simultaneously will generally prevent
operation in degraded mode, unless the number of phases is high (five or more). In any case,
grave faults such as DC-link short circuits will completely prevent operation.

Figure 13. (a) Torque-speed characteristic of the 8/6-pole SRM in m-1 phases mode. (b) Modification of switching an‐
gles with respect to the normal mode.

Performance analysis under degraded mode can be carried out with the same methodology
presented in Section 4.3. For instance, Figure 13 shows the torque-speed characteristic of the
8/6-pole SRM in m-1 phases mode. Two curves are given: one corresponding to default
switching angles (those used in normal mode) and a second obtained by optimizing the angles
specifically for m-1 phases operation, thus increasing torque but also current loading in both
the power converter and the machine. In this last case, one of the phases is disabled, and
consequently the adjacent phases are used in a wider range of angular position, as depicted in
Figure 6 for an ideal case. Namely, the previous phase is turned off later than usual, while the
next phase is activated before, as shown in Figure 13.
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Complementary, Figure 14 shows the current pulses in steady state in “m-1 phases” mode.
The torque profile is also depicted. It is worth mentioning that increasing the conduction period
of the adjacent phases implies overloading both the corresponding power electronics and some
of the machine coils from the thermal point of view. Therefore, results from Figures 13 and 14
could be invalid for long periods of operation (in this sense, angles corresponding to normal
mode are a safer choice). However, in this work, current was kept constant for the sake of
comparison.

Figure 14. (a) Current pulses in m-1 phases mode (phase D is disabled) and (b) corresponding torque profile, both at
3000 rpm and 100% current.

It is important to notice that degraded mode should be able not only to keep the EV running,
but also to start it from any rotor position and from different conditions, such as different road
grade values. In this sense, when rotor position implies that a rotor pole is aligned with phase
A in Figure 2 (i.e., θ =0° ± k ⋅60° ; see Figure 6), there is no available torque. In practice, torque
is very low in a zone of ±5°  around these zero-torque positions (see Figure 14), which consti‐
tute the worst situation to start the vehicle. There are at least three possible ways to proceed in
such a case, depending on the road grade:

• Negative grade (gravitational force helps starting the vehicle): this is the best case, since it
is sufficient to release the mechanical brakes and let the vehicle start going down the slope.
After 10 mechanical degrees in the motor shaft, which imply barely 7 mm of linear dis‐
placement in this particular case, the motor can already provide enough torque to further
accelerate the vehicle at reasonable rates.

• Positive grade (gravitational force opposes vehicle movement in the desired direction): this
is the case which requires more torque and therefore the one in which the torque reduction,
due to the faulty phase, will be more noticeable during acceleration. However, starting the
vehicle is not so difficult, provided that it can move backwards for at least 7 mm. The starting
process would comprise two steps: First, mechanical brakes are released and the vehicle
reverses, down the slope, until the motor gets out of the low-torque zone, and then it is
stopped. Second, high torque is provided by the motor to start the vehicle again, knowing
that a torque dip will appear almost as soon as the vehicle starts moving. However, if the
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speed of the vehicle is not enough to go through the whole low-torque region, the vehicle
will stop due to the gravitational force. This would require repeating the process, but making
the linear displacement in step 1 larger, so that higher speed can be achieved before facing
the low-torque zone.

• Flat road (there is no gravitational force): the main problem here is that releasing the
mechanical brakes will not start the vehicle. However, a two-step starting process similar
to that described above could suffice: First, the phase opposite to the faulty one (if the
activation sequence is A–B–C–D and D is the faulty phase, then B is the phase opposite to
the faulty one), which has high negative torque capability precisely when the rotor is in the
low-torque region, is used to reverse the vehicle for up to 7 mm. For this, it is very convenient
that the SRM has an even number of phases, so that the phase opposite to the faulty one can
provide high torque (although more than one phase can be used otherwise, as usually in
SRMs). The second step is exactly the same as in the case of positive grade, but without the
gravitational force opposing acceleration, which highly simplifies the starting process.

As an example, a starting process such as that described above is shown in Figure 15, corre‐
sponding to a flat road situation. As can be seen, the results suggest that the proposed starting
protocol would successfully start a Nissan Leaf with the 8/6-pole SRM studied in this work.

Figure 15. Vehicle start-up from the worst possible rotor position (none of the healthy phases produce torque) and un‐
der the worst possible conditions (flat terrain).
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Abstract

The increase  of  electric  vehicles  (EVs)  has  led  to  some challenging problems and
opportunities, especially related to electricity issues. The uncontrolled charging and
discharging of EVs can reduce the quality of electricity grid due to frequency and
voltage instabilities. However, the optimized utilization of EVs also offers high potential
for ancillary service including frequency control and storage. The adoption of EVs and
used EV batteries is expected to be able to improve the total economic performance of
EVs as well as reduce the environmental impact. In this chapter, the utilization of EVs,
together with their used batteries, to support the electricity (load leveling) in a small-
scale energy management system (EMS) is analyzed and demonstrated. The demon‐
stration bed consists of five EVs, five used EV batteries, and photovoltaic (PV) panels.
The EMS forecasts the load of the office building and the possibly generated power from
PV panels. In addition, it also calculates the potential of EVs which are available for
joining the load leveling program. EMS will control all the charging and discharging
behaviors of  connected EVs and used EV batteries,  therefore the grid load can be
maintained to be lower than the calculated peak-cut threshold. It is found that the
utilization of EVs to support small-scale EMS through direct contract is feasible, and
hence applicable. At the end of the chapter, some suggestions earned from demonstra‐
tion test are also listed for further consideration.

Keywords: vehicle-to-grid, used battery, load leveling, small scale, energy manage‐
ment system

1. Introduction

The massive dissemination of electric vehicles (EVs) is believed to be able to improve the total
energy efficiency of the vehicles as well as reduce the emission of greenhouse gases and oil
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consumption [1]. In Japan, considering that the gasoline price, total annual driving distance,
electricity price during night time, and fuel consumption of both gasoline-fueled vehicle and
EV are 110 JPY l−1, 10,000 km, 12 JPY kWh−1, and 15 km l−1 and 6 km kWh−1, respectively, the total
operational cost of EV may be less than 30% of gasoline-fueled vehicle. Furthermore, the
acceleration in the development of EV also has been influenced strongly by some various factors
including fluctuating oil and gas prices, successful advancements in battery technology, and
broader supporting infrastructure [2, 3]. Unfortunately, there are still some challenging problems
to expand in a broader scope of the community including high capital cost, long charging time,
and relatively short travelable distance [4]. In addition, although the operational cost of EVs is
cheaper than the conventional gasoline-fueled vehicles (internal combustion engine–based
vehicles), the initial cost of EV is still higher due to high production cost.

To further reduce the initial and operational costs of EV (increase its economic performance),
innovative value-added utilization of EV is requested. Furthermore, massive deployment of
EVs can disturb significantly the grid electricity, especially when individual charging of EVs
in large capacity and number occurred. According to [5], in case that a half of vehicles in Kanto
(Tokyo and its surroundings) area are transformed to EVs and half of them are demanding a
quick charging simultaneously, about 7.31 GW of additional electricity supply is required.
Recently, to give an answer to the above problems, the idea of vehicle-to-grid (V2G) has been
proposed and investigated [6–8].

The adoption of EVs to support the electricity of grid or any electricity-related system becomes
possible because of controllable charging and discharging behaviors resulting in the possibility
of scheduled and coordinated charging and discharging. Therefore, the parked and connected
EVs can be assumed as a largely bundled battery which is able to consume (absorb) the
electricity from the grid, store it, and release back to the grid. In addition, V2G can be achieved
when minimally three fundamental preconditions are totally satisfied: (1) an electricity line
connecting both EV and power grid, such as charging station, (2) a communication system
transferring the information and control command between EV and grid operator, and (3) an
accurate and trusted metering system facilitating fair service measurement [9]. Furthermore,
in case that there is any demand for electricity, the grid operators and/or energy management
system (EMS) are able to dispatch a control command instructing the connected EVs to
discharge their stored electricity to the grid. On the other hand, they can instruct the connected
EVs to absorb the electricity due to surplus of electricity or decrease of electricity demand.
Therefore, the balance between supply and demand, as well as quality of grid electricity can
be maintained.

V2G provides various possible ancillary services to the electricity grid or any electricity-related
system such as load leveling and spinning reserve. In addition, the distributed EVs also can
be assumed as a large-scale energy storage (battery) which is potential to be bundled and
utilized to minimize the effect of fluctuating supply. As EVs are moving from and to different
times and places, they also could be employed as an energy carrier transporting the electricity
in different places and times due to some factors such as electricity price difference and
emergency condition. From the economic analysis, the massive adoption of EVs to give
ancillary service to the grid (V2G) is considered beneficial because the projected profit is still
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significantly higher than the initial cost of EVs, especially the battery including the consider‐
ation of battery wear and life cycle [4]. This feasibility study has been performed based on the
actual data of EVs, especially the life cycle of battery.

Until now, battery cost stands as the highest share in total EV production cost. In addition, as
the number of produced EVs increases, the number and total capacity of the used batteries
increase accordingly. According to [10], the EV batteries are generally replaced after their
storage capacity drops to about 70–80% of its initial capacity. The decrease in battery capacity
leads to shorter possible driving range. Therefore, although these used EV batteries are not
appropriate anymore for EVs, they can be reutilized as a stationary energy storage (stationary
battery). This kind of battery utilization is believed to be able to further improve the overall
economic performance of EV as well as reduces their impacts to the environment because it
can lengthen the battery end-of-life. The study on the utilization of EV batteries acting as
stationary battery to take part in ancillary service to certain EMS or grid can be found in several
literature [11, 12].

Several studies focusing on theoretical analyses of the application of both EVs and used EV
batteries have been conducted well. However, those studies are generally lack of experimental
investigation including demonstration tests and real application. This chapter deals mainly
with the employment of EVs and used EV batteries in supporting the electricity in any typical
small-scale EMS including both theoretical and experimental studies. In addition, the results
from the demonstration test are also studied and analyzed.

2. Energy management system

Charging of EVs basically can be categorized into three different capacities: (a) slow charging
with capacity lower than 4 kW, (b) fast charging with capacity of 10–20 kW, and (c) ultrafast
charging with a maximum capacity of 50 kW or higher [13]. Ultrafast charging is conducted
generally under high DC voltage and current. In Japan, this ultrafast charging follows the
standard of CHAdeMO (the acronym of “charge de move”, equivalent to “move by charge”)
which offers charging capacity of 10–50 kW. Until the end of 2015, there are about 6000 ultrafast
chargers following CHAdeMO standard across Japan [14]. CHAdeMO chargers can facilitate
bidirectional electricity flows resulting in possible charging and discharging of EVs. In
addition, intelligent controlling system is also generally installed inside the charger, hence
high level communication and control can be achieved.

The management of energy, especially the electricity, is usually coordinated and controlled by
certain independent operator. In North America, independent system operator (ISO) and
regional transmission operator (RTO) act as the independent and neutral organizations that
are responsible to coordinate, control, and monitor the electric transmission throughout the
state or region [15]. In addition, ISO and independent transmission operator (ITO) were
established in Europe which are quite similar with ISO/RTO in North America. The main
differences between the US-type ISO/RTO and the EU-type ISO/ITO are the absence of profit
motives, and participation and transparency of all the involved stakeholders [16]. ITO in
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Europe owns the assets and it belongs to certain stakeholders, but has a regulation to guarantee
its independence. On the other hand, ISO is fully unbundled operator having no assets
although still belongs to certain stakeholders.

In Japan, community energy management system (CEMS) has been proposed and demon‐
strated. The main purpose of CEMS is realizing a resilient and smart community, especially
related to efficiency in energy utilization and minimization of CO2 emission. The concept of
CEMS comes from the demand to optimize the energy services, maximize the potential
economy, and minimize the environmental impacts. CEMS coordinates and monitors all the
energy supply and demand throughout the community, hence improving the comfort,
security, and safety of the whole community members. In CEMS, the streams of energy and
information are flowing simultaneously covering supply, demand, storage, and distribution.
As a system, CEMS must be robust and secured because it deals with individual information
and its authentication.

Figure 1. Basic concept of CEMS.

Figure 1 shows the basic concept of CEMS. CEMS has an important role of monitoring and
controlling all the energy involved in the community. It becomes the core of efficient, secured,
and optimized energy utilization throughout the community. CEMS is able to communicate
with other entities inside and outside its authority. Inside the community, CEMS communi‐
cates intensively with its lower EMSs such as home energy management system (HEMS),
building energy management system (BEMS), and factory energy management system
(FEMS). In addition, it also may communicate directly with EVs distributed in the community
which are not controlled under certain EMS. CEMS is also able to communicate with other
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CEMS, large-scale energy providers (utilities), transmission operators, and energy storage
operators.

Inside the community, CEMS initially forecasts both energy supply, especially generable
renewable energy (RE) and demand. This forecast is usually performed based on historical
(for several years before) and meteorological data. Furthermore, it calculates the most opti‐
mized energy balance in terms of quality, security, and economic cost. In case the energy
balance between the supply and demand cannot be self-achieved inside the community due
to lack of power generation capacity, high and fluctuating demand, and emergency condition,
CEMS communicates with other CEMS, utilities, and energy storage providers to deliver or
increase their power to the community. On the other hand, in case there is surplus electricity
inside the community (due to high supply and/or low demand), CEMS can offer to other CEMS
or utilities to buy this surplus electricity.

CEMS is also performing a demand side management (DSM). DSM includes efficient energy
usage and demand response (DR) in demand side, instead of adding larger generation capacity
at the supply side. DSM can be considered as a dispatchable resource, in which the consumer
lower voluntarily their demand, therefore the grid quality can be maintained without any
additional power supply.

3. EV involvement in energy management system

EVs can be applied to support the grid electricity, mainly providing energy storage and
ancillary services, due to the above-mentioned characteristics. As energy storage, EVs can be
charged when the electricity price is relatively low because of surplus electricity in supply side,
including RE and excess power, and lower demand (such as during night time). Furthermore,
the ancillary services which can be performed by EVs to support the grid electricity mainly
cover frequency regulation (up and down regulations), electricity storage, and spinning
(synchronous) reserve. Compared to other energy storages or generators, EVs have a very
advantageous characteristic which is its ability to charge and discharge instantaneously their
electricity once they received the command from the operator or EMS. The above-mentioned
ancillary services are required to preserve the balance between supply and demand of
electricity, therefore the electricity can be appropriately reliable.

To participate in the ancillary services, the EV owners are requested to have any service
contract with the operator or EMS. Possible utilization contract schemes of EVs to support the
grid electricity or any electricity-related system are shown in Figure 2. In general, the partici‐
pation of EVs in the electricity market could be conducted through two types of participation
contracts, they are direct and aggregator-based contracts. To facilitate a communication
between EVs and operators, a real time data collection is conducted by vehicle information
system (VIS) in a certain time interval from EVs covering battery state of charge (SOC), position
(GPS data), and predicted arrival time. VIS might be owned and managed directly by EMS,
aggregator or it is independent as service operator which provides EV information services to
EMS and aggregator.
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Figure 2. Possible contract schemes of EV in EMS: (a) direct contract and (b) aggregator-based contract.

In a direct contract, the EV owners have the service contract directly with the energy service
providers (EMS). In this contract scheme, both the electricity and information are transferred
privately and directly between EVs and energy service provider. Therefore, this type of con‐
tract is considered applicable for a relatively small-scale EMS, including BEMS and FEMS,
and in where EVs are parked and connected to the chargers for relatively long time, for ex‐
ample during working hours. The main advantage of this type of contract scheme is the abil‐
ity to optimize the profit for the involving entities (EV owners and EMS). Furthermore,
controls for both charging and discharging are more simple and faster as EVs are directly
and fully under control of EMS. The report in this chapter describes mainly on this type of
contract scheme.

On the contrary, in an aggregator-based contract scheme, EV owners have service contracts
with the aggregators which are providing and managing electricity services. Therefore, there
is no direct contract between EV owners and EMS or other electricity-related entities. The
information including EV position (GPS), battery condition (SOC), and estimated arrival time
is basically coordinated by aggregator via VIS. Based on these data, the aggregator calculates

Modeling and Simulation for Electric Vehicle Applications130



Figure 2. Possible contract schemes of EV in EMS: (a) direct contract and (b) aggregator-based contract.

In a direct contract, the EV owners have the service contract directly with the energy service
providers (EMS). In this contract scheme, both the electricity and information are transferred
privately and directly between EVs and energy service provider. Therefore, this type of con‐
tract is considered applicable for a relatively small-scale EMS, including BEMS and FEMS,
and in where EVs are parked and connected to the chargers for relatively long time, for ex‐
ample during working hours. The main advantage of this type of contract scheme is the abil‐
ity to optimize the profit for the involving entities (EV owners and EMS). Furthermore,
controls for both charging and discharging are more simple and faster as EVs are directly
and fully under control of EMS. The report in this chapter describes mainly on this type of
contract scheme.

On the contrary, in an aggregator-based contract scheme, EV owners have service contracts
with the aggregators which are providing and managing electricity services. Therefore, there
is no direct contract between EV owners and EMS or other electricity-related entities. The
information including EV position (GPS), battery condition (SOC), and estimated arrival time
is basically coordinated by aggregator via VIS. Based on these data, the aggregator calculates

Modeling and Simulation for Electric Vehicle Applications130

the available number of EVs as well as the total capacity of the battery which is potential for
power services. Furthermore, the aggregator can offer and negotiate for electricity services
with other electricity-related entities including aggregators, EMS, and/or electricity utilities. It
is assumed that this kind of contract scheme is suitable to be adopted for comparatively large-
scale EMS or electricity utilities. The participating EVs are not only located in certain single
place, but they might be distributed in different places as long as both electricity connection
and communication are available and possible to perform ancillary services. The electricity
absorbed from and discharged to the grid can be transferred through power wheeling service
utilizing the available distribution and transmission lines. Aggregator acts as service operator,
hence they offer some possible ancillary services to the EV owners. On the contrary, the EV
owners have the right to select the offered ancillary service programs and receive the service
fee from the aggregator.

Load leveling has a strong correlation with the management of both electricity demand and
supply. The main objective is to lower the total grid load (electricity purchased from grid)
during peak-load hours and avoid the electricity usage higher than the contracted power
capacity by shifting the load from peak to off-peak-load hours. In this study, load leveling is
conducted by employing both peak-shift and peak-cut. The former is defined as dislocating
the electricity load during peak-load time to off-peak-load time. It can be performed by
utilizing the stationary battery or other power storage devices which can absorb and store the
electricity during off-peak-load time and discharge it during peak-load time. The latter is
described as the effort to reduce the electricity which is purchased from the grid. In real
practice, this can be conducted by generating its own energy supply especially during peak-
load hours, such as RE, or by purchasing the electricity from other entities including the
connected EVs. In the case that additional power supply is purchased from EVs, EVs are
considered as energy storage and carrier which are storing and transporting the electricity
from and to different times and places. Therefore, the economic performance of EVs can be
improved by participating in this kind of ancillary services.

4. Charging behavior of EVs

Almost all of EVs adopt lithium-ion batteries to store the electricity with consideration of high-
energy density, high stability, long lifetime, and relatively lower environmental impact.
Charging and discharging behaviors of EVs are influenced by some factors including SOC and
temperature [13]. Temperature influences some interface properties of the batteries including
viscosity, density, dielectric strength, and ion diffusion capability [17]. Lower temperature
results in poor charging and discharging performances because of lower performances of those
properties as well as electrolyte limitation [18]. In addition, as temperature decreases, the
transfer resistance increases [19].

Load Leveling Utilizing Electric Vehicles and their Used Batteries
http://dx.doi.org/10.5772/64432

131



Figure 3. Relationship among charging rate, battery SOC, and charging time during EV charging in different seasons:
(a) winter and (b) summer.

Aziz et al. [13] have performed an experimental study confirming the effect of battery SOC
and temperature to the charging behavior of EVs in both summer and winter using DC ultrafast
charger (maximum charging rate of 50 kW). Figure 3 shows their experimental results, i.e., the
relationship among the charging rate, battery SOC, and charging time. Generally, charging
rate is influenced strongly by the SOC of battery. EVs with lower battery SOC can absorb higher
electricity and their charging rate decreases gradually as their battery SOC increases. In
addition, charging in relatively higher temperature (summer) results in higher charging rate,
therefore shorter charging time can be achieved. Lithium-ion batteries are generally charged
employing a constant current (CC)-constant voltage (CV) method. Charging under higher
temperature leads to higher charging current, therefore shorter charging time can be realized.
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5. Integration of EVs and their used batteries to small-scale EMS

The conceptual diagram of integration of EVs and used EV batteries in supporting the
electricity in a small-scale EMS is presented in Figure 4. To take part in the ancillary services
coordinated by EMS, there must be an initial contract between the EV owners EMS, either
direct contract or aggregator-based contract through third entity such as an aggregator.
Because of the mobility characteristic of EVs, their charging and discharging behaviors can be
fully controlled by EMS in case EVs are connected to the designated charging stations. In
addition, the used EV batteries are employed as stationary storage which are always connected
to and managed completely by EMS. These used EV batteries are utilized mainly for peak-
shift. Therefore, they are charged when the electricity price is low, such as during night time,
and discharged during peak-load time or when the electricity price is relatively high, such as
noon time. Hence, the amount of electricity which is purchased from the grid during peak-
load time can be reduced, resulting in total low electricity cost.

Figure 4. Conceptual diagram of integration of EVs and their used batteries to small-scale EMS.

EMS is basically controlling all the electricity flows including demand and supply sides. Some
types of small-scale EMSs include BEMS, FEMS, and HEMS. A direct contract scheme is
adopted in this case. EMS requests the required information from different sources covering
its own demand (load), weather information from meteorological agency, EV information from
VIS, electricity condition in the community from CEMS, and grid electricity condition from
utility. Regarding the weather information, EMS generally has a service contract with certain
meteorological agency providing the weather forecast in a certain interval of time in a day.
Based on the received weather forecast, EMS will estimate its own load, including base load
and fluctuating load. The former is generally defined as the minimum load which is required
to run the system for sequential 24 hours. Therefore, this kind of load is usually constant along
the day and insignificantly effected by the weather or human behavior. On the contrary, the
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latter is determined as the load which is influenced strongly by the surrounding weather and
human behavior. The fluctuating load includes air conditioning, heating, and lighting.
Moreover, the possibly generated electricity from RE, such as wind and solar, is also predicted
by EMS utilizing the weather information received from meteorological agency.

Figure 5 represents the average total load of the office building, especially in Japan, in four
different seasons. The highest total building load takes place in summer, and is followed by
one in winter, due to air conditioning demand. In addition, building loads in both spring and
autumn are almost similar, which are lower than one in winter. Furthermore, daily peak-loads
occur twice in a day (weekday), i.e., before noon and afternoon peak-loads. This is because of
the immediate drop of load following the lunch break for about 1 hour. The afternoon peak-
load mostly takes place in a longer duration, which is about 3 hours, and is higher than the
before noon peak-load. Moreover, the highest value of peak-load during summer takes place
during afternoon time (13:00–16:00) due to cooling demand. On the contrary, this highest value
of peak-load moves to evening time (16:00–17:00) during other three seasons (autumn, winter,
and spring) due to heating demand.

Figure 5. Average electricity loads for office building in different seasons.

EMS also receives the EV information from VIS including their position (GPS data), battery
SOC, and predicted arrival time. In addition, VIS monitors and collects the information from
its EV members wirelessly. It might be an independent service operator and a part of EMS or
aggregator. It is responsible to communicate with each EV and provide the collected data to
the EMS or aggregator in which VIS has a contract with. In addition, these data are used for
coordinating both charging and discharging of EVs, maintaining the balance of electricity and
avoiding any peak-load in EMS. Furthermore, VIS is also able to provide additional services
to the EV drivers/owners concerning the available ancillary service programs which are being
offered by EMS or aggregator. Hence, the EV owners can select according to their interests or
conditions. Furthermore, EMS can request the electricity utilities to provide the information
including the electricity condition and price in advance (such as one day ahead). This infor‐
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conditions. Furthermore, EMS can request the electricity utilities to provide the information
including the electricity condition and price in advance (such as one day ahead). This infor‐
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mation is important to plan and optimize the electricity supply as well as calculate the amount
of electricity which should be purchased from utilities. In addition, EMS also calculates the
charging and discharging behaviors of both EVs and used EV batteries which are available
according to the information provided by VIS.

Figure 6 shows the assumed one day specific curve of EV battery SOC during a weekday. EVs
are departed in the morning and they reach the destination (office building) at around 9 am.
In this study, EVs are used for peak-cut during the afternoon peak-load due to higher peak-
load and limited number of EVs in a demonstration test. EV discharging is stopped in case that
the peak-cut (load leveling) finishes or the SOC of EV batteries drops to minimum SOC
(SOCmin). SOCmin might be determined by the EV drivers/owners, EMS, or aggregator. In
addition, EVs leave the office building at around 6 pm with minimum battery condition
(SOCmin). On the other hand, in case that the total building load is relatively low (such as in
the morning, lunch break, and night) EVs might be charged to enhance their discharging
capacity or extending their traveling.

Figure 6. Typical SOC state of EVs in weekdays (commuting).

6. Suggested utilization system of EVs and their used batteries

Figure 7 presents the basic concept of load leveling which is developed for a small-scale EMS
employing EVs, used EV batteries and RE generators including photovoltaic (PV) and wind.
Four main continuous steps are proposed: (1) forecasting of the possibly generated RE and
building load, (2) load leveling calculation including peak-shift and peak-cut, (3) value
recalculation and correction, and (4) charging and discharging controls of both EVs and used
EV batteries. The first step, load and RE forecasting, is basically conducted by EMS for 24 hours
ahead. Furthermore, because the electricity amount in Japan is measured for a duration of 30
min, the electricity amounts (kWh) in this study are also measured and calculated as the total
summation for a duration of 30 min.
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Figure 7. Developed load leveling concept utilizing EVs and their used batteries.

To forecast both load and possibly generated RE, EMS initially sends a request to meteoro‐
logical agency to deliver the local weather forecast information. This weather information is
very crucial for calculating the electricity which can be potentially generated by RE, such as
PV and wind. Because the amount of RE generation is significantly smaller than the total load,
in this study, this generated electricity from RE is used directly for peak-cut, hence it will be
delivered directly and consumed entirely without being stored in the battery. Moreover, the
weather information is also used to forecast the fluctuating load of the office building,
especially to calculate the demand of air conditioning (cooling and heating) and lighting. The
outputs from this first step include the predicted power generation from RE and daily load
curves of the next day (defined as day starting from 00:00 to 24:00).

As the building load and possibly generated electricity from RE have been predicted, EMS will
calculate the achievable load leveling (peak-cut) for the next day. In order to realize it, EMS
sends a request to VIS to calculate and send the information related to the available EVs,
including their battery SOCs, which will potentially participate for the load leveling program.
This information is required to estimate the total available electricity which can be supplied
by the EVs for load leveling.

In order to perform the given request by EMS, VIS initially collects the traveling schedule from
the EV drivers (planned departure time and predicted arrival time). Next, EMS forwards this
information, as well as calculates the total availability of EVs and their batteries, together with
basic information including EV’s ID. This registration of traveling schedule is conducted up
to 24 hours before the planned departure. Finally, using the data from the first and second
steps, EMS is able to estimate the peak-cut threshold which can be applied for the next day.

In this study, a peak-cut threshold is determined as the maximum electricity which is pur‐
chased from the electricity grid. To calculate this peak-cut threshold, some important factors
need to be considered including price of electricity at the corresponding time, contracted power
capacity, possibly generated electricity from RE, available electricity supply from other sources
with low price, and potential energy storage.
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In case that the electricity which is consumed by the office building rises resulting in the
condition that the purchased electricity from the grid increases and reaches nearly the
calculated peak-cut threshold, EMS immediately sends the control command to both connect‐
ed EVs and used EV batteries to release their electricity supporting EMS to cover the demand.
Therefore, the electricity purchased from the grid can be kept to be the same to or lower than
the calculated peak-cut threshold. As a result, a higher price of electricity during peak-load
time or penalty due to higher capacity than the contracted one can be avoided.

When EVs are not connected to the designated charging stations, such as in motion or being
parked in other places, the information of EVs is sent wirelessly to VIS in an interval of several
seconds to minutes (adding and renewing the information). Thereafter, VIS transmits the
updated data to EMS. EMS will recalculate the potential availability of electricity from EVs.
Moreover, EMS also recalculates the building load based on the present real load of building
and real weather which is measured using thermometer and hygrometer. Next, EMS renews
its energy management plan, especially the calculated peak-cut threshold.

Furthermore, when EVs arrive at the office building and are plugged to the designated
charging stations, EV start to communicate directly with EMS and bypassing VIS through the
charging lines. EMS will read the information from EVs and update the previous data received
from VIS, especially the battery SOC. As EVs are connected directly to EMS via charging
station, EVs are completely under EMS management. Therefore, their charging and discharg‐
ing behaviors are controlled completely by EMS. After receiving the updated data from EVs,
EMS recalculates the peak-cut threshold accurately. As the electricity demand reaches the
updated peak-cut threshold, EMS sends the control command to EVs and used EV batteries
to discharge their electricity. After finishing the load leveling, EMS can manage the charging
for EVs, hence another peak-load due to uncoordinated EV charging can be avoided.

7. Demonstration test

Figure 8 shows the schematic diagram of the demonstration test bed developed in this study.
Solid and dotted lines represent the electricity and information flows, respectively. In addition,
Figure 9 shows the pictures of the developed test bed. This demonstration test bed was
constructed in the factory area of Mitsubishi Motors Corporation which is located in Okazaki,
Aichi prefecture, Japan. Due to limited number of EVs and used EV batteries in this study, this
test bed is connected to the electricity of the main office building (office building is considered
as BEMS), and not to the whole electricity of the factory. PV panels having total maximum
capacity of 20 kW is installed at the rooftop of the test bed as RE generator. In addition, five
Mitsubishi EVs, i-Miev G, are participating in this demonstration test. The drivers are the
employees who are working in the factory and EVs are used for commuting purpose. There‐
fore, EVs are basically available during working hours, especially during the day. They are
parked and plugged to charging stations installed in the test bed. Furthermore, five used EV
batteries are also employed as stationary battery. These used EV batteries are basically
detached from the same type of EVs after about one year usage.
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Figure 8. Schematic diagram of the developed test bed.

Figure 9. Overview of the developed system involving PV, EVs, and used EV batteries.
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Components Properties Value

PV panels Type Monocrystalline

Capacity 20 kW

Direction, angle South, 30°

PCS capacity AC 200 V, 100 A

EVs Type i-Miev G

Number 5

Battery capacity 16 kWh

Charging capacity DC 370 V, 15 A

PCS capacity AC 200 V, 15 A

Used EV batteries Original EV i-Miev G

Number 5

Condition 1-year usage

Battery capacity 16 kWh

Charging capacity DC 370 V, 15 A

PCS capacity AC 200 V, 15 A

Table 1. Specifications of the developed test bed.

EMS is controlling the balance of both demand and supply of the main office building and test
bed. EMS also forecasts and measures the demand of the office building. In addition, VIS is
also developed as an independent system which communicates with EVs and transmits the
received information to EMS. Table 1 shows the detailed specifications of the developed
demonstration test bed.

The drivers submit their daily traveling plans to VIS up to one day before the scheduled
departure. To facilitate this, a web-based system has been developed facilitating the drivers to
input and check their traveling plan from any computers or mobile devices. If EVs are not
connected to the designated charging stations of EMS, such as in motion, EVs send their data
to VIS in an interval of 10 s wirelessly. In addition, VIS transmitted the received data from EVs
to EMS simultaneously. EMS receives EV data from VIS and weather information from
meteorological agency. Although the weather information is received basically one day before,
meteorological agency will update these data automatically once there is any renewal or
correction in the weather information.

Used EV batteries are utilized for peak-shift. Charging of used EV batteries is practically
performed from midnight to morning (00:00–06:00). Threshold for charging and discharging
of both EVs and used EV batteries is set to SOC 90% and SOC 40%, accordingly. In addition,
load leveling is designed to be conducted during afternoon peak-load time starting from 12:00
until 18:00 (6 hours duration) because the total amount of potentially available electricity from
EVs and used EV batteries is limited and very small compared to the total load of the office
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building. In addition, to diminish the effect of ambient temperature on charging and discharg‐
ing behaviors of used EV batteries, the storage room of used EV batteries is controlled to have
a temperature of 25 °C throughout the year at.

The load of office building is estimated as the sum of the base load and fluctuating load,
especially the air conditioning demand. The air conditioning demand is calculated using
historical data for several previous years and forecasted ambient temperature received from
meteorological agency. The demand of office building in certain typical time, Lt, can be simply
approximated as follows:

[ ] ( )( )t BS OA ST t
L L f T T t= + - D (1)

where LBS, f, TOA, TST, and Δτ are the base load for 30 min interval (kWh) of the office building,
functional relationship, outside ambient temperature (°C), room temperature inside the office
building (°C), and time shift (h), respectively.

The available electricity from EVs, PEV, which are in motion and not plugged in to the charging
poles can be estimated as the correlation of SOC and the remaining distance (both are received
from VIS), and can be represented as follows:

( ), , minEV t EV t EV t EV EVP SOC C d SOC Ch= ´ - ´ - ´ (2)

where SOCEV,t, CEV, dt, ηEV, and SOCmin are SOC of each EV (%), EV battery capacity (kWh),
remaining travel distance to the designated charging station (km), power consumption of EV
(kWh km−1), and minimum SOC threshold for discharging (%), respectively.

To calculate the peak-cut threshold, a day load duration curve is initially created using the
historical data of the averaged office building load for the same month in the last year. A peak-
cut threshold, Pthr, can be approximated using Equation (3). Figure 10 shows the illustration
of a day load duration curve.
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for L P
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>
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(3)

where Pbat, n, and m are available power from used EV battery (kWh), number of load higher
than peak-cut threshold, and number of EVs and used EV batteries, respectively.

In general, a load duration curve lines up all the loads in a descending order. Therefore, in this
demonstration test, a day load duration curve is created by sorting all 30 min duration of office
building loads from the largest to the smallest loads. Therefore, the plotted area represents the
total electricity consumed by the office building for a day (starting from 00:00 to 24:00).
Furthermore, the generated electricity from PV panels is directly delivered to the building
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without being managed by EMS to be stored in the battery. In addition, the total electricity
which can be obtained from connected EVs, used EV batteries, and PV panels is plotted on the
top of a day load duration curve for the corresponding day while its bottom is kept to be
straight at the same value of load. Therefore, the created straight line is a peak-cut threshold
which is used in load leveling.

Figure 10. Typical load duration curve and the calculated peak-cut threshold.

8. Results of load leveling test

A result of load leveling demonstration test of one representative weekday is shown in
Figure 11. It consists of the total grid load (net electricity purchased from the grid), building
load (the total load consumed by the office building), electricity generated by PV panels, and
total charging and discharging from and to EVs and used EV batteries. Charging and dis‐
charging of EV and used EV batteries are represented as dotted blocks in positive and negative
sides, respectively. The total grid load during after-noon peak-load time (load leveling test
from 13:00 to 16:00) is significantly lower than the building load. This is because of the power
generated by PV panels and peak-cut threshold which order the EVs and used EV batteries to
discharge their electricity.

Charging and discharging of EVs and used EV batteries in negative sides mainly occur due to
charging of used EV batteries during the night time and EVs charging during morning time
(before the peak-load time) and during lunch break time. As used EV batteries are charged
during night time, the grid load during this time is higher than the building load. EVs generally
arrive at the office building at around 08:00 and they are connected to the designated charging
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stations of EMS. From this moment, charging and discharging behaviors are fully controlled
by EMS. Because the building load is still lower than the calculated peak-cut threshold, EVs
charging can be conducted until the building load reaches nearly the peak-cut threshold to
increase the discharging capacity of the EVs during peak-cut. Moreover, additional charging
starts again during noon break (12:00–13:00) because the building load drops drastically
creating any marginal grid load.

Figure 11. Results of load leveling test during weekdays.

From Figure 10, the peak-load occurs twice, i.e., before noon and afternoon, respectively.
However, before noon peak-load is lower than the one in afternoon time. The generated
electricity by PV is always consumed directly without being charged, hence peak-cut for the
before-noon peak-load is conducted only by PV. In addition, the afternoon peak-load starts
usually from 13:00 after the end of lunch break time. During this time, the building increases
significantly and when it reaches approximately the calculated peak-cut threshold, EMS sends
immediately the control command to EVs and used EV batteries to discharge their electricity
according to the required amount for load leveling. Hence, the purchased grid load can be kept
to lower than the contracted power capacity.

However, due to the limitation of available number of EVs and used EV batteries, load leveling
only can be performed in a relatively short duration of time. It is estimated that as the number
of EVs and used EV batteries taking part in this ancillary service program increases, more
significant effect of load leveling can be achieved. In addition, a longer duration of load leveling
and lower value of peak-cut threshold can be obtained accordingly.

Figure 12 shows the total amount of load leveling in a day by each PV panels, EVs, and used
EV battery for 8 months of duration of demonstration test. Furthermore, Figure 13 shows the
averaged total load leveling by each PV panels, EVs, and used EV battery in different months.
The used EV batteries have the largest and most stable load leveling share compared to EVs
and PV. On the other hand, the generated electricity from PV is quite fluctuating because it is
influenced strongly by the weather condition, especially solar intensity. Furthermore, the share
of EVs in load leveling is also strongly influenced by their main usage as vehicle because it
will affect significantly their SOC (available electricity for load leveling).
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Figure 12. The amount of load leveling in a day by each component (PV, EVs, and used EV batteries).

Figure 13. Averaged total load leveling by each component (PV, EVs, and used EV batteries).

The uncertainties are brought mainly by three factors: EVs, PV, and building load. These factors
result in divergence between the predicted and real values. In this demonstration test, because
the capacity of office building load is significantly larger than the total electricity which can
be provided by PV panels, EVs, and used EV batteries, it is assumed that the strongest factor
influencing this uncertainty is the building load, especially demands for air conditioning.
Moreover, PV also gives an additional influence to this uncertainty due to its fluctuation.

As the results of conducted demonstration test, the predicted grid load showed a relatively
high similarity with the real grid load. However, the difference between the predicted building
load and its real load is relatively large due to the above-mentioned uncertainties.
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The divergences in office building load and generated electricity from PV panels can be
lowered by controlling the charging and discharging amounts from both EVs and used EV
batteries. In addition, in this demonstration test, the uncertainty related to EV availability and
its capacity do not show any significant impact. It is because the drivers of EVs are basically
the employees who are working in the office building and almost the commuting routes are
constant every day. It is considered that although there is an uncertainty on EVs’ availability
and their capacity, the divergence between the predicted and real grid loads could be reduced
as long as the capacity of the used EV batteries which are owned by EMS are able to cover
those fluctuating factors.

9. Some findings and suggestions

There are some important findings and suggestions which can be derived from the above
theoretical study and demonstration test which are related to the employment of EVs and their
used batteries to support the electricity in a small-scale EMS.

a. To calculate an optimum peak-cut threshold, an accurate forecast of both demand and
supply is required. The demand forecast is influenced strongly by two main factors
(especially the fluctuating load): weather condition and human behavior inside the
building. To achieve more accurate weather forecast, timely update of weather informa‐
tion from meteorological agency and utilization of historical meteorological data are
considered very important. In addition, regarding the forecasting of the human behavior,
a construction of database and knowledge of specific behavior patterns of the office
building is demanded. In case that the measurement of behavior patterns is relatively
difficult to be performed, the method of guiding the behavior of the residence by estab‐
lishing some regulations or policies might be taken.

b. Objective and accurate metering system to measure the amount of charged and discharged
electricity to and from EVs is crucially demanded to enhance the trust and transparency.
It can be performed by independent third party which is trusted by both EV owners and
EMS/aggregator, especially in an aggregator-based contract scheme. The measurement
can also include the participating duration, including stand-by time.

c. The increase in EVs number taking part in this ancillary service results in larger available
capacity for load leveling (peak-cut). Unfortunately, this phenomenon is also potential to
cause higher risk of larger fluctuation in case that EMS cannot forecast accurately the
number of EVs. Installation of larger amount of stationary battery (used EV batteries) is
considered potential to buffer and absorb this fluctuation through charging and discharg‐
ing controls.

d. If some EVs which are participating in the ancillary service stop suddenly their service
and demand an emergence charging due to some factors, such as traveling distance which
will be traveled, EMS also must be able to coordinate this kind of sudden charging demand
for EVs. The uncoordinated charging can result in creation of a new peak-load.
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e. Compared to peak-load during summer, peak-load during winter is generally lower.
However, peak-load during winter occurs mainly during evening time, around 17:00. This
is because the heating demand inside the office building increases following the decrease
in ambient temperature. It is important to note that the basic working hour also ends in
this time, therefore there is any possibility that some EVs are demanding an additional
charging before leaving the office. As a result, a new peak-load can occur during this time
if the demand for EV charging is high. EMS must be able to also predict this kind of
emergency and uncoordinated charging, hence a new peak-load can be prevented.

f. Additional number of EVs and total capacity of used EV batteries will be required when
the amount of electricity generated by REs, including PV and wind, increase due to larger
amount of fluctuating electricity in the supply side.

10. Conclusion

This chapter discussed the enhanced utilization of EVs and their used batteries to participate
in ancillary service to support the electricity, especially in a small-scale EMS. In addition,
experimental study based on the real data collected from the demonstration test bed has also
been described. The study showed that it is feasible to utilize EVs and used EV batteries in
supporting small-scale EMS. Furthermore, load leveling which determines initially the peak-
cut threshold and, then controls both charging and discharging behaviors of EVs and used EV
batteries based on peak-cut threshold is considered as a valid technique. As a result, the
purchased electricity from the grid can be kept to be lower than the contracted power capacity.

Accurate forecast of both load and supply is considered as one of the important issues in this
utilization, in addition to the availability forecast of EVs and their batteries. The supply
includes the condition of electricity market, possible generated power by REs, and available
electricity which can be supplied by EVs. Furthermore, highly accurate load forecast, especially
the fluctuating load including human behavior and air conditioning, is also very essential to
achieve an optimum target condition as it has been estimated by EMS.
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Abstract

With the proliferation of renewable energy sources (RES) and the growing consumer
demand for plug-in hybrid (PHEV) and total electric vehicles (EV), the limitations of
the  aging  electrical  grid  distribution  infrastructure  is  becoming  more  and  more
apparent. The development of better infrastructure, therefore, is at the forefront of
research. The development of a smart grid, a bidirectional distribution infrastructure,
will allow for two-way “communication” of power distributors and aggregators with
multiple smart platforms, such as smart buildings, homes, and vehicles. The focus of
this  chapter  is  to  outline  the  means  of  (electrical)  vehicle  to  (smart)  grid  (V2G)
interactions and how attaining a synergistic relationship is vital to improving the way
power is distributed. The ability of fleets of EVs to act as a unit for excess power storage
allows for the increased integration of RES into existing grid infrastructure and smart
grids in the future through the bidirectional communication; providing support, giving
back stored power into the grid to lessen the load felt by generation utilities, augment
stochastic RES when generation is not meeting demands, lowering costs for both sellers
and buyers, and above all, working toward the betterment of Earth.

Keywords: electric vehicles, renewable energy, vehicle-to-grid, optimization, smart
grid

1. Introduction

The world is presently facing many energy problems. Fossil fuels have been the main domi‐
nant energy source for both the transportation sector and power generation industry even if
this energy source produces greenhouse gases (GHGs) which have a negative impact on climate
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change [1]. With fossil fuel prices increasing and its negative environmental impact, oil is
becoming less of a long-term energy solution, and more renewable sources of energy are being
sought. Wind and photovoltaic solar are renewable energy (RE) sources that are rapidly replacing
conventional power sources. On the other hand, electric vehicles (EVs) are becoming more and
more popular due to the fewer emission and low oil dependency.

The electrical vehicle is a zero emission vehicle because it does not produce the pollution
associated with internal combustion engines (ICEs). However, the charging through fossil-
fuelled electrical generation still makes an environment impact since most electricity is
generated by burning fossil fuels. But comparing with cars operated by gas power, cars
operated by batteries are cleaner because they produce less carbon emissions. Moreover,
battery-powered motors cost less to operate. The other advantage of EVs is safety and
efficiency. EVs use the advance technology to maintain the vehicle adequately and to keep the
right supplies on hand in case of emergencies. EVs offer benefits to the transportation sector
and the electric power system. They help strengthen the economy, are more environmentally
friendly, and can reduce strain on the petroleum industry by using renewable generation,
especially photovoltaic solar and wind, which is an important part of the transition to cleaner
sources of power. EVs are the best option for greener and economic driving [2].

An electric vehicle (EV) is considered an electrical drive vehicle which uses one or more
electrical motors or traction motor for propulsion. An EV is powered through a collector system
by electricity from a self-contained battery or generator to convert fuel to electricity. These are
termed battery electric vehicles (BEVs), or if powered with an off vehicle source, termed plug-
in hybrid electric vehicles (PHEVs) [3].

The battery electric vehicle is one type of electrical vehicle that uses chemical energy stored in
rechargeable battery packs. There are three major parts in the typical architecture of BEVS:
electric motor, rechargeable battery, and controller. The electric motor uses a rechargeable
battery as an energy source to generate propulsion. The controller manages the power supplied
to the electric motor. Another important part of a BEV is the inverter, which is for converting
the electricity stored in the battery (DC) power to alternating current (AC) power [3]. The
Nissan Leaf is a battery electric vehicle which relies on the grid to recharge its battery. Its
battery packs can be charged from fully discharged to 80% capacity in about 30 minutes using
DC fast charging. It does not produce pollution or GHGs, and also helps to reduce dependence
on petroleum [4].

The plug-in hybrid electric vehicle is a hybrid electrical vehicle that can use rechargeable
batteries or another energy storage device. They are usually equipped with both an electric
motor and an additional internal combustion engine for propulsion. PHEVs can be driven in
two modes: charge depleting (CD) and charge sustaining (CS). PHEVs produce energy from
on-board battery packs when they operate in CD mode, and they switch to CS mode and utilize
the ICE system for further propulsion if the charge of the battery has been depleted to a
predetermined level. There are three categories of plug-in hybrid vehicle: parallel hybrid,
series hybrid, and power-split hybrid. The parallel hybrid is the most commonly adopted.
They use both electric motor and an engine to power the driven wheels in a car [3]. The Toyota
Prius is a hybrid car with an internal combustion engine. Its large on-board battery recharges
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while the gasoline-fuelled ICE is running. It is fully self-sufficient and does not rely on the
grid. It can use its large on-board battery for 34–40 miles before the on-board gasoline generator
kicks in. It is fully capable of making long trips, but can also go short distance powered entirely
by the battery without any gasoline [5].

2. Vehicle to grid (V2G)

2.1. Concept

The advancement of EV technology has brought on additional attention into the integration
of the transportation sector into the power grid. The control and management of EV loads by
the power utility using the communication between vehicles and the power grid is referred to
as vehicle to grid. Some other similar concepts are vehicle to home (V2H) and vehicle to vehicle
(V2V). These involve exchanging power between an individual’s home power network and
their vehicle, or exchanging power within a community of electric vehicles [6].

Currently, the transportation sector is primarily using gasoline or petrol for propulsion, and
does not have any interconnection capabilities with the power grid. However, with the
advancing adoption of EV into the transportation market, the idea of allowing EVs to plug into
the power grid, to not only charge their vehicles, but also discharge energy back into the grid,
becomes more practical [2].

The V2G concept could provide many services to power grid but presents some challenges as
well. The benefits of such a system include peak load shaving, load leveling, and voltage
regulation, which will ultimately result in maximizing profits. The challenges include the
logistics of retrofitting the current infrastructures and gaining the support of the public and
policy makers.

One issue includes the accelerated battery degradation due to increasing the charging cycles
of each vehicle’s battery. Studies are being conducted to collect more accurate data on battery
lifecycles. These studies will provide more information so that policy makers can either prevent
consumers’ battery degradation, or more accurately consider the cost of that wear and
implement that into the pricing scheme. The battery degradation scenario is part of the social
barrier that V2G may present. Skeptical EV owners may wonder how they can be assured they
will have enough energy stored in their vehicle to accommodate their transportation needs.
There are also concerns of how the consumers will be fairly compensated for discharging their
energy back into the grid.

The challenge of retrofitting the power grid infrastructure could be the biggest hurdle.
Implementing V2G would be a large investment. Improving hardware and software in the
grid system would be one major cost. Another would be adding a bidirectional battery charger
to each EV. Bidirectional chargers consist of a complex controller and high tension cabling with
stringent safety requirements. V2G implementation would mean frequent charge and dis‐
charge cycles resulting in more losses from energy conversions. A large fleet of EV’s charging
and discharging would add up to large energy losses for the power system [6].
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The overall concept of V2G began with the idea of tapping into the underutilized power
capacity of the passenger vehicle fleet. Whether it is internal combustion or all electric, the
vehicle fleet in the United States has much more energy capacity than all the U.S. electrical
generating plants combined and they sit idle nearly 95% of the day. As the automobile industry
begins to shift more toward electric and hybrid vehicle production, the utilities have begun to
consider using these vehicle batteries as a storage cell. Studies have shown that even with
unfavorable assumptions about cost and lifecycles of batteries, over a wide range of conditions,
the value to the utility of tapping vehicle electrical storage exceeds the cost of a two-way hook-
up and reduced battery life. It has been considered to offer incentives to the vehicle owner as
a purchase subsidy, lower electric rates, or purchase and maintenance of successive vehicle
batteries [7].

A possible configuration for an EV participating in V2G technologies would have a user
interface with the vehicle allowing the owner to disable or limit the discharge to the grid. An
intelligent charge controller could have several options for the owner to charge and discharge
the vehicle. Some options could be to charge now or charge when cheap, or to set a minimum
threshold to maintain enough charge for the owner to be able to cover a particular driving
distance. This would allow for more flexibility for owners to participate as much as their
lifestyle allows. An incentive-based program would hopefully garner more favor from
consumers [7].

2.2. Smart grid

A smart grid is a modernized electrical power grid that involves communication technology
between the utility and the consumers using computer-based remote control and automation
to improve reliability, efficiency, and sustainability of the power supply. Two-way commu‐
nication between the utility and its customers by way of sensors and smart meters throughout
the smart grid are used for real-time data acquisition. The data collected from these sensors
and smart meters are then used by intelligent and autonomous monitoring control to supervise
and optimize the overall operations of the interconnected components [2].

An additional characteristic that separates the smart grid from the conventional grid is that
consumers can actively participate in the grid operation. The smart grid would contain
advanced metering infrastructure that would allow for consumers to access the real-time
information about electricity usage, tariff, and incentive information. They can use this
information for their own gain by adjusting electricity usage patterns and preferences. These
adjustments would likely help to balance out the overall energy supply and demand. The smart
grid concept also incorporates a widely dispersed distribution of generation units from various
forms of renewable generation and conventional power sources. This variety of generation
sources will provide better overall reliability and reduce risks from attacks and natural
disasters [2].

The ability to accommodate renewable energy sources more efficiently is another attractive
characteristic of the smart grid. Wind and PV solar energy has unpredictable and intermittent
supply of power to the grid. Due to varying weather conditions, the power produced from
these sources can be much higher than the power demand in some cases and much lower in
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other cases. They are variable with time and unable to dispatch on command. However, these
sources are practically viable if able to store and later discharge excess energy. The promise of
balancing the electricity generation from renewable sources with consumer load is realistic
with energy storage systems and controllable dispatch loads. A smart grid that communicates
supply and demand data will make renewable sources with energy storage systems a practical
solution [1].

The smart grid can improve grid reliability and power quality but implementing it into existing
infrastructure will be a challenge. In the meantime, there are several smart grid projects
underway all over the world. According to the Global Smart Grid Federation Report, the
leading projects are taking place in Australia; Ontario, Canada; London, Great Britain; Ireland;
South Korea; and Houston, TX, in the United States [8].

2.2.1. Smart charging/discharging

As EVs become more prevalent, a high concentration of vehicles charging over a small period
of time will inevitably lead to overload conditions in local nodes of the grid. This could lead
to interruptions and/or imbalances that would degrade the service quality, increase line losses,
or damage equipment. Smart grids are fundamental in smart charging management strategies
that can reduce peak load on the grid. This will also allow for the advantage of coordinating
vehicle charging in order to store surplus grid energy at a given instant and inject it into the
grid when needed [9].

The potentially undesirable effects of uncontrolled EV charging such as overloading the power
system facility would lead to an unregulated, less efficient electrical supply. To alleviate this
condition, some smart charging schemes have been developed to minimize charging costs.
Some optimization algorithms have been developed to create a better solution for EV’s
charging and discharging into the grid. Some smart charging concepts include using day-
ahead energy resource scheduling for smart grid by considering all the dispersed energy
resources (i.e., wind, solar, conventional, etc.) and the V2G participants. An optimization
approach could be used for intelligent optimal scheduling. To facilitate this intelligent charging
concept, a radio frequency identification (RFID) tag technology would be used to ID those
plugging into the grid. Some options could be considered where EV owners could control and
monitor their charging through a mobile web application. Parameters could be adjusted such
as the desired state of charge, arrival and departure times, or options for the V2G services to
maximize profit. Other intelligent charging models use consumption historical statistics with
data mining approaches. This method could include using the GPS function on an EV owners’
mobile device to help determine driving characteristics [1].

Efforts have been made in developing smart charging strategies to account for the efficiency
of the charging process. An effective dispatching strategy needs to account for the losses in the
charging process to accurately estimate the amount of energy fed to the battery from the grid.
Accounting for these nonideal conditions will allow for better overall system performance.
Currently, the charging efficiency of batteries for electric transportation still is largely de‐
pendent on the charging rate due to the internal battery resistance. On a typical lithium-ion
cell, the charging rate is normalized with respect to the battery capacity. The efficiency will
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decrease significantly with the charging rate due to the internal battery resistance power
dissipation with the charging current. These charging characteristics need to be taken into
account to develop smart charging strategies [9].

2.2.2. Advanced communication and control

The critical portion of the smart grid is the communication and control aspect. A two-way
communication network enables demand response technologies which can control distributed
energy resources over dispersed geographical areas [1]. As smart grid capabilities increase
with newer automation and communication networks, power utilities and aggregators are able
to see real-time distribution and load demands on the network and, via the bidirectional
communication, control and optimize the supply of power. A key benefit with EV is that they
can act as energy storage units that interact with the smart grid, through “smart” charging
stations. This dual-channel communication is only available through the use of bidirectional
communication, not unilateral, which among other reasons makes the switch from non-EV to
EV even more practical. These interactions can help optimize power distribution, decreasing
degradation and increasing quality of deliverable power through active power support and
reactive power compensation [2]. With an infrastructure of smart meters, the power system
can obtain the information of power demand and consumption in the system to better schedule
generation and distribution for locational pricing. With a large number of smart meters, fiber
optics as a medium would not be feasible due to cost, and wireless communication would be
the preferred method between smart meters and control centers [8]. The benefits of wireless
include low cost infrastructure and wide area coverage [1]. Perhaps a hybrid wired/wireless
system can be used in the future for security concerned consumers [10].

In comparison with traditional data networks, the smart meter network of a smart grid would
have some unique challenges. One challenge would be the volume of traffic and limited
bandwidth due to the large number of smart meters. Another would be the requirement for
real-time data transmission. The power grid is a very dynamic system and it is critical to have
current data. Delays in data transmission could result in instability to the power market.
Another challenge would be taking the characteristics of the power systems into account for
charge scheduling. Traditional scheduling algorithms that maximize the throughput or
minimize the average delay may not be valid in a smart grid. Addressing these challenges
could include introducing locational marginal pricing and a model of power load variation
into a scheduling algorithm [10].

On the consumer side, there are several ideas on how EV owners can exercise control of their
vehicle’s charging schedule while still allowing the power grid to benefit from the EV battery
source. One idea would consider equipping each V2G compatible EV with a user interface
device to allow the driver to receive instructions or seek advice for charging/discharging
processes. An alert would be issued in the event when the EV’s battery capacity is below a
predetermined threshold level. This alert can include near-by charging stations, distance, their
energy price, etc. The alert can also provide the driver with instructions to bringing the vehicle
to appropriate charging stations to serve as a backfill battery. All of this information exchange
would be accomplished through wireless communication and hall-effect current sensors.
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generation and distribution for locational pricing. With a large number of smart meters, fiber
optics as a medium would not be feasible due to cost, and wireless communication would be
the preferred method between smart meters and control centers [8]. The benefits of wireless
include low cost infrastructure and wide area coverage [1]. Perhaps a hybrid wired/wireless
system can be used in the future for security concerned consumers [10].

In comparison with traditional data networks, the smart meter network of a smart grid would
have some unique challenges. One challenge would be the volume of traffic and limited
bandwidth due to the large number of smart meters. Another would be the requirement for
real-time data transmission. The power grid is a very dynamic system and it is critical to have
current data. Delays in data transmission could result in instability to the power market.
Another challenge would be taking the characteristics of the power systems into account for
charge scheduling. Traditional scheduling algorithms that maximize the throughput or
minimize the average delay may not be valid in a smart grid. Addressing these challenges
could include introducing locational marginal pricing and a model of power load variation
into a scheduling algorithm [10].

On the consumer side, there are several ideas on how EV owners can exercise control of their
vehicle’s charging schedule while still allowing the power grid to benefit from the EV battery
source. One idea would consider equipping each V2G compatible EV with a user interface
device to allow the driver to receive instructions or seek advice for charging/discharging
processes. An alert would be issued in the event when the EV’s battery capacity is below a
predetermined threshold level. This alert can include near-by charging stations, distance, their
energy price, etc. The alert can also provide the driver with instructions to bringing the vehicle
to appropriate charging stations to serve as a backfill battery. All of this information exchange
would be accomplished through wireless communication and hall-effect current sensors.
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System architecture of a vehicle to grid communication system would possibly include several
road side units that would communicate between passing vehicles, nearby charging sta‐
tions, and the smart grid. The road side units would allow communication between vehicles
and charging stations when the transmission ranges would not be sufficient. The data transfer
would be triggered by the driver or a recommendation system. With a driver-triggered scenario,
the driver checks the state of charge and seeks advice on charging through the user interface
on board the EV. The communication module will send a message to the nearest road side
unit to request information of near-by charging stations. The inquiry would generate a reply
back to the vehicle with its geographical location and/or current energy price. The on-board
controller would collect data through the message exchanges and start the recommendation
system. This recommendation system would decide whether it is the right time to charge or
not based on the vehicle’s state of charge, energy prices, and grid status. It would either
recommend to charge or defer to off-peak hours when energy rates would likely be lower.

With a system-triggered scenario, the recommendation of energy charging depends on factors
such as the grid load, the state of charge of the vehicle, and real-time energy prices. The system
would receive alarms from sensors on the vehicle (for battery capacity), and then send
messages to the road side units to start a recommendation process [11].

3. V2G services for renewable energy (RE) integration

V2G systems can provide a variety of services to power utilities, grid operators and aggrega‐
tors, as well as the EV owner and even the environment. These services include ancillary
services, time shifting, active power support, and reactive power compensation through voltage
regulation. These services will become invaluable due to their mitigation of the increasing
uncertainties and intermittencies of the grid due to the renewable energy integration [12, 13].

3.1. Ancillary services: spinning reserve

Ancillary service refers to the supporting service supplied to the power grid in order to
improve upon and maintain the reliability and efficiency of the power grid, this also increases
sustainability. There are several ancillary services that are required for the security, reliability,
and stability of the grid. These services make up reactive supply, voltage control, regulation,
operating spinning reserve, operating supplemental reserve, and restoring energy imbalance
[14]. V2G technology inputs ancillary services to the power grid through a spinning reserve
service, where the energy stored in the grid-connected EVs is utilized as an additional
generation capacity to make up for the generation deficiencies due to generation outages [15].
The spinning reserve service provided by V2G technology provides a platform to initiate
failure recovery, as well as reduce the backup generation capacity [16, 17].

3.2. Time shifting

In time shifting services, storage capabilities and technologies are required to necessitate and
provide energy within a timeframe of 5–12 hours. In this particular case, energy storage
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systems are required to absorb and assimilate all of the energy from RESs during off-peak
demand periods. This absorbed energy may be supplemented with cheaper alternative power
sources brought from the network if necessary, and then selling it during peak power demand
periods; mitigating the activation or update of other conventional and more mainstream peak
power generation plants [18].

3.3. Active power support

EV can provide numerous methods of active power support. Through bidirectional commu‐
nication, the excessive EVs energy that would otherwise be wasted can be sent back to the
utilities and aggregators via the smart grid through specialized charging stations, parking lots,
etc. The goal of active power support is to ease the demand on the power utilities. The demand
for power is not constant, in that demand ebbs and flows, with a decrease in the late nights
and sizable demands during the mid-day and early mornings. This fluctuation degrades the
generative power of utilities. In addition, utility customers see the prices of electricity change
in accordance to the demands; having to pay a premium price for electricity usage during peak
hours. Power systems are designed for worst-case conditions, that is, assuming maximum load
and demand. It follows that whenever the demand is less than maximum, the systems are
being underutilized. Operating at maximum capacity also wears out the system over its life
time. EVs are able to provide two kinds of active power support, load leveling and peak
shaving, to prolong power system longevity and lower the economic strain on consumers and
EV owners [2].

3.3.1. Load leveling

Load leveling is the goal to “spread out” the high demand curve during peak hours, thus
decreasing the operational strain on the systems. EVs act, when on the V2G scale, as a collective
distribution network to supply excess power back through the smart grid to level out the load
peak. By using smarter distribution networks, the demand for sole generation and distribution
felt by power utilities and aggregators is lessened, prolonging system life and mitigating
unnecessary costs of repairs or upgrades. Utilizing the power systems at a level less than peak
for a longer period of time will lead to less loses overall, prolonging usability and lowering
overloading chances. Due to the stochastic nature of weather-dependent renewable resources,
the output power is unreliable to constantly meet the load. Using distribution networks to
store excess energy, like EVs, to act as a buffer to provide power whenever levels of renewable
generation is not at demand will allow year-round operation of renewables through lowered
reliance on perfect weather conditions [19].

3.3.2. Peak shaving

By allowing the power systems to not operate at worst-case peak levels, the degradation of the
systems is lessened and the overall life of the system and its generative abilities are increased.
This allows for longer and higher quality power distribution. EV connected to the grid during
peak hours increases the load at the low-voltage network. This increases the demand for
current and consequently the need for power from the medium and high-voltage networks.
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The increased load will force more current through transmission cables and transformers from
high- and medium-voltage networks down to low-voltage networks, which in turn increases
transmission losses and thermal wear on components, decreasing usability. By peak shaving,
this load is lessened through coordinated EV charging and EV-based distribution networks
through bidirectional infrastructure. The power delivered back to the utilities and aggregators
through V2G will decrease the peak demand, the degradation of generation resources,
distribution resources, and, by allowing the system to operate at a lower level, the premium
price of electricity faced by EV owners during peak demand hours [19].

3.4. Reactive power compensation: voltage regulation

A constant problem facing power utilities and aggregators is ensuring that the voltage and
current distributed through the network are in phase. However, with each load attached, a
disparity between the two can occur, resulting in a decrease in the deliverable power factor
which requires corrective measures. Reactive power support is able to supply voltage and
current to meet reactive load at the distribution level that would otherwise has to be supplied
by generators. Without reactive power support, supply voltages would fall below minimum
levels and more current would be needed to push through transmission lines, resulting in
thermal wear and potential blackouts [20].

Specialized capacitor banks are used by utilities to locally supply reactive power at the load
bus to lessen the load felt at the utility level. This specialized volt-ampere reactive (VAC)
compensator banks are costly and difficult to upgrade. By using the DC-link capacitors present
in EV chargers, utilities through the smart grid would be able to use the V2G distribution
network as a reactive power support system in addition to active power support network via
the bidirectional communication infrastructure. Since the DC-link capacitors supply the
reactive power, no strain is placed on the EV battery [21].

4. Optimization of V2G services for RE integration

4.1. Optimization techniques for V2G services

Mathematical modeling of systems allows for variable change while trying to maintain a
maximization or minimization of a criterion or many criteria. This modeling allows for
experimental change without potential risks to the actual system. Finding an optimal middle
ground between maximized efficiency and minimized cost is achievable through mathemat‐
ical modeling using various optimization techniques and functions. The different techniques
are summarized in the following sections.

4.1.1. Classical optimization techniques

Classical techniques are utilized when the optimization function is a continuous and/or
differentiable function. The solutions of optimization are found using differential calculus. The
most utilized types of classical models are: linear programming (LP), nonlinear programming
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(NLP), dynamic programming (DP), mixed-integer programming (MIP), stochastic program‐
ming (SP), convex programming (CP), and analytical modeling (AM).

4.1.2. Metaheuristic optimization techniques

Metaheuristic optimization techniques find, generate, or select a heuristic in this case a method
of searching for an optimization strategy that may provide the best solution to the optimization
problem with nonderivative, noncontinuous objective functions These metaheuristic methods
sample from a much larger sample set to find a solution that best fits the entire set. It is based
off of random operators to find the best solution to the set of variables faster than iterative or
simple heuristics. The common types of metaheuristic techniques are: genetic algorithms (GA),
particle-swarm optimization (PSO), ant colony optimization (ACO), simulated annealing (SA),
and Tabu search [3].

4.1.3. Hybrid optimization techniques

Hybrid optimization techniques are techniques that combine two or more of the previously
described methods, either classical or metaheuristic. Typically, they combine iterative ap‐
proaches to heuristic solutions.

4.2. Optimization objectives

The focus on optimization for V2G services are cost, efficiency, and emission optimization.
Through the use of the optimization techniques listed above, significant gains can be made
toward producing the most efficient and cost-effective EVs, maximizing V2G interactions, and
improving smart grid technologies and power generation and distribution.

4.2.1. Cost optimization

Cost optimization is focused on minimizing the costs of interaction between EVs and RES
providers through the smart grid. Providers wish to reduce costs and maximize profit while
EV owners wish to minimize the cost of charging and vehicle maintenance [3].

4.2.1.1. Operational cost minimization

Operational costs and their minimization are crucial for all market participants including
the generation, transmission, and distribution providers and users [3]. Table 1 summarizes
the related research works, their objective functions, techniques in use for optimization, and
their main findings.
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being a 1 if the ith EV is connected to the microgrid after
islanding while fixed to zero when the ith EV is not

available; zk  is 1 when the interruption time of the kth IL

does not exceed the longest time per interruption while it
is enforced to be zero if the time limit on load shedding is
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On a regional level, a
management strategy
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paper for minimizing
costs and maximizing
profits of an islanded
microgrid with
renewable resources.
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managing the load of
EV fleets and
optimizing the
operation to mitigate
the load impact by
leveling and peak
shaving. The strategy
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obtain the charging
price EVs.
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of renewable energies,
load and GVs in a
smart grid. Valid
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II (t),  NV2G(t ) are the decision variables for the on/off

state of units and number of GVs connected to the grid at

time t; F Ci(Pi(t)) is the fuel cost of a thermal unit i with

Pi(t) being the output power of unit i at time t; SCi(t) is

the start-up cost for restarting the de-committed thermal

unit i; ψi is the emission penalty factor of unit i; ECi() is

the emission cost function for unit i; weight factors Wc

and We are used to increase the flexibility

of the system; N is the number of units; H is the

scheduling hours; S is the set of scenarios; E (.) is the

expectation.

scenarios are derived
from prior statistics,
heuristics, and
anecdotal experiences
of the authors.
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p b, p s are the probabilities of the base case solution, and

the probability of a scenario s; Fc,(.), Fc,(.)
r  are the

production/availability cost function of a thermal unit;

C(.)
(.) is the operation cost of PEV fleet; Δ(.)

max × is the

maximum permissible power adjustment of a unit; P(.)
(.) is

the generation of a unit; s denotes a scenario; S D(.)
(.) is the

shutdown cost a unit; SU (.)
(.) is the startup cost of a

unit; bm,(.) is the slope of segment m in a linearized

charge/discharge curve; i denotes a thermal unit;
t is the
hour index; v denotes a
PEV fleet.

Classical (MIP) Numerical tests
demonstrate the
effectiveness of the
proposed approach
for analyzing the
impact of PEVs on the
grid operation cost
and hourly wind
energy dispatch.

Table 1. Optimization of V2G services for minimizing operational cost.
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[30]  min
u1,u2

∑
T

t=1
{Cenergy(u1) + Creserve,s(Rs)

+Creserve,d (Rd )}
u1 is the electricity generation; u2 is the scheduling of wind
power; Cenergy is the cost of electricity generation; Creserve,s is
the reserve scheduling; Creserve,d is the expected reserve
dispatch; Rs

is the scheduling of conventional reserve (MW); Rd is the
expected dispatch of conventional reserve (MW). 

Classical (DP)  Demonstrated the
value of fully
exploring the synergy
between PEV and
wind power using a
three-level controller;
with the top-level
minimizing
generation costs, mid-
level allotting
charging time and
power based on
battery SOC, and
bottom-level using
real-time feedback to
attempt grid
frequency
synchronization. 

[31] 
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∑
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∑
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nGi
⋅ PGi

(t )

PGi
 is the power produced by generator Gi; nGi

 is the

marginal cost of generator Gi; PL j
 is the power consumed

by load Lj; EV Bj
 is the energy content of the virtual

battery; ΔE is the shift in the energy content of the
aggregation of virtual batteries. 

Hybrid (Classical and
scenario method) 

Compared to a pure
cost-optimizing
strategy, part of the
charging has to be
moved from the night
to more expensive
hours to reduce the
SOC swing. This
leaves enough
flexibility to
compensate the
forecast error. 

[32]  min E |Ctotal |
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+∑
i=1

Ne

Ce,i(Pe,s ,i) + ∑
i=1

Ne

Ce,u,i(Pe,i, Pe,s ,i)

+∑
i=1

Ne

Ce,o,i(Pe,i, Pe,s ,i)

Hybrid (Interior point
based PSO) 

By studying the
statistical properties
of charging and
discharging EVs along
with formulating a
power system
economic dispatch
model, which takes
into account impacts
of EVs and wind
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Reference
 

Objective function  Optimi-
zation
technique 

Findings 

[30]  min
u1,u2

∑
T

t=1
{Cenergy(u1) + Creserve,s(Rs)

+Creserve,d (Rd )}
u1 is the electricity generation; u2 is the scheduling of wind
power; Cenergy is the cost of electricity generation; Creserve,s is
the reserve scheduling; Creserve,d is the expected reserve
dispatch; Rs

is the scheduling of conventional reserve (MW); Rd is the
expected dispatch of conventional reserve (MW). 

Classical (DP)  Demonstrated the
value of fully
exploring the synergy
between PEV and
wind power using a
three-level controller;
with the top-level
minimizing
generation costs, mid-
level allotting
charging time and
power based on
battery SOC, and
bottom-level using
real-time feedback to
attempt grid
frequency
synchronization. 

[31] 
min

PGi
(t ).PL j

(t ),EV Bj
(0) ,ΔE

∑
t=i

T

∑
i

nGi
⋅ PGi

(t )

PGi
 is the power produced by generator Gi; nGi

 is the

marginal cost of generator Gi; PL j
 is the power consumed

by load Lj; EV Bj
 is the energy content of the virtual

battery; ΔE is the shift in the energy content of the
aggregation of virtual batteries. 

Hybrid (Classical and
scenario method) 

Compared to a pure
cost-optimizing
strategy, part of the
charging has to be
moved from the night
to more expensive
hours to reduce the
SOC swing. This
leaves enough
flexibility to
compensate the
forecast error. 

[32]  min E |Ctotal |

Ctotal = ∑
i=1

Nc

Ci(Ps ,i) + ∑
i=1

Nw

Cw ,i(Ws ,i)

+ ∑
i=1

Nw

Cw ,u,i(Ws ,i, Wi) + ∑
i=1

Nw

Cw ,o,i(Ws ,i, Wi)

+∑
i=1

Ne

Ce,i(Pe,s ,i) + ∑
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Ne

Ce,u,i(Pe,i, Pe,s ,i)

+∑
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Ne

Ce,o,i(Pe,i, Pe,s ,i)
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Reference
 

Objective function  Optimi-
zation
technique 

Findings 

Nc is the number of conventional generators; Nw is the
number
of wind generators; Ne is the number of buses with V2G
facilities installed; Ci is the conventional generator cost;
Ps,i is the scheduled output of the conventional generator
i; Cw,i is
the wind generator cost; Wi is the available wind power;
Ws,i is the scheduled output of the wind generator i;
Cw,u,i is the underestimating penalty cost coefficient;
Cw,o,i is the overestimating penalty cost coefficient;
Pe,i is the available V2G power at bus i; Pe,s,iis the
scheduled V2G power at bus i. 

generators, a novel
algorithm is proposed
to solve nonlinear and
nonconvex
optimization
problems. 

[33] 
min u1,u2

∑
t

{Cconv⋅(u1 + r ′) + CA.S .(r)}
Cconv is the cost of conventional generators; CA.S. is the
cost of ancillary services; u1, u2 are the control variables
representing the scheduling of conventional generators
and ancillary services; r is the scheduling of ancillary
services; r′ is the expected dispatch of ancillary services. 

Classical (DP)  The proposed
integration is an
implementable
algorithm to realize
the synergy of PEV
charging and wind
energy. It can also be
made to reflect other
inherently stochastic
RESs. 

[34]  min ( ∑
i∈NG

αiΔPgi + ∑
i∈ND

βiΔPdi)
ith is the index bus bar; αi is the coefficient of generation
curtailment; βi is the coefficient of load shedding; ΔPdi is
the load shedding; ΔPgi is generation curtailment; NG, ND
are the sets of generation and load demand.  

  It is found that active
network management
(ANM) strategies
achieved through
intelligent EV
charging can further
reduce generation
curtailment; allowing
for more absorption of
renewable energy. 

Table 2. Optimization of V2G services for minimizing generation cost.

4.2.1.2. Generation cost optimization

Generation cost optimization is crucial to both power distributors, charging station operators,
and the EV owners. Interactions between EVs and RESs through the smart grid are at the center
of intensive research. Maximizing the profit for distributors, minimizing cost of operation/
generation, and the cost of ownership and charging of EV is crucial with the proliferation of
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green energy [3]. Table 2 summarizes the related research works, their objective functions,
techniques in use for optimization, and their main findings.

4.2.1.3. Profit/benefit optimization

By maximizing the profit for generators/providers, or the benefits for providing energy, the
effects are felt by the supply chain through aggregators, charging stations, etc. down to the EV
owners. Optimization is referenced from the viewpoint of increasing investments in RESs or
electricity delivery management. Table 3 summarizes the related research works, their
objective functions, techniques in use for optimization, and their main findings.

4.2.1.4. Charging cost optimization

Minimizing costs is crucial to both distributors and EV owners. Ensuring that the costs stay
low on the distribution side ensures that costs stay low on the consumer side. Maximizing the
synergy between stochastic RES generation and EV charging loads is the key to minimizing
the costs surrounding EVs [3]. Table 4 summarizes the related research works, their objective
functions, techniques in use for optimization, and their main findings.

Reference Objective function Optimi-
zation
technique

Findings

[35]
max
x,b,d ,y,g

P(x, d )=∑
n=0

N −1
p e(n) x(n) + d (n)

x is the energy supplied directly to the grid; b is the
energy transferred to the batteries; d is the energy
transferred from
the batteries; y is the needed storage capacity; g is the
energy transferred to the batteries as payment; P() is the
revenues
raised by the virtual power plant (VPP) from the
electricity
sold at market; pe(n) is the wholesale price of electricity.

Classical (Iterative LP) VPP formed with EVs
can maximize profits
by optimizing the
schedule of supply to
the grid based on the
wind energy
production and the
available storage.

[36] min
u
− {∑

h
p h∑

i
xi

h −∑
h

c h ⋅ y h

−Eξ∑
h

{r h (ξ)⋅ z h *(ξ)−q h ⋅v h *(ξ)}}
xi

h  is the allocation of energy to EV i for hour h; yh is the

amount of purchased bulk energy for hour h; ph is the
price
per energy unit at which energy is charged to the EVs

during hour h by the aggregator; c h  is the price of bulk

Classical (SP) A stochastic-based
framework is
proposed for smart
grid operators to
determine optimal
charging control of
EVs and energy
purchasing to
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Reference Objective function Optimi-
zation
technique

Findings

energy for hour h; rh(ξ) is the price of energy in the real-
time market; qh is the price at which excess energy is
purchased back; zh is the real-time energy
purchased back
by the aggregator; vh is the excess energy sold back.

maximize
performance.

[37]
min

I∈I

Sonline(I )

Soffline
* (I ) ≥α

I is the input set fixed for all input instances I with finite
sizes; Sonline(I) is the total profit obtained by the online

scheduler; Soffline
* (I ) is the optimal offline scheduler.

Classical (Threshold
admission and
greedy scheduling
(TAGS))

It is shown that, when
the price offered to
the EV customers is
higher than the
purchasing price of
electricity from the
grid, TAGS achieves
the competitive ratio
of 1.

[38] max
POPi(t),MxAPi(t),MnAPi(t)

In −C

In =α∑
t

(PregUp(t)RUp(t) + PregDown(t)RDown(t))

+Mk∑
i
∑
t

(E (PDi(t)))

In – C is the aggregator income minus costs; Mk is the
aggregator markup over wholesale energy price; α is the
percentage of regulation revenue taken by the aggregator;
RUp is the bid regulation up capacity of the aggregator;
RDown is the bid regulation down capacity of the
aggregator;
PDi is the power draw of the battery of the ith EV.

Classical (CP) Simulations of hourly,
daily, and yearly
show that the optimal
algorithms increase
aggregator profits,
lower load demand,
and reduce costs to
customers.

[17]
max V2G Income=∑

t=1

T (∑
V =1

NV

(PDischarge(V ,t ))
×CDischarge(V ,t )−PCharge(V ,t ) ×CCharge(V ,t ))) ×Δt
NV is the total number of vehicles V; PDischarge(V,t) is the
power discharge of vehicle V in period t; cDischarge(V,t) is the
discharge
price of vehicle V in period t; PDischarge(V,t) is the power
charge of vehicle V in period t; cDischarge(V,t) is the charge
price of
vehicle V in
period t.

Metaheur-istic (paral-
lel PSO)

The parallelization
approach presented
provides promising
results to model EV
loads on distribution
networks for future
incorporation of smart
grid technologies

Table 3. Optimization of V2G services for maximizing profits/benefits.
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Reference Objective function Optimi-
zation
technique

Findings

[39]
min

ui ,t

∑
t=1

Nt (Ct
N + αt)QEV ,t + βQEV ,t

2

ui,t is the optimization variable representing the
charging rate of vehicle i out of a total number of vehicles

at time t; Ct
N  is the time-dependent network tariff; αt is

the
baseline electricity price at time t; QEV,t is the extra
demand

of the EVs; βQEV ,t
2  is the

EV-dependent part.

Classical (Rolling
horizon optimization
scheme)

An analysis of EV-
caused distribution
network congestion
management is
presented and a
mathematical model
of optimization is
proposed.

[40]
min

xg(t)
Vγ(t)y(t)−∑

g=1

G
Qg(t)(1 +

η
Rg

) + Zg(t) xg(t)

xg(t) is the control variable; V is a parameter that is used
to tune the tradeoff between cost and queue backlog
growth;
γ(t) is the electricity price at time t; y(t) is an auxiliary
variable; Qg(t) the total charging tasks in timeslot t of g
queues; Zg(t)
is the virtual queue; Rg is the max charging time;
η is a constant to adjust the growth rate of the virtual
queue.

Classical (Lyapunov
optimization)

A stochastic
optimization problem
is formulated to
describe the queuing
problem for EV
charging requests and
minimize the time
average cost of using
other energy sources
when renewable
sources are unable to
meet demand.

[41]
min (EC)=min (∑

t=ta

tb

Pt ×S Pt)

EC is the energy costs of the PEV; Pt is the charge/
discharge power at hour t; SPt is the spot hour price at
hour t; ta

is the starting hour of charge/discharge for the PEV; tb is
the ending hour of charge/discharge for the PEV.

Classical (Sequential
quadratic
programming)

The optimization
method presented has
shown that PEV
charging/discharging
during optimal spot
market times
minimize energy costs
on low wind-
generated power
days.

[42]
min∑

t=1

T
αqt + βqt

2

qt are the total purchases and sales of the aggregator;
α, β are variables linearly relating price to load.

Classical (Quadratic
progra
mming)

This paper offers to
aggregators a
framework of
optimizing charging
and discharging of EV
fleets given driving
patterns and spot
market prices.

Table 4. Optimization of V2G services for minimizing EVs’ charging cost.
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zation
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Findings
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Pt ×S Pt)

EC is the energy costs of the PEV; Pt is the charge/
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The optimization
method presented has
shown that PEV
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during optimal spot
market times
minimize energy costs
on low wind-
generated power
days.
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min∑

t=1

T
αqt + βqt

2

qt are the total purchases and sales of the aggregator;
α, β are variables linearly relating price to load.

Classical (Quadratic
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aggregators a
framework of
optimizing charging
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fleets given driving
patterns and spot
market prices.

Table 4. Optimization of V2G services for minimizing EVs’ charging cost.
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4.2.1.5. Other cost-related optimization

Other cost-related optimizations include minimizing overall costs related to system lifetime,
transmission, materials and resources, upgrades, losses, and renewable imbalances [3]. Table
5 summarizes the related research works, their objective functions, techniques in use for
optimization, and their main findings.

4.2.2. Efficiency optimization

The efficient utilization of renewables can reduce the use of fossil energy quite substantially.
This can elicit several benefits including air pollution reduction and cost savings for consum‐
ers. The efficiency-related optimization objectives in regards to EVs interactions with RESs are
maximizing RES utilization, optimizing energy dispatch, optimizing energy management,
minimizing power loss, and minimizing energy loss. Sections 4.2.2.1 and 4.2.2.2 provide details
regarding the efficiency-related optimization works for EVs interacting with RESs.

Reference Objective function Optimi-

zation

technique

Findings

[43] min
Ω

( f 1(Ω) f 2(Ω) )

f 1(Ω)= NPVuprgrades + NPV losses

f 2(Ω)= Egrid + EDG − EPEV

NPVuprgrades is the net present value (NPV) of the

costs of upgrades; NPVlossses is the NPV

of the costs of losses; Egrid are the emissions due to

energy purchased from the grid; EDG are the

emissions of

distributed generation (DG) units;

EPEV are the emission reductions of the PEV.

Metah-euristic

(Nondo-minated

sorting genetic

algorithm

(NDSGA))

A planning method is

presented that can

accommodate a high

penetration of PEV

and renewable DG

into preexisting

distribution networks.

[44] min C =CDG + CS + CG + CM

C is the lifecycle cost of the system; CDG and CS are

the initial capital costs for the renewable DG and

the storage unit; CG is the cost associate with

getting energy from the grid; CM is the

maintenance cost of the system.

Classical (MILP) A methodology is

presented to design

grid-interfaced PEV

charging stations that

integrate RE

generation and

distribution networks

[45]
min ∑

t=1

24
aPConv

2 (t) + bPConv(t) + c
Metahe-uristic

(GA)

This paper generates a

smart energy

management system
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Reference Objective function Optimi-

zation

technique

Findings

a, b, c are cost coefficients; PConv(t) is the

generation of the conventional generator at time t.

(EMS) that allows

distributors a more

economical means of

incorporating wind

resources and EV

storage solutions into

existing generation

resources.

[46] min {CPen. + CV2G−RV2G}
CPen. is the penalty cost for wind power

imbalances;

CV2G is the cost for V2G services; RV2G

is the revenue

for V2G services.

Hybrid (GA-

based Monte Carlo

simulation (MCS))

The proposed

optimization provides

collaboration between

wind participants and

EV aggregators to

minimize the sum of

the penalty cost

associated with wind

power imbalances

and V2G expenses

associated with

purchased energy,

battery degradation

and capital costs as

well as increasing the

EVs’ revenues and

incentives.

[47]
min∑

k=1

K
CPen .(tk )

Cpen is the penalty cost for PV power imbalances;

K is the number of time steps.

Hybrid (PSO-

based Monte Carlo

simulation (MCS))

This paper proposes a

coordinated charging/

discharging scheme to

optimally utilize V2G

capacities of EVs to

minimize the penalty

cost for PV power

under-/

overproduction.

Table 5. Optimization of V2G services for minimizing costs.
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4.2.2.1. RES utilization maximization

The excessive power generated by RESs can be stored in batteries of the EV fleets and DC-link
capacitors in specialized charging stations to supply the necessary power through V2G
infrastructure when the renewable energy generation is insufficient to meet load demands. An
optimization strategy is required to coordinate the EVs’ charging/discharging with RESs
uncertainties to maximize the use of renewable generation. Table 6 summarizes the related
research works, their objective functions, techniques in use for optimization, and their main
findings.

Reference Objective function Optimi-

zation

technique

Findings

[48] max
φt

→RES̄=∑
t=1

T
rest ⋅φ

rest is the share of RES of total load in time

step t (%); φt is the charge parameter for time step t.

Classical (LP) Through the

optimization objective

of maximizing

amount of charging

power coming from

RES through the

smart grid during

optimal times, the

authors were able to

see that RES made up

83% of the EVs’

charging demand.

[49] min
φ, ramptramp, isOn f = ∑

t∈ 1..T

CGt

CGt is the conventional generation in

time slot [t − 1, t];

rampt is the occurrence of ramping for time slot

[t − 1, t]; φ is the maximum charge amount in one time

slot;

isOnt is the binary state variable for conventional

generation.

Classical

(MIP)

The findings

presented suggest that

through an optimal

charging algorithm

controlling the

scheduling of EV fleet

charging, the usage of

renewables can

double; with wind

alone supplying

67.2%.
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Reference Objective function Optimi-

zation

technique

Findings

[50]
Ctot(t)=min( ∑

n=1

NTU

(Cstart,n + (PCn(PTUn)

+Cems ,n(PTUn).tint)
NTU

is the number of thermal units;

Ctot(t) is the total production cost; Cstart,n is the startup cost

of unit n;

PCn is the production cost of unit n; Cems,n is the CO2

emission

cost of unit n; PTUn

is the output power of unit

n; tint is the time period share in an hour.

Classical (MIP) This paper suggests a

strategy to fully

supply the EVs’

charging load by RESs

within a microgrid

composing of a

photovoltaic plant, a

thermal unit, battery

energy storage

systems, and electric

vehicle charging

stations.

[51]
J ũ*(x0)=

max
ũ∈U J ũ(x0)

J ũ(x0)= limT→∞
1
T E {∫0T r(x(t), a(t))dt}

ũ* is the optimal charging policy; r(x(t), a(t)) is the

reward for the action a(t) taken in a state x(t).

Classical (LP) The authors

developed an optimal

charging policy

strategy to maximize

renewable energy

utilization within

preexisting

distribution

infrastructure despite

stochastic generation

potential.

[52] min
xt

k {∑t=1
T Ct(∑k =1

K xt
k ) +∑k =1

K ∑t=1
T Dt

k (xt
k )}

Ct(.) is the imbalance cost; Dt
k (.) is the disutility of the

subscribers that aid in balancing; xt
k

is the energy demand of

subscriber k during time slot t.

Classical (Convex

optimi-zation–

quadratic) progr-

amming

The authors proposed

an optimal distributed

algorithm to balance

the synergy of

smartgrid interactions

between RES supply

and EV charging

demand.
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stochastic generation

potential.

[52] min
xt

k {∑t=1
T Ct(∑k =1

K xt
k ) +∑k =1

K ∑t=1
T Dt

k (xt
k )}

Ct(.) is the imbalance cost; Dt
k (.) is the disutility of the

subscribers that aid in balancing; xt
k

is the energy demand of

subscriber k during time slot t.

Classical (Convex

optimi-zation–

quadratic) progr-

amming

The authors proposed

an optimal distributed

algorithm to balance

the synergy of

smartgrid interactions

between RES supply

and EV charging

demand.
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Reference Objective function Optimi-

zation

technique

Findings

[53]
Min {J =∑

h =1

H

∑
p=1

h −1

((xh , p −bh , p)⋅ (KρρP

−∑
r=1

NG

Kr Pr , p))}
J is the objective function; xh,p is the purchased and

charged energy at hour p; bh,p is the available energy in the

batteries of EDVs that is used in hour h; H is the number

of hours in the assessed time period;

Pr,p is the production of RES r in hour p among NG

RESs; ρP is the purchase energy price in the market in

hour p; Kρ and Kr are the optimization parameters

that regulate the objective function J.

Classical

(LP)

Higher transportation

costs for EDV users

present a tradeoff for

a cleaner environment

through reduced

emissions as a result

of more intensive RES

exploitation in

transportation.

Table 6. Optimization of V2G services for maximizing RES utilization.

4.2.2.2. Other efficiency-related optimization

Other efficiency-related optimizations include minimizing imported electricity [54], mini‐
mizing power loss [55], minimizing loss energy, and optimizing energy management [56],
etc. Table 7 below summarizes the related research works, their objective functions, techni‐
ques in use for optimization, and their main findings.

Reference Objective function Optimi-
zation
technique

Findings

[54]
min (θ T −ρ(h )⋅ ∑

h =1

H
E (h ))

ρ(h) is the unit price of the electricity consumption; E(h)
is the electricity in (kwh) generated from renewable
energy
sources in time slot (hour) h; θT is the total daily electricity
cost.

Classical (MILP) The results of the
simulations
conducted
in this paper show
that intelligent,
optimized
scheduling of EV
fleets
drastically increases
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Reference Objective function Optimi-
zation
technique

Findings

overall distribution
performance,
reducing
charging times and
related costs.

[55]
F =min ( f 1 + f 2) + ∑

i∈NDG

(max(Vi −Vi
max , 0)

+max(Vi
min −Vi, 0)) +∑

i∈N
max

+(|Si | − |Si
max | , 0)

f1 is the power losses of N-bus distribution system; f2

is the error between rated voltage (1 p.u) and
voltage of each bus;
V is the voltage; NDG is the total number of system
suppliers.

Metahe-uristic
(GA)

The focus of this
paper is on improving
the “smart parking
lot,” with a primary
goal of efficiently
reducing power losses
through improving
voltage profiles and
optimized scheduling
of EV fleet charging
during peak and
nonpeak hours.

[56]
Min C =∑

Scwind

H

π(Scwind)

∑
t=0

N −1

∑
i=1

I

CDGU i ,t
.(PDGU i ,t ,S cwind

)
+Cgrid,t .(Pgrid,t)

+∑
j=1

J

CGAR j ,t
.(PGAR j ,t ,S cwind

)
π(Scwind) is the probability/weight of wind scenario

Scwind; Scwind is the index of wind power scenarios

running from 1 to H; CDGU i ,t
 is the price of energy

obtained from dispatch-able generating unit i at time t;

PDGU i ,t ,S cwind
 is the power output from dispatch able

generating unit i at time t and under wind power scenario

Scwind; Cgrid,t  is the price of energy obtained from the

main grid at time t; Pgrid,t  is the power input/output for

the main grid at time t; CGAR j,t
 is the price of energy

obtained from garage j at time t; PGAR j ,t ,S cwind
 is the

power input/output for garage j at time t and under wind

power scenario Scwind

Classical (LP) The practical model
provided in this paper
assesses the ability of
V2G systems to
provide power
support to
conventional grid
operations, including
small electric energy
systems (SEESs).

Table 7. Optimization of V2G services for improving efficiency.
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overall distribution
performance,
reducing
charging times and
related costs.
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(max(Vi −Vi
max , 0)

+max(Vi
min −Vi, 0)) +∑
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max

+(|Si | − |Si
max | , 0)

f1 is the power losses of N-bus distribution system; f2

is the error between rated voltage (1 p.u) and
voltage of each bus;
V is the voltage; NDG is the total number of system
suppliers.

Metahe-uristic
(GA)

The focus of this
paper is on improving
the “smart parking
lot,” with a primary
goal of efficiently
reducing power losses
through improving
voltage profiles and
optimized scheduling
of EV fleet charging
during peak and
nonpeak hours.

[56]
Min C =∑

Scwind

H

π(Scwind)

∑
t=0

N −1

∑
i=1

I

CDGU i ,t
.(PDGU i ,t ,S cwind

)
+Cgrid,t .(Pgrid,t)

+∑
j=1

J

CGAR j ,t
.(PGAR j ,t ,S cwind

)
π(Scwind) is the probability/weight of wind scenario

Scwind; Scwind is the index of wind power scenarios

running from 1 to H; CDGU i ,t
 is the price of energy

obtained from dispatch-able generating unit i at time t;

PDGU i ,t ,S cwind
 is the power output from dispatch able

generating unit i at time t and under wind power scenario

Scwind; Cgrid,t  is the price of energy obtained from the

main grid at time t; Pgrid,t  is the power input/output for

the main grid at time t; CGAR j,t
 is the price of energy

obtained from garage j at time t; PGAR j ,t ,S cwind
 is the

power input/output for garage j at time t and under wind

power scenario Scwind

Classical (LP) The practical model
provided in this paper
assesses the ability of
V2G systems to
provide power
support to
conventional grid
operations, including
small electric energy
systems (SEESs).

Table 7. Optimization of V2G services for improving efficiency.
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4.2.3. Emission optimization

Emission reduction is one of the most important objectives of EVs’ adoption for transportation.
This objective can be further satisfied through interactions between EVs and RESs. V2G
implementation plays a key role in this scenario to decrease the power utility costs and protect
the environment. Related research works include references [27] and [28] of Table 1, reference
[43] of Table 5, and reference [57] whose objective function, optimization technique, and its
main finding is provided in Table 8.

Reference Objective function Optimi-

zation

technique

Findings

[57]

Minimize J =∑
0

24 ( CO2

gal *mf *Δtdr +
CO2

kWh *Pb*Δtch )
J is the optimization objective; mf is the gasoline

consumption; Pb is the battery charging power;

Δtch  is the charging time step

Δtdr  is the driving time step.

Classical

(DP)

The proposed

integrated approach

shows, through

successful

simulations,

that with more wind-

based

power generation and

integration into

existing distribution

infrastructure comes a

reduction in carbon

dioxide emissions.

Table 8. Optimization of V2G services for reducing emission.
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