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Preface

Optoelectronics - Devices and Applications is the second part of an edited anthology
on the multifaceted areas of optoelectronics by a selected group of authors including
promising novices to experts in the field, where are discussed design and fabrication
of device structures and the underlying phenomena. Many of the optoelectronic and
photonic effects are integrated into a vast array of devices and applications in
numerous combinations, and more are in fast development. New branches of
optoelectronics continues to sprout up such as military optoelectronics, medical
optoelectronics etc. The field of optoelectronics and photonics was originally aimed
at applying light to tasks that could previously only be solved through electronics,
such as in data transfer technology. Optoelectronics, being graduated to photonics
seeks to continue this endeavor and to expand upon it by searching for applications
for light. At any rate the optics related electronic and photonic phenomena, where
the closely connected players like electrons and photons, often refuse to be
demarcated into water tight compartments. With applications touching everyday
life and consumer electronic gadgets, optoelectronics is emerging as a popular
technology and draws from and contributes to several other fields, such as quantum
electronics and modern optics.

There are many aspects of light and its behavior that are important to those studying
electronics for scientific or industrial purposes. Light sensing is particularly important
in photonics, as the light involved in experiments and tests often needs to be
quantified and may not even be visible and electrons invariably helps in this. The role
of lasers in increasing the quality of life in modern times is unique. It is a lifesaving
source of light that enormously helped in medicine as in military technology and even
in entertainment, data storage, and holography.

The wide range of such applications in the field of optoelectronics and photonics
ensures that it is generally a well-funded and thriving area of scientific research and
upcoming researchers are sure to find it extremely encouraging. In the global energy
front also optics and photonics hold the hope of harnessing light to provide safe
energy and power especially in the light of the hidden dangers of nuclear power as an
alternative. I am sure that this collection of articles by experts from the field would
help them enormously to understand the underlying principles, design and fabrication
philosophy behind this wonderful technology. The first part of this set presents recent
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trends in the development of materials and techniques in optoelectronics and the
readers are suggested to have a look into that as well in the InTech websites.

July 2011

P. Predeep

Professor

Laboratory for Unconventional Electronics & Photonics
Department of Physics

National Institute of Technology Calicut

India
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Organic Light Emitting Diodes:
Device Physics and Effect of Ambience
on Performance Parameters

T.A. Shahul Hameed?, P. Predeep! and M.R. Baiju?

Laboratory for Unconventional Electronics and Photonics, National Institute of
Technology, Calicut, Kerala,

2Department of Electronics and Communication, College of Engineering,
Trivandrum, Kerala,

India

1. Introduction

Research in Organic Light Emitting Diode (OLED) displays has been attaining greater
momentum for the last two decades obviously due to their capacity to form flexible (J. H.
Burroughes et al, 1990) multi color displays. Their potential advantages include easy
processing, robustness and inexpensive foundry (G.Yu & A.J.Heeger, 1997) compared to
inorganic counterparts. In fact, this new comer in display is rapidly moving from
fundamental research into industrial product, throwing many new challenges (J. Dane and
J.Gao, 2004; G. Dennler et al, 2006) like degradation and lifetime. In order to design suitable
structures for application specific displays, the studies pertaining to the device physics and
models are essentially important. Such studies will lead to the development of accurate and
reliable models of performance, design optimization, integration with existing platforms,
design of silicon driver circuitry and prevention of device degradation. More over, a clear
understanding on the device physics (W.Brutting et al, 2001) is necessary for optimizing the
electrical properties including balanced carrier injection (J.C.Scott et al, 1997: A.Benor et al,,
2010) and the location of the emission in the device. The degradation (J.C.Scott et al, 1996; ].
Dane and ].Gao, 2004) of the device is primarily caused by the moisture , which poses
questions to the reliability and life of this promising display. How the device responds to
different temperature ambience (T.W.Lee and O.Park, 2000) also attracts attention of
researchers since its applications at cryogenic temperature are yet to be explored. The basic
device physics and modeling philosophies based on the mathematical formulations of its
physical behavior are revisited in this article. Also it reviews the prominent ambient studies
and the efforts to enhance the reliability of the device by new fabrication methods with
inexpensive ways of encapsulation, making it suitable for long life display applications.

2. Principle and physics of organic LEDs

2.1 Device structure, principle
The simplest structure of OLED is shown in fig 1. The Tris(8-hydroxyquinolinato)
aluminium (Alq3) is an evaporated emissive layer on the top of spun cast hole transport
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layer Poly-(3,4-ethyhylene dioxythiophene):poly-(styrenesulphonate) (PEDOT:PSS). Indium
Tin Oxide (ITO) and aluminium are the anode and cathode respectively. Charge injection,
transport and recombination (I.LH.Campbell et al, 1996) occur in the light emitting conductive
layer of organic light emitting diodes and its features influence efficiency and color of
emission from the device. Besides the characteristics of light emitting organic layer, interface
interactions (P.S.Davids et al, 1996) of this layer with other layers in OLED play important
role in defining the characteristics of the display. There have been innumerable studies on
different aspects of PEDOT: PSS (L.S.Roman et al,1999;S.Alem et al,2004) enhancing the
performance of photo cells and light emitting diodes. In practical implementations, more
layers for carrier injection and transport are normally incorporated.

- al
Ay 200

| PEDOT:PSS

| | 0 J— — 1 1
Glass
Light

v

Fig. 1. Structure of Organic Light Emitting Diode.

B

Hole transpoxt

ST

Fig. 2. Injection, Transport and Recombination in PLED[15].

In Polymer Light Emitting Diodes(PLED), conducting polymers like Poly (2-methoxy, 5-(2-
ethylhexoxy)-1, 4-phenylene-vinylene (MEH- PPV) are used as the emissive layer in which
dual carrier injection takes place (Fig. 2). Electrons are injected from cathode to the LUMO of
the polymer and holes are injected from anode to HOMO of the conducting polymer and
they recombine radiatively within the polymer to give off light (Y.Cao et al, 1997). The
fabrication of the device is easy through spin casting of the carrier transport layer and
Electro Luminescent layer (MEH-PPV) for thickness in A° range.
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2.2 Device physics

For OLEDs, it is more often a practice to follow many concepts derived from inorganic
semiconductor physics. In fact, most of the organic materials used in LEDs form disordered
amorphous films without forming crystal lattice and hence the mechanisms used for
molecular crystals cannot be extended. Detailed study on device physics of organic diodes
based on aromatic amines (TPD) and aluminium chelate complex (Alq) was carried out by
many research groups (W.Brutting et al,2001).Basic steps in electroluminescence are shown
in fig. 3 where charge carrier injection, transport, exciton formation and recombination are
accounted in presence of built-in potential. Built-in potential(Vbi) across the organic layers is
due to the different work functions between anode and cathode (I.H.Campbell et al,1996).

EY
,,,,,,, =
S . - *
mki ="
Anoda Omgank Cathoda

Fig. 3. Basic Steps of Electroluminescence with Energy Band[4].

Built-in potential (Vbi) found out by photovoltaic nulling method, where OLED is
illuminated and an external voltage is applied till photocurrent is equal to dark current
(J.C.Scott et al,2000). Its physical significance is that it reduces the applied external voltage V
such that a net drift current in forward bias direction can only be achieved if V exceeds built
in voltage.Carrier injection is described by Fowler-Nordheim tunneling or Richardson-
Schottky thermionic emission, described by the equations

. AP 2a¢5”?

o = o) 0

. s F

jis = AT exp(- B LD, @
B

The current is either space charge limited (SCLC) or trap charge limited (TCLC).The
recombination process in OLED has been described by Langevin theory because it is based
on a diffusive motion of positive and negative carriers in the attractive mutual Coulomb
field. To be more clear, the recombination constant (R) is proportional to the carrier mobility
(W.Brutting et al,2000).

R=[q/ ezollpm + 1] ®)

Apart from the discussion on the dependence of current on voltage and temperature, the
current has a direct dependence on the thickness of the organic layer and it was observed
that thinner the device better will be the current output. Similar observations were also
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made by the group on J-V and luminance characteristics of ITO/TPD/AIQ/Ca hetero
junction devices for different organic layer thickness. The thickness dependence of current
at room temperature leads to the inference that the electron current in Alq device is
predominantly space charge limited with a field dependent charge carrier mobility and that
trapping in energetically distributed states is additionally involved at low voltage and
especially for thick layers. The temperature dependence of current in Al/Alq/Ca device
(from 120 K to 340K) indicates that device is having a less turn-on current at higher
temperature and recombination in OLED to be bimolecular process following the Langevin
theory. The mathematical analysis of the device, considering traps and temperature has
been a new approach in device physics.

Towards the search of highly efficient device, the combining of Alq and NPB, with a
thickness of 60nm for the Alq layer has been determined to yield higher quantum efficiency
whereas thickness variation of NPB layer doesn’t show any measurable effect.

The field and temperature dependence of the electron mobility in Alq leads to the delay
equation (W.Brutting et al,2000) as

ty=— 4)

where

V-V

=—

The behavior of hopping transport in disordered organic solids has been better explained by
Gaussian Disorder Model (H.Bassler,1993). The quantitative model for device capacitance
with an equivalent circuit of hetero layer device gives more insight into interfacial charges
and electric field distribution in hetero layer devices.

The transport behavior in polymer semiconductor has been a matter of active debate since
many theories were put forwarded by different groups. Charge transport is not a coherent
motion of carriers in well defined bands - it is a stochastic process of hopping between
delocalized states, which leads to low carrier mobilities (u<<lcm? /Vs)(W.Brutting et
al,1999). Trap free limit for dual carrier device was studied by Bozano et al,1999. Space
charge limited current was observed above moderate voltages (>4V), while zero field
electron mobility is an order of magnitude lower than hole mobility. Balanced carrier
injection is one of the pre requisites for the optimal operation of single layer PLEDs.
Balanced carrier transport implies that injected electrons and holes have same drift
mobilities. In fact, it is difficult to achieve in single layer devices due to the predominance of
one of the carriers and hence bi-layer devices are used to circumvent the problem.
ITO/PPV/TPD: PC/ Al devices fabricated where ITO/PPV is an ideal hole injecting contact
for the trap-free MDP TPD: PC. Here ITO/PPV contact acts as an infinite, non depletable
charge reservoir, which is able to satisfy the demand of the TPD: PC layer under trap-free
space-charge-limited (TFSCL) conditions (H.Antoniadis et al,1994). Trap free space charge
limited current (TFSL) [L.Bozano et al,1999) can be expressed as

F

9
Jrrs = g550ﬂ52 /d ®)
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where g, is the permittivity of vacuum, ¢ is the permittivity of the polymer, x is the
mobility of holes in trap free polymer, d is inter electrode distance(M. A. Lampert and P.
Mark ,1970). Trapping is relatively severe at low electric fields and in thick PPV layers. At
high electric fields, trapping is minimized even for thick PPV layers.

The carrier drift distance x at a given electric field E before trapping occurs is given by
x=urE where 7 is the trapping time. The electron deep trapping product ur determines
the average carrier range per applied electric field before they get immobilized in deep
traps. It is imperative that the difference in uz values of electrons and holes in PPV (107
and 107cm? /v respectively) reflects their discrepancy in transport. In fact, not the
structure of PPV contributes to this difference, but oxygen related impurities in PPV (P.K.
Konstadinidis et al,1994) with strong electron accepting character and reduction potential
lower than PPV may act as the predominant electron traps and limit the range of electrons.
The study of temperature dependence of current density versus electric field for single
carrier (both electron dominated and hole dominated) and dual carrier devices at
temperatures 200K and 300K exhibits interesting results (L.Bozano et al, 1999). In both
temperatures, the reduction in space charge due to neutralization contributes to significant
enhancement in current density in dual carrier devices . Also it was deduced that the electric
field dependence of the mobility is significantly stronger for electrons than for holes. The
electric field coefficient y 1is related to temperature as per the empirical relation
y=(1/kT-1/kT,)B where B and T, are constants (W.D.Gill,1972). In MEH-PPV devices,
charge balance will be improved by cooling which in turn leads to enhanced quantum
efficiency. By adjusting barrier heights, at the level of 0.1eV, quantum efficiency close to
theoretical maximum can be achieved. In order to limit the space charge effects and hence to
enhance the performance in terms of current density, the intrinsic carrier mobility to be
taken care by modifying dielectric constant or electrically pulsing the device at an interval
greater than recombination time. The other means of improvisation is aligning of polymer
backbone, but such efforts may lead to quenching (L.Bozano et al,1998)

2.3 Device models

Device modeling is useful in many ways like optimization of design, integration with
existing tools, prediction of problems in process control and better understanding of
degradation mechanism. By modeling PLEDs current-voltage -luminance behavior, with
which quantum and power efficiencies can be analytically seen, this in turn normally has to
be subjected to experimental validation.

Both band based models and exciton based models were proposed to explain the
electronic structure and operation of polymer devices. Out of the two, there are more
supportive arguments for band based model. I.D.Parker examined (I.D.Parker,1994) the
factors that control carrier injection with a particular reference to tunneling, by
experimenting on ITO/MEH-PPV/Ca device. The thickness dependability of current
density with respect to bias and field strength are shown in fig.4 and 5 respectively. It is
obvious from these figures that the device operating voltage shall be reduced by reducing
the polymer thickness. The field dependence of I-V behavior points to the tunneling
model of carrier injection, in which carriers are field emitted through a barrier at
electrode/polymer interface (fig.4).
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Currznt Density {mﬁhlrmz)

Fig. 4. Thickness Dependence of the I-V Characteristics in ITO/ MEH-PPV /Ca Device
(LD.Parker,1994).

RE -

Current Density (mA/mm®}
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Fig. 5. Field v Current Dependence for ITO/MEH-PPV /Ca Device ((I.D.Parker,1994).

For a clear understanding of the device physics and models, it is customary to fabricate
single carrier and dual carrier devices. On replacing Ca, having low work function (2.9eV)
with higher work function metals like In (4.2eV), Au (5.2eV), hole only devices can be made.
This increases the offset between Fermi energy of cathode and LUMO of polymer which
causes a substantial reduction in injected electrons and holes become dominant carriers. It is
apparent that the external quantum efficiency reduces in single carrier devices. The current
characteristics show only a slight dependence with temperature which is predicted by
Fowler-Nordheim tunneling.

I oc FZ exp( k (6)

)
where F is the field strength The constant k is defined by

g B2 g )

3gh
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where ¢ is the barrier height and " is the effective mass of the holes(S.M.Sze,1981).

A rigid band model better explains experimental results where holes and electrons tunnel
into the polymer when applied electric field tilts the polymer bands to present sufficiently
thin barriers. Fig.6 clearly indicates how this model envisages tunneling of holes.

o 2oel’
In 4.2

Al 4 38V

ApE ddaV
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Fig. 6. Band Diagram (in Forward Bias) for Model, indicating positions of Fermi Level for
different electrode materials (I.D.Parker,1994).

From the band based model and characterization, the improvements in device performance
was suggested by L.D. Parker. Of the devices he made, ITO/MEH-PPV/Ca devices exhibit
better results due to the reasons explained elsewhere. The device turn - on happens at a flat
band condition and it is in fact the voltage required to reach the flat-band condition and it
depends on the band gap of the polymer and work-function of electrodes. The operating
voltage of the device is sensitive to barrier height whereas the turn-on voltage is not.

From the equations mentioned before, an approximation for the current can be made as

2

To exp(—m) 8)

1%

where V is the applied voltage and ¢ is the barrier height. This prediction of barrier height
dependence of operating voltage has been supported by experimental credentials.
Efficiency of the device is a function of current density due to minority carriers, increasing
barrier height leads to an exponential decrease in current and efficiency, which is shown in
fig.7 Parker had suggested the suitable combination of electrode materials and polymers so
that low turn-on voltage and operating voltage can be achieved.
J.C.Scott et al(J.C.Scott et al,2000) contributed to unveil the phenomena like built in
potential, charge transport, recombination and charge injection with a numerical model to
calculate the recombination profile in single and multilayer structures. ‘Essentially trap free’
transport, Langevin mechanism for recombination and model of thermionic injection with
Schottkey barrier at metal organic interface are the important features used by them. It is to
be highlighted that charge trapping is neglected in the analysis and transport is described in
terms of trap free space charge limited currents. Fowler-Nordheim mechanism was used to
explain the injection, but by analytical methods and simulations, thermionic injection ( G.G.
Malliaras ,1998) is said to best suit for explaining the injection in organic diodes.
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Fig. 7. Device Efficiency v (Barrier Height)3/2 [I.D.Parker,1994).

There are remarkable efforts (P.W.M.Blom & Marc J.M,1998) in characterization and
modeling of polymer light emitting diodes. Their experiments on PPV devices, both single
carrier and dual carrier devices, paved the way to the better understanding of mobility of
electrons and holes. Electron only devices are fabricated by a PPV layer sandwiched
between two Ca electrodes whereas hole only devices with an evaporated Au on top. For
hole only devices, current density depends quadratically on voltage.

2

J=2 ety 7 ©)
where 4, is hole mobility and L is the thickness of the device. Transport properties of the
single carrier devices are described in detail with analytical expressions. Hole only device is
having effect of space charge holes and electron only devices show trapping of electrons. For
double carrier device, two additional phenomenon becomes important-recombination and
charge neutralization. Recombination is bimolecular since its rate is directly proportional to
electron and hole concentration. Without traps and field dependent mobility, the current in
double carrier device is
J= (9_”J1/2 8,6 [_zq“n”n(“n * ﬂn)Jm vz (10)

8 o £,¢,B L

where B is bimolecular recombination constant. (P.W.M.Blom & Marc J.M,1998).
In PLEDs, conversion efficiency is dependent on applied voltage whereas in conventional
LEDs, it is not. Temperature dependence of charge transport in PLEDs is investigated by
performing J-V measurements on hole only and double carrier devices. Carrier transport
strongly dependent on temperature (P.W.M.Blom et al, 1997) and the fig.8 explains the
variation of current density with respect to applied voltage for different temperature.
Also, the plot of bimolecular recombination constant B for different temperatures (fig.9)
sheds light into the fact that recombination is Langevin type [31] and mathematically it is
expressed in terms of mobility

e
B =——(pn+ wy) (11)
Eo&r
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Fig. 8. Experimental and Calculated (Solid lines) J-V characteristics in hole only (squares)
and double carrier (circle) for different thickness (P.W.M.Blom & Marc J.M,1998).

The enhancement of maximum conversion efficiency is by decreasing non radiative
recombination and by use of electron transport layer which shifts recombination zone away
from metallic cathode.
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Fig. 9. Temperature Dependence of Bimolecular Recombination Constant (P.W.M.Blom &
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Device model based on Poisson’s equation and conservation of charges was more a
traditional presenattion (Y.Kawabe et al,1998) in organic electronic devices. By assuming
that recombination rate is proportional to collision cross section A, electric field, sum of
mobility values of electrons and holes and the product of carrier densities, charge
conservation equation has been rewritten as

ot sy, + B G, 9 1

where + and - signs indicate electron and hole currents.
By conservation law of the total current

Ih(x) + ]e(x) = EE(x>nh (x):uh + EE(JC)HE (x):ue = ]0 ’ (13>
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with the boundary conditions given by current injection at both electrodes (Y.Kawabe et
al, 1998) .
Besides, current density, relative quantum efficiency was calculated by the model equation

ny = Iny  Jeqay = T
Jo Jo

Here numerical values of the parameters are used to simulate J-V and quantum efficiency
characteristics .Two devices-one with semiconducting polymer (BEH-PPV) and the other
with dye doped polymer (PVK:AIQ;) were fabricated by spin casting techniques and
characterized. The results validate the model for the single layer devices and its suitability
for complex devices is yet to be tested.

The model is having the advantages of incorporating charged traps as shown in equation
below

(14)

=m0 o) 19

where + indicates positive ad negative charges respectively. This sends limelight to the
causes of degradation process in real devices due to the accumulation of electrons in the
vicinity of the cathode. The inferences include low barrier height for low voltage operation,
high mobility for high brightness devices and low electron mobility confines the emission
region near the cathode and should be avoided to prevent electrode quenching.

3. Ambient studies of organic light emitting diodes

The temperature dependence of current density versus bias voltage exhibits interesting
results in organic light emitting diodes. The studies made on four sets of devices namely
Device A: ITO/PEDOT-PSS/MEH-PPV/Al, Device B: ITO/PEDOT-PSS/MEH-
PPV/LiF/Al, Device C: ITO/PEDOT-PSS/Alq3/Al and Device D: ITO/PEDOT-
PSS/ Alq3/LiF/Al show the effects of temperature variation in their performance. The
OLEDs were fabricated on ITO coated glass of surface resistivity in the range of tens of
ohms. The standard cleaning procedure (] W. H. Kim et al,2003) in deionized water, acetone
and isopropyl alcohol were carried out. PEDOT:PSS and MEH:PPV were spun cast on ITO
coated glass for polymer devices. For fabricating small molecule based OLEDs, Tris(8-
hydroxyquinolinato) aluminium (Alq3) was vacuum evaporated at 106 torr by physical
vapor deposition. The buffer layer of LiF was also vacuum evaporated in the devices where
such caps were used to enhance the injection of carriers. The metallic cathode was also
vacuum evaporated in all the four sets of devices.The J-V characteristics were plotted by
using a Keithley 2400 Source meter interfaced to a computer. Impedance versus frequency
behavior was studied using Electrochemical workstation IM6 ex from Zahner, Germany. It
also gives the plots of real versus imaginary impedances. The measurements from cryogenic
temperature to room temperature were taken with the help of cryostat. The thickness of the
evaporated as well as spun cast layers and refractive index of PEDOT:PSS film on ITO were
measured by Sopra make Spectroscopic Ellipsometer. The luminance behavior was observed
with the help of a fibre optic spectrometer Avantes.
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3.1 Current density versus bias voltage

The variation of current density with respect to the applied voltage explains the turn on
phenomena of the device. Figures 10 and 11 show the J-V characteristics of devices A, B, C
and D respectively at a temperature varying from very low value of 100K to room
temperature. The devices A and B are having MEH:PPV as the emissive layer and their J-V
characteristics are shown in figure 10a and 10b respectively. The devices C and D in which
the emissive material is small molecule Alq3 exhibits a current variation as shown in figure
11a and 11b respectively.
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Fig. 11. J-V Characteristics of Device C and D at different temperatures.

The lowest voltage required [26] for the start of tunneling and hence the light emission is the
‘turn on’ voltage. At very small forward voltage, tunneling doest not occur and it begins at
the flat band condition. In fact, ‘flat band voltage’ is the energy gap minus the two energy
offsets. The turn on voltage is a function of the energy levels of the polymer and considered
to be independent of the polymer thickness. The emission from the device starts to occur at a
point where the current starts to increase rapidly when plotted in linear axis. This is the
‘operating voltage’ at which light emission becomes visible to the naked eye and it is a
function of the thickness of the emissive layer.
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In the device A, ‘turn on” happens at 4volts at 100K and it gradually comes down at every
fall of 50k and finally it reaches 2.2 volts at 300K. For the device where LiF buffer layer
(device B) is used to catalyze the carrier injection, ‘turn on’ occurs bit earlier than device A-
2.8 volts at 300K and falls to 2.1 volts at 100K. It is obvious that the rate of this fall in device
A is more than that of device B. The operating voltage also experiences a similar shift due to
the variation in temperature-5.8 volts at 100K to 3.9 volts at 300K in device A and in the case
of device B, it is 4 volts at 100K to 2.9 volts at 300K. A similar variation can be seen in
organic light emitting devices also where Alg3 is the emissive material.

In all the four sets of devices, it was observed that the ‘turn on” occurs at smaller values of
applied bias voltage in room temperature. As the temperature goes on decreasing, the turn
on becomes slower and it becomes worst at the lowest temperature of 100K. At lower
forward bias Fowler Nordheim tunneling contributes to the device current whereas at
higher bias voltages, space charge limited current (SCLC) governs the current. The current
density in dual carrier device is a direct function of the product and the sum of the
mobilities of electrons and holes (P.W.M.Blom et al,1998) , which is clear from the eqn.10.

— 10
8 &,6,B r L10)
On increasing the recombination constant B, the neutralization decreases which brings
down the current density.The mobilities at lower temperatures substantially come down
which contribute to the slower ‘turn on’ process at lower temperatures.

]:(9_”}1/28 i [2qﬂpﬂn(ﬂp +ﬂn)]l/2 V2

3.1.2 Impedance characteristics

Impedance spectroscopy is a powerful tool (Shun-Chi Chang et al,2001) to investigate the
behavior of OLEDs when applied with an alternating input having a frequency ranging
from tens of hertz to several hundreds of kilohertz with a small ac input signal like 100mV
peak to peak and this can be performed in the presence or absence of a superimposing DC
voltage. The use of lower excitation voltage could assure the quasi-equilibrium condition
needed to carry out such experiments and probe charged states in the bulk. Further, small ac
voltage without a superimposing DC voltage would ensure clear separation of bulk effects
from interfacial effects. By using spectroscopic investigations, real versus imaginary
impedance can be derived which helps to evolve the electrical models of the device.

The equivalent circuit of OLED is normally represented by a series resistance with a parallel
combination of resistance and capacitance in the case of single layer devices. More RC layers
to be included when more layers are added in the device. This is normally deduced from the
real and imaginary impedance obtained through impedance spectroscopy. The resistance
and capacitance can be computed by fixing the points of series resistance (Rs) and the
parallel resistance as shown in the figure 12. From the measurements of imaginary
impedance (Z") the frequency corresponding to its maximum value can be equated as ® =
1/(Rp.Cp). From this equation value of Cp can be computed and the equivalent circuit is
drawn as shown in figure 13. It is to be highlighted that when PEDOT:PSS is used as hole
transport layer in organic or polymer devices, the impedance spectra resembles to that of a
single layer device giving only one semicircle in the Cole-Cole plot or only one peak in the
imaginary impedance measurements. In the real versus imaginary impedance plot (Cole-
Cole plot), frequency is always an implicit variable.
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The qualitative difference between the device behaviors when subjected to a small excitation
of 100mV peak to peak with no superimposing DC voltages at different temperature is an
interesting case to be analyzed. Figures 14 and 15 show the impedance spectra of the devices
which use the polymer and small molecule electroluminescent layers in dual carrier
injection devices. It is clear from the figure 14a and 14b that the device in which a buffer
layer of LiF is used (device B) offers more impedance at the same frequency than the one
without it (device A).
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Fig. 14b. Impedance spectra of ITO/PEDOT:PSS/MEH:PPV /LiF/ Al
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In both cases, impedance remains high for higher value of frequency and it comes down as
temperature is lowered. The impedance falls at lower frequencies in device B than A.

In the case of the devices which use small molecule Alq3 as emissive layer exhibits a higher
impedance than that of MEH:PPV device in identical thickness of the layers. Here in low
frequency regime of the spectra, the impedance remains constant for a smaller span of
frequencies than that of the polymer devices. It is worth mentioning that the organic light
emitting device which does not use a buffer layer of LiF offers less impedance than its
counterpart which uses a buffer layer. At room temperature, the fall of impedance is faster
for the device D.

Temp. Value of Rs Value of Rp Value of Cp
100K 20Q 23.35 KQ 725 pF
150K 40Q 13.1 KQ 16.6 nF
200K 72Q 7.78 KQ 5.76nF
250K 50Q 5.8KQ 9.68nF
300K 60Q 3.89 KQ 144.6nF

Table 1. Values of the Parameters in the Equivalent Circuit.

A sample computation of the parameters in the equivalent circuit of the device shown in fig.
14a is given in Tablel.

4. Encapsulation and reliability enhancement

Ever since efficient organic light emitting diodes were reported (C.W.Tang et al,1989), there
has been unending efforts for devising full color displays with the least degradation.
Evolution of dark spots and consequent decay of device luminance were the reported
(P.E.Burrows et al,1994) phenomena in degradation studies of organic luminescent devices.
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No doubt, the degradation due to moisture poses threat in lifetime and performance and
this problem is worse in devices having flexible substrates since they are more permeable to
moisture and oxygen to which organic materials are sensitive too.

The first systematic study in this respect was from Burrows et al (P.E.Burrows et al,1994)
and they had proposed encapsulation as a means of circumventing the decay of life time.
Large area devices when operated for extended life, there has been occurrence of short
circuits. Once the device is applied with a voltage, current in the range of tens of milli
amperes is allowed to send through it and short circuit begins to develop. If a high current is
applied for a short period, again it causes short circuit between electrodes. The formation of
microscopic conduction paths through organic layers leads to burn out when high current is
applied. These paths exist initially due to the non planarity at the interfaces, eventually
leading to the formation of short circuits. Considering the sustainable features of the OLED
devices, the encapsulation material (G.Dennler et al,2006) should be having low moisture
absorption, low curing temperature, short curing time and transparent to visible light. A
structure with an encapsulation proposed by Burrows et al is shown in figure 16. The device
fabricated by conventional cleaning and coating procedures to be transferred from vacuum
to a glove box in nitrogen ambience. A thin bead of epoxy adhesive to be applied through
syringe around the edges with care that adhesive doesn’t get in contact with the active
layers. A clean glass of suitable dimension to be used for covering the top and UV curing
can be used to ensure proper adhesion and connections from electrodes are to be taken out
with thin Au bonding connected with colloidal silver solution.

Gold
Bonding
Wire | *— Glass
Silver ~4—— Epoxy
Paste — Electrode
SiN Organic
X = Layers
ITO ™ Glass

Fig. 16. Schematic on Encapsulation of OLEDs (P.E.Burrows et al,1994).
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Another method of encapsulation is based on physical lamination (Tae-Woo Lee et al,2004)
of thin metal electrodes supported by elastomeric layer against an electroluminescent
organic is shown in figure 17. This method relies only on van der Waals interactions to
establish spatially homogeneous, intimate contacts between the electrodes and the organic
layers.

PDMS

— — e

- - P
Fig. 17. Soft Contact Lamination of OLEDS [Tae-Woo Lee et al,2004).
The disruption at the electrode-organic interface can be substantially minimized with a high
degree of protection against pinhole defects. This is better termed as soft contact lamination,
which is intrinsically compatible with soft contact lithography which could very well be
used for devices in nanometric regime. The encapsulation methods, however precise they

are, induce morphological, physical or chemical changes in organic layers, which could be
minimized by this soft contact lamination technique.

5. Perimeter leakage

Computation of leakage current is necessary for taking measures to gain control over it in
order to enhance the performance of organic light emitting diodes. Not many number of
studies have been reported so far in this regard and Garcia-Belmonte et al (Germa" Garcia-
Belmonte et al,2009) has made some pioneering works considering the structural aspects of
organic light emitting diodes. No doubt, leakage current has a momentous role in the stand-
by life of the battery operated device and hence tracing its physical origin is equally
important. The ohmic behavior in reverse biased and forward biased region (till built in
voltage) is assumed to be linked to leakage current component too and hence total current
density can be equated as Jit= Jopert]icakage .The current till built in voltage has a
predominant leakage component and after this point it is due to the applied potential. The
surface roughness of Indium Tin Oxide Layer (K.B. Kim et al,2003) and the local damage of
the organic layer induced during radio frequency sputtering of cathodes (] H. Suzuki & M.
Hikita ,2003;L.S.Liao et al,1999) are assumed to have links with the leakage paths.
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1. Introduction

Various researchers have highlighted the integration of small-dimension, optical
communication- and micro-systems into mainstream silicon fabrication technology
(Bourouina et al 1996; Clayes, 2009; Fitzgerald & Kimerling, 1998; Gianchanadni, 2010;
Robbins , 2000; Soref , 1998). The realization of sufficiently efficient light-emitters have, been
a major technological challenge.

A research area, known as “Silicon Photonics”, has emerged in recent years (Kubby and
Reed , 2005-2010; Savage 2002; Wada, 2004). This technology offers the advanced processing
of data at ultra high speeds and provides advanced optical signal processing. It can analyse
diverse optical data directly on chip, and may even contribute towards solving the
interconnect density problem, associated with current microprocessor systems. Until now,
this technology has been primarily established at 1550 nm. The reason is to conform with the
main long haul and low loss telecommunication bands. The realization of waveguides,
modulators, resonators, filters etc. on silicon platforms has been achieved until now with
relative ease by using mainly Silicon-on-Insulator (SOI) technology.

Two main application fields have been developed, namely (1) high speed optical
communication with modulation speeds and bandwidths reaching up to THz , utilizing Si-
Ge technology , and (2) the so-called “Lab on chip” approach, where the main goal is the
realization of an optical micro-system, which can perform certain analysis of the
environment or attached media.

In the absence of an efficient light source at 1550 nm on a chip, these systems operate
currently with external light sources. They also incorporate Si-Ge detectors, which are not
compatible with mainstream silicon technology (Beals at al, 2008; Lui et al, 2010; Wada,
2004). The integration of germanium into silicon structures requires the addition of complex
and very expensive processing procedures. Recently, a Ge-on- Si laser source was
announced by Lui et al. in 2010. This technology provides coherent optical emission on a
chip, but utilizes quite complex strained Si-Ge layer technology.

Making use of adequately emitting Complementary Metal Oxide Semiconductor (CMOS)
optical sources, together with good silicon detectors, shows good potential to manufacture
diverse new optical communication and integrated systems directly onto CMOS silicon
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chips. The optical communication bandwidth of these systems may not necessarily compete
with that of Si-Ge technology, but it still could take a substantial market share when the
benefits of an all silicon and CMOS compatible systems are considered. These benefits are,
mainly, (1) lower complexity of the technology; (2) lower cost of fabrication; (3) ease of
integration into the mainstream CMOS technology; and (4) higher system integration
capabilities.

The realization of micro-photonic systems on CMOS chips can lead to many new products
and markets in the future. Achieving these goals can lead to low cost “all-silicon” opto-
electronic based technologies and so-called “smarter” and more “ intelligent” CMOS chips.
Envisaged systems could range from CMOS based micro-systems, analyzing environmental
or bio-logical substances to sensors on chips, which can detect vibration,, inertia and
acceleration. Whole new products, aimed at the medical and biological market could be
developed and sensor systems, which could measure colour, optical intensities, absorption,
and distances (including metrology) . Such a new field could be appropriately nomenclated
“Silicon CMOS Photonics”.

Propagation Estimated
wavelength Optical | Waveguide Detectors Complexity ‘ cost to
source technology (10) implement
(nm)
(10)
450 Available | Not available Available 10 8
750 - 850 Available | Challenges Available 3 2
1100 Available Available Not available 8 10
1500 Available Available Not available 8 10

Table 1. Comparison of optical source, waveguide and optical detector technologies for
generating new micro-photonic systems in CMOS integrated circuit technology.

Table 1 summarizes the current options for integrating photonic systems into CMOS
technology with regard to optical source, waveguide, detector technology and complexity.
The composition of the table is based on the presentation of results in the field at recent
international conferences (SPIE Photonic West 2009,2010).

The analysis shows, that if efficiently enough waveguides could be developed in the
wavelength regime of 750-850 nm, both optical sources and detectors could be completely
compatible with CMOS technology. The waveguide technology at these wavelengths faces
some major challenges, as very little research and development work has been done in this
field. The operating wavelength would be about one half of that of 1550 nm, which is currently
the wavelength for long haul communication systems. This wavelength could still very
effectively link with the current wide bandwidth 850 nm local area network technology.

In this chapter, research results are presented with regard to the following : (1) The optical
compatibility of silicon CMOS structures. (2) The current state of the art technology of
optical sources at submicron wavelengths, that are compatible with mainstream CMOS
technology. (3) Development capabilities of waveguides in the 750 - 850 nm wavelength
regime utilising CMOS technology. (4) “Proof of concept” of optical communication systems
that utilize “all silicon CMOS components “. (5) Finally, the development of CMOS based
micro-photonic systems using CMOS technology in the 650 - 850 nm wavelength regime.
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2. Optical compatibility of CMOS technology

First, the capability of CMOS technology is evaluated to accommodate optical propagation
in micro-photonic systems. An investigation of the CMOS structure, as in Fig. 1, (Fullin et
al., 1993 ), shows that the field oxide, the inter-metallic oxide, and the silicon nitride (SisNa)
passivation layer are all optical transparent and can serve as “optical propagation and/or
optical coupling structures ” in CMOS integrated circuitry.

pebuiill {maslssbrato)

N-MOST P-MOST
Fig. 1. Schematic diagram displaying a typical structure used in field oxide based CMOS
integrated circuit technology. Layers that are optically transparent below 1 pm are shown in
yellow, green and grey . Bright yellow: Native silicon dioxide; Yellow: intermetallic oxide;
White: Passivation oxide ; Green: Silicon nitride.

Field oxide, used for electrical isolation between MOSFET transistors by older CMOS
processes, is formed by oxidation of silicon. This results in a high quality “glassy” layer of
superb optical transmission with a refractive index of 1.46. A drawback is that this layer is
bonded at the bottom to a highly absorptive silicon substrate with a refractive index of 3.5
and a very high absorption coefficient for all optical radiation below 950 nm. It is anticipated
to use this layer as medium to transport optical radiation vertically outward from Si
Avalanche based Light Emitting Diodes (Si AvLEDs), which are situated at the silicon-
overlayer interface (Snyman et al. , 2009). The specific structure associated with the field
oxide, favours simple convex lensing for outward directed vertical optical radiation. Fig. 2
demonstrates the concept obtained by structural analysis and ray tracing.

The inter-metallic oxide, positioned between metallic layers, are CVD plasma deposited and
mainly used as electrical isolation between the metal layers. Literature surveys (Beals et al ,
2008, Gorin et al, 2008 show that, even so, these layers are porous, they offer suitable
propagation for the longer mid infra-red wavelengths, where structural defects, such as
porosity, grain boundaries and side wall scattering due to roughness play a lesser role . The
metallic layers bonding to the oxide inter-metallic oxide layers can be used as effective
reflectors or optical confinement layers.

The oxide which is deposited on top of the metal layers serves as a pre-passivation step
prior to the final passivation by silicon nitride. This layer could be used for the propagation
of mid infrared wavelengths.

The silicon nitride layer possesses interesting optical properties. One main advantage is that
the refractive index is higher than that of the surrounding plasma oxide layers. Depending
on the composition and deposition technology, its refractive index can be varied between 1.9
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Fig. 2. Optical propagation phenomenon at 750nm in CMOS over layers using simple ray
tracing techniques. The layer color indexing is the same as in Fig.1.

and 2.4. This layer, when surrounded by silicon oxide, is ideal for waveguiding optical
radiation laterally in the CMOS structure. Since this layer, too, is created by the CVD
process, is porous and has a rough surface. Therefore, it is anticipated to use this layer for
the propagation of longer wavelengths. Fig. 3 demonstrates this concept.

Optically transparent layers made of polymer or silicon oxi-nitride can be deposited on top
of the CMOS layers with relative ease by means of suitable post processing procedures.
Since these layers are deposited at low temperatures, they can be subjected to further
procedures to generate sloped or lens like structures in the final outer layer CMOS structure.
Recently, at the SPIE Photonic West Trade Show in San Francisco, it was reported that RF
etching and other technologies exist to pattern such layers with up to 150 steps using
appropriate software and process technology (Tessera, 2011).

CMOS processes below 350 nm utilize a planarization process after the MOSFET transistor
fabrication. They deposit up to six metal layers on top of these layers, where sloping of these
layers is caused by the thicker outer metal layers (Foty, 2009, Sedra, 2004). However, this
technology uses trench isolation for electrically isolating n- and p MOSFETS laterally in the
CMOS structure. The trench- isolation technology opens up interesting optical properties.
Trenches are spatially defined. This implies that light emitters can be fabricated in the
CMOS structure at certain areas which are laterally bounded by isolation trenches or deep
crevasses in the silicon. It hence follows that, if these trenches could be filled with an optical
material of higher refractive index, optical radiation emitted from the silicon-overlayer
interface, could then be coupled with high efficiency directly into adjacent optical channels.
The current CMOS technology can create a thin oxidation layer that is used as isolation layer
in the trench technology. If this layer can be enhanced and is followed by a layer of high
refractive index material such as silicon nitride, interesting lateral optical conductors or
waveguides can be constructed at the silicon-overlayer interface. Some of these concepts are
illustrated in Fig. 4 and Fig 5 (Snyman 2010d) (Snyman and Foty, 2011a).
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Since certain optical sources can only be fabricated at the silicon-overlayer interface in the
CMOS structure (such as Si-avalanche LED technology), coupling of optical radiation from
the silicon-overlayer interface to the outer CMOS surface layers needs to be investigated.
Analysis conducted has shown, that by applying special CMOS layer definition techniques
and positioning these layers under 45 degree, structures can be generated which couple the
optical radiation from the silicon substrate to the over layers. Fig. 3 illustrates this concept.
Additional structures can be designed to ensure nearly 100 % coupling into the silicon

nitride layer.
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Fig. 3. Optical propagation phenomenon at 750nm in CMOS over layers using simple ray
tracing techniques. The layer color indexing is the same as in Fig.1. Waveguiding of
radiation along the silicon nitride overlayer is demonstrated.
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Fig. 4. Components and structural layout of the latest CMOS processes utilising isolation
trench based technology (Sedra, 2004).
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This implies that photonic system structures can be generated in CMOS technology which
incorporate so called “ multi-planing”, where optical radiation can be coupled from one
plane to the next. Obviously, the concepts described here are still in its infancy, and further
research is necessary. Both standard CMOS as well as Silicon-on-Insulator (SOI) technology

are suitable to realise some of the concepts.
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modification of existing CMOS processes. (a) Waveguide structure fabricated by post
processing procedures in the overlayers. (b) Trench based waveguide structure with silcon

nitride embedded in silcon oxide.
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3. Viable optical sources for all- silicon CMOS technology

The availability of optical sources suitable for integration into CMOS technology is
evaluated. A survey reveals that a number of light emitters have been developed since the
nineties that can be integrated into mainstream silicon technology. They range from forward
biased Si p-n LEDs which operate at 1100 nm (Green et al, 2001, Kramer et al 1993;
Hirschman et al 1996); avalanche based Si LEDs which operate in the visible from 450 - 650
nm (Brummer et al, 1993; Kramer et al 1993; Snyman et 1996- 2006); organic light emitting
diodes (OLED) incorporated into CMOS structures which also emit in the visible (Vogel et al.,
2007); to, strained layer Ge-on-ilicon structures radiating at 1560 nm (Lui, 2010). Fig. 6
illustrates the spectral radiance versus wavelength for a number of these light sources as
found in various citations.

Forward biased p-n junction LEDs and Ge-Si hetero-structure devices emit between 1100 and
1600 nm. This wavelength range lies beyond the band edge absorption of silicon, and all
silicon detectors respond only weakly or not at all to this radiation. Hence, these technologies
are not viable for the development of only silicon CMOS photonic systems. The Ge-Si hetero-
structure can be realized in Si-Ge CMOS processes, but increases complexity and costs.
Organic based Light Emitting Diodes (OLED) utilize the sandwiching of organic layers
between doped silicon semiconductor layers with high yields between 450 and 650 nm
(Vogel et al , 2007). In spite, the incorporation of foreign organic materials through post-
processes this technology is a viable option. The photonic emission levels are quite high, up
to 100 cd m2 at 3.2 V and 100 mA cm-2. The organic layers must be deposited and processed
at low temperature. This technology is, therefore, particularly suited for post processing,
and as optical sources in the outer layers of the CMOS structures. A major uncertainty with
regard to this technology is the high speed modulation capability of these devices.
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Fig. 6. Spectral radiance characteristics of Organic Light Emitting Devices (OLEDs and Si
avalanche-based light emitting device (Si Av LED), and comparison with the spectral
detection range of reach through avalanche detector (RAPD) devices.
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Si avalanche light emitting devices in the 450 - 650 nm regime have been known for a long
time (Newman 1955; Ghynoweth et al, 1956)]. The fabrication of these devices is high
temperature compatible and can be used in standard silicon designs. Viable CMOS
compatible avalanche Si LEDs (Si CMOS Av LEDs) have emerged since the early 1990’s.
Kramer & Zeits (1993) were the first to propose the utilization of Si Av LEDs inside CMOS
technology. They illustrated the potential of this technology. Snyman et al (1998-2005) have
realized a series of very practical light emitting devices in standard CMOS technology, such
as micro displays and electro-optical interfaces, which displayed higher emission efficiencies
as well as higher emission radiances (intensities). Particularly promising results have been
obtained regarding efficiency and intensity, when a combination of current density
confinement, surface layer engineering and injection of additional carriers of opposite
charge density into the avalanching junction, were implemented (Snyman et al., 2006 - 2007).
These devices showed three orders of increase in optical output as compared with previous
similar work. However, increases in efficiency seemed to be compromised by higher total
device currents; because of loss of injected carriers, which do not interact with avalanching
carriers. Du Plessis and Aharoni have made valuable contributions by reducing the
operating voltages associated with these devices (2000, 2002).

Fig. 7 presents an example of an electro-optical interface that was developed by Snyman et
al. in association with the Kramer- Seitz group in 1996 in Switzerland and which offered
very high radiance intensity (approximately 1 nW) in spot areas as small as 1 pm2.

The latest analysis of the work of Kramer et al and Snyman et al (Snyman et al, 2010), shows
that, particularly, the longer wavelength emissions up to 750 nm can be achieved by
focusing on the electron relaxation techniques in the purer n-side of the silicon p-n
avalanching junctions. This development has a very important implication. The spectral
radiance of this device compares extremely well with the spectral detectivity of the silicon
reach through avalanche photo detector (RAPD) technology. A particular good match is
obtained between the emission radiance spectrum of this device and the detectible spectrum
of a RAPD (see Fig. 6).

(b)

Fig. 7. Si avalanche-based light emitting device (Si Av LED) and electro-optical interfaces
realized in 1.2 pm Si CMOS technology with standard CMOS design and processing
procedures (Snyman, 1996). (a) Top view with bright field optical microscopy. (b) Optical
emission characteristics in dark field conditions
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Fig. 8. Schematic diagram showing the operation principles of a Si avalanche-based light
emitting device (S5i Av LED) and electro-optical interface. (a) Structure of the device. (b)
Electric field profile through the device and , (c), nature of photonic transitions in the energy
band diagram for silicon .

Fig. 8 represents some of the latest in house designs with regard to a so called “modified E-
field and defect density controlled Si Av LED”. Only a synopsis is presented here and more
details can be found in recent publications (Snyman and Bellotti, 2010a ). The device consists
of a p+-i-n-p+ structure with a very thin lowly doped layer between the p+ and the n layer.
The purpose of this layer is to create a thin but elongated electric field region in the silicon
that will ensure a number of diffusion multiplication lengths in the avalanche process. The
excited electrons loose their energies mainly in the n-type material through various intra-
band and inter-band relaxation processes. If the p*n junction at the end of the structure is
slightly forward biased and a large number of positive low energy holes is injected into the
n-region, these holes can then interact with these high energy electrons . This enhances the
recombination probability between high energetic electrons and low energy holes.

The recombination process can be further enhanced by inserting a large number of surface
states at the 5i-5iO; interface in the n-region. This can cause a “momentum spread” in the n-
region for both, the energetic electrons as well as the injected holes. Fig. 8 (c) presents the
photonic transitions that are stimulated by this design. Excited energetic electrons from high
up in the conduction band may relax from the second conduction band to the first
conduction band. Energetic electrons excited by the ionization processes may interact and
relax to defect states which are situated in the mid-bandgap level between the conduction
band and the valence band. The maximum density distribution (electrons per energy levels)
is around 1 to 1.8 eV (Snyman 2010a) , and relaxation to mid-bandgap defect states will
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cause a spread of light emission energies from 0.1 eV to 2.3 eV , with maximum transition
possibilities between 1.5 eV and 2.3 eV. By controlling the defect density in this device, one
can favour either the 650 nm or 750 nm emissions. Total emission intensities of up to 1 uW
per 5 pm? area at the Si-SiO; interface have recently been observed (Snyman and Bellotti,
2010a). Further improvement is currently underway in order to increase particularly the
longer wavelength emissions associated with these structures.

In summary, particularly promising about the application of Si Av LEDs into CMOS

integrated systems, is the following :

e Si Av LEDs can emit an estimated 1 pW inside silicon and at compatible CMOS
operating voltages and currents (3-8 V, 0.1- 1 mA) they can emit up to 10 nW / pm? at
450 -750 nm (Snyman and Bellotti, 2010a; Snyman 2010b; Snyman 2010c).

e They can be realized with great ease by using standard CMOS design and processing
procedures , vastly reducing the cost of such systems.

e The emission levels of the Si CMOS Av LEDs are 10*3 to 10 *4 times higher than the
detectivity of silicon p-i-n detectors, and hence offer a good dynamic range in detection
and analysis.

e These types of devices can reach very high modulation speeds, greater than 10 GHz,
because of the low capacitance reverse biased structures utilised (Chatterjee, 2004).

e They can be incorporated in the silicon-CMOS overlayer interface, because they are
high temperature processing compatible.

e They can emit a substantial broadband in the mid infrared region (0.65 to 0.85 um) .
Particularly, p*n designs emit strongly around 0.75 pm (Kramer 1993, Snyman 2010a).

4. Development of CMOS optical waveguides at 750nm

The development of efficient waveguides at submicron wavelengths in CMOS technology
faces major challenges, particularly due to alleged higher absorption and scattering effects at
submicron wavelengths.

A recent analysis shows that both, silicon nitride and Si oxi-nitride, transmitting radiation at
low loss between 650 and 850 nm (Daldossa et al., 2004; Gorin et al., 2008). Both, Si O Ny
and Six Ny possess high refractive indices of 1.6 - 1.95 and 2.2 - 2.4 respectively, against a
background of available SiO ;as cladding or background layers in CMOS silicon .
Subsequently, a survey was conducted of the optical characteristics of current CVD plasma
deposited silicon nitrides that can be easily integrated in CMOS circuitry. In Fig. 9, the
absorption coefficients versus wavelength are given for three types of deposited silicon
nitrides. The first curve corresponds to the normal high frequency deposition of silicon
nitride used in CMOS fabrication. The results were published by Daldossa et al. , 2004. The
second curve corresponds to a low frequency deposition process as recently developed by
Gorin et al (2008). The third curve corresponds to a special low frequency process followed
by a low temperature “defect curing” technique as developed by Gorin et al. This process
offers superb low loss characteristics. These results are extremely promising , and
calculations show that, with this technology , very low propagation losses of 0.5 dB cm at
around 750 nm can be achieved when combined with standard CMOS technology. This
wavelength falls into the maximum detectivity range of state-of-the-art reach- through
avalanche silicon photo detectors (Si-RAPDs).
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Fig. 9. Analyses of the loss characteristics of plasma deposited silicon nitride versus
propagation wavelength and comparison with the detectivity of CMOS compatible reach
through avalanche detectors.

Optical simulations were performed with RSOFT (BeamPROP and FULL WAVE) to design
and simulate specific CMOS based waveguide structures operating at 750 nm, using CMOS
materials and processing parameters. First, simple lateral uniform structures were investigated
with no vertical and lateral bends and with a core of refractive index ranging from n = 1.96
(oxi-nitride ) to n = 2.4 (nitride). The core was surrounded by silicon oxide (n = 1.46).

The analysis showed that both, multimode as well as single mode waveguiding can be
achieved in CMOS structures. Fig. 10 and Fig.11 illustrate some of the obtained results.

Fig. 10 shows a three dimensional view of the electrical field along the 0.6 pm diameter
silicon nitride waveguide. Multi-mode propagation with almost zero loss is demonstrated as
a function of distance over a length of 20 pm. Multi-mode propagation in CMOS micro-
systems has the following advantages: (1) a large acceptance angle for coupling optical
radiation into the waveguide; (2) exit of light at large solid angles at the end of the
waveguide; (3) allowing narrow curvatures in the waveguides; and (4) more play in
dimensioning of the waveguides. (1) and (2) are particularly favourable for coupling LED
light into waveguides.

Fig. 11 shows the simulation of a 1 um diameter trench-based waveguide with an embedded
core layer of 0.2 um radius silicon nitride in a SiO, surrounding matrix. The two
dimensional plot of the electrical field propagation along the waveguide as shown in Fig. 11
(a) reveals single mode propagation. The calculated loss curve in the adjacent figure (b),
shows almost zero loss over a distance of 20 um in Fig 11(b). Fig. 12(a) displays the
transverse field in the waveguide perpendicular to the axis of propagation. Using the value
of the real part of the propagation constant, as derived in the simulation, an accurate energy
loss could be calculated using conventional optical propagation. With the imaginary part of
the refractive index, as predicted by RSOFT, a low loss propagation of 0.65 dB cm is found,
taking the material properties into account, as used by the RSOFT simulation program.
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Fig. 10. Advanced optical simulation of the electrical field propagation in a 0.6 um wide
silicon nitride layer embedded in SiO, in CMOS integrated circuitry. Multimode optical
propagation at 750 nm is demonstrated over 20 pm with a loss of less than 1 dB cm--

Single mode propagation, where the light is more difficult to couple into the waveguide,
results in low modal dispersion loss along the waveguide, as well as in extreme high
modulation bandwidths.

It is important to note that waveguide mode converters can be designed to convert
multimode into single mode.

In Fig 12 (b) , the same simulation was performed as in Fig. 11, but with a silicon oxi-nitride
core of 0.2 pm embedded in a silicon oxide cladding. The mode field plot shows a slight
increase in the fundamental mode field diameter, and less loss of about 0.35 dB cm-1. This
suggests that a larger proportion of the optical radiation is propagating in the silicon oxide
cladding.
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Fig. 11. (a) and (b): Advanced simulation of the electrical field propagation in a silicon nitride
layer within CMOS integrated circuitry. Single mode propagation is demonstrated at 750 nm
over a distance of 20 um for a 0.2 pm wide silicon nitride waveguide , embedded in SiO,.
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Fig. 12. (a) Transverse field profile prediction for a silicon nitride based CMOS waveguide.
The core of the silicon nitride is 0.2 pm in diameter and is embedded in a 1 pm diameter
5i0; cladding. (b) Transverse mode field profile for a 0.3 pm oxi-nitride layer embedded in
SiOs.

Subsequently, a modal dispersion analysis was conducted on these structures. The
calculations reveal a maximum dispersion of 0.5 ps cm and a bandwidth-length product of
greater than 100 GHz-cm for a 0.2 pm silicon nitride based core. A maximum modal
dispersion of 0.2 ps cm? and a bandwidth-length product of greater than 200 GHz-cm was
found for a 0.2 um silicon-oxi-nitride core which was embedded in a 1 pm diameter silicon-
oxide cladding. Due to the lower refractive index difference between the core and the
cladding, a larger transverse electric field of about 0.5 pm radius, as well as lower modal
dispersion, is achieved with a silicon oxi-nitride core. The material dispersion characteristic
was estimated at approximately 103 ps nm cm?, which is much lower than the maximum
predicted modal dispersion for the designed waveguides.

5. CMOS optical link - proof of concept

The photo-micrographs in Fig. 13 illustrate results which have been achieved with a CMOS
opto-coupler arrangement, containing a CMOS Av-based light-emitting source, an 5 x 1 x
150 um silicon over-layer waveguide and a lateral incident optimized CMOS based photo-
detector (Snyman &Canning 2002, Snyman et al, 2004). The waveguide was fabricated in
CMOS similar to that as shown in Fig. 5 (b).

Fig. 13 (a) shows an optical microscope picture of the structure under normal illumination
conditions with the Si LED source, the waveguide and the elongated diode detector. Fig.13
(b) shows the structure as it appeared under subdued lighting conditions. At the end of the
silicon oxide structure, some leakage of the transmitted light was observed (feature B). This
observation is quite similar to light emission observed at the end of a standard optical fibre,
and it confirms that good light transmission occurs along the waveguide.
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Fig. 13. Photomicrographs of a CMOS opto-coupler arrangement consisting of a CMOS Av-
based light-emitting source, an optically waveguide and a CMOS lateral incident photo-
detector. (a) shows a bright field photo-micrograph of the arrangement, and (b) shows the
optical performance as observed under dark field conditions (Snyman et al, 2000, 2004).

Signals of 60 - 100 nA could be observed for 0 to +20 V source pulses and +10 V bias at the
elongated diode detector. When the detector was replaced with a n*pn photo-transistor
detector (providing some internal gain at the detector at appropriate voltage biasing),
signals of up to 1 pA could be detected.

The arrangement showed good electrical isolation of larger than 100 MQ between the Si
LED and the detector for voltage variations between the source and the detector of 0 to +10V
on either side when no optical coupling structures were present . This was mainly due to the
p™ and n*p reversed biased opposing structures utilised in the silicon design. Once an
avalanching light emitting mode was achieved at the source side, a clear corresponding
current response was observed at the detector. Detailed test structures are currently
investigated.

6. Proposed CMOS and SOl waveguide-based optical link technology

Building on the optical source and waveguide concepts, as outlined in the preceding
sections, optical source based systems may be designed which optimally couple light into
the core of an adjacently positioned optical waveguide. Similarly, the core of the waveguide
can laterally couple light into an adjacent RAPD based photo diode. It follows that
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interesting high speed source- detector optical communication channels and systems can be
implanted in CMOS technology as illustrated in Fig. 14 (Snyman , 2010d, 2011a). The
proposed isolation trench waveguide technology as outlined in Section. 2 is particularly well
suited in order to create such configurations in CMOS technology. However, OLED surface
layer structures together with CMOS technology and Si Av LED and SOI technologies may
also generate such structures.

SIGNAL
BIAS MODULATION DETECTION ~ BIAS
CMOS
OXI - TRENCH
WAVEGUIDE
CMOS CMOS
MOD-E MOD-E
SiAV LED Si DETECTOR

Fig. 14. Conceptual optical link design using a optical source arrngement as in Fig . 8, a
CMOS trench based waveguide and a RAPD photo detector arrangement.Bi-directional
optical communication may be realised with the structure.

Using a Si Av LED optical source, an optical p*npn source, as outlined in Fig. 8 can be
designed, with its optical emission point aligned with a lateral propagating CMOS based
waveguide. Similarly, lateral incident detectors can be designed that take advantage of the
carrier multiplication and high drift concept of reach through avalanche based diodes
(RAPD). This can be combined with the proposed CMOS trench- waveguide systems. This
implies that a similar lateral n+pp-p+ structure could be designed, such that with suitable
voltage biasing, a high carrier generation adjacent to a high carrier drift region is formed. By
placing an appropriate contact probe in the high drift region, varying voltage signals could
be detected as a function of drift current. Silicon detector technology has been quite well
established during the last few decades. These devices enerate up to 0.6 A W-1 and reach up
to 20 GHz (Senior, 2008).

The generic nature of these designs open up numerous and diverse types of optical
communication and optical signal processing devices realized in CMOS technology.
Transmitter-receiver arrangements can be designed that will enable full bi-directional
optical communication. The concepts, outlined here are not final , and there is scope for
further improvement.

A drawback of these designs is the fact that the optical source needs to be driven by direct
modulation methods. OLEDs have the advantage of low modulation current or voltage.
However, they may be limited by forward biased diffusion capacitance effects. Si Av LEDs
require low modulation voltage, but high driving currents. Since the driving current needs
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to be supplied by CMOS driver circuitry, this implies large area CMOS driving PMOS and
NMOS transistors with high capacitance. Through the incorporation of localized hybrid
technologies, appropriate waveguide based modulators can be designed , that are either
based on the electro-optic ( Kerr) effect or the charge injection effect.. It is envisaged to reach
modulation speeds, orders of magnitude higher (reaching far into the GHz range), with
much less driving currents (Snyman, 2010d).

7. Optical coupling efficiencies and optical link power budgets

Obtaining good coupling efficiencies with Si Av LEDs and OLEDs when incorporated into
CMOS structures presents a major challenge. It is estimated that the optical power emitted
from the Si Av LEDs is in the order of 100 - 1000 nW (for typical driving powers of 8 V and
10 pA). Since most of the emission occurs inside the silicon with a refractive index of 3.5, it
implies that only about 1 % of this optical power can leave the silicon because of the small
critical angle of only 17 degrees inside the silicon. After leaving the silicon the light spreads
over an angle of 180 degrees (Fig.15 (a)). When a standard multimode optical fibre with a
numerical aperture of 0.3 is placed close to such an emission point, only 0.3 % of the forward
emitted optical power enters the fibre.

Our research has shown that remarkable increases in optical coupling efficiencies can be
achieved by means of two techniques : (1) concentrating the current that generates the light
as close as possible to the surface of the silicon ( for Si Av LEDs) ; and, (2), maximizing the
solid angle of emission in the secondary waveguide.

By displacing the metal contacts that provide current to the structure as shown in Fig 15 (b) ,
the current is enforced on the one side surface facing the core of the waveguide. Since
mainly surface emission is generated, about 50 % of the generated optical power enters the
waveguide (Snyman 2010d, Snyman 2011 a). A silicon nitride core with a silicon oxide
cladding could then ensure an acceptance angle of up to 52.2 degrees within the waveguide.
The total coupling efficiency that can be achieved with such an arrangement is of the order
of 30%. This is an 100 fold increase in coupling efficiency from the point of generation to
within the waveguide as achieved in Fig 15 (a) (Snyman, 2011c).

Fig. 15. Demonstration of optical coupling between a Si Av LED optical source and the
silcon nitride CMOS based optical waveguide.
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Fig. 15 ( c) shows a further optimized design. Here a thin protrusion of doped silicon
material is placed inside the core of a silicon nitrate core CMOS based waveguide (Snyman
2011a). Such a design is quite feasible with standard layout techniques of

CMOS silicon provided that the side trenches surrounding the silicon protrusion are
effectively filled with silicon nitride through the plasma deposition process. The core is
surrounded by trenches of silicon oxide. The optical power that is generated at the tip of the
protrusion and radiates in a solid angle of close to a full sphere inside the waveguide.
Simulation studies show that up to 80 % of the emitted light is now coupled into the silicon
nitride core. Reflective metal surfaces at the sides and the back of this waveguide may
further improve the forward propagation.

The optical radiation produced inside these waveguides will be highly multimode. The
diameters of these waveguides may be bigger than the ones suggested for single mode
propagation in Section 4. However, in such cases, standard type waveguide mode
converters can reduce the number of modes or even generate single mode propagation.
With an optical power source of 1 uW at the silicon surface, one can achieve a coupling
efficiency between source and waveguide of 30 to 50 %, assuming a coupling loss of only 3
dB between source and waveguide. With a 0.6 dB cm! wave guide loss, the loss in the 100
pm waveguide itself is estimated to be 0. 01 dB. Since the whole radiation propagating in the
waveguide can be delivered with almost 100 % coupling efficiency, one can expect about 500
nW of optical power reaching the detector. With an 0.3 A per Watt conversion efficiency of
the detector, current levels of about 100 nA (0.1 pA) can be sensed with a 10 x 10 um
detector. Values for OLEDs together with surface CMOS waveguides could be much higher.
The low frequency detection limit of silicon detectors of such dimensions is of the order of
pico-Watt. For low frequencies and low optical level detection , a dynamic range of about
103 to 104 is achievable. At high modulation speeds, the achievable bit error rates will
obviously increase.

The optical powers quoted above are much lower when compared with current LASER,
LED and optical fiber link “macro” technology. However, we are addressing a new field of
“micro-photonics” with micrometer and nano-meter dimensions, and power levels as well
as other parameters should be scaled down accordingly. Furthermore, our research showed
that the optical intensities determine the achievable bit error rates rather than absolute
intensities. As stated earlier, the calculated intensity levels with some of our Si Av LEDs are
as high as 1 nW pm-?2.

8. Connecting with the environment

We present only two viable ways of communicating with the outside chip environment:, i.e
optical communication vertically outward from the chip, and optical communication via
lateral waveguide connections.

In the first case, silicon oxide and silicon nitride are used as well as trench technology as
outlined in Section 2 in order to increase the vertical outward radial emission (Snyman,
2011c). Fig. 16 illustrates the concept. By placing a thin layer of silicon adjacent to two semi-
circular trenches, the solid angle of the optical outward emission is increased within the
silicon from about 17 to almost 60 degrees. Filling up the trenches with silicon oxide and
placing of thin layer of silicon oxide increases the critical emission angle from the silicon
from 17 to 37 degrees. The thin layer of silicon nitride can be appropriately shaped with post
processing RF etching techniques such that all emitted light can be directed vertically
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upward. It is estimated that a total optical coupling efficiency from silicon to fibre of up to
40 % can be achieved in this way.
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Fig. 16. Vertical outward coupling of optical radiation into optical fiber waveguides using
trench based and overlayer post processing technology.
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Fig. 17. Lateral out coupling using CMOS waveguide based optical coupling with optical
fibers alligned at the side surface of the chip.
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In the second case, optical coupling is achieved via lateral wave guiding (Snyman, 2010 d,
2011 ¢, 2011d). Fig. 17 illustrates this. (1) The lateral coupling from the optical source can be
as high as 80 % as demonstrated in the previous section in Fig. 15 (c ). (2) The optical
radiation can be converted from multi-mode propagation to single mode propagation by
waveguide mode converters; (3) Single mode radiation at the side surface ensures high
collimation. This assures a coupling efficiency of almost 100 % at the side surface. In total, an
optical coupling efficiency of up to 80 % can be achieved. This is much higher than
achievable with vertical coupling. (4) Our analysis shows that the far field pattern of the
optical radiation emitted from the waveguides can be manipulated by either adiabatic
expansion or by tapering the core near the end of the waveguide. In this way the mode field
diameter extends into the silicon oxide cladding, and the radiation couples more efficiently
into the core from an externally positioned optical fibre.

In conclusion, the analysis shows that combining CMOS compatible sources effectively with
on- chip lateral extending waveguide technology, offers major advantages , like increased
coupling efficiencies, increased optical power link budgets, lower achievable bit error rates
in data communication , and better coupling with the external environment.

9. Proposed first iteration CMOS micro-photonic systems

The on-chip optical and signal processing applications have been already highlighted in
Section 6. A particular interesting design , made possible with the CMOS waveguide
technology, is a so called H-configuration waveguide that can be used for optical clocks in
very large CMOS micro-processor systems (Wada, 2004).

The realization of diverse other CMOS and waveguide based micro-photonic systems as
well as the incorporation of a whole range of micro-sensors into CMOS technology is
possible. The advantages are, (1), high levels of miniaturization; (2), higher reliability levels;
(3), a vast reduction in technology complexity and, (4), a drastic reduction in production
costs. The proposed waveguide technologies, particularly in this chapter, offer high optical
coupling between Si Av LEDs or OLEDS and CMOS based waveguides, with diverse
applications in optical interconnect and future on chip micro-photonic systems.

Fig. 18 to 20 illustrate some applications, as proposed here, for CMOS based micro-photonic
systems (Snyman 2008a, 2009a, 2010c, 2011b, 2011c).

In Fig. 18, a hybrid approach is demonstrated. A mechanical module is added to an existing
CMOS package creating a CMOS-based micro-mechanical optical sensor (CMOS MOEMS),
capable of detecting diverse physical parameters such as vibration , pressure, mechanical
osscillation etc. Optical radiation is coupled from the CMOS platform to the mechanical
platform. The mechanical platform returns optical signals which contain information about
the deflection (Snyman, 2011 c).

Fig. 19 shows a monolithic approach of creating CMOS MOEMS involving only post-
processing procedures. A cantilever is fabricated in part of the CMOS IC die, by post
processing procedures. Si Av LED or OLEDs couple optical radiation into a slanted
waveguide track, transmit the optical radiation laterally across the die, collimate the
radiation through the crevasse onto the one side of the cantilever. Optical radiation is
reflected from the cantilever and detected by a series of p-i-n photo- detectors arranged
laterally along the crevasse side surface. The accumulated signals are processed by adjacent
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CMOS analogue and digital processing circuits. Such a structure can detect vibrations,
rotations and accelerations (Snyman, 2011 c).

Membrane

Fig. 18. Schematic diagram of a hybrid CMOS-based micro-photonic system that can be
realized by placing a mechanical- module on top of a optically radiative and detector active
CMOS platform using standard packaging technology.
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Fig. 19. Schematic diagram of an example CMOS-based Micro-Mechanical-Optical Sensor
(MOEMS) device that can be realized with conventional CMOS integrated design with
additional post processing procedures. Key constituents of such a device is an effective
CMOS on-chip optical source , coupling of the source to a waveguide, CMOS competible
optical waveguiding and optical collimation and detection circuitry.
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The immunity to electromagnetic induced noise of these systems is a major advantage. Key
components of such the systems are an effective CMOS compatible optical source, CMOS
compatible optical wave guiding, effective optical coupling into the waveguide, and optical
collimation circuitry. The sensitivity and functionality of these systems are a function of the
waveguide design.

Fig. 20 explores a more complete and more advanced waveguide based micro-photonic
system design including ring resonators, filters and an unbalanced Mach-Zehnder
interferometer. By selectively opening up a portion of the waveguide in the one arm of the
interferometer to the environment, molecules or gases can be absorbed and both, phase and
intensity changes can be detected by the interferometer. Sensors can be designed which
detect the absorption spectra of liquids (Snyman 2008a, 2009a, 2010c, 2011b, 2011c,).
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Fig. 20. Schematic diagram of a CMOS-based micro-photonic system that can be realized
using an on chip Si Av LED, a series of waveguides, ring resonators and an unbalanced
Mach-Zehnder interferometer. A section of the waveguide is exposed to the environment
and can detect phase and intensity contrast due to absorption of molecules and gases in the
evanescent field of the waveguide.
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Obviously, a great variety of diverse other types of CMOS based micro-photonic systems are
possible, each incorporating specific optical micro-sensors and waveguides. It is anticipated
to implement future CMOS based micro-photonic systems in micro-spectro-photometry,
micro-metrology, and micro- chemical absorption analysis.

10. Conclusions

It is evident that the analyses as presented in this study with regard to Si Light Emitting

Devices operating at 650 - 850 nm and lateral optical waveguides can lead to the generation

of diverse photonic micro-systems systems in standard CMOS integrated circuitry. The

generation of lateral waveguides in CMOS technology operating in this wavelength regime
poses particular challenges. However, enough evidence has been obtained from our
analyses and first iteration experimental realisations that this technology is indeed feasible.

The proposed sub-technologies has major advantageous for the generation of complete new

families of photonic micro-systems on CMOS chip avoiding the more complex Si Ge or III-V

hybrid technology. The following serves as brief summaries of results and statements made:

1. The potential of CMOS technology was analysed and evaluated for sustaining the
generation of optical micro-photonic systems in CMOS integrated circuitry.
Particularly, the silicon dioxide “field “ oxide , inter-metallic oxides and passivation
nitride and added polymer over-layer structures show good potential to be utilised as
“building blocks” in new generation CMOS based micro-photonic systems.

2. It was shown that a variety of optical source technologies currently already exists that
can be utilised for the generation of 650- 850nm optical sources on chip. OLEDs offers
high irradiance in this wavelength regime. There are however challenges with regard to
incorporation of the hybrid organic based technologies into CMOS technology and with
regard to achieving high modulation speeds. Silicon avalanche-based Si LEDs can be
integrated into CMOS integrated circuitry with relative ease, they offer high
modulation bandwidth , and can be integrated particularly at the silicon-overlayer
interface, and offer both vertical and lateral optical coupling possibilities. Their power
conversion efficiency is lower, but analysis show that the power levels is enough to
offer adequate power link budgets , with high modulation bandwidth. Particularly,
they can generated micron size optical emission points, with high irradiance levels,
offering unique application possibilities with regard to generating of micro-structured
photonic devices.

3. Analyses and simulation results as presented in this study, show that it is possible to
design waveguides with CMOS technology at 650-850 nm. Particularly, the generation
of waveguides with small dimension silicon nitride cores embedded in larger silicon
dioxide surrounds seems particularly attractive. The utilisation of lateral CMOS
waveguides increase coupling efficiencies, improve optical link power budgets, and
supports numerous designs with regard to the generation of micro-photonic structures
in CMOS integrated circuitry. These aspects are all beneficial for generating lateral
layouts of micro-photonic systems on chip and offers viable options for interfacing
optically with the environment..

4. The technology as proposed, may not necessarily compete with the ultra high
modulation speeds offered by Si-Ge based and SOI based technologies currently



Integrating Micro-Photonic Systems into Standard Silicon CMOS Integrated Circuitry 45

operating at above 1100nm. However, Si Av LEDs, waveguides detectors, demonstrated
in this study, support the generation of micro-photonic systems in standard CMOS
technology, offering modulation speeds of up to 10 GHz at the added advantage of ease
of integration into standard integrated circuit technology. Direct driving of the sources
in CMOS may reduce modulation speeds. Particularly, the use of waveguide-based
modulators may produce higher modulation speeds (Snyman 2010e). Several advances
in this area could still be made.

5. Lastly, a few designs are proposed for the realisation of first iteration micro-photonic
sensor systems on chip. Both mechanically as well as adhesion and waveguide based
sensors systems are proposed and the application possibilities of each were
presented. Particularly, the proposed technologies offers the realisation of a complete
new family of source-sensor based micro-photonic systems where bandwidth is not
the essential parameter, but rather the capability to add to the integration level,
intelligence level, and the interfacing level of the processing circuitry with the
environment.
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1. Introduction

Currently the main concern in GaAs-based dilute nitride research is the understanding of
their material properties. There are many contradictory conclusions specially when it comes
to the origin of the luminescence efficiency in these systems. different ideas have been put
forward some more plausible than others. However there is a lack of new ideas to overcome
the differences. This chapter will address such issues and then finally we will study SPSL
structures as an alternative to the the random alloy quaternary GaInNAs for more efficient
growth, design and manufacture of optoelectronic devices based on these alloys.

One of the major issues in current studies of GalnNAs is the metastability of the
material. To overcome the rather low solubility of N in GaAs or GalnAs, non-equilibrium
growth conditions are required, which can be realized only by molecular-beam epitaxy
(MBE) Kitatani et al. (1999); Kondow etal. (1996) or metal-organic vapour phase epitaxy
(MOVPE) Ougazazaden et al. (1997); Saito et al. (1998). Growing off thermal equilibrium
implies a certain degree of metastability. The aim of growing GaInNAs, emitting at the
telecommunication wavelengths of 1.3 ym and, also 1.55 um, is only possible by incorporating
nearly 40% In and several per cent of N. These concentrations are at the limits of feasibility
in MBE and MOVPE growth on GaAs substrates. The emission wavelength of such
GaInNAs layers was strongly blue-shifted when, after the growth of the actual GaInNAs
layer, the growth temperature was raised for growing AlGaAs-based top layers (such as
distributed Bragg reflectors in vertical-cavity surface-emitting laser (VCSEL) structures or for
confinement and guiding in edge emitting laser structures). This led to a number of annealing
studies which yield somewhat contradictory results Bhat et al. (1998); Francoeur et al. (1998);
Gilet et al. (1999); Kitatani et al. (2000); Klar et al. (2001); Lietal. (2000); Pan et al. (2000);
Polimeni et al. (2001); Rao et al. (1998); Spruytte et al. (2001a); v H G Baldassarri et al. (2001);
Xin et al. (1999). This, ofcourse, is partly due to the different annealing conditions and growth
conditions used, but is also a strong manifestation of the metastability of this alloy system.
The full implications of the metastability are just evolving and different mechanisms causing
a blue shift of the band gap have been suggested Grenouillet et al. (2002); Mussler et al.
(2003); Spruytte etal. (2001b); Tournieetal. (2002); Xinetal. (1999). Nevertheless, all
discussions and investigations, so far, have suggested that GaInNAs material system is a
very promising candidate for telecoms and in particular datacom applications. However,
for both GaNAs and GaInNAs material systems, the higher the nitrogen incorporation, the
weaker the alloy luminescence efficiency. A key to the utilization of nitride-arsenide for long
wavelength optoelectronic devices is obtaining low defect materials with long non-radiative
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lifetimes. Therefore currently, these materials must be annealed to obtain device quality
material. Photoluminescence and capacitance-voltage measurements indicate the presence of
a trap associated with excess nitrogen hsiu Ho & Stringfellow (1997); Spruytte et al. (2001a).
Therefore the likely defect responsible for the low luminescence efficiency is associated with
excess nitrogen. It is believed that the effect of thermal annealing on the PL properties of these
structures is generally attributed to the elimination of non-radiative centers and improved
uniformity. Non-radiative centers are considered to originate from phase separation and/or
plasma damage from the N radicals Kitatani et al. (2000).

Interest in the tertiary material system GaNAs had been waned in favour of the quaternary
GaInNAs due to its inability to reach the long wavelengths required for commercial
applications. However, its new-found use in diffusion-limiting layers and in short-period
superlattice structures, and ofcourse being the simpler, ternary, dilute nitride equivalent
of GaInNAs and therefore, probably, easier to investigate and understand means that
its material properties and behaviour upon annealing are not only important but useful
considerations Gupta et al. (2003); Sik et al. (2001). The post-growth rapid thermal annealing
(RTA) is usually performed on these ternary Francoeur et al. (1998) and quaternary alloys
Spruytte et al. (2001b). Rapid thermal anneal strongly improves the photoluminescence (PL)
efficiency. This increase in PL intensity is usually accompanied with a blue shift of the PL
peak. In the following section, we focus on the effect of emission energy changes in the
photoluminescence (PL) spectrum with annealing of the GaNAs material system and try to
elucidate the controversy over its origin.

2. Annealing effects

2.1 Annealing of the ternary GaAs-based dilute nitride: GaNAs

In order to investigate the effect of annealing on this ternary dilute nitride, the sample
structure shown in figure 1 was devised. It consists of a 5 x 8 nm MQW structure, which
would provide a good PL signal, and that 8 nm wells (a few nm smaller than the critical
thickness for GaNAs layers) would prevent strain relaxation-related defects. Another reason
for using an 8 nm well was that a model of emission from a GaNAs MQW structure used to
compute emission energies for different well thicknesses and different nitrogen concentrations
indicates that. As the well width increases, the nitrogen concentration has increasingly less
influence on the bandgap, and so slight growth-rate-related variations in well thickness have
will have less of an effect on emission.

Samples with nitrogen concentrations of 1.0% and 2.5% were grown for our annealing studies.
The lower limit of 1.0% was chosen because it had been suggested theoretically (and has
since been demonstrated experimentally) that up to about 1.0%, the coexistence of strongly
perturbed host states (PHS) and localized cluster states (CS) of an isoelectronic nitrogen
impurity is observed, reflecting the non-amalgamation character of the band formation
process Kent & Zunger (2001a;b); Klar et al. (2003). In other words, GaNAs begins to act as
a ‘dilute nitride” at around y = 1.0%. Samples with 2.5% nitrogen were also grown, as this
is approximately the upper limit at which XRD data reflects the total nitrogen content of the
sample. It was also thought that if nitrogen out-diffusion was to be responsible for the changes
seen as a result of annealing, the sample with higher-nitrogen concentration might, or should,
illustrate this more clearly than the sample with lower-nitrogen content.
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Fig. 1. Schematic nominal GaNAs/GaAs MQW structure used for annealing studies.

Sample Name Nominal RTA RTA Total
N-Concentration Round 1 Round 2

GaNAs21 1% 15sec  30sec 45 sec
GaNAs22 2.5% 15sec  30sec 45 sec
GaNAs23 1% 30sec 30sec 60 sec
GaNAs24 2.5% 30sec 30sec 60 sec

Table 1. Table showing the RTA times for different samples at 800°C.

PL measurements were made on the as-grown samples at 15 K and also after two ex-situ, RTA
treatments, see figures 2 and 3, which were performed at 800°C in ambient Ar using a GaAs
(001) insulating substrate proximity cap. Table 1 shows how the first and second rounds of
annealing were carried out so that the maximum amount of information could be extracted
from only three treatments. In this way, PL could be measured for two different nitrogen
concentrations and for five different annealing times, 0 s (as-grown), 15s, 30 s, 45 s and 60 s.
Upon annealing, the peak wavelength of the 1.0% nitrogen samples blue shifted from 1.340 to
1.356 eV (at approx. 0.3 meV s~ 1), and the full-width half-maximum (FWHM) decreased from
65 to 23 meV (see figures 2). For the 2.5% nitrogen samples, the peak wavelength blue shifted
from 1.176 to 1.207 eV (at approx. 0.5 meV s-1), and the FWHM decreased from 38 to 22 meV,
see figure 3. Blue shifting, increased peak intensity and decreased FWHM are all effects typical
of a post-growth annealing treatment,the changes observed here are in agreement with those
reported by Buyanova et al Buyanova, Pozina, Hai, Thinh, Bergman, Chen, Xin & Tu (2000)
for similar MQW samples and annealing conditions. The fact that the rate of blue shifting
for the 2.5% sample is greater than (almost double) that of the 1.0% sample suggests that the
underlying mechanism may be N-dependent, but further work would be needed to verify
this.

The main changes that occur due to thermal annealing, i.e. a blue shift in peak wavelength and
an improvement in integrated intensity and FWHM, have proved rather difficult to explain
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Fig. 2. 15K PL spectra for a five-quantum-well GaNy 05 As/GaAs structure grown by
SS-MBE and annealed at 800°C for different lengths of time.
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Fig. 3. 15K PL spectra for a five-quantum-well GaNg gp5As/GaAs structure grown by
SS-MBE and annealed at 800°C for different lengths of time.

in terms of the physical properties of the alloy, and definitive explanations remain elusive,
due, as already mentioned, in part to the sometimes contradictory nature of published results
Grenouillet et al. (2002); Li, Pessa, Ahlgren & Decker (2001).

Two possible explanations have, so far, been proposed to account for the observed blue shift
of GaNAs PL spectra with annealing. Li et al Li et al. (2000) observed a RTA-induced blue
shift in the low temperature photoluminescence (LTPL) spectrum of a single GaNAs quantum
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well and explained it quantitatively by nitrogen diffusion out of the quantum well. On the
other hand, Buyanova et al Buyanova, Hai, Chen, Xin & Tu (2000) performed low temperature
optical studies of both GaNAs multi-quantum wells and thick epilayers and showed that
annealing could induce a blue shift of the PL spectra without necessarily changing the
photoluminescence excitation (PLE) spectra energy, that is, the peak PL emission wavelength.
They therefore suggested that the change in the PL maximum was related to improvement
of the alloy uniformity and that RTA decreased the value of the localization potential. This
implied that nitrogen preferentially reorganized in the GaNAs layers rather than diffused into
the GaAs barriers. Further investigations by Grenouillet ef al Grenouillet et al. (2002), confirms
the explanation by Buyanova et al, that nitrogen reorganizes into the narrow band gap GaNAs
material rather than escapes out of it. However it is important, ofcourse, to be aware that this
peculiar behaviour reflects the interplay of growth conditions, which is a whole research area
of its own, as well as metastability in this system.

3.0 \ \ \
- -®--1%, Peak intensity
- -A--2.5%, Peak intensity -4
2.5 - —®— 1%, Integrated intensity P -
—4&— 2.5%, Integrated intensity ax
2.0 . -

Normalised Intensity (arb. units)

Anneal Time (s)

Fig. 4. 15K PL peak intensity and integrated intensity data for the 1.0% and 2.5% GaNAs
MQW samples for different anneal times.

Something which seems to have received less attention in the published literature, but which
is also an important consideration, is the limit to which annealing can improve PL efficiency.
If the degradation of PL intensity is related to defect density, then performance enhancement
through the annealing-out of defects is certainly limited. Additionally, the model suggested
by Grenouillet et al. Grenouilletetal. (2002) to explain optical performance based on
composition fluctuations has been demonstrated both theoretically and experimentally
Grenouillet et al. (2002); Pan et al. (2000) to result in a limit beyond which improvement is
negligible, although some papers have shown that ‘extreme’ annealing can also cause samples
to degrade after passing through an "optimal’ state see Hierro Hierro et al. (2003), Gupta et al
Gupta et al. (2003) and Xin et al Xin et al. (2000). The presence of hydrogen (which pacifies
optically-active centers) can also confuse matters, since its incorporation during ’gas-source’
and ‘metal-organic’ growth and subsequent out-diffusion during annealing can augment
perceived improvements in optical efficiency Klar et al. (2003); v H G Baldassarri et al. (2001).
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The work and the data presented here is insufficient to comment on annealing to ‘extremes’,
although the behaviour of both peak and integrated intensity, illustrated in figure 4, seem to
indicate a fall-off in the rate of increase with anneal time. The initial drop in both peak and
integrated intensity for the 1.0% samples might also suggest that localised excitonic emission
is the main source of emission in the as-grown 1.0% samples, but is quickly annealed out in
favour of band-edge emission from the uniform alloy. However, the underlying problems
with the morphology and defect density of both sets of samples are still sufficient to prevent
RT emission, see figure 5.
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Fig. 5. Arrhenius plot for a GaN0.025As MQW sample after annealing for 30s () and for 60s
(A) at 800°C.

The Arrhenius plot of the 2.5% nitrogen samples shows that emission begins to fall off at
around 35 K, dropping by around two orders of magnitude by 100 K. The activation energy
of the thermal loss mechanism is 38 meV after 30s and 36 meV after 60s, and a decrease from
41 to 38 meV is also observed for the 1.0% samples after a similar anneal. These values are
comparable with those given for both GaNAs and GaInNAs MQW samples Pomarico et al.
(2002); Toivonen et al. (2003a), although relatively few papers analyse GaNAs samples before
and after annealing in such a manner.

The observed consistent drop in the activation energy upon annealing might indicate a loss of
nitrogen from the wells. If we were to assume that the blue shift is entirely due to a change in
overall nitrogen composition of the wells then, according to figure 6, such a blue shift would
be consistent with a decrease in nitrogen composition of about 0.1%. This result is more than
two orders of magnitude smaller than the same result given by Wang et al Wang et al. (2002).
But this slight reduction in N-concentration (around 0.1%) is unlikely to be the cause of the
large blue shifting and improvements in emission. In any case, the evidence published on
the diffusion of nitrogen (or lack thereof) from dilute nitride layers is not conclusive, and
seems to be strongly-dependent on the composition/miscibility of the alloy and defect density
Albrecht et al. (2002); Loke et al. (2002); Peng et al. (2003).

Hlustrated in figure 7 is the XRD rocking curves from samples GaNAs21-24, which shows
no evidence of significant changes in the two structures after the rapid thermal annealing
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Fig. 6. Theoretical (Solid line), for a well width of 70A and experimental (Circles) optical
transitions in GaNyAs;_, MQW annealed samples, with varying nitrogen concentrations
determined from low temperature PL measurements.

(within the errors of the model). The main finding was that the structures grown were
smaller than had been intended due to a lower than expected growth rate. This suggests
that neither nitrogen out-diffusion from the wells, nor changes in well thickness, are likely
to be responsible for the blue shifting and intensity enhancement demonstrated by this set of
samples as a result of annealing. However, there is insufficient information here to comment
on whether the changes are related to a general reduction in defect density and improvement
in alloy uniformity, or to an improvement in morphology and/or compositional uniformity
at the interfaces Li, Pessa, Ahlgren & Decker (2001); Toivonen et al. (2003a;b).
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Fig. 7. Measured (lower) and simulated (upper) XRD rocking curves for as-grown
‘GaNAs24’. The simulation is based on a five-period GaN(.025As/GaAs MQW structure
with 6.5 nm-thick QWs, 18.8 nm-thick cladding layers and a 70 nm GaAs cap.

Another interesting feature of the PL spectra for the 1.0% samples (at low T)
is that of the prominent low-energy tail, observed by both Buyanova et al
Buyanova, Pozina, Hai, Thinh, Bergman, Chen, Xin & Tu (2000) for MQW samples and
by Wang et al. Wang et al. (2003) for 100 m-thick GaNj ¢145As epilayers. Attempts have been
made to explain the origins of this feature with particular reference to localised excitons (LEs),
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initially due to the exponential shape of the tail, even though the origin of this localisation
is not fully understood. In some cases, PL spectra measured as T is increased from ~10 to
300 K display two peaks, one of which diminishes with increasing T (characteristic of LE
emission) and the other of which increases with T (characteristic of free exciton (FE) emission)
Buyanova et al. (2002); Mair et al. (2000); Shirakata et al. (2002). In addition, the S-shaped
temperature dependence of the peak emission wavelength for GaNAs samples also suggest
that localised excitons dominate recombination at low T in dilute nitrides Hierro et al. (2003);
Mazzucato et al. (2003); Pomarico et al. (2002).

To date, the reasons offered for localisation at low T relate to compositional fluctuations
within the lattice Buyanovaetal. (2003); Grenouilletetal. (2002); Hong & Tu (2002);
Kent & Zunger (2001a), or to the presence of point defects. These point defects can
take the form of low-level contaminants and vacancy defects Li, Pessa, Ahlgren & Decker
(2001); Toivonen et al. (2003b), and of N-related defects such as interstitials and complexes
Ahlgren et al. (2002); Li, Pessa & Likonen (2001); Masia et al. (2003) (which are shown to
increase with N-concentration) and ion-induced damage at the interfaces Ng et al. (2002);
Pan et al. (2000). What is clear from published material is that the annealing of GaInNAs
samples removes interstitial nitrogen and other non-radiative centers, thereby improving
alloy homogeneity, enhancing PL efficiency and reducing the prevalence localised excitons.
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Fig. 8. Natural-log plots of low-E halves of PL spectra (dotted lines) and linear fits (solid
lines) for (a) GaNAs23 (as grown), (b) GaNAs23 (60 s anneal), (c) GaNAs24 (as grown), and
(d) GaNAs24 (60 s anneal). An estimate of the localisation potential is given by the reciprocal
of the gradient.

In order to estimate the localisation potential responsible for the exponential tails seen in
figures 2 and 3, the low-E side of each spectrum was plotted on a natural log scale, see figure
8. These estimates are very close to one made by Buyanova et al. for a virtually-identical
structure Buyanova et al. (1999), and would seem to indicate that the localisation potential
decreases with a 60 s RTA at 800°C for both samples, although the data for GaNAs24 does not
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fit as well as for that of GaNAs23. This might be expected, looking at figures 2 & 3, since the
exponential tail is much more prominent for GaNAs23 than for GaNAs24.

2.2 Annealing of the quaternary GaAs-based dilute nitride: GalnNAs

Even though by nature a more complex system than GaNAs, being a quaternary RTA
in GaInNAs and its mechanisms are better understood and the general interpretation of
experimental observations are less contradictory. The presence of In seems to be the key
in this alloy. During the growth process, chemical bonding aspects dominate at the surface
which favour GaUN bonds instead of InNUN bonds Kurtz et al. (2001). This surface state
is frozen in during the non-equilibrium growth process. In contrast to the surface, In-rich
nn-configurations of N are favoured in bulk at equilibrium due to the dominance of local
strain effects. Therefore, the frozen non-equilibrium bulk state can be transformed into the
equilibrium bulk state by annealing under appropriate conditions. Annealing GaInNAs leads
to a rearrangement of the N-sites favouring In-rich nn-environments. Depending on the
growth conditions, as well as annealing procedure, this presents one of the main contributions
to the large blue shift after annealing, which is observed in the PL of Gaj_,InyNxAs;
structures grown either by MOVPE or by MBE Masia et al. (2003); Moison et al. (1989). Further
experimental and theoretical evidence for this process was given in Wagner et al. (2003)
and Seong etal. (2001). Combining Monte Carlo and pseudo-potential supercell studies,
Kim and Zunger found that annealing of GaInNAs causes changes in the nn-configurations
of N towards In-rich environments and results in a blue shift of the band gap. Kurtz
et al showed by FT-IR vibrational spectroscopy that annealing of Gaggs4IngosAsg.98No.02
converts nn-environments of N from 4Ga to 3Ga and 1In. X-ray photoelectron spectroscopy
have to date revealed that nitrogen exists in two bonding configurations in not-annealed
material, a GaUN bond and another nitrogen complex in which N is less strongly bonded
to gallium atoms. Annealing removes this second nitrogen complex. A combined nuclear
reaction analysis and channeling technique showed that not annealed GaNAs contains a
significant concentration of interstitial nitrogen that disappears upon anneal. It is believed
that this interstitial nitrogen is responsible for the deviation from VegardSs law and the low
luminescence efficiency of not annealed GaNAs and GaInNAs quantum wells.

The low luminescence efficiency in not-annealed GalnNAs, again, indicates the existence of
nonradiative recombination centers or traps. Therefore annealing increases the luminescence
efficiency by decreasing the concentration of these centers. Saito et al Saito et al. (1998)
Xin et al Xinetal. (1999) and Geisz et al Geisz etal. (1998) postulated that this trap was
due to hydrogen impurities. They observed that during the growth of nitride-arsenides by
metal-organic chemical vapor deposition (MOCVD) or gas source molecular-beam epitaxy
hydrogen supplied in the group V gas sources is incorporated. They also observed changes in
the hydrogen concentration profile when annealing. However, Spruytte et al Spruytte et al.
(2001b) group and other people growing nitride-arsenides by solid source MBE (such as
the group I am involved with) using an rf plasma Miyamoto et al. (2000) observed the
same increase of luminescence efficiency with annealing with almost no hydrogen present.
Hence, despite the recent laser successes, there is still significant work remaining to tame
GaAs-based dilute nitride materials system in order to realize the full wavelength range of
high-performance optoelectronic emitters. Most critically the strong impact of annealing on
the material properties clearly indicate that, still, the epitaxial growth of these alloys is not
yet fully mastered. Some aspects such as, to cite but a few, the effect of plasma species on
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the crystal quality during MBE growth, N segregation, phase separation, ordering, remain
to be explored. For all growth techniques there appear to be a need to further work on
N-sources. The fine structure of the band gap of GaInNAs, and the metastability caused by
different N-environments, requires further studies. The implications on the band alignment
of heterostructures containing GaInNAs, as well as on the properties of lasers containing this
quaternary alloy, need to be discussed. Also transport properties of these alloys should be
investigated in more details in connection with epitaxial growth conditions. Most work to
date has focused on low N-content alloys. the growth of high-quality high-N-content alloys
for fundamental as well as applied purposes remains a real challenge.

2.3 Alternative dilute nitride emitting structures: SPSL structures

Further to our studies above, in order to gain a better understanding of the issues raised
above we have also started to investigate short period super lattice (SPSL) structures
of GaInNAs system. The SPSL growth method provides a simple way to tune the N
concentration in ternary, GaNAs QWs as well as the In concentration in the quaternary,
GaInNAs QWs. The low temperature PL spectra of a 7(GaNg g5 As)s 6(GaAs)s 4 SPSL and the
equivalent 70 GaNgg1As/GaAs QW, where the parameters stated are determined through
XRD measurements, low temperature PL is illustrated in figure 9.
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Fig. 9. (a) 15K PL of 7(GaNy n25As)5 6(GaAs)g 4 SPSL and 80 GaNj g1 As/GaAs QW samples.
(b) The calculated transition energy of 7(GaN0.025As),, 6(GaAs),, SPSL structure vs.

GaNp g25As thickness, m. The 7(GaNy 925 As)s 6(GaAs)g 4 SPSL measured PL-peak is shown
by the dark circle.

The PL intensity of the SPSL sample is stronger than that of the bulk layer, as reported also
by Hong et al Hong et al. (2002; 2001). The PL-peak position, however, is slightly smaller than
that of the bulk layer. This is in accordance with our transition energy calculations of figures
6 and 9(b), by comparing their relative positions on figures 6 and 9(b) respectively. The SPSL
calculation of figure 9(b) is based on the propagation matrix algorithm Jalili et al. (2004), see
chapter 5.

Therefore a better way to improve the luminescence efficiency (material quality) of
III-Ny-Vi_y, alloys, would be that instead of growing the alloy GaInNAs with a random
spatial distribution of atoms of the group III elements, a super-lattice (SL) based on the binary
compound InAs and the ternary GaNAs should be grown. This would result in a precise
arrangement of group III elements and separation of In and N into distinct, separate, layers
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Hong et al. (2001). There would, of course, be significant strain to be accommodated due to the
lattice mismatch of ~ 6% between InAs and GaAs and this would restrict the thickness of the
layers forming the super-lattice Gerard et al. (1989); Hasenberg et al. (1991); Jang et al. (1992);
Moreira et al. (1993); Toyoshima et al. (1990; 1991). An obvious way to reduce the strain and
hence remove the bound on the layer thickness would be to use two ternary alloys GaInAs and
GaNAs. Certainly, this could be done. The advantage of the binary/ternary combination is
that we remove the need to control both In and nitrogen, needing only to control the nitrogen.

2.3.1 (Short-period) Super-lattice structures

The concept of the semiconductor "super-lattice” (SL) was introduced by Leo
Esaki,Esaki & Tsu (1970) to describe a crystalline structure with a periodic one-dimensional
structural modification. This was achieved by growing, epitaxially and sequentially, multiple
thin layers of two semiconductor materials of similar crystal structure but distinctly different
energy band-gaps. In this paper we wish to develop and apply techniques to predict the
optical properties of such super-lattices (SL) particularly short period super-lattices (SPSL).
We aim to use this information to design and fabricate SPSL structures which are optically
equivalent to structures formed using the quaternary III-N-V random alloy systems, Hong et
al Hong et al. (2002; 2001), which will be our main topic for the rest of the current chapter.

3. The idealised super-lattice and its limitations

The electronic and optical properties of SPSL structures have usually been studied by
considering an infinite number of identical layers stacked within the same semiconductor
structure, and positioned periodically to form a super-lattice Sai-Halasz et al. (1977). The basic
SL structure is illustrated in Fig. 10(a), where each period, or unit cell, consists of one well
region with width, d 4, and a barrier region of width, dg. The period of the super-lattice is
d = d 4 + dp. The host materials, labeled A and B, are the binary (InAs) and ternary (GaNAs)
semiconductors respectively. Other configurations using the ternary, GalnAs, and the ternary
GaNAs, structures are also possible Hong et al. (2002; 2001).

The Kronig-Penny model of the super-lattice, which is based on the Bloch theorem, is an
idealized model. Any practical structure will have a finite number of period and, as shown
in Fig. 10(b), is often bound by a wider band-gap semiconductor (labeled 'C’ in Fig. 10(b)).
Indeed it is quite possible to consider the structure shown in Fig. 10(b) to be one element of a
structure in which the structure is repeated in an analogous way to the formation of multiple
quantum wells. We will consider the modeling of this (short-period) super-lattice later. At
this point, however, we will discuss the model of

the idealized structure, considering it as a limiting case which our finite model must tend to
as the number of periods becomes large. To determine the band-structure of the SL structure
(a), we consider the potential within a period 0 < z < d to be given by

V4 0<z<dy
V(Z)_{VB dg<z<d &

and

V(z+nd) =V(z), forany integer n. ()
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&

GaAs InAs GaNAs

Fig. 10. Schematic representation of the conduction and valence band edge profile of (a) a SL
structure of semiconductors A and B (or in-short (A)4, (B)4, ), showing wells of width d 4
alternating periodically with barriers of width dp and differential height V,, to form a SL of
period d = d4 + dp. (b) SL structure of finite length L, confined by semiconductor C, GaAs,
i.e. SPSL.

Within such a structure the electrons and holes experience a periodic potential, which is
unbounded in the same way as we assume for a bulk crystal. This implies that the electron or
hole wave-functions are no longer localised but extend through-out the lattice. Electrons are
therefore equally likely to be found in any of the wells in the super-lattice. Electrons in such a
structure are said to occupy "Bloch states".

Yi(z+d) = ey, (z) 3)

The energy dispersion curve for the SL, E(g), will be restricted to the first Brillouin zone
of the SL, i.e. —m/d < g < m/d. The SL (or Bloch) wavevector, g, is orientated along the
crystal growth direction, which we have taken to be the z-axis. The SL dispersion curves
representing the energy E of a particle as a function of its wavevector, ¢, are obtained from the
Kronig-Penny expression.
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K2 + K3
i sin(k4d ) sin(kpdp) )

2k akp

We use the nomenclature (InAs),, (GaN,As);, to specify a SL in which m mono-layers of the

binary alloy and n mono-layers of the ternary constitute the basic lattice which is repeated to

form the super-lattice. Calculations of the band-structure are shown below in Fig. 11(a) and

(b) for m=4, n=4; m=4, and n=9; and for two different nitrogen compositions.

cos(gd) = cos(kad 4) cos(kpdp) —
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Fig. 11. Band structure calculations of (InAs); (GaNyAs),, solid line, and (InAs); (GaNyAs)g,
dashed line, SLs. (a) GaNAs with 2% N (b) GaNAs with 0.5% N.

By analogy with bulk and QW energy dispersion relations, we should be able to predict
the thickness of a SPSL structure by analysing the energy wave-vector dispersion plot of an
equivalent SL-structure, i.e. the same unit cell structure, in the reciprocal space. This can be
done from the definition of k-vector, in the k-space the propagation vector, which is basically,
assuming ¥(z) — 0 at end points, the simple quantum mechanical expression

1

2m*(E)

1 ot

~ m*(E)" L%

Relating the wave-vector, k(= g), and the transition energy, AE(k). Pictorially, by using

the energy wave-vector dispersion diagram of a SL structure, illustrated schematically in

Fig. 10(a), we would want to estimate the thickness, L, of a SPSL structure, illustrated

schematically in Fig. 10(b), which have the same unit cell and transition energy. The energy

wave-vector dispersion of (InAs)4(GaNg g2 As)g SL structures for two different N compositions

of 0.5% and 2% are illustrated in Fig. 11(a)and (b) respectively. The two transition energies,

AE(q1) and AE(g7) both correspond to 1.3 ym emission, shown in Fig. 11(a). However as the

wave vector in the latter transition is larger, then the corresponding SPSL structure will have
a smaller overall length in comparison. This is deduced from Eq 5.

E =

(g
(5)
(n2); ny=0,4+1,4£2 ...
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4. The short period super-lattice

Before we proceed to the details of the propagation matrix calculation of the optical transitions
in a SPSL, we need to consider the properties of the binary (InAs) and ternary (GaNAs) alloys
that form the SPSL. There are two distinct issues we need to address. The first is simply the
modeling of the bulk properties of these materials, particularly when there is considerable
strain at the interface with say, GaAs. The second issue is the need to determine the band
off-set arrangement both between InAs and GaNAs and GaNAs and GaAs.

We start with the binary alloy InAs, this is a narrow gap III-V semiconductor, so when
considering optical transitions, band non-parabolicity is important and must be accounted
for. We used the 3-band Kane Hamiltonian to investigate the band-edge electronic description
of bulk InAs-GaAs, where the lattice mismatch is accommodated by biaxial compressive strain
within the InAs layer. To model the GaNAs, we use the band-anti-crossing (BAC) model to
explain the unusually strong band-gap reduction of GaAs through the replacement of only
a few percent of the arsenic atoms by nitrogen Shan et al. (2001); Weyers et al. (1992). The
good agreement between a 5-band (10 including spin) k.p and the BAC model, confirms the
validity of this two band model at the band-edge O'Reilly et al. (2002). In this model, the
nitrogen atoms form a flat and almost dispersionless band, resonant with the GaAs conduction
band, but, which also interacts with the GaAs conduction band minimum. This interaction
leads to the formation of two bands of mixed GaAs-nitrogen character. The lower band is
shifted downwards with respect to the GaAs conduction band-edge by > 100 meV for each
percent increase of nitrogen concentration. The new conduction band minimum is strongly
non-parabolic. To take account of this, and the non-parabolicity of the valence band, we have
used the modified Kane Hamiltonian, with the inclusion of the nitrogen.

The Hamiltonian, which includes the off-diagonal matrix elements linking the yx;, {c and ¢y,
s, basis states, is written as

En  Vne Pyk: 0
VNC EC —1 jPKkz i 3PKkZ

6
Pyks i\/ngkz 0B, —\/LoE ©)

0 —z'\/ngkZ —\/E(SES Eso

Where the nitrogen dependant terms are defined as

Ec = Eg™ — (1.55 — 3.88)y
En = 1.65 — (3.89 — 3.88)y 7)

Ve = =24y

The nitrogen concentrations, y, in molar units, are extremely small, only a few percent. JE;,
and Ej, are the light-hole and the spin-orbit splitting band-edges respectively. The heavy-hole
band is decoupled from the rest of the bands. The heavy-hole band-edge is set at zero. The
coupling term, the matrix element Py, in the Hamiltonian above is ~ 10% of Pg, the Kane
matrix element, as reported by O'Reilly et al O'Reilly et al. (2002). However, others suggest
that Py is about an order of magnitude smaller than this Linsay (2002). Therefore in view of
there being no consensus over the value of Py and also the general difficulty in determining
its value, it is therefore best to set the k-dependant N-related terms to zero. The determinant
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equation | Hggue n — EI | then gives the following dispersion relation within the vicinity of
the band edges

2 _ 3 (E—En)(E—EQ)[(E —3E)(E — Ex) — °F']
TR (E — EN)[3E + 6E5 — 2Eq)

2
_ VRcl(E = 8E) (E— Ewo) %]
(E — EN)[3E + 0Es — 2Eq,]
The lattice mismatch between bulk GaNAs and GaAs is accommodated by biaxial tensile

strain within the GaNAs layer. Plots of band structures of InAs-GaAs and GaNgAs are
illustrated in Fig. 12(a) and (b) respectively.
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Fig. 12. Illustration of calculated, Kane description, dispersion relations of real and
imaginary wave-vectors in InAs and GalNg g2 As semiconductors, corresponding to 6.67%
compressive and 0.53% tensile strains respectively. The dashed line is based on the BAC
Shan et al. (1999) model.

Except for the band-gap energy, the electron effective mass, Skierbiszewski et al. (2000) the
lattice constant and the valence band deformation potential, Raja et al. (2002) most parameters
for GaN, As;_, are obtained by a linear interpolation between the parameters of the relevant
binary semiconductors given in table 2.

Moving to the discussion of the band off-set issue, we note that the presence of nitrogen
atoms is assumed to influence predominantly the host conduction band, with the valence
bands remaining largely undisturbed. Following this model one might therefore expect
the band-gap mismatch between the well and barrier material in GaNyAs;_, /GaAs
heterostructure to show up predominantly in the conduction band off-set, with the
valence-band offset being zero or negative. However, recent experiments suggest that
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GaAs InAs GaN InP
Eg, rr (eV) 1.424 0.36 3.2 1.344
Eg, 11 (eV) 1.519 0.41 3.39 1.424
Ep (eV) 25.7 22.2 25.4 16.7
A (eV) 0.34 0.32 0.015 0.11
a0 (A) 5.6533 6.0584 4503 5.8687
agap (eV) -8.3768 -6.08 -7.8 -6.31
b (eV) -1.7 -1.8 -1.9 -1.7
c11 (GPa) 181.1 83.29 293 10.11
c12 (GPa) 53.2 101.1 159 5.61
my /me 0.067 0.023 0.22 0.08
my,, /M 0.5 04 0.8 0.6
my, /1o 0.087 0.026 0.19 0.089
mi,/my 0.15 0.16

Table 2. Parameters of GaAs (de Walle (1989)), InAs (de Walle (1989)), InP and GaN (de Walle
(1989); Fan et al. (1996); Kim et al. (1996); Pearton (2000); Persson et al. (2001)) used in the
calculations.

this might not be true Buyanova, Pozina, Hai & Chen (2000); Egorov et al. (2002). Latest
results and measurements have determined that the band lineup in GaNAs-GaAs (for
low N compositions) is of type I Buyanova, Pozina, Hai & Chen (2000); Egorov et al. (2002);
Klar et al. (2002). InAs and GaAs are also expected to show a type I band line up de Walle
(1989). However, to authors’ knowledge, there is currently no information on band lineup
of InAs-GaNAs heterostructure. Therefore, with GaAs band edges as the reference, we
have lined up InAs and GaNyAs by lining up InAs/GaAs (60:40 in favour of CB) and
GaNyAs/GaAs (y = 0.02, ~ 90:10 in favour of CB). The band diagram is illustrated in Fig.
13.

5. SPSL design & calculations: The propagation matrix approach

In this section we show how the Schrédinger equation for a one dimensional potential
profile with an arbitrary shape, a SPSL in this case, (Fig. 10(b)), can be solved using a
propagation matrix approach, similar to that used in electromagnetic wave reflection or
guidance in a multilayered medium Kong (1990); Yeh & Yariv (1984). An arbitrary profile,
V(z) can always be approximated by a piece-wise step profile. In contrast to the conventional
method, described above, where the Bloch condition must be employed to obtain the
required translational symmetry of the problem Bastard & Brum (1986), a propagation matrix
approach produces a more accurate energy band solution of a SPSL structure Ram-Mohan et al
Ram-Mohan et al. (1988), since it provides an extra degree of freedom in space, z, to vary the,
layer dependant, potential V;(z) accordingly. This is in contrast to the conventional method
in which the layer dependant potential remains fixed and repeats itself infinitely over the SL
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unit cell Bastard (1988). Of course, a SPSL structure should tend towards a SL structure with
increasing period. One way of discovering exactly how many quantum wells or unit cells are
required before a finite structure resembles an infinite one (i.e. a SL) would be to look at the
ground state energy as a function of the number of periods within a SPSL structure.

GaAs GaNy As GaNy As GaAs
InAs - ---- InAs
GaAs CB
hh
mf---f ... | o o]
hh hh GaAs VB
U "
Q.:0 InAs/GaAs 60 : 40
c v GaNAs/GaAs 90: 10

Fig. 13. Energy band line-up profile of GaAs/M(InAs),;, N(GaNg g As), /GaAs SPSL
structure. lh and hh denote light and heavy holes, the conduction and valence band offsets,
denoted by Q¢ and Qy respectively is determined to be 50:50 for InAs/GaNg 2 As.

A SPSL structure may consist of a number of heterostructures. As we know QWs are
fabricated by forming heterojunctions between different semiconductors. From an electronic
viewpoint, semiconductors are different because they have different band structures and,
hence, band gaps. Apart from the bandgap, there are other properties which are also different
in semiconductors, such as the dielectric constant, the lattice constant and, what is considered
as the next most important quantity, the effective mass. In general the calculation of static
energy levels within QWs should account for the variation in the effective mass across the
heterojunction under appropriate boundary conditions. The boundary conditions on the
envelope functions can be obtained by integration of the coupled differential equations across
an interface. This problem has been previously addressed in the literature, Johnson et al, also
Bastard et al and Taylor et al, these can be stated as requiring the continuity of both

1 d
Yi1n(E,z)  and i (E2) 5 ¥in(E2) ©)
across a heterostructure interface. Where mj, (E,z) and ¢, ,(E, z) are the energy dependant
effective mass and envelope coefficients in layer ’I” and band "n’, which we will looked at in
detail in chapter 2.

Within a multilayer structure, for a given energy, the envelope function in each layer can be
written as a sum of forward and backward traveling waves

Yr(z) = AeE) e 7y <2 < (10)
Where the wavevector k; is given by the auxiliary equation for each layer and is expressed as

_ 2 (E2)(E - Vi(2)

2
ks ?

(11)
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Applying the boundary conditions of Eq. (9) a general form of a propagating matrix at an
interface between layers I and I’ is obtained as

11, ,1(E) = P,D; 'DyPy (12)

where D, the transition matrix, which is obtained from the boundary conditions, and P;, the
propagating matrix, are defined as

D 1 1 P < eikIZI 0 ) (13)
l = k k , l = s
m,*(I/:”,z) - m,*(lE,z) 0 ¢ ik

Therefore the matrix P;D; takes us from layer / 41 to [. For a large number of layers, the
propagation matrix for each layer can be linked forming the propagation matrix of the whole
structure

Imposing the relevant boundary conditions, (i.e. ¥(z) — 0as z — +oo) the wavefunction
must tend toward zero into the outer barriers (GaAs in this case), and the coefficients of the
growing exponentials must be zero. Therefore

(AN) _ (Hll(E) le(E)) _ < 0 ) (14)

0 1151 (E) T (E) Bo

Eq. (14) implies that for nontrivial solutions, we must have the eigenequation above satisfy,
I (E) =0 (15)

SPSLs are conventionally defined by the number M of interfaces of InAs grown upon
GaNAs, and the number N of interfaces of GaNAs grown upon InAs, with the numbers
m and n, measured in Angstrom (A),which define thicknesses of InAs and GaNAs layers
respectively.Jang et al. (1992); Moreira et al. (1993); Toyoshima et al. (1990) The short form of
the expression is M(InAs),;, N(GaNAs), = N[(InAs),,(GaNAs), ]+(InAs),,. Therefore a SPSL
of N periods consists of 'N” GaNy As layers and ‘N+1’ (=M) InAs layers. In this case the SPSL
structure equivalent to a single quantum well of the random alloy 8.5 nanometers thick and
composition Galng 35N g15As/GaAs, is obtained by imposing the molar composition ratios
of III-Ny-Vy _, constituents onto SPSL layer thicknesses which would give us the numbers M,
N, m and n, written in short form, as 7(InAs)46(GaN 15As9) or 14(InAs)>13(GalNg g15A845)-
Hence the overall length of the SL is limited to what would be the typical dimensions of an
8.5 nm Galng 35N 15A5-GaAs QW, which places the band-edge (0.95eV) at around 1.3 ym.
Fig. 14, illustrates, in plots (a) and (b), transition energies of 7(InAs);6(GaNg2As),
and 14(InAs),13(GaNggAs);, SPSLs, surrounded on either side by GaAs, as a function of
barrier layer thickness, n, respectively. As expected, the transition energy is larger for
the structure with smaller QW thickness, and for both structures, the transition energy
levels off with increasing barrier thickness. Note that the points that correspond to the
7(InAs),6(GaNg 02 As)g and 14(InAs)13(GaNg 02 Asy 5 SPSL structures in Fig. 14 plots (a) and
(b) respectively, are indicated with a dashed line. As was predicted, the band edge transition
is at 1.3 ym. Plot (a) of Fig. 15 is transition energy of an M(InAs)3N(GaNggAs), SPSL
as function of period, N, and plot (b) is that of the M(InAs);N(GaNp3As), SPSL, where
in the latter case we have effectively lowered the barrier height by increasing the nitrogen
concentration to 3% and the well thickness to 4 A respectively.
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Fig. 14. Energy gap of InAs/GaNj g»As SPSL structure as function of varying GaNAs

(barrier) layer thickness (a) 7(InAs)46(GaN As),, configuration (b) 14(InAs),13(GaN As),
configuration.
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Fig. 15. The calculated transition energy plots of SPSL structures as function of SPSL-period,
N. (a) M(InAs)3N(GaNjp g2 As); and (b) M(InAs)4N(GaNj g3As),. The dotted line is the
numerical result for the M(InAs)3;N(GaNjy 1p3As)g.2 SPSL structure. The circle (o) is from
Hong et al(needs reference in here)and is the experimental result for

10(InAs)39(GaNg gp3As)g.» SPSL annealed structure.
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Therefore varying by the number of periods and /or barrier height within a SPSL structure, the
position of the band edge can be modified significantly. For the plots it is clear that a structure
which would absorb or emit at the important telecommunication wavelength of 1.5 ym can
be achieved. We could equally reduce the potential barrier height of the cladding layer (GaAs
in this case) by incorporation of In, in order to reduce the band edge to 1.5 ym, since, due
to limitations of strain, the InAs layer thickness, with a critical thickness, h < 5 Angstroms
cannot be varied arbitrarily. As expected a larger number of SPSL periods, N, reduces the
transition energy. The same pattern holds with a reduction in potential barrier height.

The following plots illustrate contour plots for various SPSL structures which emit or absorb
light at 1.3 ym. The contours in Fig. 16(i) indicate that by reducing dB, tunneling across the
barriers increases and leads to a reduction of the carrier energy within the wells. Therefore
to make up for this reduction we need to increase the barrier height, Vo, or we must reduce
the N concentration since the number of unit cells and the well width, d 4, are fixed. The two
contour lines in the figure imply that if SPSL-period, N, is reduced in going from solid line
contour to the dashed line contour, then the carrier energy is increased. Therefore thinner
barriers or more nitrogen, are required to lower the barrier height, since d 4 is fixed. Further
more, for nitrogen concentrations of 0.5-1.5% the contour curvature is negligible with respect
to N concentrations. This is particularly so for smaller numbers of periods, N. This is very
significant considering that band gap variation in III-(N)-V systems is nonlinear with respect
to the nitrogen concentration and is therefore very difficult to control even by sophisticated
epitaxial growth techniques. Fig. 16(ii) illustrates 1.3 ym contour plots for fixed nitrogen
concentration and well thickness. In this case an increase in barrier thickness, dB, reduces the
carrier energy within the wells, and therefore, to make up for this we would have to increase
the number of periods. Going from the contour represented by a dashed line to the one
represented in dotted line, the nitrogen concentration increases from 0.5% to 2% respectively.
For higher nitrogen concentrations the barrier height Vj, is lowered implying that the carrier
energy decreases. Therefore we would have to reduce the number of periods to make up for
the carrier energy reduction. In Fig. 16(iii) the contours indicate that, since increase in number
of periods lowers the carrier energy, the barrier height needs to be raised as d4 and dp are
both kept fixed. This is achieved by reducing the nitrogen concentration. The same pattern
holds when barrier width, dg, is reduced, as shown by the solid line of Fig. 16(iii). Again, as
with contours of Fig. 16(i), the transition energy is not very sensitive to variations in nitrogen
concentration for the smaller barrier width particularly for 2-3% nitrogen concentrations. This
is in contrast to structures with comparatively larger barrier width (dashed line of Fig. 16(iii))
which leads to better control over nitrogen concentration in growth. These results, which are
based on numerical models are in agreement with the predictions based on the SL model.
The results are very encouraging for design and fabrication of short period superlattices
suitable for devices which emit or absorb light at 1.3ym and also 1.5 ym of GaAs-based dilute
nitrides. Specifically, more degrees of freedom are available for the design of nanostructure
optoelectronic devices based on a given choice of materials. Structures can be engineered to
vary the SPSL energy gap, by suitable choice of layer thicknesses, which can be atomically
controlled using thin film crystal growth techniques such as MBE, as well as varying the
number of SL period and layer composition. The proposals to use dilute nitride SPSL
structures results in the separation of In and N and would over-come some of the key
material issues limiting growth of III-Ny-V;_ alloys. The growth of the binary and ternary
configuration of GaInNAs SPSL should also provide better compositional control since the
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Fig. 16. 1.3 ym contour plots of (i) 4(InAs)413(GaNy As),, solid line, and
7(InAs)46(GaNyAs)n, dashed line, SPSLs vs. barrier width, n, and N-concentration,y.
(i))M(InAs)4N(GaNy go5As);,, dotted line, M(InAs);N(GaNj g1 As);, solid line, and
M(InAs)4sN(GaNy ppAs);, dashed line, SPSLs vs. number of periods and barrier width. (iii)
M(InAs)4N(GaNy As)g, dashed line, and M(InAs)4N(GaNy As),, solid line, SPSL structures as
function of number of periods, N, and N-concentration, y.
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incorporation of nitrogen will involve only one group Ill-element in each period of the
structure. Also, since in SPSL structures the well/barrier width and therefore the period are in
effect reduced to less than the electron mean free path, the entire electron system will enter a
quantum regime of reduced dimensionality in the presence of nearly ideal interfaces, resulting
in improved mobility within these structures. Therefore, design and growth of more efficient
optoelectronic devices based on III-N-V; _, systems should be possible. The current work on
SPSL dilute nitride structures is very scarce. To authors knowledge apart from our group only
one other has produced such work without any proper theoretical back up tough. Therefore
the potential is tremendous in this field with many possible directions in obtaining a better
understanding of the important GaAs-based dilute nitride systems.

If dilute nitride materials are to prove their worth, then it must be demonstrated that they
can be used to produce durable optoelectronic devices for use at 1.3-1.55 m applications.
Unfortunately, a full understanding of the fundamental nature and behaviour of nitride
alloys, especially during the annealing treatments that are required for optimum performance,
continues to elude researchers. Certain trends have been identified qualitatively, such as
that optimum anneal conditions depend on composition, and more specifically on (2D/3D)
growth mode Hierro etal. (2003), on nitrogen content Francoeur etal. (1998); Loke et al.
(2002), and on indium content for GaInNAs Kageyama et al. (1999), but ‘optimum” annealing
treatments continue to vary widely, according to growth method, growth conditions, structure
and composition. We believe that SPSL structures have an important role to play in such
studies. Therefore the priority should be to repeat the previous annealing study and try
to obtain more information about the improvements seen during annealing. This could
be done by measuring more-comprehensively the relationship seen in Arrhenius plots of
integrated PL intensity vs. 1/T. Additionally, a series of experiments designed to find the
optimum combination, duration and temperatures for in-situ and/or ex-situ annealing should
be carried out, and repeated for SPSL active layers to determine whether such dilute nitride
structures are capable of outperforming more-primitive MQW structures. These experiments
should also provide another opportunity to investigate the optical performance of nitrides.
We made use of the transfer matrix algorithm based on the envelope function approximation
(EFA). The results obtained demonstrated excellent agreement with those obtained
experimentally so far, to authors knowledge, Hong ef al Hongetal. (2001). Since the
transfer matrix method is based on the EFA, it has the corresponding advantage that the
input parameters are those directly determined by experimentally measured optical and
magneto-optical spectra of bulk materials. The effect of additional perturbations, such as
externally applied fields, built in strain in superlattices are easily incorporated into the k.p
Hamiltonian with no additional analysis in the transfer matrix method. Furthermore the
transfer matrix method provides a simple procedure to obtain the wavefunctions, which are
particularly useful in evaluating transition probabilities.
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1. Introduction

The pressure acting on the part of the Rib Cage that is apposed to the costal surface of the lung
is quite different from that acting on the part apposed to the diaphragm. The non uniformity of
pressure distribution led Agostoni and D’Angelo (1985) to suggest that the rib cage could be
usefully regarded as consisting of two compartments mechanically coupled to each other
(Agostoni & D" Angelo, 1985; Jiang et al., 1988, Ward, 1992): the pulmonary rib cage (RCp), and
the abdominal rib cage (RCa). The magnitude of the coupling determines the resistance to
distortion and is an important parameter in the mechanics of breathing. Unitary behaviour of
the rib cage was thought to be dictated by rigidity and the restrictive nature of rib articulations
and interconnection. Nonetheless, important distortion of the rib cage from its relaxation
configuration has been described in asthma (Ringel et al., 1983) quadriplegia (Urmey et al.,
1981) and also in health individual during a variety of breathing pattern (quiet breathing,
hyperventilation, single inspiration, involuntary breathing acts, such as phrenic nerve
stimulation); (Crawford et al., 1983; McCool et al., 1985; Ward et al., 1992; D" Angelo, 1981,
Roussos et al., 1977). In summarizing these results Crawford et al., (1983) and more recently
McCool et al., (1985) concluded that the maintenance of rib cage shape needs not be attributed
to inherent stiffness but may be the consequence of apparently coordinated activity of the
different respiratory muscles. Under circumstance such as lung hyperinflation or when
mechanical coupling between the upper rib cage (RCp) and the lower rib cage (RCa) is very
loose rib cage muscle recruitment is essential to prevent paradoxical (inward) rib cage
displacement. (Ward et al., 1992). Moreover the deformation of the chest wall (CW) occurring
during hyperventilation and while breathing through a resistance implies that the work of
breathing in these conditions is slight larger than that calculated only the basis of the volume-
pressure diagram. And indeed part of the force exerted by the respiratory muscles is
expended to change the shape of the chest wall relative to that occurring at the same lung
volume during relaxation (Agostoni & Mognoni 1966).

Most of what is known about the kinematics of the chest wall ie., the thoraco-abdomen
compartment comes from studies (Sackner, 1980; Gilbert et al, 1972) using RIP
(Respitrace®). However, the RIP method is subject to error, the volume being inferred from
cross-sectional area changes. Also, evaluation of the breathing pattern with RIP is reliable
only when the rib cage and abdomen behave with a single degree of freedom such as during
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quiet breathing. The validity of the calibration coefficient obtained experimentally to convert
one or two dimensions to volume is limited to the estimation of tidal volume under
conditions matched with those during which the calibration was performed (Henke et al.,
1988). Conversely, OEP has been proven able to evaluate, without any assumptions
regarding degree of freedom, changes in compartmental volume of the chest wall. (Pedotti
et al., 1995; Cala et al., 1996; Kenyon et al., 1997; Sanna et al., 1999; Aliverti et al., 1997;
Duranti et al., 2004; Romagnoli et al., 2004a; Romagnoli et al., 2004b; Romagnoli et al., 2006;
Binazzi et al., 2006; Filippelli et al., 2001; Lanini et al., 2007; Gorini et al., 1999; Filippelli et al.,
2003). The precise assessment of changes in thoraco-abdominal volumes, combined with
pressure measurements, allows a detailed description of the action and control of the
different respiratory muscle groups. That is the reason why the accurate computation of
thoraco-abdominal volume changes is needed. It is well known that methods actually in use
for the computation of thoraco-abdominal volume displacement are affected by several
limitations. The most used devices able to compute dynamic changes of the thoraco-
abdominal wall are magnetometers and inductance plethysmography (Respitrace®). Both
these systems are based on the assumption that the thoraco-abdominal wall has only two
degrees of freedom but it is well known that changes in both antero-posterior diameter and
changes in cross-sectional area of thoracic and abdominal compartments are not linearly
related to their respective volumes. Furthermore both devices are strongly influenced by
artefacts due to the subject’s posture that limit their utilization in dynamic conditions (e.g.
exercise).
An ideal system able to measure movements and volumes of the respiratory system should
have the following characteristics as much as possible:
1. Accurate computation of volume changes without using a mouthpiece that may alter
the normal breathing pattern (Gilbert et al., 1972).
2. Necessitating of a simple, stable and repeatable calibration.
3. Possibility of use in non collaborating subjects (during sleep, or in unconscious
patients).
4.  Permitting the analysis in different postures.
Permitting the analysis in dynamic conditions such walking, or cycling.
6. Allowing high frequency response in order to accurately describe rapid phenomena (i.e.
electric or magnetic stimulation of phrenic nerves).
7. Allowing the analysis of movements and volume changing of the different
compartments of the chest wall: the upper thorax, lower thorax, and abdomen).
8. Allowing the analysis of movements and volume changing of the two halves (left and
right) of the chest wall.
9. Being non-invasive, non-joining and safe for the patient.
An OEP device able to track the three-dimensional co-ordinates of a number of reflecting
markers placed non-invasively on the skin of the subject satisfies many of these
characteristics. The simultaneous acquisition of kinematic signals with pleural and gastric
pressures during a relaxation manoeuvre allows the representation of pressure-volume
plots describing the mechanical characteristics of each compartment. The OEP system was
developed in 80’s by the Bioengineering Department of the University of Milano in order to
overcome as many of the previous limitations as possible (Pedotti et al., 1995; Cala et al.,
1996; Kenyon et al., 1997)
Here we quantify distortion in healthy and diseased rib cage using a method that requires
an accurate measurement of absolute volumes of upper and lower rib cage .

o
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2. Methods

2.1 Subjects and experimental protocol
We studied non-smoking healthy subjects experienced in physiological studies and in
performing respiratory manoeuvres, and patients with a number of respiratory disorders.
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Fig. 1. Eighty-nine markers model.

Eighty-nine reflecting markers are placed in front and back over the trunk from the clavicles
to the anterior superior iliac spines along predefined vertical and horizontal lines. To
measure the Vew compartments from the surface markers, we define the following: (i) the
diaphragm border confirmed by percussion at end-expiration in sitting position, (ii) the
boundaries of the upper rib cage (RCp) as extending from the clavicles to a line extending
transversely around the thorax corresponding to the top of the area of the apposition of the
diaphragm to the rib cage; (iii) the boundaries of lower rib cage (RCa) as extending from this
line to the lower costal margin anteriorly, and to the level of the lowest point of the lower
costal margin posteriorly, and (iv) the boundaries of the abdomen as extending caudally
from the lower rib cage to a horizontal line at the level of the anterior superior iliac spine.

Fig. 2. The coordinates of the landmarks were measured with a system configuration of six
infrared television cameras, three placed 4 m behind and three placed 4 m in front of the
subject at a sampling rate of 260 Hz.
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2.2 Compartmental volume measurements

Volumes of the different chest wall compartments were assessed by using the ELITE system,
which allows computation of the 3-dimensional coordinates of 89 surface markers applied on
the chest wall surface with high accuracy (Cala et al., 1996). The markers, small hemispheres (5
mm in diameter) coated with reflective paper, were placed circumferentially in seven
horizontal rows between the clavicles and the anterior superior iliac spine. Along the
horizontal rows, the markers were arranged anteriorly and posteriorly in five vertical columns,
and there was an additional bilateral column in the mid-axillary line. In agreement with Cala
et al,, (1996), the anatomic landmarks for the horizontal rows were 1) the clavicular line, 2) the
manubrio-sternal joint, 3) the nipples, 4) the xiphoid process, 5) the lower costal margin, 6)
umbilicus, and 7) anterior superior iliac spine. The landmarks for the vertical rows were I) the
midlines, 2) both anterior and posterior axillary lines, 3) the midpoint of the interval between
the midline and the anterior axillary lines, and 4) the midaxillary lines. To measure volume of
chest wall (Vcw) compartments from the surface markers, we defined the following: (i)
confirmed by percussion at end-expiration in sitting position, the diaphragm border in the mid
clavicular line was always below the anterior end of the seventh rib, (ii) the boundaries of the
upper rib cage (RC, p) as extending from the clavicles to a line extending transversely around
the thorax corresponding to the top of the area of the apposition of the diaphragm to the rib
cage, (iii) the boundaries of lower rib cage (RC, a) as extending from this line to the lower
costal margin anteriorly, and to the level of the lowest point of the lower costal margin
posteriorly, and (iv) the boundaries of the abdomen as extending caudally from the lower rib
cage to a horizontal line at the level of the anterior superior iliac spine.

The coordinates of the landmarks were measured with a system configuration of six
infrared television cameras, three placed 4 m behind and three placed 4 m in front of the
subject at a sampling rate of 25-100 Hz. Starting from the marker coordinates, the thoraco-
abdominal volumes were computed by triangulating the surface. For closure of surface
triangulation, additional phantom markers were constructed as the average position of
surrounding points at the center of the caudal and cephalad extremes of the trunk. Volumes
were calculated from the surface triangulation between the marker points.

2.3 Pressure measurements

Pes and Pga were measured by using conventional balloon-catheter systems connected to
two 100-cmH>0 differential pressure transducers (Validyne, Northridge, CA). Pes was used
as an index of pleural pressure and Pga as that of abdominal pressure (Pab). From the
pressure signals, we measured the following: Pes and Pga at end inspiration (PesEI and
PgaEl, respectively) and end expiration (PesEE and PgaEE, respectively) at zero-flow points.
The transdiaphragmatic pressure (Pdi) was obtained by subtracting Pes from Pga. Pdi at end
expiration during quiet breathing was assumed to be zero. The difference between PgaEI
and PesEI was defined as active Pdi and that between PgaEE and PesEE as passive Pdi. APdi
was defined as the difference between passive Pdi and active Pdi. Pressure and flow signals
were synchronized to the kinematics signals of the OEP system and sent to an IBM-
compatible personal computer through an RTI 800 analogue-to-digital card for subsequent
analysis.

2.4 Rib cage and abdomen relaxation measurements
Relaxation characteristics of the chest wall were studied at rest. The subjects, in a sitting
position, inhaled to total lung capacity and then relaxed and exhaled through a high
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resistance. Relaxation manoeuvres were repeated until curves were reproducible, pressure at
the mouth returned to zero at functional residual capacity (FRC), and Pdi was zero throughout
the entire manoeuvre. The best relaxation curve was retained. To assess rib cage relaxation
characteristics, volume of pulmonary rib cage (Vrc,p) was plotted against Pes. The best fitting
linear (y = ab + x) regression for the Vrc,p-Pes curve was constructed to obtain a relaxation
curve of RC, p. The relaxation curve of the abdomen was obtained by plotting Pga vs. Vab
from end-expiratory volume of abdomen (Vab) to end-inspiratory Vab during quiet breathing;
we found a curvilinear relationship to which we fitted a second-order polynomial regression
(Sanna et al., 1999; Aliverti et al., 1997). (This was extrapolated linearly from higher and lower
values of Vab). This method was preferred to the actual data obtained during relaxation
because the latter were reliably obtained only at values of Vab greater than at FRC.
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Fig. 3. Schematic representation of relationship between oesophageal pressure (Pes) and
volume of pulmonary rib cage(Vrc,p) during quiet breathing (continuous loop) and at 50 L
min~ of VE (dashed loop) assuming minimal rib cage distortion during leg exercise. The
thin line is the relaxation line. The closed circle is end expiratory volume. Measurement of
pressure generated by rib cage muscles at Vrc,p (thin line) is obtained from horizontal
distance between dynamic loop and the relaxation line at that volume during inspiration
(Prcm,i) and expiration (Prcm,e). Right: schematic representation of the relationship
between gastric pressure (Pga) and volume of the abdomen (Vab) at rest and at 50 L min-! of
ventilation (VE). The thin line is the relaxation line. Measurement of pressure generated by
abdominal muscles (Pabm) at that Vab is obtained from the horizontal distance between
gastric pressure and the relaxation line at that volume.

2.5 Cardiopulmonary exercise testing

Flow was measured with a mass flow sensor (Vmax 229; SensorMedics; 70 ml dead space)
near the mouthpiece and lung volume changes were obtained by integrating the flow signal.
A gas mixture (inspiratory oxygen fraction of 0.50 balanced with nitrogen) was inspired by
the patients from a Douglas bag through a two-way non-rebreathing valve (mod 27900;
Hans-Rudolph, Kansas City, MO, USA, 115 ml dead space). The flow into the Douglas bag
was constant and patients breathed the gas mixture at the rate they demanded. We carefully
reduced the impedance of the tubing by increasing its width and minimizing its length. To
ascertain the linearity of the analyzer we used a 0.50 oxygen calibration cylinder. During the
test flow rate at the mouth and gas exchange were recorded breath-by-breath (Vmax 229,
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SensorsMedics). Expired gas was analyzed for oxygen uptake (V'oy), and carbon dioxide
production (V'cop). Cardiac frequency was continuously measured using a 12-lead
electrocardiogram and oxygen saturation was measured using a pulse oxymeter (NPB 290;
Nellcore Puritan Bennett, Pleasanton, CA, USA). The equipment was calibrated immediately
before each test. V'cop and V'o, were expressed as standard temperature, pressure and dry.
The flow signal was synchronized to that of the motion analysis used for OEP and sent to a
personal computer for subsequent analysis.

3. Analysis of the data

3.1 Operational chest wall volume measurements

To measure the Vcw compartments from the surface markers, we defined the following: (i)
confirmed by percussion at end expiration in sitting position, the diaphragm border in the
mid clavicular line was always below the anterior end of the seventh rib, (ii) the boundaries
of the upper rib cage (RCp) as extending from the clavicles to a line extending transversely
around the thorax corresponding to the top of the area of the apposition of the diaphragm
to the rib cage; (iii) the boundaries of lower rib cage (RCa) as extending from this line to the
lower costal margin anteriorly, and to the level of the lowest point of the lower costal
margin posteriorly, and (iv) the boundaries of the abdomen as extending caudally from the
lower rib cage to a horizontal line at the level of the anterior superior iliac spine. The
arrangement of the chosen markers and the geometric model allow the computation of the
contribution of rib cage and abdomen to tidal volume (VT). The difference between the end-
inspiratory and end-expiratory volumes of each compartment was calculated as the VT. The
OEP calculates absolute volumes. The absolute volume of each compartment at functional
residual capacity (FRC) in control conditions was considered as the reference volume.
Volumes are reported either as absolute values or as changes from the volume at FRC in
control conditions. The total chest wall volume (Vcw) was modeled as the sum of volume of
the upper rib cage, i.e., the rib cage apposed to the lung (Vrc,p), volume of the lower rib
cage, i.e., the rib cage apposed to the abdomen (Vrc,a) and volume of the abdomen (Vab).
Thus, the Vcw was calculated as Vcw = Vrc+Vab and changes (A) in Vcw were calculated as
AVew = AVrc+AVab. The time course of the volume of each region (Vre,p, Vrc,a and Vab)
along their sum (Vcw) was processed to obtain a breath-by-breath assessment of both
ventilatory pattern and operational chest wall volume . From VT and respiratory frequency,
VE was calculated. VT was simultaneously measured by using a mass flow sensor (sVT).
The volume accuracy of the OEP system was tested by comparing VToep to sVT. All
respiratory cycles at rest and during walking were pooled for each subject.

The time course of the volume of each region (Vrc,p, Vrc,a and Vab) and their sum (Vcw)
was processed to obtain a breath-by-breath assessment of both ventilatory pattern and
operational chest wall volume (Johnson et al., 1999; Gorini et al., 1999).

3.2 Rib cage distortion measurements

a) The undistorted rib cage configuration was defined by plotting Vrc,p against Vrc,a during
relaxation. Rib cage distortion was evaluated by comparing Vrc,p-Vrc,a at rest and during
exercise to the undistorted rib cage configuration, according to the method of Chihara et al
(1996). Thus we measured the perpendicular distance of the distorted configuration away
from the relaxation line and divided it by the value of Vrc,p at the insertion point. This
results in a dimensionless number, which, when multiplied by 100, gives percent distortion.
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b) Because most patients were unable to relax their respiratory muscles enough to yield
accurate and meaningful relaxation volume-pressure curves of the thorax, the presence of rib
cage distortion was established by: 1. comparing the time courses of Vrc,p vs Vrc,a and 2. the
phase shift between Vrc,a and Vrc,p when these two volumes were plotted against each other.
This was measured as the ratio of distance delimited by the intercepts of Vrc,p versus Vrc,a
dynamic loop on line parallel to the X-axis at 50% of RCp tidal volume (m), divided by RCa
tidal volume (s), as 0= sin! (m s?), as previously adopted approach (Agostoni & Mognoni,
1996; Aliverti et al., 2009) (Fig. 5). In this system a phase angle of zero represents a completely
synchronous movement of the compartments and 180° total asynchrony. Rib cage to abdomen
displacement was assessed by the ratio of changes in Vrc to change in Vab.

The rest signals were recorded over a 3-min period after a 10-min period of adaptation to
equipment. In each patients, the volume tracings were normalized with respect to time to
allow ensemble averaging over three reproducible consecutive breaths chosen within the
period of interest (rest, warm-up, each minute of exercise) and to derive an average
respiratory cycle over each of the data acquisition periods. Inspiratory and expiratory
phases of the breathing cycles were derived from the Vcw signal.

3.3 Respiratory muscle pressure measurements

The pressure developed by inspiratory and expiratory rib cage muscles (Prcm,i and Prcme,
respectively) and that developed by the abdominal muscles (Pabm) were measured as the
difference between the Pes-Vrc,p loop and the relaxation pressure-volume curve of RCp and
between the Pga-Vab loops and the relaxation pressure-volume curve of the abdomen,
respectively, according to the method of Aliverti et al. (1997).
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Fig. 4. The undistorted rib cage configuration is defined by plotting Vrc,p against Vrc,a
during relaxation. Rib cage distortion is evaluated by comparing Vrc,p-Vrc,a at rest and
during exercise to the undistorted rib cage configuration. Individual Vrc,p-Vrc,a plot at
quiet breathing (QB) and at 50 L of VE In a representative subject. Continuous lines:
relaxation lines. Continuous loops: respiratory cycle at QB. Dotted loops: respiratory cycle
during leg exercise; dashed loops: respiratory cycle during arm exercise.
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Fig. 5. In patients unable to relax their respiratory muscles enough to yield accurate and
meaningful relaxation volume-pressure curves of the thorax, the presence of rib cage
distortion is established by: 1. comparing the time courses of Vrcp, Vrca and 2. the phase
shift between Vrc,a and Vrc,p when these two volumes are plotted against each other. This
is measured as the ratio of distance delimited by the intercepts of Vrcp, Vrca dynamic loop
on line parallel to the X-axis at 50% of RCp tidal volume (m), divided by RCa tidal volume
(s), as 6= sin! (m s1). In this system a phase angle of zero represents a completely
synchronous movement of the compartments and 180° total asynchrony.

4. Results and discussion

4.1 OEP vs pneumotachograph volume

We compared change in Vcw during inspiration obtained by OEP (AVcw) with inspired
volumes obtained by integration of flow (AVm). Also, the linear regression analysis between
AVcw and AVm calculated simultaneously over a period of 20s yielded the following
equation: 1:0.94, Y= -0.103+1.093X. The small discrepancy we found between VToep and
VTm may be explained as follows. While pneumotachograph measures the volume of the
lung OEP measures the volume of the trunk. This includes volume changes in the mouth,
gas compression and decompression in the lung, and blood shift between trunk and
extremity.

4.2 Physiology

4.2.1 Effect of exercise

Studies concerning chest wall mechanics during exercise or walking in normal humans
(Kenyon et al., 1997; Aliverti et al., 1997; Sanna et al., 1999; Duranti et al., 2004) have used
OEP to investigate a new aspect of respiratory mechanics: the rib cage distortion, that is due
to the different pressure acting on the volumes of the lower (abdominal) and upper rib cage
i,e., the non diaphragmatic inspiratory/expiratory muscles acting on volume of the upper
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rib cage, and diaphragm and abdominal muscles acting on volume of the lower rib cage.
The volume distortion surprisingly is <1% (Kenyon et al., 1997; Aliverti et al., 1997; Sanna et
al., 1999). Thus, during exercise, the diaphragm, rib cage and abdominal muscles are
coordinated so that rib cage distortion, although measurable, is minimised. In particular, the
progressive relaxation of abdominal muscles observed during inspiration could prevent
volume of the lower rib cage from an unbalanced expansion with respect to volume of the
upper rib cage. (Aliverti et al., 1997; Sanna et al., 1999; Duranti et al., 2004)

4.2.2 Effect of coughing

The three-compartment model of the chest wall dictates that contraction of the abdominal
muscles has both a deflationary action on the lower rib cage via their insertional components
(the rectus and obliquus muscles), and an inflationary action via their non-insertional
components (the trasversus muscle), the net effect being that upper rib cage deflation is
commensurate with lower rib cage deflation (Kenyon et al., 1999). However, if forces applied
to the upper rib cage are out of proportion with those applied to the lower rib cage, distortion
might ensue during fits of coughing. In this way the abdominal rib cage is exposed to greater
positive abdominal pressure at the end of expiration during cough (Man et al., 2003). Lanini et
al., (2007) therefore hypothesized that uneven distribution of operating forces may results in
rib cage distortion during coughing. The results obtained in 12 healthy subjects during
voluntary single and prolonged coughing efforts at functional residual capacity and after
maximal inspiration (max) showed that the three chest wall compartments contributed to
reducing end expiratory volumes of the chest wall during coughing at functional residual
capacity and prolonged maximum coughing, with the latter resulting in the greatest chest wall
deflation. Mean rib cage distortion, did not differ between men and women, but tended to
significantly increase from single to prolonged coughing maximum. Lanini et al. (2007)
therefore concluded that rib cage distortion may ensue during coughing, probably as a result
of uneven distribution of forces applied to the rib cage.

4.3 Pathophysiology

4.3.1 Neuromuscular diseases (NMD)

NMD are characterized by progressive loss of muscle strength resulting in cough
ineffectiveness with deleterious effects on the respiratory system (Bach, 1993; Bach, 1997).
Assessment of cough effectiveness is therefore a prominent component of the clinical
evaluation and respiratory care in these patients. Owing to uneven distribution of muscle
weakness in neuromuscular patients (De Troyer & Estenne 1995). Lanini et al., (2008)
hypothesized that forces acting on the chest wall may have impact on the compartmental
distribution of gas volume resulting in a decrease in cough effectiveness. The current
authors have shown that unlike controls patients were unable to reduce end expiratory chest
wall volume and exhibited greater rib cage distortion during cough. Peak cough flow was
negatively correlated with rib cage distortion, the greater the former the smaller the latter,
but not with respiratory muscle strength. Therefore, insufficient deflation of chest wall
compartments and marked rib cage distortion resulted in cough ineffectiveness in these
neuromuscular patients.

4.3.2 Pathology of the rib cage
Few detailed physiological studies have been carried out in young pectus excavatum PE
subjects either preoperatively or postoperatively (Mead et al., 1985); it has been suggested
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however that the depression of the sternum limits the movement of the ribs especially in the
lower ones, thus preventing the expansion of the lower thoracic cross-sectional area
(Koumbourlis, 2009). On theoretical grounds uncoordinated displacement of chest wall
compartments is not unexpected in these patients, considering that a non-uniform
distribution of pressure over the different parts may distort the rib cage (Crawford et al.,
1983; McCool et al., 1985; Chihara et al., 1996; Ward et al., 1992; Kenyon et al., 1997). By
contrast, recent studies (Kenyon et al, 1997, Aliverti et al, 1997, Sanna et al., 1999;
Romagnoli et al.,, 2006) have shown that the expiratory action of the abdominal muscles
plays a key role in minimizing rib cage distortion during sustained ventilatory effort in
healthy subjects. Moreover, a normal swing in abdominal pressure with a normal
abdominal pressure-volume loop is associated with normal rib cage mobility during
increased ventilation in PE patients (Mead et al., 1985). In keeping with these data, the
preliminary results of our laboratory (Binazzi et al.,, 2009) indicate a normal reduction in
end-expiratory abdominal volume (suggestive of phasic expiratory activity) during
hyperventilation in PE patients. Collectively these data allow us to hypothesize that a
coordinated motion of upper to lower rib cage prevents distortion during ventilatory tasks
in PE patients. It has been suggested that the rib cage fails to move up and out during
inspiration (Whol et al., 1995). Available data, however, argue against this possibility
(Koumbourlis, 2009; Mead et al., 1985). Plotting of upper rib cage volume (Vrc,p) vs lower
rib cage volume (Vrc,a) we were able to find a normal phase angle degree at QB and
through maximal voluntary ventilation in control subjects and in a few PE patients.

4.3.3 Asthma

The mechanics of the chest wall was studied in asthmatic patients before and during
histamine-induced bronchoconstriction. The volume of the chest wall (Vcw), pleural and
gastric pressures were simultaneously recorded. Vcw was modeled as the sum of the
volumes of the pulmonary-apposed rib cage (Vrc,p), diaphragm-apposed rib cage (Vrc,a),
and abdomen (Vab). During bronchoconstriction, hyperinflation was due to the increase in
end-expiratory volume of the rib cage, whereas change in Vab was inconsistent because of
phasic recruitment of abdominal muscles during expiration. Changes in end-expiratory
Vrc,p and Vrc,a were along the rib cage relaxation configuration, indicating that both
compartments shared proportionally the hyperinflation. Vrc,p-Ppl plot during
bronchoconstriction was displaced leftward of the relaxation curve, suggesting persistent
activity of rib cage inspiratory muscles throughout expiration. Changes in end-expiratory
Vew during bronchoconstriction did not relate to changes in airway obstruction or time and
volume components of the breathing cycle. We concluded that during bronchoconstriction
in asthmatic patients: (1) rib cage accounts largely for the volume of hyperinflation, whereas
abdominal muscle recruitment during expiration limits the increase in Vab; (2)
hyperinflation is influenced by sustained postinspiratory activity of the inspiratory muscles;
(3) this pattern of respiratory muscle recruitment seems to minimize volume distortion of
the rib cage at end-expiration and to preserve diaphragm length despite hyperinflation
(Gorini et al., 1999).

4.3.4 Chronic obstructive pulmonary disease (COPD)

Lung hyperinflation in patients with chronic obstructive pulmonary disease (COPD) places
the respiratory muscles at a mechanical disadvantage and impairs their force generation
capacity (De Troyer, 1997). Clinical evidence of the diaphragm’s vulnerability in the effect of
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hyperinflation is abundant (Sharp, 1985). One indicator of diaphragm dysfunction is
Hoover’s sign (Hoover, 1920) consisting of inward movement of the lower lateral rib cage
during inspiration. However, the basis of abnormal rib cage motion and the effect of
hyperinflation on rib cage distortion have not been systematically examined in patients with
COPD. Some factors argue against a close relationship between Hoover’s sign and
hyperinflation: (i) the primary factor contributing to rib cage distortion in COPD patients is
an abnormal alteration of the forces applied to the pulmonary and abdominal rib cage, with
hyperinflation making only a minor contribution (Jubran & Tobin, 1992); (ii) hyperinflation
produces a decrease in airway resistance (Briscoe & Dubois, 1958) which may account for
the greater degree of abnormal CW motion observed with resistive loading (Tobin et al.,
1987) than with hyperinflation (Jubran & Tobin, 1992); (iii) hyperinflation is closely linked to
expiratory flow limitation which at least theoretically, can be due entirely to loss of lung
elastic recoil and tracheo or bronchomalacia. We therefore asked whether hyperinflation
would produce rib cage distortion per se. We hypothesized that lung hyperinflation and rib
cage distortion (Binazzi et al., 2008) could independently define the functional conditions of
COPD patients. We based the hypothesis on the following observations: (i) a remarkable
directed correlation has been found between abdominal rib cage compliance and
distortability (Chihara et al., 1996), and (ii) passive tension in the abdominal muscles exerts
an important deflationary action on abdominal rib during tidal inspiration (Kenyon et al.,
1997). Rib cage distortion associated with Hoover’s sign was indicated by the negative
values of Vrc,p/Vrc,a which contrasted with the positive values in patients without
Hoover’s sign. Most importantly, the fact that we found a lack of any significant relationship
between quantitative indices of Hoover’s sign and functional residual capacity validates the
starting hypothesis that rib cage volume distortion cannot be fully explained by static
hyperinflation in patients with COPD. Chihara et al. (1996) have also speculated that when
rib cage distortion is present the greater the distortability the greater the degree of
recruitment of inspiratory rib cage muscles and the greater the predisposition to dyspnea for
a given load and strength (Ward & Macklem 1992). On the other hand, the role of
hyperinflation on abnormal chest movement is questionable (Binazzi et al., 2008; Hoover,
1920; Aliverti et al., 2009; Joubran & Tobin, 1992; O’Donnell et al., 1997; O’Donnell et al.,
2001). By contrast, Aliverti et al., (2009) have shown that lower rib cage paradox yields to an
early onset of dynamic hyperinflation as a likely explanation for the increased dyspnea
during incremental exercise in these patients. Contradicting this interpretation we have
shown that, neither rib cage distortion nor, despite being reduced, dynamic lung
hyperinflation do not contribute to oxygen-induced decrease in dyspnea in exercising
normoxic COPD patients.

The coordinated respiratory muscle action translates into proportional changes in the
volume of the CW compartments when human beings cycle, run or walk (Sanna et al., 1999;
Aliverti et al., 1997; Duranti et al., 2004). This complex interaction between the diaphragm,
inspiratory rib cage muscles, and abdominal muscles is poorly understood during
unsupported arm exercise [UAE]. Comparing UAE with leg exercise [LE] in normal subjects
Celli et al. (1988) found that UAE resulted in less ventilatory contribution of inspiratory
muscles of the rib cage and more contribution by the diaphragm and abdominal muscles. In
a two compartment rib cage model this shift in dynamic work results in rib cage distortion
(Kenyon et al., 1997). Romagnoli et al., (2006) therefore hypothesized that a decrease in
pressure contribution of the rib cage inspiratory muscles, and increase in pressure
production of the diaphragm and abdominal muscles with UAE might be associated with
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rib cage distortion as opposed to undistorted configuration during LE at comparable
ventilation. The results showed that unlike LE, with UAE inspiratory pressure production of
the rib cage muscles did not significantly increase from quiet breathing. However, no clear-
cut differences in rib cage distortion were found between UAE and LE. What is the clinical
relevance of this study? Based on the present results and those in patients with ankylosing
spondylitis and rib cage rigidity (Romagnoli et al., 2004) we speculate that diverting rib cage
muscles from ventilatory function to postural function limits inspiratory rib cage expansion
more than some degree of rib cage rigidity does. This may have negative ventilatory
consequences in severely hyperinflated patients with chronic obstructive pulmonary disease
(COPD) who unlike the subjects of the present study are not able to deflate the rib cage and
abdominal compartments to maintain an adequate tidal volume when using rib cage
muscles for daily living activities.

4.3.5 Rib cage distortion and dyspnea

Both the joint and muscles receptors should sense the deformation of the chest wall
occurring during hyperventilation and breathing through resistance. The information sent
by these receptors could alter the pattern of activity of some respiratory muscles. Because of
the phase shift between the change of lung volume and those of some parts of the rib cage
there might be a phase shift between the different impulses from the lung receptors and the
those of the rib cage. This paradoxical information contributes to a sensation of dyspnea
(Agostoni & Mognoni, 1996). More recently Chihara et al., (1996) have speculated that when
rib cage distortion is present the greater the distortability the greater the degree of
recruitment of inspiratory rib cage muscles and the greater the predisposition to dyspnea for
a given load and strength. However our recent data shown that BORG score on air did not
differ between patients with and without rib cage distortion, and that changes in BORG
with oxygen associated with no change in phase shift do not provide evidence that rib cage
distortion plays a major role in the perceived sense of breathlessness. But that does not mean
that it could not contribute as we do not have any evidence that phase shift accurately
reflects the different pressures acting on lower and upper rib cage (Chihara et al., 1996;
Kenyon et al., 1997), or energy wasted during inspiration on rib cage distortion. Further
studies in these patients are needed to assess the relationship between changes in the
applied muscle pressures, displacement of chest wall compartment, rib cage phase shift, and
dyspnea during exercise, on air and oxygen.

Either dyspnea or leg effort, or both may be the principal complaints for stopping exercise in
patients with COPD (O'Donnell et al., 1997; O’Donnell et al., 2001) Regardless of whether
patients dynamically hyperinflated or deflated the chest wall, or distorted the rib cage, was
dyspnea the primary symptom limiting exercise. These data are in keeping with those of
Iandelli et al., ( 2002) who have found that externally imposed expiratory flow limitation
does not necessarily lead to dynamic hyperinflation, nor to impaired exercise performance
in subjects who do not hyperinflate the chest wall, and does not contribute to dyspnea in
subjects who hyperinflate until the highest expiratory flow limitation exercise level is
reached. Collectively these data are not in line with a previous report (Aliverti et al., 2009)
showing that an early onset of dynamic hyperinflation of the chest wall is the most likely
explanation of predominance of dyspnea in patients with rib cage distortion, and that when
paradox is absent the sense of leg effort becomes a more important symptom limiting
exercise. The effort-dependent nature of different exercise tests, underlying multifactorial
mechanisms, and subjective nature of dyspnea scaling might account for these different
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results. In conclusion, the rib cage paradox, changes in chest wall dimension and dyspnea
do not appear to be closely interrelated phenomena during exercise in COPD patients.

4.3.6 Study limitations

The limitations of OEP in assessing the relative changes in Vrc,p and Vrc,a might be the
changes in the cephalic margin of the zone of apposition, i.e., in the area over which the rib
cage is effectively exposed to abdominal pressure (Chihara et al., 1996). Inasmuch as the
area of apposition is diminished in patients with COPD, the abdominal rib cage is
considerably smaller than normal. However, to the extent that abdominal displacement is
the principal determinant of the upper boundary of the area of apposition (Kenyon et al.,
1997), the similarity of this displacement at end inspiration during rest and exercise suggests
that its caudal excursion during inspiration is not greatly affected by exercise. We therefore
believe that an error, if any exists, introduced by defining the boundary of the upper limit of
the area of apposition on the dynamics of abdominal rib cage and pulmonary rib cage
would not qualitatively affect our results.
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1. Introduction

Since the realization of blue light emitting diodes (LEDs) in 1991 (Nakamura et al., 1991),
GaN-based optoelectronic devices have been widely developed and commercialized.
Adding blue and green colors to the existing red LEDs enabled full-color displays and white
light sources. Blue LEDs were also combined with yellow phosphor to achieve solid-state
white light sources. Another major application of GaN-based materials is blue laser diodes
(LDs). After the first lasing in 1996 (Nakamura et al., 1996), blue LDs were intensively
developed to commercialize high-density digital video disks (HD-DVDs). Starting from its
applications to indicators, traffic lights, cell phone back-lighting, and HD-DVDs, GaN-based
optoelectronic devices are now used in general lighting and replacing conventional electric
light sources using vacuum tubes.

Due to the lack of native substrates (e.g., GaN or AIN) in the 1980s and early 1990s, GaN-
based devices were developed on heterogeneous crystalline substrates such as c-plane
sapphire and c-plane silicon carbide. After the commercialization of free-standing GaN
substrates grown by hydride vapor phase epitaxy (HVPE) on gallium arsenide (Motoki et
al., 2007), blue LDs have been developed on GaN substrates because highly dislocated
devices on heteroepitaxial substrates were susceptible to degradation caused by high
current density (1~10 kA/cm?) in laser devices. Nevertheless, people have not switched to
GaN substrates for LED applications because of the following reasons: 1) extremely high
cost of GaN wafers ($5,000~$10,000 per 2”7 in 2008) does not fit the cost structure of LEDs;
and 2) dislocations do not have deteriorating effects on LEDs owing to the low current
density. However, to realize solid-state lighting which replaces existing light bulbs, HB-
LEDs are required to handle higher current than conventional LEDs. State-of-the-art HB-
LED chips carry 1 A in 1 mm? chip (Cree, 2009), which corresponds to 0.1 kA /cm?. Although
power saturation at high current injection called “droop” is not an easy problem to solve
(Stevenson, 2009), each HB-LED chip will be required to handle even higher current
densities to achieve significant reduction of lumen cost in the near future. When the current
density becomes comparable to that of LDs, GaN substrate will be indispensable to ensure
the reliability of the device. With an increasing demand for low-cost GaN substrates, several
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methods such as HVPE (Hanser et al.,, 2008; Fujito et al., 2009), high-pressure solution
growth (Porowski, 1999; Inoue et al., 2001), flux method (Yamane et al., 1998; Kawamura et
al., 2003) and ammonothermal method (Dwiliriski et al., 1998; Ketchum et al., 2001; Purdy et
al., 2002) have been researched to grow bulk GaN. Among these methods, the
ammonothermal growth of bulk GaN has a potential to provide cost competitive GaN
wafers for lighting LEDs due to its excellent scalability.

This chapter first explains the ammonothermal growth including its development history
and current major research activities. Second, a physicochemical aspect of the method is
described. The ammonothermal growth of GaN is categorized into the basic and acidic
ammonothermal growth. Owing to their physicochemical properties, these two conditions
exhibit a significant difference in terms of the phase selection, solubility, and chemical
compatibility with reactor materials. The third section covers recent results of GaN growth
by the basic ammonothermal method. Crystal quality characterized with x-ray diffraction
(XRD), transmission electron microscopy (TEM), Nomarski differential interface contrast
microscopy (Nomarski microscopy), secondary ion mass spectroscopy (SIMS), photo
absorption spectroscopy, and four-probe measurement is discussed. The last section
concludes with a summary and future prospect. The progress in the ammonothermal
growth promises cost-effective GaN wafers for solid-state lighting LEDs.

2. Ammonothermal growth

2.1 Fundamentals of ammonothermal growth

A method of growing crystals in supercritical solvent is generally called solvothermal
growth. The solvothermal growth utilizes an autoclave which can contain supercritical
solvent at high-pressure and high-temperature. The most successfully commercialized
solvothermal growth is hydrothermal growth of a-quartz, in which silica is dissolved in
supercritical water and recrystallized on seed crystals. The solvothermal growth has an
advantage of scalability over other crystal growth methods. Nowadays, a hydrothermal
quartz autoclave can grow over 1,000 crystals in one batch. Ammonothermal growth is one
type of solvothermal growth using ammonia as a solvent, which is mainly used to grow
nitride materials. In general, growth mechanism of GaN in ammonothermal growth is
explained as follows: 1) nutrient such as metallic Ga or polycrystalline GaN placed in a
nutrient region dissolves in supercritical ammonia under high-pressure (100~400 MPa) and
high-temperature (400~600 °C); 2) the dissolved solute is transported by the convective flow
of solvent (i.e. supercritical ammonia) to a seed region; 3) the solvent becomes
supersaturated in the seed region under different temperature and/or pressure condition
from the nutrient region; and 4) GaN crystallizes on seed crystals. Schematic drawings of
typical ammonothermal growth setups are shown in Fig. 1. An autoclave heated by external
heaters houses internal components and source materials. The heater is divided into two or
more regions; the lower region is usually maintained at higher temperature than the upper
region. The configuration differs depending on the acidity because temperature dependence
of solubility varies with the acidity of the supercritical ammonia. In the case of basic
ammonothermal growth, the nutrient is located in the upper region of the autoclave and the
seed crystals are located in the lower region of the autoclave as shown in Fig.1 (a). By
contrast, the seed crystals are located in the upper region and the nutrient is located in the
lower region for the acidic ammonothermal growth as shown in Fig.1 (b).
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Fig. 1. Schematic drawings of ammonothermal growth setups. (a) Configuration for basic
ammonothermal growth, (b) configuration for acidic ammonothermal growth. Note the
difference of nutrient and seed positioning.

2.2 Development history and current activities of the ammonothermal GaN growth

The first ammonothermal growth of group III nitride crystals was synthesis of AIN reported
in 1990 (Peters, 1990). Surprisingly, the result in this report has already implied the
retrograde solubility of group III nitride materials in ammono-basic solutions. In 1995,
synthesis of GaN in the ammono-basic environment was reported (Dwilifiski et al., 1995),
followed by reports in the ammono-acidic environment (Purdy, 1999) and the ammono-
basic environment (Ketchum et al., 2001). After these pioneering works of microcrystalline
GaN synthesis, the research started to focus on seeded growth of GaN via fluid transport
(Callahan et al., 2004). Retrograde solubility of GaN in ammono-basic solution was reported
in a technical journal in 2005 (Hashimoto et al., 2005) as well as in a patent application
(Dwiliniski et al., 2001), while research on ammono-acidic conditions revealed normal
dependence of solubility on temperature (Kagamitani et al., 2006). In 2007, the main focus of
the ammonothermal GaN growth has shifted from thick-film growth to bulk growth
(Hashimoto et al., 2007) and an exceptionally high-quality GaN bulk crystal was
demonstrated in 2008 (Dwiliniski et al., 2008). Since these reports on bulk-shaped GaN were
published, the ammonothermal growth has drawn more attention in the research body of
GaN crystal growth.

Currently, there are several companies and institutes researching and developing the
ammonothermal growth of GaN such as Ammono z o. o. in Poland, SixPoint Materials, Inc.
in the U.S.A., Mitsubishi Chemical Corp. in Japan, Soraa, Inc. in the U.S.A., the University of
California, Santa Barbara (UCSB) in the U.S.A., the Air Force Research Laboratory (AFRL) in
the US.A., Tohoku University in Japan, and Asahi Chemical Corp. in Japan. There are
mainly three different approaches to grow GaN in supercritical ammonia: 1) basic



98 Optoelectronics — Devices and Applications

ammonothermal with external heaters; 2) acidic ammonothermal with external heaters; and
3) acidic high-temperature ammonothermal with internal heaters. Table 1 summarizes
typical growth configurations, conditions and research groups.

Basic Acidic Acidic high-
temperature
Growth Seeds: lower region Seeds: upper region Seeds: upper region
configuration |Nutrient: upper region |Nutrient: lower region |Nutrient: lower region
Temperature 1,5, _co, 400~600 600~1500
range (°C)
Pressure range
(MPa) 100~400 100~400 100~400
Mineralizers Alkali metals and their Halide compounds Halide compounds
compounds
Ammono z o. o.
AFRL . .
Research Mitsubishi Chemical L Asahi Chemical Corp.
.. Tohoku University Soraa, Inc.
institutes Corp.
SixPoint Materials, Inc.
UCSB

Table 1. Summary of current major activities of the ammonothermal growth.

3. Physicochemical properties of the ammonothermal growth

The ammonothermal method is divided into two categories in terms of acidity of
supercritical ammonia: the basic ammonothermal method and the acidic ammonothermal
method. These two methods exhibit quite different physicochemical properties. A chemical
additive called a mineralizer determines the acidity of the fluid. Basic mineralizers are alkali
metals and their compounds such as potassium (K), sodium (Na), lithium (Li), potassium
amide (KNH>), sodium amide (NaNH)>), lithium amide (LiNH), and sodium azide (NaN3).
Acidic mineralizers are halide compounds such as ammonium fluoride (NH4F), ammonium
chloride (NH4Cl), ammonium bromide (NH4Br), ammonium iodide (NH4l), and gallium
iodide (Gals). In addition to controlling acidity of fluid, mineralizers play an important role
of increasing the solubility of GaN in the supercritical ammonia. Mineralizers also have an
influence on phase selection of GaN; that is, formation of hexagonal wurtzite GaN or
metastable cubic zinc-blende GaN. In this section, physicochemical properties of
ammonothermal growth are discussed in terms of phase selection, solubility, and impact on
reactor material.

3.1 Phase selection of GaN in ammonothermal synthesis

In addition to the stable wurtzite structure, GaN represents two other phases: zinc-blende
structure and rocksalt structure. Rocksalt GaN is only observed under an extremely high
pressure (Xia et al., 1993), whereas zinc-blende structure is a low-temperature metastable
phase and more frequently observed for GaN grown at relatively low temperature (Wu et
al.,, 1996) or grown on zinc-blende templates (Mizuta et al., 1986). Since the growth
temperature of GaN in the ammonothermal method falls in the temperature range at which
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metastable zinc-blende GaN is frequently formed, it is of great interest to investigate the
phase of GaN synthesized in the ammonothermal growth. Fig. 2 illustrates X-ray 26 @ scan
for microcrystalline GaN powers synthesized by the ammonothermal method with various
mineralizers. As shown in the figure, microcrystalline GaN powder synthesized with acidic
or neutral mineralizers contained both wurtzite and zinc-blende phases. On the contrary,
GaN powder synthesized with basic mineralizers contains negligible amount of zinc-blende
GaN. Similar result was reported in literature (Dwiliniski et al., 1995; Purdy et al., 2002).
Considering the temperature range of GaN syntheses in this experiment, it is quite natural
that the microcrystalline GaN contains zinc-blende phase. Therefore, we argue that some
kinetics have a dominant influence on the selection of wurtzite phase in the basic
environment. From an industrial point of view, basic mineralizers have a great advantage
because a potential inclusion problem of metastable phase can be avoided. Ammonothermal
growth with acidic mineralizers requires a delicate optimization of growth condition to
eliminate phase inclusions (Ehrentraut et al., 2008a).
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Fig. 2. X-ray 26 w scan for microcrystalline GaN powers synthesized with various
mineralizers. Both wurtzite (WZ) and zinc-blende (ZB) GaN were synthesized with acidic or
neutral mineralizers, while wurtzite GaN was synthesized with basic mineralizers.

3.2 Solubility of GaN in supercritical ammonia

It is indispensable to understand the solubility of GaN in supercritical ammonia for
successful development of ammonothermal GaN growth. Several groups have reported
solubility data; however, the reported data are scattered possibly due to different
conditions, immaturity of measurement technique, and measurement errors. Fig. 3 shows
one example of solubility curve as a function of temperature. GaN was dissolved in
supercritical ammonia at 7612 MPa with 1.5 mol% of NaNH; as a mineralizer for 120
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hours, and the weight loss of GaN was measured after a sudden release of ammonia. The
solubility increases as a function of temperature until around 500 °C, and then, decreases at
higher temperature. The increase in solubility can be explained with increased kinetic
energy, while the retrograde solubility can be explained with one or combination of the
following three reasons. The first reason is the dissociation of NHs at high temperature. The
solubility decreased in the temperature range at which NHj starts to dissociate into N> and
H,. If NH; dissociates into N, and Hj, the total amount of NHj to dissolve GaN decreases,
causing underestimation of solubility in the experiment. The second reason is preferred
formation of gallium amide or gallium imide compounds from GaN at lower temperature.
The third possible reason is the effect of entropy in dissolution process. The standard free
energy of solution, AG is expressed as follows:

AG=AH-TAS,

where AH and AS are changes in enthalpy and entropy associated with dissolution, and T is
temperature. In dissolution of ionic salts, an entropy contribution to the free energy cannot
be neglected since the enthalpy changes associated with dissolution process are usually
comparatively small. It is reported that the entropy of solution is exceedingly negative when
the anion and cation that would be formed on dissociation are both triply charged (Johnson,
1968). This might be the case in GaN dissolution; i.e., the entropy of GaN dissolution into
NHs is negative, resulting in higher free energy at higher temperature. In the experiment
shown in Fig. 3, up to 1.2 wt% of GaN dissolved in supercritical ammonia with 1.5 mol% of
NaNH; at 76 MPa and 550-600 °C. Other solubility value for basic supercritical ammonia
available in literature is 3 mol% (=~ 15 wt%) with KNHxNH; = 0.07 at 340 MPa and 400 °C
(Dwilinski et al., 2001), 13 wt% at 350 °C and 1 wt% at 560 °C for 2-4 molar KNH, solutions
(Callahan et al., 2006). Unlike ammono-basic conditions, GaN does not show retrograde
solubility for ammono-acidic conditions. It was reported that up to 0.25 mol of GaN
dissolved in supercritical ammonia with 0.127 mol NH4Cl at 67.7~100.9 MPa and 550 °C
(Ehrentraut et al., 2008b). Considering the temperature limitation of the autoclave materials,
the retrograde solubility for basic conditions is beneficial; seed temperature can be
maintained as high as possible to grow better quality GaN crystals.
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Fig. 3. Solubility of GaN in supercritical ammono-basic solutions as a function of
temperature. The pressure was 76+12 MPa (11000£1800 psi) and the mineralizer was 1.5
mol% of NaNHo,.
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3.3 The impact of acidity on the autoclave material

Ammonothermal autoclaves are usually constructed with Ni-Cr based superalloy because
growth temperature higher than 500 °C is preferred to grow GaN crystals. Although Ni-Cr
superalloy presents excellent corrosion resistance against water and salt water, it is seriously
corroded when exposed to acidic supercritical ammonia. To avoid corrosion of the
autoclave, the acidic ammonothermal method employs Pt-based liner (Kagamitani et al.,
2006). In addition to extreme cost of the liner, it is quite challenging to cover all wet surfaces
of high-pressure components such as valves, safety rupture discs, and pressure transducers.
In the case of acidic high-temperature ammonothermal method, all growth components are
housed in a capsule made of a noble metal to protect internal heater and high-pressure
enclosure (D’Evelyn et al., 2004). Conversely, Ni-Cr based superalloy withstands corrosion
against supercritical ammono-basic solutions. From an industrial point of view, basic
ammonothermal method is advantageous over acidic conditions for simpler and
inexpensive autoclave design.

4. Characteristics of GaN crystals grown by the basic ammonothermal
method

Recently, the crystal quality of GaN grown by the ammonothermal method has become
sufficient for successive device fabrications. In our group, GaN crystals are usually grown
on c-plane GaN seed crystals prepared by a vapor phase method. Given the polar nature of
wurtzite GaN, crystals grown on the Ga-polar side exhibit different characteristics from that
on the N-polar side. Here, structural characteristics and surface morphology are compared
between crystals on the Ga-side and the N-side, followed by impurity analysis, optical
characterization, and electrical characterization for crystals grown on the N-side.
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Fig. 4. XRD rocking curves of 002 reflection from crystals grown on Ga-side and N-side with
an unoptimized condition.

4.1 Structural characteristics and surface morphology
In the basic ammonothermal method, crystals grown on the N-side tend to present better
structural quality than that on Ga-side. Fig. 4 shows an example of XRD rocking curve
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measured for 002 reflection from Ga-polar and N-polar crystals. The crystal grown on the
Ga-side in this sample contained numerous poorly aligned grains, although structural
quality was acceptable on the N-side. It was demonstrated, however, that high-quality
crystals can be grown on both sides with optimized conditions as presented in Fig. 5. The
full width half maximum (FWHM) of the 002 XRD rocking curve became as narrow as ~60
arcsec. Surface morphology on the Ga-side has a strong correlation with FWHM of the 002
XRD rocking curve. Fig. 6 (a) and (b) show Nomarski microscopy images of the surface on
the Ga-side for the unoptimized and optimized growth conditions, respectively. The Ga-
polar surface exhibits smooth humps when 002 XRD FWHM became 200 arcsec or less. By
contrast, the N-polar surface is covered with large hillocks [Fig. 7 (a)] with microscopic dots
[Fig. 7 (b)] regardless of 002 XRD FWHM. Threading dislocation density of crystals grown
on N-polar surface is typically under the detection limit of TEM, which corresponds to the
order of 106 cm2. Generation of new dislocations at the interface between the seed crystal
and the grown crystal was not observed.
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Fig. 5. XRD rocking curve of 002 reflection from crystals grown on Ga-side and N-side with
an optimized condition.

Fig. 6. Morphology of Ga-polar surface observed with Nomarski microscopy for crystals
grown with (a) an unoptimized condition and (b) an optimized condition.
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Fig. 7. Morphology of N-polar surface observed with Nomarski microscopy for crystals
grown with an optimized condition, (a) lower and (b) higher magnification.

4.2 Impurity analysis, characterization of optical and electrical property

GaN grown by the basic ammonothermal method contains relatively higher impurities than
crystals grown by other methods. The main reasons are as follows: 1) lower growth
temperature than other methods; 2) oxygen contamination caused by oxidation of
mineralizers; and 3) incorporation of heavy metal elements from the reactor wall. Table 2
presents an example of impurity concentration in a GaN crystal on the Ga-face and N-face.
The crystal grown on the Ga-side contains more Na and heavy metals than that on the N-
side, whereas the Ga-side incorporates less O than the N-side. It is surmised that internal
polarization field attracts cation on the Ga-side and anion on the N-side. We also
demonstrated that annealing of the crystals at 1200 °C induced accumulation of alkali metal
impurities on the Ga-polar surface. This phenomenon is tentatively explained by thermally
enhanced drifting of alkali metals under internal electric field. Some amount of alkali metal
impurities can be removed through annealing followed by lapping of the top Ga-polar
surface. Note that annealing at 1100 °C or lower did not cause the migration of alkali metals,
which implies that the alkali metals do not migrate into device layers during the epitaxial
growth process on the ammonothermal GaN wafers.

Na ®) Heavy metals (Ni, Cr, etc.)
Ga-face 2 x 1018 cm-3 7 x 1018 cm-3 1015~1017 ¢cm-3
N-face 2 x 1016 cm-3 2 x 1019 cm-3 1015~1016 cm-3

Table 2. Example of impurity concentrations in a GaN crystal grown by the basic
ammonothermal method.

Although the ideal GaN crystal is transparent, GaN grown by the ammonothermal method
looks yellowish, brownish, or blackish, depending on growth conditions. Fig. 7 (a) shows
one example of bulk GaN crystal. The origin of color is attributed to impurities and/or
vacancies. Brownish crystals usually yield yellowish wafers after slicing [Fig. 7 (b)]. In order
to use GaN wafer for white LEDs, optical absorption at around 450 nm must be minimized
to maximize optical output. To date, the smallest optical absorption coefficient at 450 nm
obtained from sliced and polished GaN wafer is 8§ cm-1.
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@ G
Fig. 7. Photographs of (a) GaN bulk crystal, and (b) GaN wafer.

The crystal is electrically conductive with n-type conduction. Resistivity measured by the
four-probe method was 102 Q2 cm or less, which is low enough for LED and LD applications.
Fig. 8 demonstrates LED devices fabricated on a GaN wafer sliced from an
ammonothermally grown bulk GaN crystal. GaN wafers produced by the basic
ammonothermal method have sufficient quality for successive device fabrication.

Fig. 8. Photograph of LEDs on a GaN wafer produced by the ammonothermal method.

5. Conclusion

Motivated by the successful mass production of quartz crystals by the hydrothermal
growth, we have been developing the ammonothermal growth of GaN. It has been
demonstrated that the ammonothermal method can produce device-quality GaN wafers.
Fundamental research for over a decade has revealed general physicochemical properties of
the ammonothermal GaN growth. Structural quality of GaN crystals evaluated with XRD
FWHM and TEM has been improved to the acceptable level for successive device
fabrications. However, there remain several challenges to bring this technology into
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industrial mass production of GaN wafers. First, more detailed knowledge on chemistry and
crystal growth mechanism is indispensable. In particular, solubility reported in literature
seems highly scattered, although it is one of the most important parameters to optimize
crystal growth conditions. A more comprehensive study on solubility for various conditions
is strongly demanded. Since the reaction occurs in a “black box,” it is quite challenging to
obtain an idea of what is happening in the reactor. Accurate control of the crystal growth
process will require fundamental knowledge on the relationship among pressure, volume,
and temperature for supercritical ammonia with mineralizers. Growth mechanisms and
kinetics are also poorly understood. It is preferable to develop an in-situ technique to
analyze or observe the growth process. Second, the grown crystals still contain a large
amount of impurities and point defects, which is the cause of colored crystals. Optical
absorption coefficient as low as 1~2 cm! is requested for LED applications. Purification of
the process as well as searching for an effective dopant are necessary to achieve colorless
GaN wafers. Third, seed crystals with large surface area are needed to achieve large
diameter wafers because lateral expansion is quite slow in the ammonothermal growth. It
would be necessary to combine other growth methods such as HVPE and flux methods to
obtain high-quality, large-area seed crystals. Lastly, more time and efforts are required to
develop large-capacity autoclaves. Development of large diameter superalloy billets is one
of the keys for the success of the ammonothermal mass production. Also, complete safety
assessment against potential blast hazards and toxic gas hazards becomes a critical issue for
large-capacity autoclaves. Despite the above-mentioned challenges, the outstanding
scalability of the ammonothermal method makes it one of the most promising pathways to
achieve low-cost, high-quality GaN wafers. The entire GaN industry strongly expects
successful development of the ammonothermal method for mass production of GaN wafers.

6. References

Callahan, M.; Wang, B.; Bouthillette, L.O.; Wang, S.Q.; Kolis, ].W.& Bliss, D.S. (2004).
Material Research Society Symposium Proceeding, Vol. 798, (2004), pp. Y2.10.1.
Callahan, M.; Wang, B.G.; Rakes, K; Bliss, D.; Bouthillette, L.; Suscavage, M. & Wang, S.Q.
(2006). Journal of Materials Science, Vol.41, (2006), pp.1399.

Cree product brochure (2009). www.cree.com/ products/pdf/CPR3EC.pdf.

D’Evelyn, M.P.; Narang, K.J.; Park, D.S.; Hong, H.C,; Barber, M.; Tysoe, S.A.; Leman, J;
Balch, J.; Lou, V.L.; LeBoeuf, S.F.; Gao, Y.; Teetsov, J.A.; Codella, P.J.; Tavernier,
P.R.; Clarke, D.R. & Molnar, R.J. (2004), Materials Research Society Symposium
Proceedings, Vol.798, (2004), pp.Y2.3.1.

Dwiliniski, R.; Wysmolek, A.; Baranowski, ]J. & Kamiriska, M. (1995). Acta Physics Polonica A,
Vol.88, (1995), pp.833.

Dwilinski, R.; Doradzinski, R.; Garczynski, J.; Sierzputowski, L.; Palczewska, M.; Wysmolek,
A. & Kaminiska, M. (1998). MRS Internet Journal of Nitride Semiconductor, Res. 3,
(1998), pp.25.

Dwilinski, R.; Doradziriski, R.; Garczynski, J.; Sierzputowski, L.P. & Kanbara, Y. (2001).
Poland Patent Application, P347918.

Dwilinski, R.; Doradzinski, R.; Garczynski, J.; Sierzputowski, L.P.; Puchalski, A.; Kambara,
Y.; Yagi, K.; Minakuchi, H. & Hayashi, H. (2008). Journal of Crystal Growth, Vol.310,
(2008), pp-3911.

Ehrentraut, D.; Kagamitani, Y.; Fukuda, T.; Orito, F.; Kawabata, S.; Katano, K. & Terada, S.
(2008a). Journal of Crystal Growth, Vol.310, (2008), pp.3902.



106 Optoelectronics — Devices and Applications

Ehrentraut, D.; Kagamitani, Y.; Yokoyama, C. & Fukuda, T. (2008b). Journal of Crystal
Growth, Vol.310, (2008b), pp.891.

Fujito, K.; Kubo, S.; Nagaoka, H.; Mochizuki, T.; Namita, H. & Nagao, S. (2009). Journal of
Crystal Growth, Vol.311, (2009), pp.3011.

Hanser, D.; Liu, L.; Preble, E.A.; Udwary, K.; Paskova, T. & Evans, K.R. (2008). Journal of
Crystal Growth, Vol.310, (2008), pp.3953.

Hashimoto, T.; Fujito, K.; Haskell, B.; Fini, P.T.; Speck, ].S. & Nakamura, S. (2005). Journal of
Crystal Growth, Vol.275, (2005), pp.e525.

Hashimoto, T.; Wu, F.; Speck, J.S. & Nakamura, S. (2007). Japanese Journal of Applied Physics,
Vol.46, (2007), pp.L889.

Inoue, T.; Seki, Y.; Oda, O.; Kurai, S.; Yamada, Y. & Taguchi, T. (2001). Physica Status Solidi
(b) Vol.223, (2001), pp.15.

Johnson, D.A. (1968). Some thermodynamic aspects of inorganic chemistry -2nd ed., Chapter 5,
(1968, 1982), Cambridge University Press.

Kagamitani, Y.; Ehrentraut, D.; Yoshikawa, A.; Hoshino, N.; Fukuda, T.; Kawabata, S. &
Inaba, K. (2006). Japanese Journal of Applied Physics, Vol.45, (2006), pp.4018.

Kawamura, F.; Morishita, M.; Omae, K.; Yoshimura, M.; Mori, Y & Sasaki, T. (2003). Japanese
Journal of Applied Physics, Vol.42, (2003), pp.L879.

Ketchum, D.R. & Kolis, J.W. (2001). Journal of Crystal Growth, Vol.222, (2001), pp.431.

Mizuta, M.; Fujieda, S.; Matsumoto, Y. & Kawamura, T. (1986). Japanese Journal of Applied
Physics, Vol.25, (1986), pp.L945.

Motoki, K.; Okahisa, T.; Hirota, R.; Nakahata, S.; Uematsu, K. & Matsumoto, N. (2007).
Journal of Crystal Growth, Vol.305, (2007), pp.377.

Nakamura, S.; Mukai, T. & Senoh, M. (1991). Japanese Jounal of Applied Physics Part II, Vol.30,
(1991), pp.L1998.

Nakamura, S.; Senoh, M.; Nagahama, S.; Iwasa, N.; Yamada T.; Matsushita, T.; Kiyoku, H. &
Sugimoto, Y. (1996). Japanese Journal of Applied Physics Part 11, Vol.35, (1996), pp.L74.

Peters, D. (1990). Journal of Crystal Growth, Vol.104, (1990), pp.411.

Porowski, S. (1999). MRS Internet Journal of Nitride Semiconductor, Res. 451, (1999), pp.G1.3.

Purdy, A.P. (1999). Chemistry of Material, Vol.11, (1999), pp.1648.

Purdy, A.P.; Jouet, R.]. & George, C.F. (2002). Crystal Growth Design, Vol.2, (2002), pp.141.

Stevenson, R. (2009). The LED’s Dark Secret, IEEE Spectrum, August (2009),
www.specturm.ieee.org/semiconductors/optoelectronics/ the-leds-dark secret.

Wu, X.H.; Kapolnek, D.; Tarsa, E.J.; Heying, B.; Keller, S.; Keller, B.P.; Mishra, UK,
DenBaars, S.P. & Speck, ]J.S. (1996). Applied Physics Letter, Vol.68, (1996), pp.1371.

Xia, H.; Xia, Q.; & Ruoff, A.L. (1993). Physical Review B, Vol.47, (1993), pp.12925.

Yamane, H.; Shimada, M.; Sekiguchi, T. & DiSalvo, F.J. (1998). Journal of Crystal Growth,
Vol.186, (1998), pp.8.



6

Computational Design of A New Class
of Si-Based Optoelectronic Material

Meichun Huang

Dept . of Physics ,Xiamen University , Xiamen
CCAST (World Laboratory), PO Box 8730, Beijing,
China

1. Introduction

Computational materials science, as an intersection of theoretical physics, condensed matter
physics and material science, its main tasks, in general, are firstly, research and calculate the
physical and chemical properties for known materials. This would help us to better
understand the microscopic mechanism of some material properties and open up new fields
of applications. Secondly, computational design of new materials, that would help us to
explore and design new materials to meet some proposed requirements. As we known, new
material design and development is the basis of high-tech material and its device
applications.

The research history of computational materials science can actually be traced back to the
mid 20s of last century. Immediately after the birth of quantum mechanics theory, many
excellent theoretical works were applied to the study of physical properties of solid
materials. In the early years of the computational materials science, it is mainly to adopt
semi-empirical method. This is because the object being studied is a many-particle system
which contains very large amounts of atoms and electrons. One cannot find the rigorous
analytical solutions, but the empirical values of the measurable parameters are available,
Therefore, in semi-empirical method, the number of experience parameters is at least as
much as that of material types, hence, most studies are pointed only to the computing
research category of physical properties. Until the mid 60s of last century, Hohenberg-Kohn
(Hohenberg & Kohn. 1964) and Kohn-Sham (Kohn & Sham 1965) proposed the Density
Functional Theory (DFT) and Local Density Approximation (LDA), to get rid of the semi-
empirical method restriction, and hence causing the birth of so-called ab initio or the first
principles method that do not depend on experimental parameters. This method has now
become a core technology of the computational material science, computational chemistry
and computational condensed matter physics and is widely used.

What is a First Principles for the physical world, no one seems to be specified clarify its
meaning. Many physicists believe that the most precise description of atoms and smaller
than the atomic system is the theory of quantum electrodynamics (QED). Therefore, QED is
a theory called first principles of the micro world. In the field of condensed matter physics
and materials science, within the framework of the density functional theory, if one do not
consider the high-energy radiation correction, one needs only the electromagnetic theory,
Schrodinger equation and/or Dirac equation and a few of parameters unrelated to specific
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materials, namely, electron mass m and charge ¢; atomic mass M and charge Z; Bohr radius
ag; Planck constant i and fine structure constant 4, so as to describe the various properties of
many-particle system. This is referred to the First Principles in this article. In other words,
the first principles in the condensed matter physics, in contrast with the basic theory of
theoretical physics, it does not involve the physical basis of a more profound question, such
as where the electronic mass comes from, why the fine structure constant is approximately
equal to 1/137 and whether it changes over time, etc., and consequently, the Principles only
consider the 7 parameters to be fixed natural constants.

This chapter is not to simply introduce an ab initio calculation for a particular Si-based
optoelectronic materials, but also the computational design of the Si-based new materials is
presented here. It mainly consists of two steps: at first, we should point out the functional
requirements on these new materials such as optoelectronic materials, and put forward the
design of the new materials and its basic properties for the requirements: analyze the
factors needed to achieve these material requirements, a new material composition, atomic
choice and lattice type are designed. Then, we should calculate its electronic structure by
using the first principles method and examine whether the results meet the pre-made
requirements. Obviously, the semi-empirical methods are often useless because there are no
available experimental parameters. If the result is not satisfactory, the designed model,
calculation methods and accuracy should be adjusted and improved in next steps.

In this chapter, the design idea, atomic model of materials, and their electronic structure for
a new class of silicon-based optoelectronic materials are presented. A summary of the
research background, recent progress and problems concerning the Si-based materials is
briefly given in Sec.2. Based on this analysis, we propose design of a new silicon-based
material with direct band gap is one of the better solutions. However, how to design direct
band-gap semiconductor new materials, there is no ready-made principle to be followed.
Therefore, a design idea that easier to operate is proposed based on the widely analysis and
synthesis of band-gap types for existing semiconductor materials. In fact, the design idea
contains only simple physics principle. Though it can be excavated out from piles of existing
experimental and theoretical calculated data, up to now, no one has been able to extract it
out and give a clear elaboration. The design idea is presented in Sec.3. Our design of new Si-
based light emitting materials model and preliminary results are described in Sec.4. The
result shows that the design has more clear physical basis and is more compatible with
silicon technology. We note that, ab initio calculation is good for material properties, but
material design needs more advanced physical model to solve the involved physical
problem, thus many unnecessary calculation workload may be avoided. In Sec.5, a simple
summary is presented.

Our computational design and preliminary results still need experimental validation.
There is no doubt that the designed material is an ideal structure coming out from the
theoretical calculations, its crystal growing is not an easy task. It will definitely encounter
many practical problems to be overcome. Experimental topics will not be discussed in this
chapter.

2. Research progress and problems

In this section, the main progress and the existing problems in the field of silicon-based
optoelectronic material will be briefly reviewed. It is well known, the development of silicon
microelectronics technology in the 20th century is one of the most compelling high-tech
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world wide achievements. It has aroused changes almost to all kinds of technology and
even most people’s daily life. Now, when the Si microelectronics technology becomes more
and more close to its quantum limit, there are great challenges on the transmission rate of
information and communication technology, also developing ultra-high speed, large
capacity optoelectronic integration chip. Thus, the development and research of Si-based
optoelectronic materials has become the must topic of major concern in the scientific world.
Since crystal silicon is an indirect band gap semiconductor, the conduction band bottom is
located at near X point in the Brillouin zone that has an O point group symmetry. The
indirect optical transition must have other quasi-particle participation, such as the phonons,
so as to satisfy the quasi momentum conservation. We know that ordinary crystal silicon
could not be an efficient light emitter, since the indirect transition matrix element is much
less than that of the direct transition. For more than 20 years, people have been seeking
methods to overcome the shortcomings of silicon yet unsuccessful. However, in recent
years, researches show it is possible to change the intrinsic shortcomings of Si-based
material. The main strategies include: (a) use of Brillouin zone folding principle (Hybertsen
& Schliiter 1987), selecting appropriate number of layers m and n, the super lattices
(Si)m/ (Ge)n can become a quasi-direct band gap materials; (b) synthesis of silicon-based
alloys. such as FeSi, etc. (Rosen et al. 1993), the electronic structure also has a quasi-direct
band gap; (c) in silicon, with doped rare earth ions to act the role of luminescent centers (
Ennen. et al 1983 ); (d) use of a strong ability of porous silicon (Canham 1990; Cullis &
Canham. 1991; Hirschman et al.1996); (e) use of the optical properties of low-dimensional
silicon quantum structures, such as silicon quantum wells, quantum wires and dots, may
avoid indirect bandgap problem in Si ( Buda. et al, 1992); (f) use of silicon nano-crystals (
Pavesi, et al. 2000; Walson ,et al 1993) ; (g) silicon/insulator superlattice ( Lu et al. 1995) and
(h) use of silicon nano-pillars (Nassiopoulos,et al 1996). All these methods are possible ways
to achieve improved properties of silicon-based optoelectronic materials.

Recently, an encouraging progress on the experimental studies of the silicon-based
optoelectronic materials and devices has been achieved. The optical gain phenomenon in
nanocrystalline silicon is discovered by Pavesi’s group. ( Pavesi, et al. 2000). They give a
three-level diagram of nano-silicon crystal to describe the population inversion. The three
levels are the valence band top, the conduction band bottom and an interface state level in
the band gap, respectively. Absorbed pump light (wavelength 390 nm) enables electronic
transitions from the valence band top to the conduction band bottom, and then fast (in
nanosecond scale) relaxation to interface states under the conduction band bottom. The
electrons in interface states have a long lifetime, therefore can realize the population
inversion. As a result the transition from the interface states to the valence band top may
lead stimulated emission. In short, the optical gain of silicon nanocrystals in the short-wave
laser pump light has been confirmed by Pavesi’s experiment.

However, that is neither the procession of minority carriers injected electroluminescence,
nor the coherent light output. In fact, nano-crystalline silicon covered with SiO; still retains
certain features of the electronic structure of bulk Si material with indirect band gap. It is not
like a direct band gap material, such as GaAs, that achieves injection laser output. In
addition, light-emitting from the interface states of silicon nanocrystals is a slow (order of 10
microseconds) luminous process, much slower than that of GaAs ( magnitude of
nanoseconds). It indicates that the competition between heat and photon emission occurs
during the luminous process. Therefore, the switching time for such kind of silicon light-
emitting diode ( LED ) is only about the orders of magnitude in MHz, whereas the high-
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speed optical interconnection requires the switching time in more than GHz. It is still at least
3 to 4 magnitudes slower.

Another development of the Si-based LED is the use of a c-5i/O superlattice structure by
Zhang Qi etc ( Zhang Q ,et al. 2000). They found that it has a super-stable EL visible light (
peak of ~2 eV ) output. The published data indicates that the device luminous intensity had
remained stable, almost no decline for 7 months.This feature is obviously much better than
that of porous silicon, and reveals an important practical significance for the developing of
silicon-based optoelectronic-microelectronic integrated chips. They believe that if an oxygen
monolayer is inserted between the nanoscale silicon layers, it may cause electrons in Si to
undergo the quantum constraint. But a theoretical estimation indicates that the quantum
confinement effect is very small, and even can be ignored in this case, because the thickness
of the oxygen monolayer is too small ( less than 0.5 nm). Therefore, the green
electroluminescent mechanism in this LED still needs further study.

In addition, an important work from Homewood's group, they investigated a project called
dislocation engineering which achieved effective silicon light-emitting LED at room
temperature ( Ng ,et al. 2001).- They used a standard silicon processing technology with
boron ion implantation into silicon. The boron ions in Si-LED not only can act the role of pn
junction dopant, and also can introduce dislocation loops. In this way the formation of the
dislocation array is in parallel with the pn junction plane. The temperature depending peak
emission wavelength of the device (between 1.130-1.15pm) , has an emitting response time
of ~18ps, and the device external quantum efficiency at room temperature ~2x10-4. As it’s at
the initial stage of development, it is a very prospective project worth to be investigated.
After a careful analysis of the luminous process of the above silicon-based materials and
devices, it is not hard to find that many of them are concerned with the surface or interface
state, from there the process is too slow to emit light. It causes the light response speed to
become too slow to satisfy the requirements of ultra-high speed information processing and
transmission technology. To fully realize monolithic optoelectronic integrated (OEIC), it
needs more further explorations, and more fundamental improvement of the performance
of silicon-based optoelectronic materials.

To solve these problems, from the physical principles point of view, there are two major
kinds of measures: namely, To try to make silicon indirect bandgap be changed to direct
bandgap, and to make full use of quantum confinement effect to avoid the problem of
indirect bandgap of silicon. Recently, a large number of studies on quantum wires and dots,
quantum cascade lasers and optical properties are presented.

This article is based on the exploration of the band modification. The main goal is to design
the direct band gap silicon- based materials, hoping to avoid the surface states and interface
states participation in luminous process and to have compatibility with silicon
microelectronic process technology.

One of the research targets is looking for the factors that bring out direct bandgap and using
them to construct new semiconductor optoelectronic materials. Unfortunately, Although the
"band gap" concept comes from the band theory, the modern band theory does not clearly
give the answers to the question whether the type of bandgap for an unknown solid
material is direct or indirect. To clarify the type of bandgap of the material we should
precede a band computation. In fact, the research around semiconductor bandgap problems
has been long experienced in half of a century. A summary from the chemical bond views
for analysis and prediction the semiconductor band gap has been given in early 1960s by
Mooser and Pearson ( Mooser & Pearson .1960). In the 1970s, the relations between the
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semiconductor bond ionicity and its bandgap are systematically analyzed by Phillips in his
monographs (Phillips. 1973). Over the past 20 years, in order to overcome the semiconductor
bandgap underestimate problems in the local density approximation (LDA), various efforts
have been taken. The most representative methods are the development of quasi-particle
GW approximation method (Hybertsen & Louie. 1986 ; Aryasetiawan & Gunnarsson. 1998;
Aulbur et al.2000 ) and sX-LDA method (Seidl, et al. 1996), their bandgap results are broadly
consistent with the experimental results. Recently, about the time-dependent density
functional theory (TDDFT) ( Runge & Gross 1984; Petersilka et al. 1996 ) and its applications
have been rapidly developed and become a powerful tool for researching the excited state
properties of the condensed system. All of the above important progress have provided us
with semiconductor bandgap sources, the main physical mechanism and estimation of
bandgap size. They have a clearer physical picture and are considered to be main theoretical
basis in the current bandgap engineering.

However, these efforts are mainly focused in the prediction and correction of the band gap
size, they almost do not involve the question whether the bandgap is direct or indirect.
From the perspective of material computational design, a very heavy and complicated
calculation in a "the stir-fries type" job and choosing the results to meet the requirements are
unsatisfactory. In order to minimize the tentative calculation efforts, physical ideas must be
taken as a principle guidance before the band structure calculations are proceeded. In next
Section, a design concept and the design for new material model will briefly be presented

3. Computational design: principles

The complexity in the many-body computation of the actual semiconductor materials rises
not only from without analytical solution of the electronic structure, but also lack of a
strictly ~ theory to determine their bandgap types. Nevertheless, we believe that the
important factors determining a direct band gap must be hidden in a large number of
experimental data and theoretical band structure calculations. We comprehensively analyze
the band structure parameters for about 60 most commonly used semiconductor, including
element semiconductor, compound semiconductor and a number of new semiconductor
materials. It was found that there are three major factors deciding bandgap types, namely,
the core state effect, atomic electronegativity difference effect and crystal symmetry effect (
Huang M.C 2001a; Huang & Zhu Z.Z. 2001b,c, Huang et al. 2002; Huang 2005). Actually,
these three effects belong to the important component in effective potential that act on
valence electrons. The first two effects have also been pointed out in literature on some
previous band calculation, but the calculations did not concern on material design as it’s
goal. A more detailed description will be given in the following

3.1 Core states effect

First of all, let us consider the element semiconductors Si, Ge and o-Sn. Their three energy at

the conduction band bottom relative to the valence band top ( set it as a zero energy ) with

the increase in core state shell in atom, the variation rules are as follows:

1. When going from Si to Sn, the conduction band bottom energy X; at X-point, does not
have obvious changes.

2. The conduction band bottom energy L; at L-point constantly decreases, when going
from Si to Sn, the reduction rate is about 1. 5 eV.

3. Itis noteworthy that the I[-point conduction band bottom's energy I'> shows the trend of
rapid decline with the increase of core state shell, the decline rate is about 4 eV.
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The changing tendency of the three conduction band bottom energy not only indicates the
Si, Ge and Sn conduction band bottom are located at ( near) X, L and I' point ( a-Sn is
already a zero band gap materials ) and more, it indicates the importance of core states
effects for the design of direct band gap materials. With the core states increases, the indirect
band gap materials will be transformed to a direct band gap material. In the design of a
direct band gap group IV alloys, selection of the heavier Sn atoms as the composition of
materials will be inevitable. Recently, the electronic structures of SiC, GeC and SnC with a
hypothetical zincblende-like structure have been calculated by Benzair and Aourag (
Benzair & Aourag (2002) ), the results also show that the conduction band bottom energy I'y
will reduced rapidly with the Si, Ge, Sn increasing core state, and eventually led to that SnC
is a direct band gap semiconductor. From another perspective, the effect of the lattice
constant on the band structure is with considerable sensitivity, which is a well-known result.
Even if the identical material, as the lattice constant increases, the most sensitive effect is
also contributed to rapid reduction of the conduction band bottom energy I' ( Corkill &
Cohen (1993)). Therefore, for a composite material under normal temperature and pressure,
a natural way to achieve larger lattice parameter is to choose the substituted atom with
larger core states. From this point of view, the core states effect and the influence of lattice
constant on the band structure have a similar physical mechanism. Figure 1(a) shows the
core states effect, the size of the core states is indicated by a core-electron number Z. = Z -
Z., where Z is atomic number and Z, the valence electron number.

3.2 Electronegativity difference effect
In the compound semiconductor, there are two kind of atoms which were bonded by so-
called polar bond or partial polar bond, and this is directly related to their interatomic
electronegativity difference. In pseudopotential theory, that is included in the antisymmetric
part of the crystal effective potential. The variation trend of three conduction band bottom
energies at I'-, L- and X- point for two typical zinc blende semiconductors, Ga-V and III-Sb,
with their interatomic electronegativity difference is shown in Figure 1 (b) and (c). Note that
here the Pauling electronegativity scale ( see Table 15 in Phillips. 1973) was selected, because
it is particularly suitable for sp® compound semiconductors. It can be seen from the Figure
1(b-c), the I conduction band bottom energy will be rapidly reduced as the electronegativity
difference decrease and then get to close to the I valence band top, so that GaAs, GaSb, and
InSb in these two series compounds are of direct band gap semiconductors, whereas GaP
and AlSb are the indirect band gap material due to a larger electronegativity difference.
However, there is no theory available at present to quantitatively explain this change rule,
moreover we note, using of other electronegativity scale ( for example, Phillips's scale) , the
variation rule is not so obvious. For all of these, the change tendency of semiconductor
conduction band bottom energy under the Pauling electronegativity scale can still be taken
as a reference to design the direct band gap material model.
The above two effects, core states and electronagativity difference effect, indicate that the
direct and indirect bandgap properties in semiconductor within the same crystal symmetry
have the characteristic change trend as follows:
e An atom with bigger core state is more advantageous to the composition of
semiconducting material having a direct band gap.
e The compounds by atoms with a smaller electronegativity difference, are conducive to
compound semiconductor transformation from indirect band gap to direct band gap.
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These results may give us a sense that choosing the atomic species makes a design reference,
but they cannot explain the existing data completely. For example the above two typical III-
V series, have important exception:

1. For the series of AIN (d) AIP (ind) AlAs (ind) AlSb (ind) , only AIN is a direct gap
semiconductor, but it has a largest electronegativity difference and a smallest core
states, which are mutually contradictory with the first two effects. .

2. For the series of GaN (d) GaP (ind) GaAs (d) GaSb (d), the GaN is a direct band gap
material, although the electronegativity difference is larger than that of GaP and the
core states is smaller.
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Fig. 1. The energies (I, X, L) at conduction band bottom vs (a) the electron number in core
states for element semiconductors, and vs (b and c) the electronegativity difference between
the component atoms in compound semiconductors.

This fact shows that the direct-indirect variation tendency of the band structure for these
two series semiconducting material has another mechanism which needs be further
ascertained.

3.3 Symmetry effect
In fact, the band gap type of AIN and GaN is different from their corresponding materials in
that series, one of the important reasons is that they have different crystal symmetry. What
kind of crystal symmetry can help the formation of a direct band gap of electronic structure
in solids? This is the issue to be discussed in this section. In general, the electronic structure
in solids depends on the electron wave function and crystal effective potential, in which the
symmetry of the crystal unit cell is concealed. In order to reveal the connection between
band gap type and crystal symmetry, we consider that now we can only use statistical
methods to reveal the relationship, because there is no theoretical description for this issue
at present. In Table 1, we list out both the point group symmetry and bandgap type for
about 50 most common semiconductors. A careful observation will find out that some of
variation tendency which so far has not been clearly revealed in this very ordinary table:

1. The unit cells of the main semiconductor materials have Oy, Tq, and Cs, point group
symmetry, also they do not exclude other symmetry, such as Dey, D2 and so on. Let us
make a simple statistical distribution for the crystal symmetry vs band-gap type. It can
be seen that the materials have an Oy cubic symmetry and are all of indirect band gap,
including II-VI group's CdS and CdS having a stable cubic structure O, under high
pressure ( Benzair & Aourag 2002 ), although they have a Cg, symmetry and a direct
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bandgap in normal pressure. In addition, I-VII group Ag halide, AgCl and AgBr have
Orn symmetry though they are indirect band gap material. The only exception is a-Sn,
but it is the zero direct band gap, which does not belong to semiconducting material in
strict sense.

2. The materials which have hexagonal symmetry Cs, and D; symmetry, including the
new super-hard materials BCoN (Mattesini & Matar 2001 ), all have a direct band

&ap-

Group IV Y I FVII Others
3C PO di 3¢ PG /i 3C PG /1 3C PG d/i 3¢ PG /i
Cc [OFN| BIM Den i Zn0 Ce d CucCl Ta d MnO  On i
B On i BP Ta i nd Cee d CuBr Ta d Mo On i
€] Or i Bas T i n3 Ta d Cul Ts d 3 Den
a3n On &0 Al Ce d Znde Ta d AgCl On i In3  Den
HC Ts i AlP Ts i nTe Ta d AgBr On i BCGN D:
CGeC Ts 1 Alas Ta i Cd3 Cew d Agl Ta d
3nC Ts d Al3b Ta i Cd3 On i Apl Ceve d
C3e3n. D: d Gall  Cev d Cd3e  Ce d
CCeadn D2 d GaP T i Cdl3e  On i
Gahs Ty d CdTe Ta d
Ga3h Ty d Hegds T d
Inl Tal Cew  d Hegde Ts d
InP Ts d HgTe Ta d
InAs  Ta d
In3b Ty d

Table 1. Point-group symmetry and band-gap type of crystals. Where SC=semiconductor,
PG=point group and d/i=direct or indirect gap.

3. The materials which have zinc-blende structure symmetry, Tq and Den symmetry, are
kind of between two band gap types, direct- and indirect gap, in which HgSe and HgTe
reveal only a small direct band gap. If the relativistic corrections are included, they will
be the semi-metal (Deboeuij et al. 2002). Now we temporarily ignore these facts. In the
materials which have T4 and D¢, symmetry, there are an estimated ~75% belonging to
direct bandgap semiconductors.

For convenience, we use the group order g of the point group of the crystal unit cell to

describe the crystal symmetry, in which the point group Tq and De, have a same group

order g (=24), and call it ‘same symmetry class’. Let Fq be the percentage of direct band gap
materials accounted for the material number of the same symmetry class. Statistical
dependence of the Fq vs the group order g is an interesting diagram scheme, as shown in

Figure 2. In this case, F4=1 for the direct bandgap and F4=0 for the indirect bandgap. This

diagram indicats very explicitly that reducing the crystal symmetry or, the points group's

operand is advantageous to the design and synthesis of the direct band gap semiconducting
material. In fact, the Brillouin zone folding effect can also be seen as an important effect of
lowering the symmetry of the crystal. For example, lower the symmetry from T4 to Cey, the
face-centered cubic Brillouin zone length I- L is equal to twice the I-A line of hexagonal

Brillouin zone. In this case, the conduction band bottom L of T4 will be folded to the

conduction band bottom I' of Cgy, leading to a direct band gap. We note that the band gap
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type will also be determined by the other factors, for example, the symmetry of electronic
wave function at the conduction band bottom and the valence band top. Nevertheless, the
main features of both the electronic structure and the band gap type are dominantly
determined by crystal structure and their crystal potentials and charge density distribution
that should be understandable.
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Fig. 2. A relationship between crystal symmetry and band gap type.

Note that the main statistical object in Fig.2 is sp® and sp3-like hybridization semiconductor;
it also includes some of ionic crystals and individual magnetic ion oxide compounds. It does
not exclude increasing other more complex semiconducting material in the Table 1.
However, we believe that the general changing trend of Fq has no qualitative differences. In
other words, reducing the crystal symmetry is conducive to gain direct bandgap
semiconductors. In addition, the semi-magnetic semiconductors, most of the magnetic
materials and the transition metal oxides have a more complex mechanism. To determine
their band gap type also needs to consider the spin degree of freedom, the strongly
correlation effect, more complex effects and other factors. The topic needs to be investigated
in the future.

4. Computational design: model

The design requirements are: the new material must be compatible with Si microelectronics
technology; it contains Si to achieve lattice matching, and the material is of direct band gap
so as to avoid the light-emitting process involving surface and/or interface state, so that the
devices to provide the required functions for ultra-high-speed applications.

As stated above, in order to meet these requirements, the reduced symmetry principle can
provide the direction of the crystal geometry design. We carry out energy band structure
computation beforehand, so that the ascertainment on the crystal structure model has a
reliable basis. There are two available essential methods to reduce the crystal symmetry:
Method 1: in the Si lattice, insert some non-silicon atoms to substitute part of silicon atoms,
or produce silicon compounds (alloy), so as to reduce the crystal from On point group
symmetry to Ty point group symmetry, or to D, Don and other crystal structures with a
lower symmetry.

Method 2: in the Si lattice, by using periodic insertion of non-silicon atom layer or Si alloy
layer to obtain the lower symmetry materials.

The above two methods may realize the modification for the Si bandgap type. Among them,
the method 2 is more suitable for the growth process requirements on Si(001) surface. for
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example, in order to obtain a Si-based superlattice with symmetry lower than silicon crystal,
the non-silicon atom monolayer can be grown on the silicon (001) surface, and then silicon
atoms are grown, Repeatedly proceed this process by using Molecular Beam Epitaxy (MBE),
Metal-Organic Chemical Vapour Deposition (MOCVD) or Ultra-high vacuum CVD (UHV-
CVD), a new Si-based superlattice can be synthesized. In this way, we can not only reduce
the symmetry of the silicon-like crystal, but also modify the bandgap type. This is a
primarily method for the computational design.

On intercalated atoms choice, from the theoretical point of view, an inserted non-silicon
atoms layer can lower the symmetry. The kinetics of crystal growth requires careful
selection of insertion atoms, we consider here, the bonding nature of the Si atom with the
inserting non-Si atoms. A natural selection on the insertion atoms is the IV-group atoms ( C,
Ge, Sn), the same group element with silicon, and the VI-group atoms ( O, S, Se), due to the
fact that they and Si atoms can form a stable thin film similar to SiO; film

We have performed a detailed study on electronic structure of two series of silicon based
superlattice materials, which include (IV,Sij) m/Sin (001) superlattices ( Zhang J L . et al.
2003; Chen et al.2007; Lv & Huang. 2010) and VI(A)/Si m/ VI(B)/Sim (001) superlattice series
(Huang 2001a; Huang & Zhu . 2001b,c, Huang et al. 2002; Huang 2005 ).

4.1 (Sn,Si1x) m/ Sin (001) superlattices

The (SnxSi1.x) m/ Sin (001) superlattices we designed is composed of Sn,Sii.x alloy layer and Si
layer, alternatively grown on Si (001) substrates. The unit cells of the (Sn.Si1«) m/Sin (001)
superlattices are shown in Figure 3 (a,b,c) for atomic layer mumber m=n=5 and x=0.125,
0.25, 0.5, respectively. Where Sis is a cubic unit cell which includes 5 Si atomic layers on
Si(001) substrate. Similarly, the (SnySii.x) 5 is also a cubic SnySiix alloy on Si(001) surface.
Although the Si and IVSi alloy are cubic crystals, the (IV,Sii.x) 5/Si 5 (001) superlattices is a
tetragonal crystal, the unit cell has a D2, symmetry that is lower than cubic point group Oj.
Note that the unit cell of this superlattice contains nine atomic layer along the [001] direction
( c-axis) , because two cubes ( IVSi)s and ( Sis) have common crystal faces. For simplicity, we
present it in the following;:

This structure will be named as IV,Sii.x/Si(001). The equilibrium lattice constants after
lattice relaxation of the superlattices and pure silicon have been obtained by means of total
energy calculation within the DFT-LDA framework.

(b)
O V=Ge (Sn) o Si

Fig. 3. The unit cell of (1V,Sii.x) 5/Sis (001) superlattices. (a) x=0,125, (b) x=0.25, (c) x=0.5.
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The results are shown in Table 2. From Table 2 we can find obviously that these
superlattices have the reasonable lattice matching with the silicon. The lattice mismatch is
less than 3% for a smaller IV component, e.g. for x< 0.25. The result indicates that epitaxy
alloy (IVSi) on silicon (001) surface, (a IV-atom doped homogeneous epitaxy alloy), will be
much easier to form than the heterogeneous epitaxy III-V compounds on silicon surface. The
detailed calculation study shown that, although (IVSi) alloy is probably an indirect bandgap
material, yet the IV,Si;.«/Si (001) superlattice composed of the Si and (IV,Sii.) alloys might
be a direct bandgap semiconductor with smallest bandgap located at I'-point in Brillioun
zone. Their electronic properties will be discussed in section 5.

Materials a=b c

Si 10.26 20.52
Sng 125510875/ Si (001) 10.49 20.92
Sno 2551075/ Si (001) 10,58 21.30
SnosSios/Si (001) 10.79 21.90
Geol125Si0‘375/ Si (001) 10.36 20.71
Geo,25Sio,75/Si (001) 10,39 20.79
Ge5Sips/Si (001) 10.47 20.92

Table 2. The theoretical equilibrium lattice constants (in a.u.) of superlattices ( IV,Sii-)5/Sis
(001) and a pure silicon.

4.2 VI(A)/Si m/ VI(B)/Si m (001) superlattices

Another new Si-based semiconductor we designed is VI(A)/Sim/VI(B)/Sim (001)
superlattice, here VI(A) and VI(B) are VI-group element monolayer grown on silicon (001)
surface, VI(A or B) =O, S or Se. In token of Sip, index m is the silicon atomic layer number.
The superlattice structure can be grown epitaxially on silicon (001) surface, layer by layer,
and then a VI-group atomic monolayer is epitaxially grown as an inserted layer. In the
epitaxial growth process, the location of VI-group atoms is dependent on the silicon (001)
reconstructed surface ( i.e., dimerization) mode, while the surface atoms of the dimerization
are also dependent on the number of silicon layers. For example, in the case of m=6 or even
number, it has a simple (2x1) dimerization (Dimer) structure, whereas in m=5 or odd
number, a (2x2) dimerization (Dimer) structure will be obtained. Therefore, we have two
unit cells with different symmetry; they are orthogonal and tetragonal superlattice,
respectively. The unit cell models for m=5 and m=10 are shown in Figure 4. It can be shown
that the two structures models have been avoided dangling bonds in bulk. From the
perspective of chemical bonds, each silicon atom has four nearest neighbor bonds, whereas
each VI atom has two nearest neighbour Si-VI bonds. They form a stable structure, and
prevent the participation of interface states. The designed models of superlattice unit cells,
VI(A)/Sis/ VI(B)/Sis and VI(A)/Siio/ VI(B)/Siio are shown in Figure 4, in which the inserted
VI atoms layer is a periodic monolayer and the dimer reconstruction on surface has been
considered. Note that the primitive lattice vectors of the superlattices are different from the (
Sn,Si1x) 5/5i 5 (001) due to the Si(001) surfaces having been restructured. During the first-
principles calculations, the distance between the VI-atoms and Si-atoms, the positioning of
the VI-atoms parallel to the interface with respect to the Si (001) surface and the lattice
parameters of the superlattice cell can be varied. After the relaxations are finished, the total
energy of the relaxed interface system is at the lowest, then a stable unit cell will be
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obtained. The theoretical equilibrium lattice constants (in a.u.) of the superlattices are given
in Table 3. It can be seen that the a=b for tetragonal structure superlattice
VI(A)/Sis/ VI(B)/Sis(001) with (2x2) dimer, whereas the VI(A)/Sis/VI(B)/Sis(001) is an
orthogonal structure superlattice with (2x1) dimer. In all cases, these superlattices formed by
alternating a VI-atom monolayer and diamond structure Si along to [001] direction, their
lattice parameters are increased with the core states of inserted VI-atoms increased.

Materials a b c

Se/Sis/O/Sis(001) 14,62 14.53 33.07
Se/Sis/S/Sis (001) 14.64 14.59 34.28
Se/Sis/Se/Sis (001) | 14.66 14.66 34.79
Se/Sig/ O/ Sis(001) 14,42 7.31 38.57
Se/Sis/ S/ Sis (001) 14.47 7.33 39.80
Se/Sis/Se/Sis (001) | 14.53 7.33 40.27

Table 3. The theoretical equilibrium lattice constants (in a.u.) of the superlattices
VI(A)/Sim/ VI(B)/Sim (001).

M _ Si=dimer

a8 YI®) D,5.5e
Si-dimer

. 4 o - | Si=diner

dl br—— v ]

(b)

Fig. 4. The model of designed superlattice unit cell. The inserted VI atoms layer is a
monolayer, the dimer reconstruction on surface has been considered. (a) VI(A)/Sis/ VI(B)/
Si5(001). (b) VI(A)/Si1o/ VI(B)/Si10(001).

5. Results and discussion

According to our computational design principle, the theoretical superlattices IV,Sii.x / Si
(001), (IV=Ge,Si; x=0.125,0.25,0.5) and VI(A)/Si m/ VI(B)/Si m (001) (VI=O,S.Se; m=5.6.10)
have been investigated. In our calculations, the band structures based on the density
functional theory (DFT) and local density approximation ( LDA) are performed first. The
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purpose is to find and demonstrate the direct bandgap materials. On this basis, in order to
correct the Kohn-Sham band gap which is always underestimate due to the LDA limitation,
a representative quasiparticle band structure calculation in Hedin's GW approximation was
carried out. The calculation in details and main results are described below.

5.1 Electronic structure of IV,Sii« / Si(001) superlattices

The DFT-LDA calculation for these new superlattices is based on a total energy
pseudopotential plane-wave method. The wavefunctions are expressed by plane waves with
the cutoff energy of |k+G|2<450 eV. The Brillouin zone integrations are performed by using
6x6x3 k-mesh points within the Monkhorst-Pack scheme. The convergence with respect to
both the energy cutoff and the number of k-point has been tested. With a larger energy
cutoff or more k points, the change of the total energy of the system is less than 1 meV.
Calculated equilibrium lattice constants after lattice relaxation are given in Table 2, and it is
very closely Vegard’s law for different IV component.

The Band structures of Ge,Si1«/ Si (001) and Sn,Sii«/ Si (001) superlattices are shown in
Fig.5(a,b) for x=0.125, 0.25 and 0.5., respectively. It can be seen that the Ge,Sii../ Si (001)
(x=0.125 and 0.25) and Sn,Si1«/ Si (001) (x=0.125) are the superlattices with a direct gap at I'-
point. Although the dispersion relation of the valence band is quite similar in all cases, the
lowest conduction band revealed great differences in the dispersion. The reason is that both
the Ge and Sn have a larger core states and hence larger lattice parameters than that of Si,
Their perturbation potential will change the Kohn-Sham effective potential Ve and
eigenvalues EXS(k). As Corkill-Cohen has pointed out (Corkill & Cohen M.L (1993) ), the
result is that the lowest conduction band (I'-band edge of Si) will continue to lower with the
increase of lattice constant. This feature can lead to an above three I'- point direct band gap
superlattice, of course, also there is a greater possibility in transforming them to direct band
gap material due to the lower symmetry of the unit cells. In the same way, with the Sn
superlattice band gap becoming small compared with the Ge is understandable.

We note that the selection of superlattice primitive cell is not unique. If the location of
alternative atoms Ge, Sn are chosen symmetrically for the unit cell center, a Dy, symmetry
superlattice can be obtained. In order to examine the energy band structure in this case, the
band structures of Sn,Si1.x/ Si (001) superlattices are calculated again. In the same time, as a
comparison, the band structure of pure Si (in D4p) is also given in Figure 6(a). The results
show that silicon is still an indirect band gap semiconductor, the conduction band bottom is
in I'-X and I'-Z line, and only Sn,Si; -x/ Si (001) (x = 0.125) is a direct band gap material. The
results excellently agree with Figure 5 (b). The shift of conduction band edge for these
systems is also clearly visible when we inspect going from Si to SngsSios/Si(001)
superlattice. First of all, the energy of I-band edge is reduced and hence the direct gap
superlattice Sno.1255i0.875/51(001) is formed. Then, the reduction of Z-band edge exceeds that
of the I'-band edge (if Sn component increased), the indirect gap superlattices are obtained,
with smaller relevant band gap.

The Kohn-Sham band gap E¢XS of the superlattices are summarized in Table 4, the data is
corresponding to different model and exchange-correlation approximation quasi-particle
energy EQP and quasi-particle wavefunction pQP, the key-point is calculated. In order to
correct the Kohn-Sham band gap EgKS of the superlattices, the quasiparticle band structure
within Hedin's GW method (GWA) is performed by using PARATEC and ABINIT
packages, for a representative superlattice Sng1255i0875/51(001), where G is a one-particle
Green function, W is a dynamic screening Coulomb interaction. The quasi-particle energy
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Fig. 5(a). Band structure of Ge,Sii.x/ Si (001) superlattices. (a)x=0.125, (b) x=0.25, (c)x=0.5
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Fig. 6. DFT-LDA band structures of Si and Sn,Sii./ Si (001) superlattice in Dy, symmetry.(a)
Si, (b,c,d) superlattices for x=0.125, 0.24, 0.5, respectively.

EQP and quasi-particle wavefunction QP are solutions of quasi-particle equation which
contains an electron self-energy operator ). One of key-points is to calculate the ). In
Hedin's GWA, ) = iGW, it does not consider vertex corrected. The extensive research points
out ( Hybertsen M.S.& Louie S.G. 1985, 1986), the quasi-particle wave function QP is almost
completely overlapped with the Kohn-Sham wave function XS, the overlap range exceeds
99.9%. Therefore, in our GWA calculation, we will assume that can use Kohn-Sham wave
function as quasi-particle wave function of zero-level approximation. Therefore, we can
construct the Green function G that employ the Kohn-Sham wave function XS, based on the
Kohn-Sham equation solutions. The dynamic screening Coulomb interaction W depends on
the bare Coulomb interaction v and dielectric function matrix y. The dielectric matrix
calculation is also a difficult task, we adopt the simpler RPA approximation. In this way,
based on the KS equation solutions, we could solve the quasi-particles equation and obtain
the quasi- particle band structure of the superlattice. As a representative result of IV,Si;.
«/ Si(001) superlattices, a quasi-particle band structure is given in Figure 7, which is quite
similar to its LDA band structure in Figure 6(b). The main difference is that the direct band
gap increases from EglDA = 0.35 eV to E;QF = 0.96 eV. In other words, the quasi-particle
bandgap correction of this system is 0.61 eV. Although G and W has not carried out self-
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consistent calculation in present work, one can see that the result is quite accurate and
reliable,

Materials EgKS(Dzh, GGA) EgKS(D4h,LDA) EgQP(D4h, G()Wo)
Si 0.58 0.46

Sno.125Si0.875/Si(001) 0.47 (I-) 0.35 (I-) 0.96 (-

Sng 255i0.75/Si(001) 031 (I- Z) 021 (I- Z)

Sno5Sins/Si(001) 0.10 (I- Z) 0.03 (I- Z)

GeO,125Sio,875/Si(001) 0.57 (T-T)

Ge25Si0.75/Si(001) 0.55 (I-)

Geo5Sios/Si(001) 051 (I- Z)

Table 4. Band gap E; (in eV) of the 1V,Si1../Si(001) superlattices. (I-I') stands for direct gap at
I', GGA the generalized gradient approximation, LDA the local density approximation.
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Fig. 7. Quasiparticle energy band of Sno.1255i0.875/Si(001) superlattice.

In fact, this approach is often called GoWy method in the literature. But by this method,
results obtained are better for the sp semiconductors even than partial self-consistent
method GoW and GWj as well as the complete self-consistent method GW. There are
already some works studying the reasons for these facts (e.g. see Ishii et al. 2010).

5.2 Electronic structure of VI(A)/Si / VI(B)/Si m (001) superlattices

Another series of computational designed silicon-based superlattice is VI(A)/Sim/ VI(B)/Si
m (001), which includes O/Sim/O/Sim(001), S/Sim/S/Si m (001), Se/Si m/Se/Sim (001), Se/Si
m/O/Sim (001), and Se/Sim/ S/Sim (001) etc for m=5,6,and 10. The results show that, for the
cases of selected VI (A) = Se, VI (B) = O, S, Se, the direct band gap superlattices can be
formed. Two unit cell structure models, tetragonal and orthogonal structure for m=5 ( or
odd number) and m=10 ( or even number) are shown in Figure 4. These stable lattice
structure models and their equilibrium lattice constants, the VI-Si bond length and
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(a) (o) (c)

Fig. 8. Band structures of Si-based superlattices with odd number layers Si and tetragonal
structure. (a) Se/Sis/ O/ Sis(001) , (b) Se/Sis/S/Sis(001) (c) Se/Sis/Se/Sis(001).

bond angle are calculated by using the first principles total energy method. The DFT-LDA
band structure calculation of the Si-based superlattices use mixed-basis pseudopotential
method with norm- conservation pseudopotential (Hamann et al 1979) and VASP package
with ultra-soft pseudopotential ( Kresse & Furthmiiller 1996) and Ceperly- Alder Exchange-
correlation potential (Ceperley & Alder 1980), respectively. The wavefunctions are
expanded by plane waves with the cutoff energy of 12 Ry which has been optimized via
total energy tolerance AE=1 meV.

The band structures of Se/Sis/ VI(B)/Sis(001) (VI(B)=0O,5,Se) superlattices with a tetragonal
structure are shown in Figure 8. It is shown that the materials are the potential Si-based
optoelectronic semiconductors with I'-point direct gap.

The band structures of O/Sis/VI(B)/ Sis(001) (VI(B)=O,S) which only involve the VI-atoms
of smaller core-states, are also studied and found that are the quasi direct gap materials with
the X-point valence band top (Huang 2001a; Huang & Zhu 2001b,c, Huang et al. 2002;
Huang 2005)., although their smallest direct band gap is still at I'- point.

To investigate the influence of Se/Sim/ VI(B)/Sim(001) (VI(B)=0O,S,5e) with even number layers
silicon that have the orthogonal structures on the electronic properties and band gap type, the
Se/Sim/ VI(B)/Sim(001) (VI(B)=0,S,Se; m=6,10) are calculated with the same method. The
results indicate that they are also direct band gap superlattices as shown in Figure 9. In
other words, band-gap type and number of layers of silicon in Se/Sim/VI(B)/Sim(001)
(VI(B)=0,S,Se) are not sensitively dependent. However, choosing the appropriate size of
the VI atoms, such as Se, is important. Using Se and O or S periodic cross intercalation in
Si(001), the desired results can be achieved more satisfactorily (Zhang J.L. Huang M.C. et
al, (2003)) due to the core states effect and the smaller electronegativity difference. The
LDA band gap of these Si-based materials is listed in Table 5. For the tetragonal structure
material (m=5), its band gap is a little bit bigger than that of the orthogonal structure
situation (m=6,10). As well known, the LDA band gap is not a real material band gap,
since the exchange correlation potential in DFT-LDA equation can not correctly describe
the excited states properties. In order to revise LDA band gap, we can use GWA methods
or screen-exchange-LDA ( sX-LDA ) method to solve the quasiparticle equation. The
existed research shows that this energy gap revision is quite large, for example, for
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Fig. 9. Band structures of Si-based superlattices with even number layers Si in orthogonal
structure. (a) Se/Sis/ O/Sis(001) , (b) Se/Sis/S/Sis(001), (c) Se/Sis/Se/Sis(001), (d)
Se/Si10/ O/ Si10(001), (e) Se/Sii0/ S/ Si10(001), (f) Se/Siro/Se/Si10(001).

Materials EXS(LDA, Tet) | EJXS(LDA,Orth.)
Se/Sis/O/Sis(001) 0.50

Se/Sis/S/Sis(001) 0.40

Se/Sis/Se/ Sis(001) 0.35

Se/Sis/ O/ Sis(001) 0.30

Se/Sie/ S/ Sis(001) 0.25
Se/Sis/Se/Sis(001) 0,20

Se/Si1o/ O/ Si1p(001) 0.30
Se/Si10/S/Si10(001) 0.25
Se/Si1o/Se/ Sip(001) 0,20

Table 5. Band gap Eg (in eV) of the Se/Sim/ VI(B)/Sim(001) (VI(B)=O,S,Se) superlattices.
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silicon and germanium, It is about 0.7 and 0.75 eV, respectively (Hybertsen M.S. and Louie
S.G. (1986)). Our GWA calculation for IVSi/Si superlattice has the band gap revision of 0.61
eV, which is near to Silicon. Taking into account the quasi-particle band gap correction, for
example, 0.61 eV, the band gap of these si-based materials is in the region of 1,11-0.81 eV,
which is corresponding to the infrared wavelength of 1.12-1.53pm, just matching to the
windows of lower absorption in the optical fiber. Therefore they are potentially good Si-
based optoelectronic materials.

Similar to our computation cited above, MIT's research group (Wang et al 2000) had
provided a class of semiconductors, in which a particular suitable configuration,
(ZnSi)1/2P1/4As3,4, is identified that lattice constant matched to Si and has a direct band gap
of 0.8 eV. Although this material has good performance, but its complex structure, involving
the four elements in the heteroepitaxy on silicon substrates, the crystal growth may have
much more difficulties.

Another well-known computational design is proposed by Peihong Zhang etc ( Zhang P.H,
et al. 2001). They suggest two IV-group semiconductor alloys CSi;Sn; and CGesSn that have
body-centered tetragonal (bct) structure, the lattice matched with Silicon. Among them,
CSioSny has a direct band gap located at X point in the BZ, and CGe3Sn has a I'- point direct
band gap, because its lattice is slightly distorted from b.c.t,, the crystal symmetry of CGesSn
is lower than that of CSiSny. Their GW band gap is in 0.71-0.9eV range. Anyway, they are
also potential contenders of Si-based optoelectronic materials. The heterogeneous epitaxy of
these IV group alloys on silicon substrate is not an easy task, because the positions of the
component atoms have to meet some particular requirements in these alloys. In contrast, we
use of periodic atomic intercalation method to have more practical application prospect. The
symmetry reduction principle, core states effect and electronegativity difference effect can
be used not only for silicon-based materials but also can be extended to other indirect band
gap semiconductor systems, such as AlAs, diamond and other materials, to realize the
energy band modification. They also have a significant research and development prospect.
We designed Si-based optoelectronic materials can natural be realized lattice matched with
silicon substrate. The growth process on the MBE, MOCVD or UHV-CVD might easier to
control. Once the experimental research of these materials is brokenthrough, OEIC
technology will have a significant development.

6. Conclusion

This chapter has given an overview of our works on the computational design of a new class
of Si-based optoelectronic materials. A simple effective design idea is presented and
discussed. According to the design ideas, two series models of superlattice are constructed
and calculated by the first principles method. It is found that the superlattices Ge,Sii.
«/Si(001) (x=0.125,0.25), Sn,Si1./Si(001) (x=0.125), Se/Sim/VI/Sim/Se(001) (VI=O,S,Se;
m=5,6.10) are the I'-point direct energy gap Semiconductors, moreover, they can be realized
lattice matched with silicon substrate on (001) surface. These new materials have the band
gap region of 0.63-1.18 eV under the GW correction that is corresponding to infrared
wavelength of 1.96-1.05 pm and are suited for the applications in the optoelectronic field. An
open question for all kind of Si-based new materials is what and how to do to achieve them
under the experimental research.



126 Optoelectronics — Devices and Applications

7. Acknowledgments

This work was supported by the Chinese National Natural Science Foundation in the Project
Code: 69896260, 60077029, 10274064, 60336010. Author wishes to thank Dr. T.Y. Lv, Dr. J.
Chen and Dr. D.Y.Chen for their calculation efforts successively in these Projects. We also
are grateful to Prof. Q. M.Wang and Prof. Z.Z. Zhu for many fruitful discussions. Finally,
author want to express his thanks to Prof. Boxi Wu for reading the Chapter manuscript and
gave valuable comments.

8. References

Aryasetiawan F , Gunnarsson O. (1998), The GW method .Rep. Prog. Phys. ,61 :p.237.

Aulbur W G, Jonsson L ,Wilkins ] W. (2000), Quasiparticle calculations in solids. Solid State
Physics ,54 :p.1-231.

Benzair A ,Aourag H. (2002), Electronic structure of the hypothetical cubic zincblende-Like
semiconductors SiC, GeC and SnC . Phys. Stat . Sol. ( b) , 231 (2) : p.411-422.

Buda F. et al, (1992), Phys. Rev. Lett.,69,p.1272

Canham L T. (1990), Silicon quantum wire array fabrication by electrochemical dissolution
of wafer . Appl. Phys. Lett . 57 :p.1 045 - 1 048.

Ceperley D M ,Alder B 1. (1980), Ground state of the elect ron Gas by a stochastic method.
Phys. Rev. Lett .45 :p.566.

Chen J. Lv T,Y. Huang M.C.(2007), Electronic structure of Si1IVy/Si superlattices on Si(001),
Chin.Phys. Lett. 74,p.811.

Corkill J.L and Cohen M.L (1993), Band gaps in some group-IV materials: A theoretical
analysis, Phys. Rev.B47,p.10304

Cullis A G, Canham L T. (1991), Visible light emission due to quantum size effects in highly
porous crystalline silicon . Nature , 353 :p.335 - 338.

Deboeuij Y P L, Kootstra F ], Snijders G. (2002), Relativistic effects in the optical response of
HgSe by time-dependent density functionals theory. Inf, . Quantum Chem. , 85
:p-450 - 454.

Ennen H, Schneider ], Pomerenke G,Axmann A. (1983) 1.54pm luminescence of erbium-
implanted III-V semiconductors and silicon, Appl. Phys. Lett. 43, p.943.

Hamann D R, Schluter M, Chiang C. (1979), Norm-conserving pseudopotentials . Phys. Rev.
Lett .43, p.1494.

Hirschman K D, Tsybeskov L, Duttagupta S P, et al. (1996), Silicon-based light emitting
devices integrated into microelectronic circuits . Nature , 384 :p.338 - 340.

Hohenberg P.and Kohn W. (1964). Inhomogeneous electron Gas .Phys. Rev. 136 p.B864,:.

Huang M.C. (2001a), The new progress in semiconductor quantum structures and Si-based
optoelectronic materials, . J. Xiamen Univ.(Natural Sci.) , 40 , p. 242 -250.

Huang M.C. and Zhu Z. Z. (2001b), An exploration for Si-based superlattices structure with
direct-gap . The 4t Asian Workshop on First principles Electronic Structure Calculations..
p.12.

Huang M.C. and Zhu Z. Z.(2001c), A new Si-based superlattices structure with direct band-
gap. Proc. of 5th Chinese Symposium on Optoelectronics. p.44 - 47.



Computational Design of A New Class of Si-Based Optoelectronic Material 127

Huang M.C, Zhang J L ,Li HP ,et al. (2002), A computational design of Si-based direct band-
gap materials. International | . of Modern Physics B 16 :p.4 279 - 4 284.

Huang M.C,(2005), An ab initio Computational Design of Si-based Optoelectronic Materials,
J. Xiamen Univ.(Natural Sci.) , 44 , p. 874

Hybertsen M.S. and Louie S.G. (1985). First-Principles Theory of Quasiparticles: Calculation
of Band Gaps in Semiconductors and Insulators, Phys. Rev. Lett. 55, p.1418

Hybertsen M S ,Louie S G. (1986), Electron correlation in semiconductors and insulators .
Phys. Rev. B34 :p.5 390 - 5 413.

Hybertsen M.S. and Schluter M. (1987), Theory of optical transitions in Si/ Ge(001) strained-
layer superlattices, Phys. Rev. B36, p.9683

Ishii S., Maebashi H. and Takada Y. (2010), Improvement on the GWI' Scheme for the
Electron Self-Energy and Relevance of the GoWo Approximation from this
Perspective. arXiv [cond-mat,mtrl-sci] 1003.3342v2

Kohn W AND Sham L ]J. (1965), Self-consistent equations including exchange and
correlation effects. Phys. Rev. 140 : p.1 133.

Kresse G.and Furthmiiller J. (1996), Efficient iterative schemes for ab initio total-nenrgy
calculations using a plane-wave basis set. Phys.Rev. B54, p.11169

Lu Z H ,Lockwood D ] ,Baribeau ] M. (1995), Quantum confinement and light emission in
SiO,/Si superlattice . Natur, 378 :p.258 - 260.

Lv T.Y. Chen J. Huang M.C. (2010), Band structure of Si-based superlattices Si1..Sn./Si. Acta
Phys. Sinica, 59,p.4847

Mattesini M ,Matar S F. (2001), Search for ultra-hard materials :theoretical characterisation of
novel orthorhombic BCoN crystals . Int . | . Inorganic Materials , 3 : p.943 -957.

Mooser E ,Pearson W B. (1960),The chemical bond in semiconductors. Progress in
Semiconductors ,5 : p.141 -188.

Nassiopoulos A G, Grigoropoulos S , Papadimit riou S. (1996),Electroluminescent device
based on silicon nanopillars . Appl. Phys. Lett .69 :p.2 267 - 2 269.

Ng W.L ,Lourenc M A ,Gwilliam R M et al. (2001), An efficient room-temperature silicon-
based light emitting diode .Nature , ,410 :p.192 - 194.

Pavesi L ,Dal Negro L ,Mazzoleni C ,et al. (2000), Optical gain in silicon nanocrystals. Nature
, 409 :440 - 444.

Petersilka M , Gossmann U I, Gross E K U. (1996), Excitation energies from time-dependent
desity functional theory . Phys. Rev. Lett .76 :p.1 212.

Phillips ] C. (1973) Bonds and Bands in Semiconductors. USA : Academic Press ,.

Rosen Ch H ,Schafer B ,Moritz H ,et al. (1993) Gas source molecular beam epitaxy of FeSi, /
Si (111) heterostructures . Appl. Phys. Lett .,62 :p.271.

Runge E , Gross E K U. (1984), Density functional theory for time-dependent systems . Phys.
Rev. Lett .,52 :p.997.

Seidl A, Gorling A, Vogl P, et al. (1996), Generalized Kohn-Sham schemes and the band-gap
problem . Phys. Rev.,B53 :p.3 764.

Walson W L, Szajowski P F, Brus L E. (1993), Quantum confinement in size-selected surface-
oxidised silicon nanocrystals . Science , 262 :p.1 242 - 1 244.

Wang T, Moll N, Kyeongjae Cho, Joannopoulos ]. D. (2000) Computational design of
compounds for monolithic integration in optoelectronics, Phys. Rev. B63, p.035306



128 Optoelectronics — Devices and Applications

Zhang J.L.,Huang M.C. et al, (2003), Design of direct gap Si-based superlattice VIA/Si,,/VIB
/ Sim/ ViA. ]. Xiamen Univ.(Natural Sc.,),42 :p.265 - 269.

Zhang P.H, Crespi V H, Chang E, et al. (2001), Computational design of direct-bandgap
semiconductors that lattices-match silicon. Nature , 409 :p.69 - 71.

Zhang Q , Filios A ,Lofgren C ,et al. (2000), Ultrastable visible electroluminescence from
crystalline ¢-Si/ O superlattice. Physica , E§ :p.365 - 368.



Part 2

Optoelectronic Sensors






7

Coupling MEA Recordings and Optical
Stimulation: New Optoelectronic Biosensors

Diego Ghezzi
Istituto Italiano di Tecnologia
Italy

1. Introduction

In the last twenty years the efforts in interfacing neurons to artificial devices played an
important role in understanding the functioning of neuronal circuity. As result, this
new brain technology opened new perspectives in several fields as neuronal basic research
and neuro-engineering. Nowadays it is well established that the functional, bidirectional
and real-time interface between artificial and neuronal living systems counts several
applications as the brain-machine interface, the drug screening in neuronal diseases, the
understanding of the neuronal coding and decoding and the basic research in neurobiology
and neurophysiology. Moreover, the interdisciplinary nature of this new branch of science
has increased even more in recent years including surface functionalisation, surface micro
and nanostructuring, soft material technology, high level signal processing and several other
complementary sciences.

In this framework, Micro-Electrode Array (MEA) technology has been exploited as a
powerful tool for providing distributed information about learning, memory and information
processing in cultured neuronal tissue, enabling an experimental perspective from the single
cell level up to the scale of complex biological networks. An integral part in the use of MEAs
involves the need to apply a local stimulus in order to stimulate or modulate the activity of
certain regions of the tissue. Currently, this presents various limitations. Electrical stimulation
induces large artifacts at the most recording electrodes and the stimulus typically spreads over
a large area around the stimulating site.

Compound optical uncaging is a promising strategy to achieve high spatial control of
neuronal stimulation in a very physiological manner. Optical uncaging method was
developed to investigate the local dynamic responses of cultured neurons. In particular,
flash photolysis of caged compounds offers the advantage of allowing the rapid change of
concentration of either extracellular or intracellular molecules, such as neurotransmitters or
second messengers, for the stimulation or modulation of neuronal activity. This approach
could be combined with distributed MEA recordings in order to locally stimulate single or
few neurons of a large network. This confers an unprecedented degree of spatial control when
chemically or pharmacologically stimulating complex neuronal networks.

Starting from this point, the main objective of this chapter is the discussion of an integrated
solution to couple the method based on optical stimulation by caged compounds with the
technique of extracellular recording by using MEAs.
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2. Scientific background

In the second half of the last century the functional properties of neurons, e.g. receptor
sensitivity and ion channel gating, have been investigated providing a detailed picture
of the neuronal physiology. In fact, some peculiar behaviors, e.g. plasticity, have been
deepened down to the different molecular mechanisms underlying this function. Nowadays
the high level of knowledge about single neuron functioning does not reflect an high level
of understanding of the complex way of intercommunication between neurons in neuronal
networks. The need of learning the neuronal language and the desire to bidirectionally
communicate with neurons encouraged the development of new technologies, as MEA
devices, focused to this purpose.

MEAs have been proposed more than thirty years ago (Gross, 1979; Pine, 1980; Thomas
et al., 1972) for the study of electrogenic tissues, i.e. neurons, heart cells and muscle cells.
Nowadays, they represent an emerging technology in such studies. In the last thirty years,
MEAs have been exploited with various preparations such as dissociated cell cultures (Marom
& Shahaf, 2002; Morin et al., 2005), organotypic cultures (Egert et al., 1998; Hofmann et al.,
2004; Legrand et al., 2004) and acute tissue slices (Egert et al., 2002; Kopanitsa et al., 2006)
for a large variety of applications, such as the study of functional activity of larger biological
networks (Tscherter et al., 2001; Wirth & Liischer, 2004), as well as applications in the fields
of pharmacology and toxicology (Gross et al., 1997; 1995; Natarajan et al., 2006; Reppel et al.,
2007; Steidl et al., 2006). Recently, MEA biochips have also been used as in vitro biosensors
to monitor both acute and chronic effects of drugs and toxins on heart/neuronal preparations
under physiological conditions or pathological conditions modelling human diseases (Stett
et al., 2003; Xiang et al., 2007).

Referring to neuronal preparations, a major distinguishing feature of the nervous system is
its ability to inter-connect regions that are relatively distant from each other, via synaptic
connectivity and complex circuits/networks. Consequently, when studying the nervous
system and its complex circuitry in vitro, it is necessary and desirable to be able to provide a
given stimulus (typically electrical or chemical/pharmacological in nature) at a well-defined
point of the circuit and subsequently monitor how it propagates through the circuit. The MEA
technology provides key advantages for carrying out such studies. It allows the possibility
to record electrical activity at multiple sites simultaneously, thereby providing information
about the spatio-temporal dynamics of the circuit. Moreover the usefulness of MEAs comes
also from the possibility to electrically stimulate cells cultured on top of them.

However MEA applicability in cell culture/tissue electrical stimulation could not be simple
as it sound. Usually the amplitude of stimulation is at least an order of magnitude bigger
than the cell spiking activity, thus making impossible the detection of activity during the
stimulation. Moreover, the stimulation produces large electrical artefact lasting on most
channels for milliseconds after the real stimulus, making uncertain the interpretation of data
in the first period after stimulation. Some attempts to remove the stimulus artifacts from the
recordings have been recently proposed using off-line or on-line blanking methods (Jimbo
et al., 2003; Wagenaar & Potter, 2002) partially solving this problem.

Another important disadvantage is related to the poorly controlled spatial distribution of
the electrical stimuli. In fact, it has been demonstrated that electrical stimuli spread to the
whole biological preparation with amplitude decreasing with the square of the distance from
the stimulation site (Heuschkel et al., 2002); in fact, electrical stimuli can directly activate
a large number of cells distributed in a quite large area (hundreds of microns) around the
stimulation electrode also in the presence of synaptic blockers (Darbon et al., 2002). The reason
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of that is unknown, but probably due to several axons passing through the region of the
stimulating electrode. Varying the stimulation protocol (i.e. amplitude, polarity, waveform
or duration of the pulse) the number of cells directly responding to the electrical stimulus
could be adjusted, however the classification of responses detected at different electrodes
surrounding the stimulating electrode in directly elicited or due to synaptic transmission
remains uncertain. Finally, electrical stimulation needs care to use voltages or current densities
that do not harm the electrode.

Some attempts have been done in order to keep down the extension of electrical stimulation.
Clustering structures have been proposed (Berdondini et al., 2006) showing a clear difference
in the Post-Stimulus Time Histogram (PSTH) between traditional and clustered MEAs.
Whereas the traditional MEA shows a the dominance of the early responses (mean latency
of 10 ms), the different clusters show a great variability in mean latency (from 10 ms to 100
ms). Unfortunately, the use of clustering structures as well as network patterning structured
PDMS layers or neurocages (Erickson et al., 2008) can relatively limiting the random nature of
the network and its functional plasticity.

Another method commonly used to stimulate or modulate in vitro neuronal preparations
is the application of chemical or pharmacological compounds, e.g. neurotransmitters,
ion-channel blockers etc. The problem here is that the chemical/pharmacological compound
traditionally is applied over the whole culture preparation through bath addiction, and thus
affects almost the entire culture/circuit. Local drug delivery has been proposed in several
fashions, from the use of glass pipettes placed near the target cell to dedicated Lab On Chips
(LOCs). Glass pipettes are widely used in neuroscience for the local delivery of chemical
compounds, but this method is limited by the time needed for the pipette placing and the
impossibility to perform parallel multipoint delivery. On the contrary, several publications
report on microfluidic devices making possible to transport molecules to cells in a spatially
resolved way, i.e. multiple laminar flows (Takayama et al., 2003). Unfortunately, a few systems
have been reported where MEAs were combined with microfluidic devices for the testing of
toxins (DeBusschere & Kovacs, 2001; Gilchrist et al., 2001; Pancrazio et al., 2003) but without
efforts towards the localization of the delivery or complete characterization. A dispensing
system for localised stimulation was recently designed to be combined with a MEA chip
(Kraus et al., 2006) but not yet completely implemented.

A useful method to combine local neuronal stimulation and local drug delivery involve
the use of optical techniques. In principle, different works report on methods for
optical stimulation of neurons (Callaway & Yuste, 2002), including direct (Fork, 1971) or
dye-mediated laser stimulation (Farber & Grinvald, 1983), direct two-photon excitation
(Hirase et al., 2002), endogenous expression of molecules sensitive to light (Zemelman et al.,
2002) and caged neurotransmitter activation (Callaway & Katz, 1993). Among the above,
the use of caged compounds seems to be the most physiologically suitable approach for the
coupling of light with either neuronal excitation, e.g. with caged glutamate (Wieboldt et al.,
1994), or modulation, e.g. with caged intracellular second messengers (Nerbonne, 1996).
Caged compounds are characterized by the presence of a blocking chemical group that can be
removed by ultra-violet (UV) light pulses (Ellis-Davies, 2007). In this manner, a rapid increase
in the concentration of the desired molecule can be obtained by switching the caged analogue
into its active form through the cleavage of its blocking group. However, while the process
of compound uncaging can be well controlled temporally, the spatial control of this process is
limited by the width of the light beam and by light diffraction effects between the light source
and the biological preparation, as well as by compound diffusion in the medium around the
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site of stimulus application.

In these years, various methodological solutions have been adopted to optically stimulate
neurons by caged compounds going from the use of UV sources (e.g. xenon flash lamps)
coupled to the port of an epifluorescent microscope (Callaway & Katz, 1993), to the use of
laser scanning approaches (Shoham et al., 2005) or digital holographic microscopes (Lutz
et al., 2008). Moreover, also external devices such as optical fibres (Bernardinelli et al., 2005)
or semiconductor UV light-emitting diodes (Venkataramani et al., 2007) have been used.

The idea of coupling MEAs and optical uncaging has been explored (Ghezzi et al., 2008)
using a micro-actuated optical fibre that is able to activate a single site of a cultured neuronal
network. In that work, the evaluation of the compound diffusion and of the uncaging
efficiency confirmed the applicability of this approach to the local excitation of a selected
region of a neuronal network cultured on a MEA device.

3. Evaluation of photostimulation with PhotoMEA

The novel PhotoMEA platform (Ghezzi et al., 2007) combines the standard MEA features,
i.e. electrical monitoring, with local chemical stimulation through compound uncaging. In
comparison to electrical stimulation, where the electrical stimulus spreads over the whole
biological preparation with an amplitude decreasing with the square of the distance from the
stimulation site (Heuschkel et al., 2002), the optical stimulation scheme of caged compounds
is limited to areas that are exposed to light pulses with sufficient energy to uncage the
compounds and diffusion of the compounds in the medium, i.e. uncaging takes place only in
a well defined volume (Ghezzi et al., 2008). In order to allow local chemical stimulation, the
spatial control of light, i.e. the propagation of light through MEA biochips, has to be defined
carefully to reduce the stimulation area to an electrode location and its close surroundings.
Thus, in order to achieve local chemical stimulation, the PhotoMEA platform introduces two
novel features to conventional MEA-based data acquisition systems, i.e. the use of specific
MEA biochips that integrate a metal shadow mask and the addition of an optical fibre bundle
specially designed to fit to the PhotoMEA electrode layout. This allows unprecedented
highly localised chemical stimulation at a single electrical recording site, while monitoring
the overall culture preparation. Moreover, the use of a multiple-fibre bundle system gives
some advantages respect to the use of a single fibre. In fact, it avoids the movement of an
optical fibre above the culture plane, thus protecting the culture from possible damages and
reducing the experimental time needs for the alignment. In addition, the automatic alignment
of multiple fibres to the electrode layout allows patterned stimulation at each electrode of the
PhotoMEA biochip, improving the ability to release compounds in multiple sites in parallel.

3.1 The PhotoMEA biochip

Basically, the PhotoMEA biochip is based on a glass substrate, transparent Indium-Tin Oxide
(ITO) recording electrodes, a titanium shadow mask that blocks light and thus prevents
chemicals from uncaging in undesired regions, and an SU-8 epoxy insulation layer.
Fabrication of the PhotoMEA biochip is made using micro-fabrication technologies, i.e.
positive and negative photolithography and wet chemical etching. It is built from a float
glass wafer (diameter: 4 inch, thickness: 700 ym) covered with 100 nm ITO and 100 nm
titanium (Fig. 1A1,B1). First, the titanium layer is patterned using Microposit S1805 positive
tone photoresist (Shipley, Marlborough, USA) and wet chemical etching in 1 % HF solution for
5s (Fig. 1A2,B2). This step defines the shadow mask of the PhotoMEA (opening diameter of 80
yum). The Microposit 51805 photoresist is then stripped away. The ITO layer is then patterned
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Fig. 1. (A) Top view of the fabrication process regarding electrodes and conductive leads. The
basic design consists of ITO leads and electrodes (Blue) on a glass substrate (Cyan) covered
by a titanium shadow mask (Orange). The titanium mask covers the entire region between
electrodes (A1). To avoid shorts between the leads and the metal mask, titanium (A2) and
ITO (A3) are patterned creating two small separations along each electrode lead. The
insulating layer is composed of SU-8 epoxy covering all the area except for electrodes and
contact pads (A4). (B) Cross-section view of the electrode fabrication process. (B1) Cleaning
of the glass wafer covered with 100 nm ITO and 100 nm titanium. (B2) Patterning of the
titanium layer by lift-off. (B3) Patterning of the ITO layer by lift-off. (B4) Deposition of the
SU-8 epoxy insulation layer by spin-coating. (B5) Photolithography and opening of the
insulator layer by lift-off. (C) Partial view of the PhotoMEA biochip workspace. Transparent
electrode sites allow both local chemical stimulation and electrical readout. The space
around the electrodes is covered by an integrated thin film titanium shadow mask in order to
avoid unwanted uncaging of compounds (C1). High magnifications of one electrode site
show the opening into the shadow mask (C2) and the real ITO electrode (C3). The scale bar is
200 ym in C1 and 40 ym in C2,3.

I 100 nm ITO B 100 nm Ti B 5umSu-8

using also Microposit S1805 photoresist and wet chemical etching in 37 % HCI for 150 s. This
step defines the locations and wires of the ITO electrodes (diameter of 55 ym). The Microposit
51805 photoresist is then stripped away (Fig. 1A3,B3). The next step is the fabrication of SU-8
epoxy insulation layer. SU-8 GM1060 negative tone resist (Gersteltec, Pully, Switzerland) is
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coated (5000 rpm for 40 s) and baked for solvent evaporation (15 min at 95 °C) in order to
obtain a 5 ym thick layer (Fig. 1B4). It is then exposed to UV light at 365 nm (120 m]/cm?) and
cross-linking of the illuminated SU-8 parts is achieved by a polymerisation bake (15 min at 95
°C). Unexposed parts, i.e. effective electrode areas (diameter of 50 ym) and connection pads,
are released in SU-8 developer (poly-glycol-methyl-ether-acetate) for 1 min (Fig. 1A4,B5). An
oxygen-plasma (500 W, 1 min) and a hard bake (2 hrs at 140 °C) insure well definition and
good adhesion of the SU-8 insulation layer. Finally, the PhotoMEA chips were released by
wafer dicing.

The obtained PhotoMEA chips are then assembled onto a printed circuit board using
silver-epoxy glue E212 (Epotecny, Levallois Perret, France) and are sealed using EPO-TEK
302-3M epoxy (Epoxy Technology Inc., Billerica, USA). A glass ring (internal diameter of
19 mm, external diameter of 24 mm and height of 6 mm) defining the culture chamber is
finally mounted on top of the PhotoMEA assembly using Sylgard 184 silicone elastomer (Dow
Corning, Seneffe, Belgium).

The electrode layout is based on an 8x8 matrix without corner electrodes, whit an electrode
spacing of 500 ym (Fig. 1C1). The space between the recording-sites is covered with titanium
in order to avoid unwanted chemical stimulation. The electrode leads are also made of ITO
covered with titanium in order to limit the area where light can pass through the PhotoMEA
biochip. To avoid shorts between the electrode leads and the titanium mask, ITO and titanium
are patterned creating to small separations along the electrode lead (Fig. 1C2). The electrode
shape is circular with a diameter of 50 ym and an opening in the metal shadow mask with a
diameter of 80 ym defines the actual chemical stimulation area (Fig. 1C3).

3.2 The PhotoMEA platform set-up

The basic idea of the PhotoMEA platform is the combination of a standard MEA data
acquisition system (Multi Channel Systems MCS GmbH, Reutlingen, Germany) with an
optical fibre bundle (Ceramoptec, Bonn, Germany) coming from its bottom side (Fig. 2A).
The fibre bundle is composed of 64 optical fibres (UV 50/120/150, NA0.12) arranged in an
8x8 square matrix (Fig. 2B). This arrangement was designed to match the exact geometry of
the PhotoMEA biochip electrode layout. A spacing of 500 ym was achieved by positioning
the fibres in a special mount made in Arcap AP1D alloy (Fig. 2C) where 160 y#m holes were
done by precise mechanical drilling (Fig. 2D). Each fibre was glued in the corresponding hole
using the semi-rigid optical grade epoxy resin Epo-Tek 305 (Epoxy Technology Inc.).

A TTL controllable 375-nm UV laser source (Coherent Italia, Milano, Italy) was used to
generate UV pulses coupled to the selected optical fibre via a 20x objective lens (Thorlabs
Inc., Newton, USA). The laser can be alternative coupled to every optical fibre by moving
the input side of the fibre bundle through a M105.3 DC motorised 3-axes micropositioning
stage (Physik Instrumente SrL, Milano, Italy), controlled by a LabView (Teoresi SrL, Torino,
Italy) custom application. On the other side, the exact alignment between the fibres of the
bundle and the electrodes of the PhotoMEA biochip was obtained using another M105.3 DC
motorised 3-axes micropositioning stage (Physik Instrumente SrL) controlled by the same
LabView custom application. The alignment was optimized exactly matching at least 4 optical
fibres with the corresponding electrode site (Fig. 2E).

3.3 Neuronal cultures
Low-density primary cultures of hippocampal neurons were prepared from embryonic day
18 rat embryos (Charles River Laboratories Italia SrL, Calco, Italy), essentially as previously
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Fig. 2. (A) Scheme of the PhotoMEA platform set-up. (B) Drawn of the fiber arrangement in
the bundle bundle. (C) Picture of the bundle head. (D) Magnified picture of the bundle head.
(E) Fiber bundle aligned with the PhotoMEA biochip.

described (Kaech & Banker, 2006). Some modifications were introduced to adapt the method
to the PhotoMEA biochip (Ghezzi et al., 2008).

Rat hippocampal neurons can be cultured over the MEA and PhotoMEA biochip for
up to several weeks, making large neuronal network characterized by dense synaptic
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interconnections and huge spontaneous electrical activity detected at MEA electrode sites.
Using conventional transparent MEAs, images of neurons can be easily acquired either

Fig. 3. (A) Transmitted light microscopy picture of neurons cultured on a commercially
available ThinMEA. (B) Enlargement of an electrode site of the ThinMEA. (C) Transmitted
light microscopy picture of neurons cultured on the PhotoMEA biochip. (D) Enlargement of
an electrode site of the PhotoMEA. (E-G) Reflected light microscopy image of a portion of the
PhotoMEA biochip covered with hippocampal neurons at different magnifications. Scale bar
is 50 ym.

using inverted or upright microscope in transmitted light microscopy (Fig. 3A,B). Images
of neuronal cultures were taken by an Axiovert 200 inverted epifluorescence microscope
(Carl Zeiss SpA, Arese, Italy) positioned over an anti-vibration table and equipped with a
20x/0.8NA Plan-Apochromat short distance objective lens, a 40x/1.3NA EC Plan-Neofluar
oil immersion objective lens and a an ORCAII CCD camera (Hamamatsu Photonics Italia SrL,
Arese, Italy).

On the contrary, the titanium mask of the PhotoMEA biochip hampers the observation of the
entire network in transmitted light microscopy. In fact, only neurons at the electrode sites (not
covered by the titanium mask) are clearly visible (Fig. 3C,D).

Working with non-transparent substrates, neurons cultured on top of them can be observed
using an upright microscope in reflected light mode. Images of neuronal cultures were taken
by a FN1 upright microscope (Nikon Instruments SpA, Calenzano, Italy) positioned over an
anti-vibration table and equipped with a 4x/0.1NA and a 10x/0.25NA long distance objective
lenses, a Brightfield filter (Chroma Technology Corporation, Rockingham, USA) and a an
ImagEM CCD camera (Hamamatsu Photonics Italia SrL). This method allows us to observe
the entire network cultured covering the PhotoMEA chip with the exception of the transparent
electrode sites (Fig. 3E,G). In conclusion, the titanium mask does not block the possibility to
observe the development and the vitality of the neurons in culture.
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3.4 Electrical properties

To completely characterize our fabricated PhotoMEA chips, we measured characteristic 1 kHz
impedances of all electrodes. Mean measured electrode impedance is 1015 k() £ 112 k(), with
a minimum value of 780 k() and a maximum of 1420 k(). Moreover, electrical recordings
were performed in the culturing medium at 37 °C using the MEA1060 system (Multi Channel
Systems MCS GmbH). Data recorded at 25 kHz/ch from the 60 channels were then filtered
from 10 Hz to 3 kHz and spikes were sorted using a threshold algorithm included in the
MC Rack software (Multi Channel Systems MCS GmbH). The threshold was defined as a
multiple of the standard deviation of the biological noise computed during the first 500 ms of
the recording (-5 * SD,;4ise). PhotoMEA electrodes showed a noise level appropriate to spike
detection (Fig. 4) during recordings.
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Fig. 4. Neuronal spikes can be easily detected with PhotoMEA electrodes, where root-mean
square basal noise was measured as £5.4 1V in a trace of 1 s without spiking activity.
Threshold for detection was fixed to -17.5 uV by the software. Markers highlight the detected
spikes after band-pass filtering.

3.5 Electrical stimulation

Hippocampal neurons (18 DIV) cultured on PhotoMEA biochips were electrically stimulated
in order to illustrate the electrical stimulation disadvantages using conventional MEA
technology. Biphasic, positive then negative, voltage pulses (amplitude of £100 mV and
pulse-width of 100 us/phase) were applied to the neuronal network through one electrode
of an PhotoMEA biochip (Fig. 5B). The electrical recording performed by the MEA system
on all biochip electrodes shows that the stimulus spreads to the entire area of the culture, in
spite of the large electrode spacing (Fig. 1). It results that the whole neuronal network could
be electrically stimulated with an amplitude decreasing with the square of the distance from
the stimulation site, affecting data quality as it is not known if the evoked responses detected
at other electrode sites (Fig. 5C) correspond to direct cell stimulation due to the electrical
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stimulus (the responses follow the electrical artefact) or to network activity (i.e. signals
that were propagated within the cell culture by synaptic transmission). Moreover, often the
stimulated electrode remains not available for a long time after the stimulus application.
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Fig. 5. (A) Recorded trace from one electrode of the PhotoMEA biochip showing a period of
spontaneous spiking activity. (B) Applying a biphasic, positive then negative, voltage pulse
(amplitude +100 mV and pulse duration 100 us/phase) to electrode 46 (red cross) the
stimulus artefact is recorded by all electrodes of the biochip. Evoked responses can be found
at several electrodes of the recording space. (C) High resolution trace recorded at an
electrode (green box in B) far from the recording site (red cross), when a train of four pulses is
applied. The trace shows electrically evoked spikes directly coupled to the electrical artifacts.

3.6 Optical stimulation

The optical stimulation approach was first evaluated in its ability to stimulate a small region
surrounding a recording electrode and then in its efficiency in stimulating neurons.

In order to demonstrate the compound uncaging principle in a small volume at an electrode
location, optical pulses with different pulse duration were delivered to a fluorescent caged
compound (CNB-caged fluorescein, Invitrogen SrL, Milano, Italy). Fluorescence images
were taken with an MZI16F stereomicroscope (Leica Microsystems, Wetzlar, Germany)
equipped with a Moticam1000 CMOS camera (Motic, Xiamen, China), a x-cite120 metal halide
fluorescence illuminator (EXFO, Quebec, Canada) and a Leica blue filter set (ex: BP470/40,
em: LP515). The stereomicroscope was positioned over the PhotoMEA experimental setup.
The resulting fluorescence intensity due to compound uncaging increased with the light
pulse duration, indicating that the amount of uncaged compound increased with the energy
delivered to the sample (Fig. 6A,B). On the other hand, the stimulated area measured as
Full Width at Half Maximum (FWHM) also increased along with the pulse duration, but it
did not spread widely over the size of the hole in the metal mask, even for long stimuli
(Fig. 6C). The final experiment was aimed at demonstrating that neuronal activity can be
locally evoked using the PhotoMEA platform. A UV light pulse was applied to cultured
hippocampal neurons at 14 DIV (Fig. 7A) in the presence of MNI-caged-L-glutamate (Tocris
Bioscience, Bristol, UK) at a concentration of 100 M. When neurons were stimulated with
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Fig. 6. (A) Pictures of the CMNB-caged fluorescein dissolved in glycerol at a final
concentration of 100 uM activated by four optical pulses differing in their pulse duration:
(A1) 5ms, (A2) 10 ms, (A3) 25 ms and (A4) 50 ms. Measured maximum fluorescence
intensity (B) and FWHM (C) of uncaged CMNB-caged fluorescein obtained by UV-light
pulses with the same pulse durations as in A. The mean values $ standard deviations of the
computed values are reported for every pulse duration (1 = 5). Scale bars are 100 ym.

a UV pulse of 15 ms, evoked spikes were electrically detected at the stimulation electrode
(Fig. 7B). Unfortunately, during the pulse, an interaction between the UV light and the
stimulated electrode site was found. Similarly to what happens with electrical stimulation,
the stimulated electrode site presented a stimulus artefact due to the optical pulse, which was
not found on all other electrodes of the PhotoMEA biochip (Fig. 7C). These artifact seem to
be related to the energy transferred by the UV light pulse as their duration is approximately
twice the duration of the light pulse and increases with increasing pulse duration (mean +
standard deviation for n = 20 subsequent stimulation repeated for all pulse durations; 8.1 ms
+ 0.59 ms at 5 ms, 18.8 ms + 0.73 ms at 10 ms, 28.4 ms + 0.62 ms at 15 ms, 35.2 ms + 0.36
ms at 20 ms, 41.8 ms + 0.61 ms at 25 ms, 1414.5 ms £ 215.16 ms at 50 ms and 2819.89 ms
+ 274.53 ms at 100 ms). The physical nature of these artifacts and their possible influence
on the neuronal activity are currently under investigation. However, the optical stimulation
was found to work at the stimulated electrode site as evoked biological responses followed
the chemical stimulation (Fig. 7B). At some other electrode sites, spontaneous and/or evoked
activity appearing with a large delay and probably in response to a plastic effect of the network
linked to the chemical stimulation were detected (Fig. 7C). We exclude that the activity at the
other electrode sites can be evoked because of either direct local uncaging or diffusion of
the glutamate. In fact, it has been demonstrated that the uncaging is localized to the close
surrounding of the stimulated electrode (Fig. 6). Moreover, based on previous evaluation of
the diffusion rate of the glutamate (Ghezzi et al., 2008), we can exclude that free glutamate
affects electrodes far from the stimulation site.

As shown by a temporal representation of the network activity after stimulus (Fig. 7D), the
activity is initially evoked at the stimulated site and after few tens of milliseconds it spreads
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Fig. 7. (A) Picture of the optically stimulated neurons close to the ITO electrode of the
PhotoMEA biochip. (B) Activity recorded at the stimulated site after an optical pulse of 15
ms. The artefact induced by the optical pulse and the following biological activity evoked by
the glutamate uncaging is shown. (C) Activity recorded from the entire network after the UV
pulse. The red box highlights the stimulated site. (D) Graphical representation of electrical
activity spreading in the network after the optical pulse. Every frame, acquired with a sample
rate of 1 kHz, represents a measure of the activity at every site. The color map represents a
color representation of the peak-to-peak amplitude at every recorded site. Scale bar is 25 ym.

to other regions of the culture, thus revealing the interconnection between the different parts
of the network. This also supports our conclusion concerning the localization of the stimulus.

4. Conclusion

Electrical stimulation on MEA presents certain experimental limitations, as it is difficult to
prevent the electrical stimulus from spreading over the whole culture. Thus, the induction of
evoked responses within the whole cell culture masks functional and network characteristics,
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and makes difficult the proper evaluation of signal propagation. The same problem arises
for chemical stimulation, as the chemical compound spreads throughout the culture medium,
thereby also limiting the results to proper network behavioural observations. The goal of
the development of the PhotoMEA platform was to generate a tool and method that would
allow local chemical stimulation, in order to stimulate only a small portion of the biological
preparation. It was expected that such device would facilitate the acquisition of more precise
information about functional processes within complex biological networks.

In the current work, through the use of the novel PhotoMEA biochips combined with UV-light
pulse stimulation, local chemical compound uncaging and hence local chemical stimulation
was successfully achieved. The optical stimulation performed through the PhotoMEA
platform limits the activation of the stimulus only to the area surrounding the electrodes, thus
allowing the possibility to have a better defined study of information processing in neuronal
networks with several independent inputs and outputs. Beside caged neurotransmitters,
virtually every kind of signalling molecule or second messenger has already been caged,
from protons to proteins, including also inositols, nucleotides, peptides, enzymes, mRNA
and DNA (Ellis-Davies, 2007). This considerably widens the scope and potential impact of the
PhotoMEA tool in cell signalling, systems biology and complex biological cultures, and makes
it also amenable to use with non-neuronal cultures. In the field of pharmacology, the features
of the PhotoMEA platform improve the possibility to create in a more controlled manner a
spatial map of the drug effect’s on the tissue preparation, in order to improve the evaluation
of the drug’s specificity, a result that cannot be easily achieved using conventional methods
for the drug application, e.g. pipetting.

An important feature is that the PhotoMEA technology can be readily scaled up for higher
throughput applications, and thus may provide opportunities in drug screening applications,
especially for central nervous system (CNS) disorders. The CNS drug discovery industry
currently has several high throughput tools (e.g. planar patch-clamp) for monitoring and
testing drugs on single isolated cells. However, there are no suitable tools and methods,
especially high-throughput, to evaluate drug activity on synaptic biology, i.e. at the network
level (Dunlop et al., 2008) and on real neurons, thereby presenting an excellent opportunity
for PhotoMEA tools in CNS drug screening community. In addition to caged compounds,
the PhotoMEA system is also expected to rise considerable interest for applications using
photosensitive tissue preparations, such as retinal tissue. There are already several studies
that have used MEAs with retinal explants for electrical recording and stimulation (Puchalla
et al., 2005; Segev et al., 2004). The combination of the standard MEA electrical recording
feature with the PhotoMEAA capability to optically uncage a signalling molecule and/or
optically stimulate light-sensitive retinal neurons, promise to provide an unparalleled
information-rich paradigm for investigating the complex information processes that take
place in the mammalian retina.
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1. Introduction

Currently there are two main reasons for seeking new methods and technologies that aim to
develop new and more perfect sensors detecting various chemical compounds. The first
reason is man's striving for an ever better understanding of the surrounding world and the
universe. Second, sensors are used to ensure safety, e.g. in the vicinity of factories, in an
important objects like airports, in environmental protection, health care, etc. These
applications have a significant impact on the performance of sensors. This chapter addresses
the issue of some nitrogen oxides (NOy) sensor designs using some of the most sensitive
methods such as cavity enhanced absorption spectroscopy (CEAS) and cavity ring down
spectroscopy (CRDS).

Nitrogen oxides are compounds of nitrogen and oxygen. For example, among them very
important are nitric oxide (NO), nitrogen dioxide (NO,) and nitrous oxide (N2O). According
to the HITRAN database, in standard atmosphere! their concentration is as follows: NO -
about 0.3 ppbv2, NO; - about 0,023 ppbv, N,O - about 320 ppbv. However, in real ambient
air their concentrations are strongly related to meteorological conditions and emission
sources (anthropogenic and natural). They are compounds that play a significant role in
many different fields. They are important greenhouse gases, and their reactions with H,O
(water) lead to acid rains. For example, nitrous oxide is used as an anaesthetic, especially in
dentistry and minor surgery. It produces mild hysteria and laughter. Thus it is also known
as ‘laughing gas’. Atmospheric photochemistry induces a complicated conversion
mechanism between nitrogen oxides [Godish, 2004]. Moreover, NO, NO, and N>O are also
characteristic decomposition compounds which are the main products of specific explosives
materials. Many of them contain NO, groups, which can be detected using spectroscopic
detection methods [Moore, 2007].

There are many methods for NO, detection. For example, in the case of gas chromatography
and mass spectrometry, a detection limit of a few dozen ppb is reported

1 Based on US Standard Atmosphere 1976 from HITRAN database

2 In the air pollution monitoring, concentration of the substance is often expressed in units of ppmov
(parts per one million by volume) or ppbv (parts per one billion by volume). It specifies the number of
molecules of the absorber for all the molecules present in a given volume.
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[Shimadzu Scientific Instruments, Drescher & Brown, 2006]. Detection methods using the
photoacoustic phenomenon provide a sensitivity of about 20 ppb [Grossel et al., 2007]. In
gas detection applications, a special role is played by optoelectronic methods. CRDS and
CEAS methods belong to optoelectronic absorption methods, but there are a lot of other
optoelectronic methods for the detection of gases and hazardous substances. In Fig. 1 the
most popular are shown. All of them have advantages and disadvantages. However, in
respect of the specific properties are all widely used. Due to the theme of this chapter the
absorption methods will be discussed in more detail.

Gas Detection Methods

///\

Remota In-Situ

Passive (infrared sensors and camers, etc.) mrn:;':;ﬂnlgl: {;l:;}maiﬂﬂ:aph!’.

Spectroscopic (scatlering, emission,

Active (LIDAR, DIAL, LIES, etc.) absamtion)

Fig. 1. Popular gas detection methods

In passive methods, an optical radiation emitted by a thermal object is registered. These
systems are widely used in infrared cameras and infrared sensors. Such a solution does not
require often very costly, radiation sources.

Active methods are more frequently used in remote (standoff) gas detection application.
The most commonly are LIDAR’s (LIght Detection And Ranging). Typical LIDAR consists of
a transmitter that emits laser pulses and an optical radiation receiver. Laser pulses after
being scattered in the clouds, aerosols or dust are registered with a photoreceiver. Next, the
signal is processed in a digital processing unit. Such a system is used to monitor rainfall,
clouds and smoke emerging from chimneys or for the detection of gaseous pollutants of the
atmosphere [Mierczyk et al., 2008, Karasinski et al., 2007]. DIAL (Differential Absorption
LIDAR) is based on laser radiation measurement at a peak of absorption and at a trough.
Thus, a differential signal is received, which is used to determine concentration profiles and
mass emissions of various species [Chudzynski et al., 1999]. Laser-induced breakdown
spectroscopy (LIBS) uses a highly energetic laser pulses as the excitation source to form
plasma, which atomizes and excites samples. The emission from the plasma plume is
registered and analyzed with the detection system [Owsik & Janucki, 2004].

The group of examination methods that are used exactly in the place of occurring gas (in-
situ) includes non-spectroscopic and spectroscopic methods. These are widely used
chemical methods, which belong to the former. They are based on the use of certain
chemical reactions, which may indicate the presence of the substance sought [Sigrist, 1994].
The latter are very popular. They can be divided into scattering, emission and absorption
methods. In the first, radiation scattered with the sample is examined [Li et al., 2005]. In the
second, a probing radiation beam causes the sample excitation. Next, the detection system
registers and analyzes the spectrum emitted with the sample. In the third type of
spectroscopic method, the absorbed radiation is analyzed. In all spectroscopic methods the
properties of the sample are determined on the basis of the measured spectral characteristics
of radiation [Lagalante, 1999].
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Absorption spectra can be defined as the set of all electron crossings from lower energy
levels to higher ones. They cause an increase in molecules energy. In case of the emission
spectra there is inverse situation. The spectra correspond to the reduction of molecules
energy as a result of electrons transitions from higher energy levels to lower ones. Scattering
spectra rely on a change in the frequency spectra diffuse radiation in relation to the
frequency of incident radiation, due to the partial change of the photon energy as a result of
impact with the molecules. However, in this case there is no effect of radiation absorption or
emission [Saleh & Teich, 2007, Sigrist 1994].

2. Principles of absorption spectroscopy

Each gas molecule has a very characteristic arrangement of electron energy levels
(vibrational and rotational). As a result of light absorption, particles go to one of the excited
states and then in various ways lose energy. Absorption spectroscopy refers to spectroscopic
techniques that measure the absorption of radiation, as a function of wavelength, due to its
interaction with a sample. The sample absorbs energy, i.e., photons, from the radiating field.
The intensity of the absorption varies as a function of wavelength and this variation is the
absorption spectrum [Sigrist, 1994]. Absorption spectroscopy is performed across the
electromagnetic spectrum. A source of radiation and very sensitive photoreceiver is used
which records radiation passing through the absorber sample. During the last several years
absorptions methods for gas detection were significantly developed. The simple setup,
which shows the idea of absorption method, is presented in Fig. 2.

Radiation

source Photoreceiver

Tik) N xy=Ii2)

N : »

Fig. 2. The absorption method idea.

An arc lamp, LED (Light Emitting Diode) or laser emitting a wavelength matched to the
absorption lines of the test gas could be applied as the source of radiation. If an absorber is
placed between the source and photoreceiver, the intensity of radiation is weakened. The
type and concentration of the test absorber can be inferred on this basis. The intensity of
radiation registered with the photoreceiver can be determined using the Lambert-Beer law

I(4,x) =1y(1)exp(—xa(A)C), )

where Iy(4) is the intensity of radiation emitted by the source, x is the path of light in the
absorber, C - concentration of the investigated gas, while 0(4) is the absorption cross section.
The cross section is the characteristic parameter of the gas and it can be determined during
the laboratory experiment. Knowledge regarding the intensity of radiation emitted from the
source, the intensity of received radiation, the absorption cross section and the distance x,
provides the possibility of gas concentration calculation from the formula
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C= Iog(%] (o(2)-x)". )

One of the most common gas detection systems is differential optical absorption
spectroscopy (DOAS). The first system was applied by Ulrich Platt in the 1970’s. Currently,
similar arrangements are applied to the monitoring of atmospheric pollutants, including the
detection of NOy, in terrestrial applications, in air and in the space, e.g. GOME and
SCIAMACHY satellite. Sensitivity of the method depends on the distance between the
radiation source and the photoreceiver. For systems where this distance is a few kilometres,
the sensitivity of the DOAS method is better than 1 ppb in the case of NO; detection [Martin
et al., 2004, Wang et al., 2005, Noel et al., 1999].

In order to lengthen the optical path and to improve the sensitivity of absorption methods,
reflective multipass cells are used, e.g. in tuneable diode laser absorption spectroscopy
(TDLAS). This method is characterized by high sensitivity. Applications cells with lengths of
a few dozen meters provide the possibility to achieve a sensitivity of 1 ppb and higher [Jean-
Franqois et al., 1999, Horii et al., 1999].

There are many differ concepts applied to gas detection and identification. However,
optoelectronic methods enable a direct and selective measurement of concentration on the
level of a single ppb.

3. Idea of the CRDS and other cavity enhanced methods

Cavity ring down spectroscopy for the first time was applied to determine the reflectivity
mirrors by J.M. Herbelin [Herbelin et al., 1980]. CRDS provides a much higher sensitivity
than conventional absorption spectroscopy. The idea of the CRDS method is shown in Fig. 3.
In this method there is applied an optical cavity with a high quality factor that is made up of
two concave mirrors with very high reflectivity R. This results in a long optical path, even
up to several kilometres [Busch & Busch, 1999].

i!l- L * N
R R b
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°y| p—
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Laser pulse e .
Optical caity Time =

Fig. 3. Cavity ring down spectroscopy idea.

A pulse of optical radiation is injected into the cavity through one of the mirrors. Then
inside the cavity multiple reflections occur. After each reflection, part of the radiation exiting
from the cavity is registered with the photodetector. The output signal from the
photodetector is proportional to the intensity of radiation propagated inside the optical
cavity. If the laser wavelength is matched to the absorption spectra of gas filling the cavity,
the cavity quality decreases. Thus, parameters of the signal from the photodetector are
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changed. Thanks to this, the absorption coefficient and concentration of gas can be
determined. The methods of their determination will be discussed in a subsequent section.

3.1 Characteristics of common cavity enhanced systems

Currently there are used many types of cavity enhanced systems that are characterized by

different technical constructions and properties. The literature shows that most of them use:

e  P-CRDS method (called Pulsed), which uses pulsed lasers [O'Keefe & Deacon, 198§],

e CW-CRDS method (called Continuous Wave) applying continuous operation lasers [He
& Orr, 2000],

e CEAS and ICOS (Integrated Cavity Output Spectroscopy) methods basis on off-axis
arrangement of the radiation beam and optical cavity [Kasyutich et al., 2003a],

e cavity evanescent ring-down spectroscopy (EW-CRDS), which uses the evanescent
wave phenomenon [Pipino, 1999],

e fibber-optic CRDS (F-CRDS) [Atherton et al., 2004],

e ring-down spectral photography (RSP) - a broadband spectroscopy of optical losses
[Czyzewski et al., 2001, Stelmaszczyk et al., 2009, Scherer et al., 2001].

The greatest sensitivity of the method is characterized by P-CRDS, CW-CRDS and CEAS [Ye

et al,, 1997, Berden et al., 2000]. For this reason they are often used for detecting and

measuring gas concentrations [Kasyutich et al., 2003b]. The P-CRDS method was first used

in 1988 to measure the absorption coefficient of gas [O'Keefe & Deacon, 1988]. Typical

schematic layout is shown in Fig. 4.

This method involves the use of a pulsed radiation source, characterized by a broad

spectrum of the pulse. This leads to the excitation of multiple longitudinal of the resonance

cavity, and also reduces the sensitivity. Sensitivity of the P-CRDS usually reaches values

corresponding to the absorption coefficients of the order of 10-6 - 19-10 cm-! [Busch & Busch,

1999].

Optical cavity
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Fig. 4. Diagram of the P-CRDS setup.

CW-CRDS for gas detection has been used since 1997 [Romanini et al., 1997]. A simplified
diagram of the experimental setup is shown in Fig. 5. The use of continuous operating lasers
in the CRDS technique was possible through the use of different laser beam modulators (e.g.
acusto-optic) [Berden et al., 2000]. Due to the narrow spectral lines available with these
lasers, operation in a single longitudinal mode is possible in longer optical cavities. Thanks
to this CW-CRDS has the highest sensitivity among the cavity enhanced methods. The
extreme sensitivity of this method reaches the level of absorption coefficients of up to
104 cm . Due to the high spectral resolution of CW-CRDS, the method is often used in
absorption spectra measurements [Busch & Busch, 1999].
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Fig. 5. Experimental CW-CRDS.

The main drawback of this method is the very high sensitivity of the mechanical instability.
If the laser frequency is matched to the cavity mode, there is a very efficient storage of light
(Fig. 6). However, fluctuations in the frequency of their own cavity, for example due to
achange in its length due to mechanical vibrations, cause the optical resonance
phenomenon to become impossible and it lead to high volatility of the output signal [Berden
et al., 2000].

Cavity modes Laser emission spectrum
I's

Wavelength ™

Fig. 6. Coupling of the modes structure of the cavity and cw type laser in the CW-CRDS.

In 1998, R. Engeln proposed a new method - cavity enhanced absorption spectroscopy (also
called ICOS), whose principle of operation is very similar to CRDS. The main difference
relates to a laser and the optical cavity alignment [Engeln et al., 1998]. In this technique the
laser beam is injected at a very small angle in respect to the cavity axis (Fig. 7). As the result,
a dense structure of weak modes is obtained or the modes do not occur due to overlapping.
Sometimes, in addition to the output mirror, a piezoelectric-driven mount that modulates
the cavity length is used in order to prevent the establishment of a constant mode structure
within the cavity [Paul et al., 2001]. The weak mode structure causes that the entire system is
much less sensitive to instability in the cavity and to instability in laser frequencies.
Additionally, due to off-axis illumination of the front mirror, the source interference by the
optical feedback from the cavity is eliminated. CEAS sensors attain a detection limit of about
10 cm-! [Berden et al., 2000, Courtillot et al., 2006]. Therefore, this method creates the best
opportunity to develop a portable optoelectronic sensor of nitrogen oxides.
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Fig. 7. The scheme of CEAS setup.

3.2 Methods for gas concentration determination used in cavity enhanced
spectroscopy

In the methods described in the previous section, several methods are used to determine the
gas concentration: by measuring the decay time of the signal, by measuring the phase shift
and by measuring the signal amplitude [Busch & Busch, 1999, Berden et al., 2000, Woijtas et
al., 2005].

If the laser pulse duration is negligibly short and only the main transverse mode of the
cavity is excited, then exponential decay of radiation intensity can be observed

Hﬂz%wpﬁé) ®)

If intrinsic cavity losses can be disregarded, the decay time of signal in the cavity (r)
depends on the reflectivity of mirrors R, diffraction losses and the extinction coefficient 4, i.e.
the scattering and absorption of radiation occurring in the gas filling the cavity

L

“¢(1-R+al)’ @

where L is the length of the resonator, ¢ - speed of light. Determination of the concentration
of the examined gas is a two-step process. First, measurement of the signal decay time (7o) in
the optical cavity not containing the absorber (tested gas) is performed (Fig. 8-A), and then
measuring the signal decay time 7 in the cavity filled with the tested gas is carried out
(Fig. 8-B). Knowing the absorption cross section (o) of the examined gas, its concentration
can be calculated from the formula

C:L(z_lj, o

where

©)
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Fig. 8. Examples of signals at the output of the optical cavity without absorber (A) and at the
output of the cavity filled with absorber (B)

Based on equation (4) and (5), the lowest concentration (concentration limit) of analyzed gas
molecules (Cimt), which causes a measurable change of the output signal, can be determined
from the formula

1-R
Clmt = Lb‘r = ( )6 ’ (7)
coTy o-L

where 0; is the relative precision of the decay time measurement (uncertainty). The
relationship between uncertainty 6;and 7ocan be described as

5 =20 "fmt 1009 , ®)
%o
where 1;,,; denotes a decay time for minimal absorber concentration.
In the other hand, C;,; can be treated as the detection limit of the sensor. It is a function of
two variables: the decay time for the empty cavity (r9) and uncertainty (0;). Furthermore, the
decay time 7y, according to the formula (6), depends on the length of the resonator and the
reflectivity mirrors. The longer this time, the longer effective path of absorption, the greater
the sensitivity of the sensor and the lower concentrations of the absorber can be measured.
Another way of gas concentration determination is measurements of the phase shift
between the respective harmonics of the signal (e.g. the first) at the input and output optical
cavity [Herbelin et al. 1980, Engeln et al. 1996]. In these measurements, lock-in amplifiers are
frequently used. The phase shift occurs due to cavity ability to the energy (radiation)
storage, as in the case of the charging process of the capacitor. The value of fan(p) is
associated with the decay of radiation in the cavity dependence

tan(p)=4rfr, ©)

where f denotes the modulation frequency. The gas concentration can be calculated by
comparing the phase (¢) when the resonator is filled with test gas and the phase shift (¢o)
for the resonator without gas

C:47rf[ 11 j (10)
co \1g(p) 18(m)
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In techniques with an off-axis arrangement light source and optical cavity, the gas
concentration is often determined by measuring the amplitude of the signal from the
photodetector. Application of the system synchronization of laser and cavity modes is not
required. It simplifies the experimental system. Thanks to this, the intensity from individual
reflections of radiation from the output mirror can be summed [O'Keefe et al., 1999, O'Keefe,
1998]

_ p\2 ,-alL
0s = _Iin % . (11)
2In(R-e™*)
In the case of a single pass, the transmitted light pulse is described by
I, =1;,(1-R)*e™". (12)

Comparing expressions (11) and (12) it can be shown that for small absorption coefficients a
and high reflectivity mirrors (R — 1) ratio of the Ips/Iop can be expressed with the formula

Los _ 1 1
I, 2[In(R)—aL]  2(1-R+aL)’ (13)

thus

In(R Ios_Io
C= G(.L) - 2 (14)

0s

An important drawback of this method is the necessity of knowledge of the mirrors
reflectivity to determining the gas concentration. In practical realisations it is difficult to
ensure.

4. NO, sensors project

Basic experimental setups of the cavity enhanced methods were described in the third
section. All of them consist of pulse laser (or cw laser with modulator), beam directing and
shaping system (mirrors, diaphragms, diffraction grating), optical cavity and photoreceiver
with signal processing system (e.g. digital oscilloscope in the simplest case). First of all, the
sensor project should take into account the appropriate matching cavity parameters and the
laser emission wavelength to the test gas absorption spectrum (Fig. 9).
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Fig. 9. Illustration of matching the laser emission wavelength and cavity mirrors transmission.
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Moreover, it is necessary to apply adequate optical cavity, which provides repeatedly
reflection of the laser radiation. To ensure multiple reflections, the cavity must be stable, i.e.
the light after reflection from the mirrors must be re-focused (Fig. 10.a). In the case of an
unstable cavity, the laser beam after a few reflections leaves the cavity, and thus there are
large losses (Fig. 10.b).

= =

Fig. 10. Schematic illustration of the reflections in stable cavity (a) and in unstable one (b).

al

For the cavity to be stable, the selected curvature rays of the mirrors (r, r2) and the distance
between them (L) should be appropriate. The relation between these parameters describes
the so-called stability criterion [Busch & Bush, 1999]

0<g-g <1, (15)

where the parameters g; and g, are respectively

2 :(1—8 , (16)

% :(1 _£J, (17)
f)

The optical signal from the cavity is registered with a photoreceiver, the operating spectrum
of which should be matched to the selected absorption line of the gas. It usually is
characterized by high gain, high speed and low dark current. In addition to the
photodetector, the photoreceiver frequently includes different type of preamplifier which is
used to amplify the signal from the photodetector. The preamplifier should have a wide
dynamic range, low noises, high gain and an appropriately selected frequency band
[Rogalski & Bielecki, 2006]. Next, the signal from the preamplifier is digitized with a high
sampling rate (e.g. 100 MS/s). Data from the analogue-to-digital converter (ADC) are
transmitted to a computer, for example through a USB interface. Special computer software
provides processing of the measuring data and gas concentration determination. A scheme
of a signal processing in the cavity enhanced sensor is presented in Fig. 11.

Observation of NO, molecules can be done at electronic transitions which are characterized
by a broad absorption spectra providing a relatively large mean absorption cross section
within the range of several nanometres. Therefore the use of broadband multimode lasers is
possible. In the case of nitrogen dioxide, the absorption spectrum has a band in the 395 - 430
nm range with a mean cross section of about 6 10719 cm? (Fig. 12a). There are various light
sources applied, e.g. blue - violet LED’s or diode lasers or even broadband supercontinuum
sources [Wojtas et al., 2009, Holc et al., 2010, Stelmaszczyk et al., 2009].
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Fig. 11. Block diagram of NO, sensor.

Assuming that determination of the gas concentration basis on the temporal analysis, the
sensor sensitivity (in generally) depends on the mirrors reflectivity, cavity length and
uncertainty of decay time measurements (Fig. 12b). The sensitivities of the laboratory NO;
sensors reach 0.1 ppb. Our approaches to the nitrogen dioxide sensor were already
described in several papers [Wojtas et al., 2006, Nowakowski et al., 2009].
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Fig. 12. NO; absorption spectrum (a) and dependence of the concentration limit on the
cavity length and the reflectivity of mirrors R (b).

However, for many other compounds (like N;O and NO) the electronic transitions
correspond to the ultraviolet spectral range [HITRAN, 2008], where neither suitable laser
sources nor high reflectivity mirrors are available. For example, reflectivities of available UV
mirrors do not exceed the value of 90%. Therefore, a higher sensitivity of the NO and N>O
sensor can be obtained using IR absorption lines (Fig. 13).
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Fig. 13. Detectable concentration limit versus cavity mirrors reflectivity in UV (a) and in IR
wavelength ranges (b).
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The analyses show that the IR wavelength range provides the possibility to develop NO and
N2O sensor, the sensitivity of which could reach the ppb level (Rutecka, 2010). For instance,
at the wavelength ranges of 5.24 pm - 5.28 pm and 4.51 pm - 4.56 um the absorption cross
section reaches the value 3.9x10-18 cm? for N>O and 0.7 x10-18 cm2 for NO. Additionally, there
is no significant interference of absorption lines of other atmosphere gases (e.g. CO, H2O).
There could only be observed a low interference of H>O, which can be minimized with the
use of special particles of a filter or dryer. Both NO and N>O absorption spectrum are
presented in Fig. 14 and in Fig. 15 respectively.

In this spectral range, quantum cascade lasers (QCL) are the most suitable radiation sources
for experiments with cavity enhanced methods. Available QCL’s provide high power and
narrowband pulses of radiation [Namjou et al., 1998, Alpes Lasers SA]. The FWHM duration
time of their pulses reaches hundreds of microseconds pulses while the repetition rate might
be of some kHz. Moreover, their emission wavelength can be easy tuned to the maxima of
N>O and NO absorption cross section.
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Fig. 14. NO absorption spectrum [Hitran, 2008].
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Fig. 15. N>O absorption spectrum [Hitran, 2008].

5. Signal to noise ratio of the sensor

As we have seen, the reflectivity of the mirrors has a significant impact on the theoretical
sensitivity of the sensor. According to the equation (7), the sensor sensitivity is higher when
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the mirror reflectivity and cavity length are increased (Fig. 12 and Fig. 13). However, then a
lower level of optical signal reaches the photodetector. Therefore, the signal-to-noise ratio
(SNR) of the system is very important.

5.1 Optical cavity parameters

Usually, for the cavities, such parameters like, e.g., the finesse F, the time of a photon life 7,
the transmission function T(R,A) and signal-to-noise ratio Se/Nc, are determined [Wojtas &
Bielecki, 2008].

The finesse F characterizes the quality of the cavity and determines an effective number of a
roundtrip of optical radiation in the cavity up to its energy reaching the level of 1/e. The
finesse F can be found from the formula

por R (18)
1-R

The time of a photon life is described by the equation

_ 2uLF

7
P c

t (19)

where 7 is the refractive index. The transmission function of the optical cavity is known as
the Airy formula. It has the following form

(1-R)’
(1-R)? +4Rsin? (g)

T(Rr ¢) = ’ (20)

where ¢is the radiation phase shift during one roundtrip inside the cavity

47rnL
$= I (21)

and A is the optical radiation wavelength. The graphical representation of Eq. (20) is
presented in Fig. 16.
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Fig. 16. Graphical representation of the transmission function of an optical cavity.
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It shows a strong influence of the mirrors reflectivity on the selectivity of an optical cavity.
The transmission of the cavity is maximum wherever ¢is the integral multiple of 27.

The optical cavity signal-to-noise ratio (Sc/Nc) is connected with its transmission function.
Se/Ne is directly proportional to the power of radiation matched to the transmission
function of a cavity and to an absorption band of the examined gas. However, S./N is
inversely proportional to the power of undesirable radiation transmitted through a cavity
because of non-zero values of the mirrors” transmissions. The formula describing a signal-to-
noise ratio of the cavity is

2
S0(2) _[T(R(A).9)] )
No(d)  [1-R@A)]

Assuming that a length of optical cavity is 0.5 m and it is consists of two concave mirrors
with the reflectivity of 0.999976, then Sc/Ne =1.7x109 (F = 1.3 x105, 177/=5.2x10-%s).

5.2 Analysis of detection system parameters

Due to the high value of SNR of the optical cavity, the signal-to-noise ratio of an electronic
circuit is the crucial parameter of the cavity enhanced sensor. The signal from the cavities is
registered with different types of photodetectors; depending on the spectral range. In the
case of ultraviolet (UV), visible (VIS) and near infrared (NIR) region (approximately from
form 100 nm up to 1.5 pm) the most popular are photomultiplier tubes (PMT’s). They are
characterized by high gain, high speed and low dark current. Because of PMT high
resistance, transimpedance preamplifiers are usually used to amplify signal from PMT. They
are characterized by a wide dynamic range [Rogalski & Bielecki, 2006].

In the medium infrared (MIR) part of the spectrum there are two types of photodetectors:
thermal and quantum. Thermal photodetectors use infrared energy as heat, and their
responsitivity is independent of the wavelength. But they have disadvantages because their
response time is slow and detectivity is low. Therefore, quantum photodetectors are used in
the practical implementations of cavity enhanced methods. They offer higher responsitivity
and faster response speed. To achieve higher performance, i.e. a wider frequency band and
higher detectivity (D*), they are cooled. There are several cooling methods: thermoelectric
cooling (TEC), cryogenic cooling (e.g. dry ice or liquid nitrogen) and mechanical cooling
(e.g. Stirling coolers). The most popular are HgCdTe (mercury-cadmium-telluride, MCT)
photoconductive and photovoltaic detectors. There are available MCT photodetectors that
use monolithic optical immersion technology and TEC cooling. They offer high detectivity
(about 102 cm VHz/W) and high speed (up to 1GHz). To amplify the signal from the MCT
photodetector, transimpedance preamplifiers are applied as well [Hamamatsu, 2011,
Piotrowski et al., 2004, VIGO System S.A.].

5.2.1 Photoreceiver with photomultiplier tube

To determine the signal-to-noise ratio of the photoreceiver, the PMT equivalent scheme is
necessary. The scheme is presented in Fig. 17. The current source I represents the current of
useful signal, R, and C, are the resistance and capacitance of the photomultiplier
respectively [Wojtas et al., 2008].

PMT noise sources are as follows: the current source I,,s represents the shot noise from useful
signal, the current source I,; represents shot noise of anode dark current, I,; is the current
sources of noise from background radiation and Iz is the thermal noise of load resistance.



Detection of Optical Radiation in
NOx Optoelectronic Sensors Employing Cavity Enhanced Absorption Spectroscopy 161

YR IR

Dul i S Sl = >

-

Fig. 17. PMT equivalent scheme.

In the case when all the described noise sources will be taken into consideration, PMT
signal-to-noise ratio can be determined by the formula [Wojtas & Bielecki, 2008]

S _ I 23
N, 12412412 +12, )
ph ns T 1y +Lre

i

Assuming that during cavity enhanced experiments background noise can be eliminated,
and a photoemission process is described by the Poisson model, and all stages of PMT will
have the same gain, then

Spn (P.-S,-G,)’

N o L AkT, AL’
5-1 R

(24)

P 2q4f,(G,S, P.+1y)

where P is the power of optical radiation, G, is the PMT gain, S, is the photocathode
sensitivity, q is the electron charge, Af, is the noise bandwidth, Iy, is the anode dark current,
0 is one stage of the PMT gain, k is the Boltzmann constant, and Ty is the temperature [Flyckt
& Marmonier, 2002].

The noise bandwidth can be determined from the formula

1

T
PN Ay . — 25
O ey 29)

where Af3qp represents 3dB frequency bandwidth.

Because PMT can be treated as a current source the best preamplifier configuration is a
transimpedance preamplifier. Moreover, its input circuit does not affect photodetector
polarization. The scheme of a transimpedance preamplifier is presented in Fig. 18.

In the case when one photoelectron is emitted by the PMT photocathode, the output voltage
signal of the transimpedance preamplifier can be described by the formula

-G,-R _ _
Vprm: 9 P f_. exp £ F|—exp -t , (26)
Rf .Cﬁq _tl Rf 'Ceq tl

where C,;" is PMT and a load circuit equivalent capacitance located in the feedback circuit,
and f; is PMT pulse duration. The Miller theorem states that C,,;" is (Gor + 1) times lower then
Ce (Gor is the amplifier open-loop gain). In the appropriate developed circuit, the value of
C.; is lower than 0.1 pF.
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Fig. 18. Scheme of the transimpedance preamplifier.

Analysis showed that an increase in Ry caused that the output pulse duration is longer and
longer (Fig. 19). Because of this, to reach a high value of gain and to avoid signal distortion,
the next stage of amplifier should be used. Because of the low output resistance of the
transimpedance preamplifier (< 50 Q), a voltage amplifier can be used.
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Fig. 19. Example of transimpedance preamplifier output signal.

To determine the SNR of the photoreceiver, an equivalent scheme is necessary (Fig. 20).
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Fig. 20. Equivalent scheme of the first stage of the photoreceiver.

L,

The noise of the operational amplifier is represented by the voltage source Vg and the
current source I, The noise source Iy, is equivalent to the PMT noise. In this case, the total
current noise I+ is described by the formula
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where Vgris the thermal noise determined by the equation
Vi = 4KT,R;Af,, . (28)
The output voltage noise of the transimpedance preamplifier can be defined as
Vnprm = IntRf ’ (29)

and of the SNR of the photoreceiver can be described with the formula

S 2
[N‘”’m J = IIT (30)
prm pmt nt

Usually, the amplified signal from the preamplifier is fed to an analogue digital converter
(ADC). This circuit also adds its noise. Assuming a 12-bit ADC and the same quantization
steps Ouic, its noise can be determined by the formula

5.2
nzadc = ;dzc : (31)
The analysis showed that the SNR of the detection system consists of PMT, preamplifier and
ADC, and can be described by the formula

2 2
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5.2.2 Photoreceiver with a MCT photodiode

The noise equivalent scheme of the photoreceiver using a MCT photodiode and a
transimpedance preamplifier is presented in Fig. 21. The signal current generator I
represents the detected signal. Noises in a photodiode are represented by three noise
generators: Iy, - the shot noise associated with photocurrent, I, - the shot noise of a dark
current, while I, - the shot noise from a background current [Bielecki 2002].

In the scheme, the value of the load resistance of the photodetector depends on the feedback
resistance Ry and the preamplifier gain G. The resistor Ry affects both the level of the
preamplifier output signal and its noise. The noise current generator I,sis the thermal noise
current and excess noise of the feedback resistance. Since the thermal noise of I, is inversely
related to the square root of the resistance, Ry should be of great value. The Ry, is the shunt
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Fig. 21. Scheme of the photoreceiver with a photodiode.
resistance of a photodiode. The equivalent photoreceiver noise is the square root of each

component noise squares sum [Bielecki et al., 2009]. Thus, the signal-to-noise ratio can be
described with the simplified expression

2
[SPW] - iz (34)
N 2 V'
P (oo a5 4KTAf R,
(Inph+1nd+1nb+1nopa+ Rf + Vnopal a)gz_ezq
where
R¢R
f*\sh

R, =——— and =R, |Cs+C,]). 35
Y Rp+Ry, K eq( ! d) )

Only the modulus of feedback loop impedance and photodetector impedance is included.
Furthermore, it could be assumed that in experiments applying cavity enhanced methods,
current I,; can be ignored. Moreover, intensity of the radiation reaching the photodiode is
rather low, thus shot noise associated with the photocurrent is negligibly. In practical
realisations (low frequency and Ry.>>Ry), the SNR of the system consisting in a photodiode,
preamplifier and ADC can be determined from equation

2
Sadc _ (Rll:)s) 36
N - 1722 § ' )
adc / it RI(AAf) / 2 4_kTAf Vnopa 2
E— +1 nopa + H = |t Vnuﬂlc

where R; - photodiode current responsitivity, A - detector active area.

5.3 Methods of SNR improving

Analyses in the previous section showed a significant influence of preamplifier feedback
resistance (R) on the output photoreceiver signal. In an appropriately developed
photoreceiver, the preamplifier shouldn’t degrade photoreceiver performance. In Fig. 22
ADC noise, preamplifier noise and photodetector noise for different values of Ry were
presented.
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Fig. 22. Comparison noise sources of electronic circuit for different values of Ry.

In the case of Ry =100 Q, the highest influence on the total electronic system noise was
preamplifier noise at ~92%. However, an increase in Rf caused a decrease in influence
preamplifier noise on the total signal processing system noise. For Ry =100 kQ, the noise
of photodetector is equal to ~93% of the total signal processing system noise and
preamplifier is only ~6%. ADC noise is below 8%. Furthermore, the value of Rralso has
a strong influence on the bandwidth of the system. In Fig. 23, the dependence SNR of
the signal processing system and a preamplifier output pulse fall time on the Ry is
presented.
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Fig. 23. Dependence of electronic circuit SNR and fall time of output pulse on resistance R
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Fig. 24. Voltage noise (a) and current noise density (b) of the photoreceiver.

Experiments have shown that in the low frequency region the 1/f noise is dominant
(Fig. 24a). Therefore, in order to minimize the adverse impact of such noise on the
detectivity of the receiver (and SNR as well), a high pass filter is frequently used which
limits the frequency bandwidth by several kilohertz. In the higher frequency region, there is
dominant g-r noise by recombination of electrons and holes. Although the density of this
noise is less than 1/f (Fig. 24b), the upper limit frequency should be suitably matched to the
recorded signal bandwidth to avoid SNR degradation.

SNR of the cavity enhanced system can be additionally improved by the use of one of the
advanced methods of signal detection, i.e. coherent averaging [Lyons, 2010]. This technique
can be implemented in the software of the digital signal processing system. The software is
usually installed in a personal computer. Thanks to this, increase in the SNR is directly
proportional to the root of a number of the averaging samples #1su,

-1

S

M| e | (37)
N cmp

nsmpl

Thanks to improving SNR, uncertainty of decay time determination is likely to reach values
below 0.5% (e.g. in the case of 10 000 averaging samples). Hence, the detection limit can
achieve the value of about 2x10-% cm-! (Fig. 25).

Fig. 25. Dependence cavity enhanced sensor sensitivity on decay time precision
determination and cavity mirrors reflectivity.
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6. Conclusion

In this chapter, characterisations of absorption spectroscopy methods were shown. The
methods provide the possibility of absorption spectra investigations. This kind of spectra
can be defined as the set of all electron crossings from lower energy levels to higher ones.
They caused an increase in molecules energy. In practical implementations, a source of
radiation and very sensitive photoreceiver is used which records radiation passing through
the absorber sample. One of the most common gas detection systems is differential optical
absorption spectroscopy. Such arrangements are applied to the monitoring of atmospheric
pollutants, including the detection of NO,, in terrestrial applications, in air and in space, e.g.
GOME and SCIAMACHY satellite.

Cavity enhanced spectroscopy is the one of the most sensitive absorption methods. The
greatest sensitivity is provided by P-CRDS, CW-CRDS and CEAS methods. CRDS was
applied to determine the mirrors reflectivity for the first time in the early 1980’s. This
method provides a much higher sensitivity than conventional absorption spectroscopy. An
optical cavity with a high quality is applied that is made up of two concave mirrors with
very high reflectance R. This results in a long optical path, even up to several kilometres. To
determine the gas concentration several different methods are used: by measuring the decay
time of the signal, by measuring the phase shift, and by measuring the signal amplitude. All
of them were described in detail.

Furthermore, the basic experimental setups of cavity enhanced methods were described.
Generally, they consist of pulse laser (or cw laser with modulator), beam directing and
shaping system (mirrors, diaphragms, diffraction grating), optical cavity and photoreceiver
with signal processing system (e.g. digital oscilloscope in the simplest case). First of all, the
sensor project should take into account the appropriate matching cavity parameters and the

laser emission wavelength to the test gas absorption spectrum.
Observation of NOx molecules can be done at electronic transitions which are characterized

by a broad absorption spectra providing a relatively large mean absorption cross section
within the range of several nanometres. Therefore, using broadband multimode lasers is
possible. However, for many other compounds (like N>O and NO), the electronic transitions
correspond to an ultraviolet spectral range, where neither suitable laser sources nor high
reflectivity mirrors are available. Therefore, a higher sensitivity of the NO and N>O sensor
can be obtained using an IR absorption line.

It was shown that reflectivity of the mirrors has a significant impact on the theoretical
sensitivity of the sensor. The sensor sensitivity is higher when the mirror reflectivity and
cavity length are increased. However, then a lower level of optical signal reaches the
photodetector. Therefore, the signal-to-noise ratio of the system is very important. Thus
analyses of the main parameters of the optical cavity, photoreceiver and the signal
processing system were performed. In the analyses the most popular photodetectors were
taken into consideration. In the UV, VIS and NIR spectral regions, the photomultiplier is
characterized with high performance. Photodetectors designed for MIR operation require an
additional cooling system. Thanks to this they can achieve a higher performance, i.e. a wider
frequency band and higher detectivity (D¥). Because of the many advantages, MCT
photodetectors are frequently used in cavity enhanced applications.
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Analyses showed a significant influence of preamplifier feedback resistance (Ry) on the
output photoreceiver signal. In appropriately developed photoreceiver, the preamplifier
shouldn’t degrade photoreceiver performance. The SNR of the cavity enhanced system can
be additionally improved by the use of one of the advanced methods of signal detection, i.e.
coherent averaging.

Cavity enhanced sensors are able to measure NO concentration at ppb level. Their
sensitivity is comparable with the sensitivities of instruments based on other methods, e.g.
gas chromatography or mass spectrometry. The developed sensor can be applied for
monitoring atmosphere quality. Using the sensor, the detection of vapours from some
explosive materials is also possible.
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1. Introduction

In the rapidly advancing world of biomedical imaging and engineering, magnetic resonance
imaging (MRI) has become an indispensable technique to visualize normal and diseased
anatomy non-invasively in the human body. The 2003 Nobel prize in Physiology and
Medicine to biophysicists Lauterbur and Mansfield is a testament to the significant health
care advances that have followed from the early development of MRI technology. In the
past three decades, MRI technology has not only matured, but has continued to diversify to
encompass new applications in science and medicine. The focus of this chapter is one such
application, that involves use of optoelectronic devices to measure electrical biosignals
during concurrent mapping of brain activity with a technique called functional MRI (fMRI).
Since the development of early MRI systems, there has been an ongoing need to develop
ancillary devices adjacent to or within the magnet bore. For example, clinical MRI systems
are now equipped with sensors to measure heart rate, respiratory rate, and
electrocardiograph signals that provide essential summaries of the physiological status of
the patient during scanning. These and other devices (e.g. wheelchairs, incubators, power
injectors to deliver drugs and contrast agents, and interventional devices such as catheters)
cover a wide range of functions and electromechanical complexity. However, they are all
carefully designed with common consideration of several critical factors. The MRI system
uses three electromagnetic fields to produce an image. First, radio-frequency (RF) coils are
used to transmit and receive RF fields to and from the patient, at a frequency of
approximately 100 MHz. Second, a very strong, static, homogeneous main magnetic field is
required primarily for signal-to-noise ratio (SNR) considerations. This field typically has a
strength of 1.5 or 3.0 Tesla, or approximately 50 000 - 100 000 times the strength of the
Earth’s magnetic field, with spatial uniformity to approximately less than 1 part per million
over a 20 cm diameter spherical volume. Third, time-varying magnetic gradient fields are
produced along orthogonal directions by gradient coils to encode MRI signals spatially,
with amplitudes of approximately 10 mT/m and slew rates of approximately 100 T/m/s.
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The use of electromagnetic fields and their relation with basic MRI theory have implications
for ancillary MRI devices in several different ways. The formation of MR images relies on
resonant excitation of magnetization primarily related to hydrogen nuclei on water
molecules within biological tissues, and subsequent reception of RF signals after spatial
encoding and additional manipulations that introduce signal contrast between different
normal tissue types and disease states. For 1.5 T and 3.0 T MRI systems, the resonant
frequencies of interest are 64 MHz and 128 MHz, respectively. The use of imaging gradients
for spatial encoding leads to a bandwidth of interest of several 100 kHz surrounding these
resonance frequencies. Within this bandwidth, it is important that devices introduce
negligible RF interference with the MRI system, and vice versa. In addition, patient safety
must also be considered (Schaefers 2008). Substantial attractive forces can easily occur
between the very large static magnet field and ancillary devices, if the device contains
ferromagnetic components. Such interactions also distort the static magnetic field
uniformity and can introduce unacceptable spatial distortions and signal loss in MR images.
There is also the potential for the time-varying electromagnetic fields generated by the MRI
system to interact with electrically conductive devices to cause unwanted heating (Lemieux,
Allen et al. 1997), given that the RF power amplifiers used in MRI systems are in the range
of 1-30 kW. Consequently, much attention has been paid to the establishment of safety
standards, through bodies such as the American Society for Testing and Materials (ASTM;
http:/ /www.astm.org/), and to evaluation of the extent of compatibility of ancillary devices
with MRI systems at different magnetic fields (see http:/ /www.mrisafety.com/). According
to the new system of terms recently developed by the ASTM, devices are classified as MR-
safe, MR-conditional, or MR-unsafe. MR-safe indicates no known hazards in all MR
environments, whereas MR-unsafe indicates the converse. MR-conditional indicates devices
can be used under specific MRI conditions, determined by specific device testing.

For obvious reasons, the safety aspects related to MRI ancillary devices are subject to
established international standards or guidelines that are applicable in different countries.
Although similar standards have been developed to characterize the electromagnetic
emissions from such devices, associated with regulatory bodies (e.g. see
http:/ /www .fcc.gov/oet/), these standards do not evaluate specifically the potential for
electromagnetic interference between the device and the MRI system itself. Electromagnetic
interference primarily affects SNR and contrast-to-noise ratio in a manner that has become
more stringent with time as the fidelity of MRI systems continues to improve with new
technological innovation. Notwithstanding this issue, the static and time-varying
electromagnetic fields used in MRI systems usually ensure that conventional electrical
design approaches are not feasible, and necessitate dedicated ancillary device development.

In this regard, optoelectronics have played and continue to play a very important role in
development of devices that generate biosignals measured concurrently with MRI.
Optoelectronics provide several major advantages: 1) the use of non-ferromagnetic optical
fibres instead of coaxial cables eliminates a major route for unintended electromagnetic
emissions within the critical RF bandwidth of the MRI system, while eliminating possible
magnetic field distortions and attractive forces; and 2) optical fibres are not susceptible to
interference from external RF fields. For these compelling reasons, optoelectronics have been
incorporated into the receiver chains of modern MRI systems, with substantial SNR benefits.
Ancillary devices are important when it comes to the field of blood oxygenation level-
dependent (BOLD) functional MRI (fMRI) neuroscience research (Ogawa, Tank et al. 1992;
Hennig, Speck et al. 2003). Functional MRI is a popular imaging tool used in neuroscience
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because it measures brain activation associated with cognitive, sensory or motor tasks and
behaviours. Compared to other functional neuroimaging techniques like positron emission
tomography, near infrared diffuse optical tomography, electroencephalography (EEG), and
magnetoencephalography, the BOLD fMRI technique has very attractive characteristics.
Neither ionizing radiation nor injectable contrast agents are required. Activity of neurons is
inferred through coupled changes in blood oxygenation, volume and flow that are reflected
in magnetic resonance signals. Extensive research has addressed the biophysical basis for
the fMRI signal, and enough is known about the neurovascular relationship at this point
(Logothetis, Pauls et al. 2001; Menon 2001; Attwell and Iadecola 2002) to be confident that
fMRI signals are strongly coupled with brain activity in healthy individuals and many
patient populations (although there are provisos (Cohen, Ugurbil et al. 2002; Roc, Wang et
al. 2006)). The spatial and temporal resolution provided by fMRI (millimeters and seconds,
respectively) is not presently achievable throughout the brain volume by any other
functional neuroimaging method.

During fMRI, brain activity is often measured for a specific behavioural task. The details of
the task are determined by the mental processing under study, be it sensory, motor, or
cognitive. With many tasks, there remains a need for an additional, concurrent
measurement that serves either to quantify behavioural performance, or to provide an
additional probe of mental state. Through appropriate signal processing, these concurrent
measurements can be used retrospectively during post-processing to improve the detection
of brain activity by fMRI analysis methods (Friston, Holmes et al. 1995).

This chapter focuses on biosignals (i.e. electrical signals indicative of physiological function)
that can be measured simultaneously during fMRI. The focus herein will be on example
biosignals that complement and augment brain activation maps calculated from fMRI data.
In each of the cases that we will explore, optoelectronics have played a critical role in
technological advancement. Three biosignals are considered: electroencephalography (EEG),
electromyography (EMG) and electrodermal activity (EDA). Each technique has a common
methodological approach: electrodes placed on the skin, amplification of the signals of
interest, followed by digitization and subsequent transmission of signals from the magnet
room to a display or recording device. Early research in this field identified the safety
considerations associated with using electrodes in the MRI environment (Lemieux, Allen et
al. 1997; Allen, Polizzi et al. 1998). EEG, EMG, and EDA devices are now commercially
available for fMRI applications.

2. Electroencephalagraphy and functional MRI

Electroencephalography (EEG) is a non-invasive technique used to measure voltages on the
scalp that are produced by the electrical current related to neuronal signaling in the brain.
Participants wear a cap covered with numerous electrodes (typically ranging between 32
and 128). Neurons in the brain are electrically charged cells by virtue of the membrane
proteins that pump ions in and out of the cell to create a resting potential. Signal
propagation along neurons occurs by action potentials, which are rapid changes in the
membrane potential caused by the opening of ionic channels. The electrodes detect the sum
voltage signals, primarily from post-synaptic potentials, that are conducted to the surface of
the head. Pyramidal neurons in the brain’s cortex are thought to produce the strongest EEG
signals because of their alignment and their firing characteristics. The frequency range of
EEG signals is from 4 to 100 Hz and can been deconstructed into different frequency bands.
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For example, alpha rhythms are found within 8-12 Hz activity and are present when the
participant is awake with their eyes closed (Goldman, Stern et al. 2002).
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Fig. 1. Left: Back and side views of a participant wearing a 64-channel
electroencephalography (EEG) cap. Wires from individual electrodes are collected in a
bundle at the back of the head. Right: Event-related potentials (ERP) are shown across each
of the different electrode sites, listed according to their position on the head. In this example
a motor response (button press) is made in response to a decision task. On inspection, the
electrode sites in the region surrounding P1 and P3 have large ERP amplitudes. EEG ERP
are typically in the micro-volt range. Data shown in this figure were collected outside of the
MRI scanner room and are therefore free of MRI-related artifacts.

EEG voltages are low amplitude (typically microvolts) and are easily contaminated by
environmental noise. As a result, EEG can involve lengthy temporal recording over tens of
minutes. Signal averaging over multiple trials is commonly employed in the study of event-
related potentials (ERP), the term used to describe the EEG signals that are derived from
tasks that are separated into single or multiple brief events to resolve different temporal and
spatial aspects of neural activity (Figure 1). Further, intensive signal processing is often used
to reduce noise levels. Within an MRI system, EEG signals are additionally degraded to the
point that conventional EEG hardware cannot be utilized. First, time-varying changes in the
magnetic flux through a loop geometry (which can be created through the EEG electrodes
and wires) will produce an electromotive force (EMF) by Faraday’s law of induction (Allen,
Polizzi et al. 1998). These voltages can be produced in EEG time series data either by
movement of an electrode in the static magnetic field, or by a stationary electrode in the
presence of a time-varying magnetic field. The former case introduces artifacts arising from
head motion, which can be postural in nature, or can arise from the pulsatility of blood flow
in the scalp, an effect known as the “ballistocardiogram artifact” (Allen, Polizzi et al. 1998).
These artifacts are typically approximately the same order of magnitude as EEG signals.
Regarding the latter case, the magnetic field changes produced by rapidly varying imaging
gradients can produce very large artifacts, several orders of magnitude larger than EEG
signals and the primary MRI-induced artifact in EEG data.

Fortunately, gradient artifacts can be greatly attenuated through optoelectronic technology.
Today, EEG systems for use with fMRI typically use twisted-pair electrodes with short lead
lengths, local amplification, and conversion to optical signals to reduce EMF artifacts
substantially. This strategy ensures that if the MRI system is sufficiently stable in the
temporal domain, and EEG data are sampled at sufficiently high frequency, characteristic
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artifacts from specific gradient waveforms can be determined by temporal averaging and
then simply subtracting from EEG data, effectively suppressing the problem (Allen, Polizzi
et al. 1998).

There are also mechanisms by which EEG hardware influences MRI signals. During EEG-
fMRI, the EEG cap (Figure 1) can cause spatial distortions in some types of MRI data
acquisition, particularly echo planar imaging (Jezzard and Balaban 1995) and spiral
imaging (Glover and Lai 1998) that are commonly used in BOLD fMRI. These image
distortions arise from spatial non-uniformity imposed on the static magnetic field due to the
magnetic susceptibility properties of the cap, electrodes, electrode gels, wires, or pre-
amplifiers, and due to the magnetic fields associated with the currents induced in EEG
hardware according to the mechanisms summarized above (Bonmassar, Hadjikhani et al.
2001). Empirically, water-based electrode gels have been found superior to oil-based gels
within the MRI environment, because the water gels have magnetic susceptibility properties
more similar to those of the head (Bonmassar, Hadjikhani et al. 2001). Irrespective of the
type of electrode gel, the function of the gel is to reduce the scalp resistance to improve the
effective electrode contact and improve EEG signal strength. Unfortunately, the gel has
potential to localize RF power deposition during the resonant excitation component of MR
image formation. Although this effect is not problematic at 1.5 T and 3.0 T for BOLD fMR],
which involves relatively modest RF excitation, substantial heating is possible when EEG is
conducted simultaneously with other MRI acquisitions. The effect is more pronounced at 3.0
T, as power deposition is proportional to the square of the static magnetic field. For this
reason, certain MRI applications (for example, “fast spin echo imaging” and perfusion
imaging of cerebral blood flow using “arterial spin labeling”) may be contraindicated
during EEG due to concerns of exceeding heating safety thresholds established by
regulatory agencies (e.g. the US Food and Drug Administration).

It is evident that there are numerous challenges involved in conducting simultaneous EEG
and fMRI measurements. Addressing these challenges is worthwhile for several different
motivations. The major clinical motivation is the investigation and evaluation of epilepsy
(Warach, Ives et al. 1996; Seeck, Lazeyras et al. 1998; Schomer, Bonmassar et al. 2000; Benar,
Gross et al. 2002; Benar, Aghakhani et al. 2003). Very succinctly, EEG can be used to identify
the onset of epileptic discharges and fMRI can be used to help localize where the seizure
originated. Although the extent to which this idea will work in clinical applications still
needs further investigation, such work has potential in the future to assist in selecting for
individual patients the appropriate therapeutic intervention, such as drug treatment, or
neurosurgery.

It can be said that “the sum of EEG and fMRI measurements is greater than their individual
parts”. This is because due to the physical principles underlying each modality, fMRI and
EEG signals are highly complementary. EEG reflects electrical activity of populations of
neurons in the brain (i.e. pyramidal neurons), over millisecond timescales. However, EEG
exhibits limited spatial resolution due to the well known, “inverse problem” of detecting
multiple current sources within a volume based on the signals observed in an array of
remote detectors (Plonsey 1963). The spatial resolution of EEG is typically on the order of 1
cm, and EEG signals attenuate substantially with depth within the brain. In contrast, BOLD-
fMRI measures changes in blood oxygenation with much lower temporal resolution, but
markedly improved spatial resolution throughout the entire brain volume. In addition to the
complementary nature of fMRI and EEG, the highly variable nature of individual behaviour
and brain activity as a function of time often argues for the acquisition of EEG and fMRI
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data simultaneously. For example, subtle memory and learning effects can mean that
equivalent behavioural performance in repeated tasks, measured sequentially by fMRI and
EEG may not be manifested as the same brain activity. In such circumstances, it is essential
to acquire EEG and fMRI data simultaneously as brain activity evolves.

In one illustrative basic neuroscience application, fMRI was used to identify the brain
regions that were correlated with the EEG alpha band rhythms while participants lay in the
MRI scanner, awake with their eyes closed. This experiment is an example of a “resting-
state” study, during which the participant is not required to perform specific behavioural
tasks. Experiments that probe resting-state brain activity, and the correlations in resting-
state activity that occur in specific networks throughout the brain, have been increasingly
popular in recent years. EEG-fMRI is well poised to advance this line of research (Musso,
Brinkmeyer et al. 2010). Due to lack of task demands, resting state studies are simpler to
conduct on patient populations and therefore attractive from a clinical perspective.

3. Electromyography and functional MRI

Turning attention now to another important biosignal, electromyography (EMG) is the
study of electrical signals underlying muscle activity. EMG recordings are often used to
evaluate muscle firing patterns, such as during walking (Hof, Elzinga et al. 2002). This is
possible because as in the case of EEG, muscle activity is recorded with millisecond
temporal resolution. EMG is useful clinically in the study of numerous movement disorders
and neurological diseases such as stroke, motor neurone disease and others (Kautz and
Brown 1998; Moreland, Thomson et al. 1998).

Briefly summarizing how the EMG signal relates to muscle physiology, the basic cellular
unit of skeletal muscle is the muscle fibre. The functional unit within the fibres is called the
sarcomere, which contains thick and thin filaments that are arranged alongside a scaffolding
of cross-bridges (Gulrajani 1998). A muscle contraction involves the shortening of the
muscle fibres, as described by “sliding filament theory”. This process involves the sliding
movement of the thick and thin filaments within the muscle, over top of and toward each
other. As the overlap between the thin and thick filaments increases, the muscle length
decreases. Such a muscle contraction is initiated by electrical signals that are like volleys of
voltages, known as action potentials, that occur at different fibres within the muscle and
originate from the controlling motor neurons in the central nervous system. A single “motor
unit” is defined as a single motor neuron and all the muscle fibres that it innervates. The
EMG signal is the accumulated voltage from all motor units and muscle fibres as they each
act to contract the muscle.

EMG measurements are usually made by placing electrodes on the surface of the skin above
the muscle of interest, although subcutaneous placement is also possible. In comparison to
EEG signals that although they are noisy they show oscillatory or transient waveform
characteristics, EMG signals appear as noise bursts during muscle contractions. The EMG
signal is a zero-mean stochastic process and the standard deviation of the EMG signal is
proportional to: 1) the number of active motor units and 2) the rate at which the motor units
are activated (Clancy, Morin et al. 2002). The EMG signal is typically larger in amplitude
compared to the EEG signal, ranging up to approximately 50 mV over a bandwidth of 10 -
200 Hz (Basmajian and De Luca 1985). Signal processing for EMG typically involves
rectifying the voltage signal, lowpass filtering, and then evaluating the resulting signal
envelope.
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Fig. 2. MRI-compatible electromyography (EMG) system that is capable of measuring
muscle biosignals inside the MRI environment and during concurrent fMRI data acquisition.
The picture was taken outside of the MRI scanner room. The text “Inside” and “Outside” are
used to denote hardware components that are positioned inside and outside of the MRI
scanner room during EMG recording sessions. Item 2 is the pre-amplifier device that is
capable of measuring 8 EMG channels (i.e. 8§ muscles) simultaneously by making use of an
optical multiplexer. The pre-amplifier includes optoelectronics to convert voltage signals to
fibre optic signals that are sent out of the MRI scanner room via waveguide.

Several studies have involved combined EMG with fMRI (Toma, Honda et al. 1999; Liu, Dai
et al. 2000; Dimitrova, Kolb et al. 2003; van Duinen, Zijdewind et al. 2005; MacIntosh, Baker
et al. 2007). Similar to the early EEG-fMRI literature, initial EMG-fMRI recordings involved
discarding portions of the EMG data collected during fMRI acquisition. This was because
the time-varying gradient magnetic fields generated at specific time periods during fMRI
saturated EMG preamplifiers. In these early studies, EMG signals were also measured by
decreasing the temporal resolution of fMRI to create quiescent periods (Liu, Dai et al. 2000),
an approach that was not ideal from an experimental point of view.

Some of the characteristics of a modern fMRI-compatible EMG system are large dynamic
range and limited pass frequency bandwidth. With respect to the latter, EMG preamplifiers
with 15 to 80 Hz and 33 to 80 Hz bandwidth were found to significantly reduce the amount
of variance when EMG data were collected in a static magnetic field (MacIntosh, Baker et al.
2007). EMG signals are converted to optical signals at the preamplifier and transmitted
outside the MRI scanner room using fibre optic cables. Figure 2 shows a set-up of an fMRI-
compatible EMG system that was developed for use in our laboratory.

The amplitude of fMRI-induced artifacts in EMG signals depends on factors that are
analogous to those described above for EEG-fMRI. First, the EMG artifact will depend on
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Fig. 3. Electromyography signals from 3 different muscles measured concurrently during an
fMRI brain activation scan. On the left the raw amplified EMG signals are influenced by the
muscle biosignal of interest as well as the signal artifact associated with the time-varying
magnetic fields generated by the imaging gradient hardware active during fMRI. The
muscle EMG signal occurs approximately 1 s after the participant is given a cue to move the
muscle, which corresponds to t=20 s on the time axes. The three muscles are: 1) tibialis
anterior, which is located on the lower leg and used to rotate the ankle; 2) index abductor,
the muscle that moves the index finger towards the thumb; 3) flexor digitorum, the muscle
on the forearm that flexes the wrist. EMG time series shown on the right have been
corrected so as to suppress the artifact contribution. The suppression works well for the
tibialis anterior and index abductor, but less so in the hardest case of the flexor digitorum.
Details on post-processing approaches are discussed below. These data are based on
published work (MacIntosh, Baker et al. 2007).

how much the electrode moves in the main magnetic field as a result of muscle contractions
and relaxations. This can be problematic if the task is intended to create large movements.
Second, the EMG artifact will depend on the locations of electrodes on the patient, in
relation to the time-varying magnetic fields produced by the imaging gradients during
fMRI. For example, the imaging gradient along the longitudinal axis of the magnet bore
produces small time-varying fields at isocentre (where the head is located for fMRI). These
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fields increase linearly with distance from isocentre to a maximum approximately at the
entrance to the magnet bore, and then reduce substantially in amplitude with increasing
distance outside the magnet, toward the end of the patient table. Regarding this point,
Figure 3 shows that the fMRI-induced EMG artifact is more substantial for recordings of
hand muscles, compared to those of the lower leg, and that fMRI-induced artifact at the
forearm is even larger, as observed in EMG signals from a muscle that moves the wrist
(MacIntosh, Baker et al. 2007). These effects will depend on the specific MR imaging
sequence used, as well as the specific characteristics of the EMG preamplifiers.

EMG-fMRI studies are useful for improving understanding of how the brain controls
muscle movements, as reflected in recent literature (van Duinen, Zijdewind et al. 2005). We
have shown that the use of EMG to estimate the onset, offset, and duration of brief muscle
contractions, and subsequent use of this information in fMRI data processing, leads to
improved visualization of motor networks (MacIntosh, Baker et al. 2007). EMG-fMRI has
also been used to show differences in brain activation associated with active, passive and
electrically stimulated muscle contractions (Francis, Lin et al. 2009).

4. Electrodermal activity and functional MRI

The skin plays an important role in many biological processes such as sensory and motor
exploration, immunity, and thermoregulation. In the latter process, eccrine sweat glands in
the skin secrete water and salts to regulate body temperature. They are innervated by a
structure in the brain known as the hypothalamus. Sympathetic nerves make the connection
between the hypothalamus and the sweat gland, as part of the autonomic nervous system
(sometimes referred to as the visceral nervous system). Secretion of sweat in skin is therefore
a window into the human body’s visceral controls in the sense that they occur without being
conscious. An example of the autonomic nervous system acting with little willful control is
the fight or flight response that occurs when we are in a stressful situation.

The voltages related to electrodermal activity (EDA) are very weak and poorly localized.
Therefore, skin conductance is the preferred physiological recording parameter to
characterize this aspect of the autonomic nervous system. Changes in EDA are described on
two time scales of changing skin conductivity: skin conductance level (SCL), reflecting low
frequency changes (i.e. approximate frequencies are < 0.1 Hz); and skin conductance
responses (SCRs), reflecting more rapid changes (i.e. approximate frequencies are > 0.5 Hz).
Both types of fluctuations obviously occur at much lower frequencies than EEG and EMG
measures.

EDA is also a useful surrogate measure of cognitive and emotional processes and therefore
has appeal in psychology and neuroscience research. One important aspect of cognition is
arousal, the psychological state of heightened activity or attention. Being alert by directing
our attention to a specific task allows us to carry out certain actions or behaviours. Arousal
plays an important role when our world is altered quickly, such as due to a postural
instability (Sibley, Lakhani et al. 2010; Sibley, Mochizuki et al. 2010). In this case, autonomic
and cortical responses help to avoid a fall or injury. EDA responses relate to arousal as they
are part of the behavioural inhibition system (with sensitivity to punishment and avoidance
motivation), whereas heart rate is part of the behavioural activation system (sensitivity to
reward and approach motivation) (Fowles 1980). Interestingly, EDA and heart rate are two
biosignals that are used in a lie-detector test.
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The first EDA-fMRI studies investigated the effects of attention on cognitive tasks (Williams,
Brammer et al. 2000). Subsequently, other researchers used EDA and fMRI to monitor brain
responses associated with gambling (Patterson, Ungerleider et al. 2002), biofeedback
(Critchley, Melmed et al. 2001), motor tasks (MacIntosh, Baker et al. 2007), motor recovery
after stroke (Maclntosh, Mcllroy et al. 2008) and sense of effort (Mochizuki, Hoque et al.
2009). A simple circuit diagram for measuring skin conductance as part of an fMRI-
compatible EDA system is shown in Figure 4. The optoelectronic components are listed as
IF-E9 and IF-D91. IF-E96 is a plastic fibre optic red light emitting diode (commercially
available at: http://i-fiberoptics.com/). Optical cable can easily be mounted to this
component to transmit EDA signals outside of the MRI scanner room via a waveguide and
converted back to a voltage at the IF-D91 photodiode detector. The fMRI-compatible EDA
system shown in Figure 4 is MRI-safe for use at 1.5 and 3 T scanners. Also shown is the
battery box that contains a non-magnetic 9V lithium battery.

The physiological frequency content in EDA is narrow and low frequency, so sharp lowpass
filters are advisable. One hardware implementation that is therefore advisable in EDA
design is a slew-rate limited preamplifier (Ives, Warach et al. 1993), which yields more
effective lowpass filtering. The instrumentation amplifier is shown as INA-120 in Figure 4.

4]
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Fig. 4. The circuit diagram for a low-cost MRI-compatible electrodermal activity (EDA)
system that was prototyped at Sunnybrook Research Institute. The circuit design is based on
the Wheatstone bridge preamplifier with a gain of 1000 and is based on early work
described by others (Shastri, Lomarev et al. 2001). Additional details associated with this
system can be found elsewhere (MacIntosh, Mraz et al. 2007).

EDA-fMRI can be used to look at how behaviour changes over the course of an
experiment. If we use the EDA data shown in Figure 5 as a model in the fMRI analysis
then we can identify the brain regions that are correlated with the EDA trial-by-trial
trends. Figure 6 shows the EDA trial averages that were used as model predictors in the
fMRI analysis.
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Fig. 5. Left: Electrodermal activity time series data from healthy adult participants who
performed a hand motor task that required concentration and arousal to perform effectively.
Each trace corresponds to a single participant (i.e. N1 corresponds to participant 1, N2
corresponds to participant 2, for a total of N=10 participants). The task, affectionately known
as the “Spock task”, involved separating the middle and ring fingers, requiring some
concentration and dexterity. Participants alternated between 20 seconds of performing the
task and 20 second of rest. Fluctuations in EDA signals across the seven task trials are more
evident in some participants compared to others. Right: The average EDA time series is
shown (black) from all participants. Two typical fMRI models are shown in gray for
comparison and it is clear that the EDA time series data has unique temporal features that
are not captured by the fMRI models (which assume constant neural activity). For example,
the amplitude of the EDA signals at later trials is decreased compared to early trials. These
data are based on published work (MacIntosh, Mraz et al. 2007).
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Fig. 6. Normalized peak-to-peak EDA amplitude plotted as a function of the task block
trials. After the second trial the amplitude is consistently reduced. Error bars denote
standard deviation.
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5. Other examples of optoelectronics used in fMRI

A recent example of optoelectronics used in fMRI is a system that is able to measure
diastolic blood pressure through an fMRI experiment (Myllyla, Elseoud et al. 2011). This
device uses a fibre optic sensor to measure skin movements associated with blood pressure
changes in the underlying blood vessels. The system works in the MRI scanner room and is
useful for collecting blood pressure data because it is non-invasive (i.e. no intra-arterial line)
and it does not involve an inflatable cuff. Fibre optic technology has also been used to
monitor movements, or kinematics, during fMRI. This has been done to measure amplitude
and velocity in ankle movements, using optical fibres specially configured as bend sensors
(MacIntosh, Mraz et al. 2004).

6. Software solutions for reducing fMRI-induced artifacts in EEG, EMG and/or
EDA

Having discussed some biosignals that are of interest during fMRI, it is important to now
consider post-processing software approaches to minimize or correct for some residual or
inevitable fMRI-induced artifacts. For software approaches to be effective, the measured
voltages must fall within the dynamic range of the amplifier system. There is little that can
be done when an amplifier saturates. Post-processing software approaches that attempt to
reduce the fMRI-induced artifacts include: adaptive noise canceling, direct artifact
subtraction (Allen, Polizzi et al. 1998; Allen, Josephs et al. 2000), filtering (Hoffmann, Jager et
al. 2000), and principal component analysis (PCA) and independent component analysis
(ICA) (McKeown, Makeig et al. 1998; McKeown and Radtke 2001). In the direct artifact
subtraction approach, the average artifact signal is calculated over a short time-window and
then retrospectively subtracted from the original biosignal (Allen, Josephs et al. 2000). The
timing of the artifact with respect to the MRI acquisition is critical, therefore high temporal
resolution sampling (i.e. 10 microsec) of the biosignal is required.

PCA and ICA are data-driven feature extraction and data reduction techniques that have
been used to reduce fMRI-induced signal contamination in EEG data (Negishi, Abildgaard
et al. 2004) and EMG (Maclntosh, Baker et al. 2007; van der Meer, Tijssen et al. 2010). In
PCA, biosignal data are decomposed into orthogonal principal components that are ranked
according to the amount they explain the total variance. In ICA, biosignal data are
represented as linearly independent components (ICs), in what is sometimes referred to as
blind source separation. Both PCA and ICA rely on redundancy across trials or across
sampling sources to separate signals. Although useful, it can sometimes be challenging with
these techniques to separate the components of interest (those containing biosignal) from
those that contain artifact and noise.

7. Conclusion

Several components of an MRI system can affect the operation of ancillary devices for use
during imaging. The RF transmit and receive fields, large static magnetic field, and time-
varying gradient magnetic fields must all be considered in device design. Measuring
electrical biosignals in an MRI environment poses a significant challenge as a consequence,
but over the past decades numerous solutions have been proposed and successfully
implemented. The scope of human brain mapping continues to grow with assistance from
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an increasing number of peripheral devices that can be used during fMRI to make
concurrent measurements. Viable products are now available that enable high quality,
simultaneous fMRI, EEG, EMG, and EDA recordings.

This chapter illustrates that optoelectronics are a recurring engineering theme when it comes
to measuring biosignals in the MRI environment. Conversion to optical signals, which can
then be passed outside the magnet room via fibre optic cable and subsequently converted
back to electrical signals in the console area with minimal loss or signal degradation, is of
substantial benefit. Optoelectronics will, therefore, continue to play a key role in MRI-
compatible hardware design.
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1. Introduction

This chapter describes applications of ammonia in agriculture, pharmaceutical and
environmental industries and optoelectronic methods of its detection.

In Section 2 the discovery, the chemical structure, reactivity and application of ammonia are
reviewed. Applications in agriculture, cleaning products, pharmaceutical industries, beauty
products, the benefits and dangers of ammonia to human health, environment and industrial
processes are also discussed.

Section 3 describes the rotational-vibrational molecular processes that cause the optical
absorption of light in the infrared spectrum. The infrared and ultraviolet absorption spectra
are also shown. Data relating to the absorption of light by ammonia at ultraviolet wavelengths
is also shown.

Existing optical ammonia gas detection methods that utilise lasers and broadband sources and
the evanescent field of an optical fibre are described in Section 4. This includes a discussion
of optical sources, optical fibers, gas cell designs and detectors that are used in optoelectronic
gas sensing systems.

In section 5, the limiting effects of fundamental noise sources, such as photon noise, resistor
noise and optical source noise on sensor sensitivity are described. The selective performance
of optoelectronic gas sensors is also discussed, i.e. the discrimination of the sensor to different
gases.

2. Ammonia: the chemical

The ammonia molecule consists of one nitrogen atom covalently bound to three hydrogen
atoms, the pyramidal configuration is shown in Figure 1. The structure of the covalent bond
results in the compound being neutral in charge, but there remain two unfilled electron pairs
in the valence band. As ammonia has an unfilled valence band, it is a weak base, with a Ph. of
approximately 12. Ammonia exists in the gas phase in the in the environment, as the boiling
point of ammonia is -33.35°C.

The production of ammonia by the distillation of animal hoofs, horns and hide scraps is
recognised as a very old method of the extraction of ammonia. Written references to the use of
ammonia date back to the thirteenth century in Catalan literature (Miller (1981)), while Felty
(1982) noted that the name ammonia is derived from the salt sal-ammoniac. Sal-ammoniac
(salt comprised of ammonium chloride) or salt of Ammon was named after the Egyptian chief
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Fig. 1. Diagram of ammonia molecule consisting of 1 nitrogen and 3 hydrogen atoms which
are covalently bound.

God Ammon, as it is possible that it was extracted from camel dung near the Temple of Jupiter,
in ancient Egypt (in present day Libya) in around 332 B.C..

In Miller (1981), it is also described how Johann Kunkel van Lowenstern noticed that ammonia
gas could be produced by the addition of lime to sal-ammoniac. In 1773 Joseph Priestley
was the first chemist to identify and extract pure gaseous ammonia by applying heat to
aqueous ammonia mixed with sal-ammoniac. Using the Haber-Bosch process of nitrogen
fixation(Howard & Rees (1996)), ammonia is now the most widely synthetically produced
chemical. Ammonia reacts with acids or neutral substances, such as water, sulfuric acid and
nitric acid. These reactions result in the formation of anhydrous ammonia, which is acidic,
ammonium sulfate and ammonium nitrate. Compounds in the Amine functional group are
derived from the ammonia molecule, where one, or more, of the hydrogen atoms is replaced
with an alternate chemical arrangement.

Ammonia currently has a wide range of uses and applications. When used in agriculture,
ammonia forms a source of nitrides in fertilisers which promotes plant growth. In cleaning
products the action of ammonia hydroxide, as an acid , aids in removing contamination from
surfaces. In hair conditioners, ammonia aids the blending of colour into hair. Pharmaceutical
processes use ammonia as a buffer to control the P.H. level for solution preparation.
Dissociated ammonia atmospheres are employed in steel processing for the annealing of
steel to aid corrosion resistance (Levey & van Bennekom (1995),Samide et al. (2004)). Chilled
ammonia is used, as a binding agent, to remove carbon dioxide from the exhausts from fossil
fuel burning power plants (Darde et al. (2008)).

While ammonia gas is necessary for these processes, it is dangerous to people in excessive
concentrations if inhaled, as anhydrous ammonia is corrosive (Close et al. (1980)). Ammonia
is also destructive when present in semiconductor fabrication facilities (Sun et al. (2003)). For
safety reasons and process monitoring applications, it is therefore important to monitor the
concentrations of ammonia and optoelectronic methods can provide an accurate means of
achieving this.

3. Optical absorption spectrum of ammonia
The literature relating to the vibrational and electronic optical absorption spectra is reviewed

in this section. This includes data relating to the infrared and ultraviolet absorption spectra.

3.1 Infrared absorption spectrum
Incident optical radiation on the ammonia molecule causes vibrations of the inter-atomic
distances between the nitrogen and hydrogen atoms in the pyramidal structure. This causes
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the partial absorption of optical power at characteristic wavelengths, including the original
vibration and higher frequency (shorter wave-length) harmonics, resulting in the absorption
spectrum. The rotational-vibrational modes, as reviewed by McBride & Nicholls (1972) are
shown in Figure 2. The non-degenerate symmetric v; and v, vibrational modes shown in
Figures 2(a) and 2(b), preserve the pyramidal shape, while the degenerate v3 and v4 modes,
shown in figures 2(c) and 2(d) distort the three dimensional shape.

N T N T
™ 'l
- = ' -
[ ) £ .]-: ._‘ 1 N "'
H ® H ™ *+-¢
H H
(a) (b)
b o
* .
2 |~
N b * o . |+ %
H . H PY
H b

(© (d)

Fig. 2. The rotational-vibrational modes of the ammonia (NH3) molecule
(a): vq vibration
(b): vy vibration
(c): v3 vibration
(d): v4 vibration

The optical absorbance of a gas is defined in terms of its cross-section. The absorbance
cross-section is denoted by ¢()A). The Beer-Lambert Law, which is shown in Equation 1,
describes the relationship between the incident optical power, I, and the transmitted power
intensity, I;, at each wavelength, A, in terms of the absorbance cross-section, o(A), gas
path-length, [, and gas concentration, c.

In <E) =0(A)xIxc )
L

The cross-sections of atmospheric gases are contained in the HITRAN database. While
the database is updated, with the last update in 2008 (http://www.hitran.com), the last
update of the ammonia gas data was in the 1986 edition (Rothman et al. (1987)). The articles
documenting the molecular vibrations of ammonia and their characteristic wave-lengths are
detailed in Table 1.

The cross-sectional absorbance spectrum up to 8y m using data from the Hitran database,
which was detailed in Table 1, is shown in Figure 3. It can be observed that the maximum
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Wavelength | Absorption Band Reference
1.89-2.09 ym V1+Vy Brown & Margolis (1996)
V3+Vy
6.00 ym 2vy /vy Cottaz et al. (2000)
5-8 pum 3vp -y
Vp +Vy-Vp
Cottaz et al. (2001)
4V2 -V
4.00 pm V] -V2
V3 -V2
V1 Kleiner et al. (1999)
3 um V3 Guelachvili et al. (1989)
2V4
4 ym 3vy/vy +Vy Kleiner et al. (1995)
V1+vo
1.89-2.09 ym Vo+V3 Urban et al. (1989)
Vo+2 vy

Table 1. The rotational-vibrational coupling of ammonia gas that gives the infra-red
absorption of ammonia gas
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Fig. 3. The infrared absorption cross-section of ammonia gas. The data were selected from
the 1986 edition of the HITRAN database (Rothman et al. (1987)), which includes the data
described in Table 1

cross-section absorbance in this wavelength range is approximately 7x 10729 cm? molecule !
at around 6 y m.

3.2 Ultraviolet absorption spectrum

Ammonia also absorbs optical power at ultraviolet wavelengths. The ultraviolet electronic
absorption is caused by the interaction of light with electrons in the valence band of the
ammonia molecule (Burton et al. (1993)). The absorption spectrum of ammonia is shown in
Figure 4. The data was obtained from the results of Cheng et al. (2006) that are contained in
the Mainz UV spectral database (Keller-Rudek & Moortgat (2006)).

The peak absorbance shown in Figure 4 in the ultraviolet absorption spectrum is appoximately
2x10~1 cm? molecule™!. This is around one thousand times greater than was the case in the
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Fig. 4. Ulraviolet absorption cross-section absorption spectrum of NH3. Absorption
spectrum data shown were taken from Cheng et al. (2006)

infrared spectrum. As the absorbance cross section is in the exponent of Equation 1, this leads
to a difference in the gas absorption of many orders of magnitude.

4. Optical methods of detection

This Section reviews a range of optoelectronic methods for the detection of gases including
how they are applied for the detection of ammonia.

Early optical gas analysers relied upon the photoacoustic properties of gases, at the time
this was referred to as the “Tyndall-Rontgen effect”. The “Tyndall-Rontgen effect” in gases
is analogous to the “Bell effect”, which is the development of an audible sound arising from
the intermittent exposure of a solid or liquid to radiation. Early gas sensing systems that
utilised the photoacoustic effect were developed before, during and since World War II, in
Britain, the U.S.S.R. and Germany. An example of an early gas detection method due to
Veingerov (1938), which is described in Hill Hill & Powell (1968), is shown in Figure 5. The
gas analyser, which was named an “optico-accoustic" analyser, operated by passing intensity
modulated optical radiation from a Nernst Glower Source through a highly polished tube to a
telephone receiver. The pressure variations induced by the intermittent optical beams resulted
in a differing expansion of the gases present in the sample gas cell. This, in turn, induced the
generation of acoustic tones that were picked up by the telephone earpiece (microphone).
These tones were indicative of the gases present in the sample gas cell. The branch-resonator
enabled the pressure fluctuations developed to be amplified, so that the detected signal could
be enhanced.

Concurrently with the work by Veingerov, Luft developed a null-balance arrangement (see
Hill & Powell (1968)). This, and systems developed from it, were later referred to as LIRA
(Luft Infra-Red Analyser, Luft (1947) ) type analysers, an example of which is shown in Figure
6.

The systems operate by passing two alternately chopped optical beams through a reference
gas cell and a sample or measurement gas cell to a detector. Initially the device was
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Fig. 5. An early “optico-acoustic" gas detection arrangement due to Vengerov (see references
Hill & Powell (1968); Veingerov (1938))

Telephone

"null-balanced" by filling both the reference and sample cells with a gas that had no absorption
lines in the spectrum of interest and equalising the intensity of the optical beams by adjusting
a blocking trimmer screw. The insertion of the sample gas into the sample or measurement
cell leads to a signal modulation at the detector which is proportional to the target gas
concentration in the sample gas. It was found that, by the insertion of a reference gas cell
in series with the measurement gas cell, the selectivity of the system to the target gas could be
improved. The LIRA system was able to detect CO, concentrations of less than 10 ppm (parts
per million).

Hill & Powell (1968) also described the development of early gas analysers that were
manufactured during the 1950s and 1960s and the development of early infra-red detectors.
Goody (1968) explored the possibility of selectively detecting a specified target gas
by a correlation technique. Goody introduced a pressure modulated “cross-correlating
spectrometer”, a device which involved passing light from an optical source through two
sequential gas cells and an optical filter, before impinging on an optical detector, see Figure
7. The first gas cell contained the gas volume to be analysed (the measurement cell) and
the second contained only the target gas (the reference cell). By modulation of the target
gas pressure within the reference gas cell, a modulation of the detected optical power at the
output of the measurement gas cell was observed. This magnitude of the output modulation
was related to the concentration of target gas within the measurement gas cell. The method
showed high rejection of drifts in source power and had high rejection of contaminant gas. A
NHj; sensor based on this method was found to be 140 times less sensitive to N, O contaminant
gas, even though the spectral absorption of N,O is significantly stronger than the spectral
absorption of NHj in the band used.

Taylor et al. (1972) provide details of a similar system, intended to measure remotely (from a
satellite) the temperature of the upper atmosphere from the spectral transmission of CO,. The
system gathered light reflected from the earths atmosphere, and passed it though a pressure
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Fig. 7. Pressure Modulation Spectroscopy system (reproduced from Goody Goody (1968))

modulated reference gas cell to a detector. Their system showed a sensitivity of 1°C. This
method utilised the spectral emission of CO; at 15 ym.

A reported method of modulating the transmission of the reference cell was that of Stark
modulation. This is the line-splitting effect that results when a high electric field is applied
to a gas. It is only effective on molecules having a significant dipole moment, e.g. H,O, CHy
etc. Edwards & Dakin (1993) investigated the use of Stark modulation for the detection of
ammonia and water vapour, both of industrial significance, using optical fibre-based systems.
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This system demonstrated the use of optical fibres for gas detection, an area which is now
discussed in detail.

4.1 Optical fibre implementations

Optical detection systems using optical fibres offer a number of advantages over bulk optical
sensing systems. This section develops the review by Dakin and Chambers (2004) to show
the application of sensors using an optical fibre for the detection of ammonia. The principal
advantage is that a robust passive sensing head may be sited remotely from the monitoring
station, which is a useful feature in severe environments. This also allows for the development
of multiplexed networked systems, where a single interrogation unit can monitor many
low-cost passive sensing heads via a predictable propagation medium (i.e. the optical fibre).
Conventional silica fibres have the disadvantage that transmission is restricted to the visible
and near-infra-red region (0.6 ym to 2.0 ym). Fluoride and other fibres may be used to
extend the operation of these sensors further into the infra-red, allowing accurate detection
of gases with infra-red absorption in the mid- and far-infra-red. Unfortunately, these fibres
are expensive and less robust. Optical fibre sensors are also generally believed to be safe for
use in explosive atmospheres. However, the safety of optical fibre sensors is not unqualified,
as it has been established that in the case of very high powers, i.e. of the order of 100 mW,
or greater in multi-mode fibre, explosive risks may present themselves (Hills et al. (1993);
Zhang et al. (1992)). Conventional optical fibres have a very small acceptance aperture, which
severely restricts the amount of light that can be coupled into a fibre. Thus the power launched
into optical fibres from high-radiance near-infra-red (NIR, ~0.7 ym-~1.5 ym) Light Emitting
Diodes (LEDs) is rarely above ImW, even when large core optical fibres are used, and by
comparison the spectral radiance of incandescent filament lamps is usually at least an order
of magnitude less. Longer wavelength LEDs (>~1.5 um) often have a lower spectral radiance.
As the launched power is relatively low, sensitive light detection systems are required to
produce operational sensors. With laser sources, there is no difficulty in achieving launch
efficiencies in excess of 80% into multi-mode fibres. Consequently high powers can be
launched, and the detection system constraints are eased substantially.

It was realised that narrow-linewidth diode lasers could readily be used in fibre-optic
environmental detection systems. Inaba et al. (1979) suggested the use of a dual-wavelength
laser to realise a differential absorption method that could be used over many kilometres of
low-loss optical fibre in cases where it was necessary to locate the sensing head remotely from
the measuring equipment. This typically involved the comparison of the received powers at
two, or more, different wavelengths, each having passed through a remote measurement gas
cell, so that the differential absorption of the two wavelengths by the gas sample could be used
to infer the concentration of the target gas. The method required that the target gas possessed
suitable gas absorption bands within the spectral transmission window of the optical fibre.
Culshaw et al. (1998) have surveyed some of the system topologies that may be used with
laser-based optical gas detection systems and quantified the expected system sensitivities,
which are of the order of less than 1 ppm. Stewart et al. (2004) and Whitenett et al. (2004) have
realised some of these topologies, which included a Distributed FeedBack (DFB) wavelength
modulated laser cavity ring-down approach that showed a methane detection sensitivity of
50 ppm.

A laser-based detection system for the detection of NO, gas (which is an industrial hazard
and common environmental pollutant) was developed by Kobayashi et al. (1981). This was
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Fig. 8. Schematic of a differential fibre-optic detection system (redrawn from a diagram in
Hordvik et al. (1983)).

achieved by splitting light, from an Ar-ion multi-line laser, into two paths, one passing
through a measurement gas, and the other being transmitted directly to the measurement
unit as a reference signal. The detection unit contained two filters to separate the two chosen
laser lines, and these were then detected on separate optical receivers. One of these chosen
laser lines coincided with a strong absorption line in the NO, absorption spectrum, whilst the
other absorption line was somewhat weaker, hence giving a differential absorption method,
by which the concentration of NO; in the measurement cell could be found. The system had
an estimated detection limit of 17 ppm. The advantages of this dual-wavelength system were
that the measurement was dependent on neither the optical power spectrum from a single
source, which could drift, nor the system transmission, which could be affected by optical
alignment, surface contamination, etc. It was realised that the selection of light sources used
in this type of detection system was not necessarily limited to lasers, but broad-band sources
such as filtered incandescent lamps or LEDs could also be used.

Hordvik et al. (1983) developed a fibre-optic system for the remote detection of methane gas
(CHy), see Figure 8. This system used a halogen lamp light source, which was alternately
chopped into two separately filtered paths. One path was passed through a narrow-band
interference filter, centred at the same wavelength as a strong absorption band of CHy
(Q-branch centred at 1.666 um), whilst the other filter covered a broader spectral range, and
consequently had lower average absorption. These two complementary-modulated beams
were combined by means of a fibre-coupler, with two output ports. Light from one was passed
through a measurement cell to an optical detector (the measurement signal), and light from
the other was passed directly to an optical detector (reference signal). By comparison of the
optical powers in the narrow-band and broadband beams of the light that had and had not
passed through the measurement cell, it was possible to calculate the CH4 concentration.

A somewhat similar system based on the use of optical fibres and optical fibre couplers, but
with the innovative use of compact LED light sources, was developed by Stueflotten et al.
(1982). The schematic of the system is shown in Figure 9. Again, two different optical filter
wavelengths were used, to give differential attenuation in strong and weak gas absorption
regions. This was proposed for remote measurement in hazardous industrial environments,
such as off-shore oil platforms. The systems above developed by Hordvik and Stueflotten
both had a reported detection limit of approximately 5000 ppm (0.5% vol/vol) of methane.

4.2 Sensing using inelastic processes
Other forms of spectrophotometric processes rely on Raman scattering. A Raman scattering
gas detection method is now briefly reviewed.
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Raman scattering involves the inelastic scattering of light, i.e. first absorption and then
delayed re-emission of light at a different wavelength to that incident on the material. The
Raman process represents a form of scattering in which an incident photon may gain energy
from (the anti-Stokes Raman process), or donate energy to (the Stokes Raman process) a
vibrational or rotational energy level in a material. This produces a re-emitted photon of
different energy and, hence, of a different wavelength. A method of detection that exploits
Raman spectroscopy was developed by Samson & Stuart (1989) using the detection system
shown in Figure 10. Raman scattering in gases is generally very weak, but the emission
usually occurs in a well defined spectrum.

In the system developed by Samson and Stuart, the laser excites the gas and a mirror is
used to reflect the incident light back through the interaction zone. Another concave mirror
reflector doubles the level of Raman light received by the collection lenses. The alternative
inelastic scattering process of fluorescence is rare in gases, and consequently is not commonly
used for optical gas sensors, but fluorescence cannot be ignored when using Raman sensing,
as it can cause crosstalk if it occurs in optical glass components or at mirror surfaces.
Fortunately, Raman lines for simple gases are narrow compared to fluorescence emission
which is usually relatively broadband. Raman detection systems may be employed to monitor
the concentration of ammonia and ammonia based compounds in industrial atmospheres
(Schmidt et al. (1999)).

4.3 Comb filter modulator for partially matching several spectral lines

Instead of detecting a gas using a single line of its absorption spectrum, or using a broadband
source to cover many absorption lines, there are advantages in using some form of optical
“comb" filter, with several periodic narrow transmission windows, in order to match several
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Fig. 9. Schematic of the differential fibre-optic detection system (redrawn from a diagram of
Stueflotten et al. (1982))



Applications and Optoelectronic Methods of Detection of Ammonia 199

m = Sphedical

Coectie Fore " e H hirrcrs
LDEcive Fipe Bail 1
Lasar — o l Y g
Lens
.:.::::-'-'::f!lI:E!:-Inttl'_gi_:'_::t":::
Collaction =7
Computer P Eilter Lenses 1=_'_

.f
Fter—s -7 SWheel
7/ oot
_b.,_ Connection
Frezlan . G e Fiores
Counter ‘ petecior i, GIB

Fig. 10. Schematic of a gas sensor using Raman Scattering
(Redrawn from Samson & Stuart (1989))

spectral lines simultaneously. Such a comb filter can be scanned, correlated or wavelength
modulated, through a set of gas lines to give an intensity modulation. The method has
the advantage that it may allow improved selectivity, as a synthetic multiple-narrow-line
comb-filter spectrum allows simultaneous measurement on several spectral lines. This
reduces interference effects, which can cause complications with laser sources. A method of
doing this, with a scanned Fabry-Perot comb filter, has been demonstrated (Dakin et al. (1987);
Mohebati & King (1988)) with application to methane detection. Dakin et al. implemented a
system that passed light sequentially from a source through a Fabry-Perot interferometer to
a detector. By changing the spacing of the plates of the interferometer the transmission of
fringes of the interferometer were tuned to match the absorption spectrum of the methane
target gas. Dakin et al. (1987) reported a sensitivity limit of 100 ppm. The disadvantage of
the Fabry-Perot filter is that it has a regular frequency spacing, whereas the gas absorption
features are not normally equally spaced. A variation of the method is to use the correlation
spectroscopy complementary source modulation technique with a filter that replicates the
gas transmission spectrum. Recently in Vargas-Rodriguez & Rutt (2009) have demonstrated
that, using this approach at 3.3 4 m, a minimum detection level of 0.023 % methane could be
detected with a 1 s integration time.

4.4 Photoacoustic ammonia gas detection

A wavelength modulation can also be used for a photo-acoustic optoelectronic gas
concentration measurement. Kosterev & Tittel (2004) demonstrated a noise limited detection
of 0.65 ppm v. The system operated by the wavelength modulation of light from a 1.53 ym
laser source with a quartz tuning fork. The tuning fork vibration frequency was twice that of
the modulation of the laser source. The detected current from the optical detector could then
be demodulated to find the gas concentration.

4.5 Sol-gel ammonia detection

Gases, including ammonia, may also be detected by the application of a chemical indicator
dye to the surface of an optical fibre. The Sol-gel process enables the deposition and
immobilisation of the chemical dye on to the surface of the optical fibre. The dye then absorbs
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light when in the presence of the gas to be sensed. The process can be applied to a wide
range of chemical processes, however, the interactions of the dye with contaminant gases and
humidity must be carefully considered (Malins et al. (1999)).

4.6 Ultraviolet optical detection of ammonia

The relatively intense ultraviolet absorption spectrum of ammonia, which was shown in
Section 3.2, enables precise and selective detection of ammonia gas. Chambers et al. (2007)
have demonstrated that ammonia gas can be detected at levels of ppm with low-cost
ultraviolet LED light sources and detectors. Manap et al. (2009) has shown that the ultraviolet
measurement was highly selective as contamination gases were not identifiable. With the
recent development of these systems, it is necessary that the performance ultraviolet optical
components are analysed (Eckhardt et al. (2007)).

5. Sources of noise

The accuracy of an optoelectronic sensor is limited by the selectivity and sensitivity of the
sensor. These design considerations are now discussed.

In the design of optoelectronic gas sensor, it is important that the sensor measures solely the
target gas that it was designed to measure. This is termed the selectivity of the sensor. In a
gas absorption sensor selectivity issues can arise from contaminant gases, or the fouling of
optical components, with an absorption spectrum that overlaps the gas to be sensed in the
wavelength range of the optical source. Usually, the careful design of a sensor can eliminate
this issue.

The measurement of an optoelectronic system will always be limited by a form of fundamental
noise. These noise sources include resistor noise, photon noise, source noise and, in
photo-acoustic systems, acoustic noise. Optical noise sources will now be discussed with their
impact on measurement.

With optical absorption gas sensors it is necessary to accurately measure the optical power
transmitted from the measurement gas cell. The output from the measurement detector
photodiode is an electrical current that is proportional to the incident optical intensity. When
broadband optical sources are used, the transmitted spectral power density is usually small, of
the order of nW nm ™!, making it necessary to use a transimpedance amplifier to transform the
detector current into a measurable voltage. This makes it necessary to use a sizeable feedback
resistor, which is a significant source of thermal noise. This is usually the dominant source of
noise in sensors with a low output optical power level. The thermal voltage noise, Viyerpmals
using the thermal noise equation is given by:

Vthermul =V 4kTRSOBr ()

where k is Boltzmann’s constant, T is the resistor absolute temperature in kelvins, Rgp is the
parallel resistance of the photodiode shunt resistance and feedback resistance and B is the
post-detection noise bandwidth.

Shot noise (photon noise) describes the random arrival of photons at a detector and is
described by Poisson Statistics. Photon noise is expressed by the following equation:

Ishot Noise = \/ ZqISigBr
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where g is the electronic charge, Is;, is the photocurrent generated and B is the post-detection
noise bandwidth. With a shot noise limited system has reached the fundamental noise floor.
The noise from an optical source is due to source related intensity or phase fluctuations.
These variations have been analytically quantified and described by Tur Tur et al. (1990). They
derived a method for calculating the relative intensity noise from an optical source.

0.6612
Sin(f) = =50 ©

Tur et al. (1990) showed that the optical source noise may be described by Equation 3, where
Av is the FWHM bandwidth (in Hertz) of the emission from the source, and the optical power
from the source is Iy. Source noise tends to be the dominant source of noise in laser coupled
gas detection systems.

6. Conclusions

As the globally most produced chemical, with a range of applications in agriculture, cleaning
products, pharmaceutical industry, steel processing and carbon dioxide capture processes
ammonia is vitally important to modern life. The monitoring of ammonia concentration is
essential as, not least the gas has a pungent odour, but is also extremely toxic.

The infrared and ultraviolet molecular absorption mechanisms were discussed and their
resulting spectra shown. A range of optoelectronic detection systems were described. The
intention is to show how these sensors may be adapted to domestic, agricultural and
industrial environments. With the growing awareness of the importance and dangers of
ammonia, it is highly likely that optoelectronic sensors will be further researched and
developed.
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1. Introduction

After telecommunications, also medicine has been revolutionized by optical fibers. They
were firstly used, in the early sixties, to visualize internal anatomical sites by illuminating
endoscopes. The essential technological solution to obtain good quality images was the
introduction of “cladding” during the fifties. The result was the development of minimally
invasive tools that have become essential for medical diagnosis and surgery. But optical
fibers offer the potential for much more than illumination or imaging tasks. For example,
they can also be utilized to sense physiological parameters.

The subject of present chapter is, therefore, a description of the design and measurement
principles utilized in fiber optic sensors (FOSs) with a particular reference to biomedical
applications.

FOSs development started in the sixties, but the high component costs and the poor interest
of the medical community delayed the industrial expansion. The cost reduction of key
optical components allowing to realize even disposable or mono-patient FOSs, the increase
of components quality, the development of miniaturization, and the availability of plug and
play and easy-to-use devices are the main reasons of the growth that is taking place in the
use of FOSs.

Moreover, FOSs are characterized by some crucial advantages respect on the conventional
transducers that allow to satisfy requirements for use in medical applications: they are
robust, may have good accuracy and sensitivity, low zero- and sensitivity-drift, small size
and light weight, are intrinsically safer than conventional sensors by not having electrical
connection to the patient, large bandwidth, and show immunity from electromagnetic
interference. This last feature allows to monitor parameters of physiological interest also
during the use of electrical cauterization tools or in magnetic resonance imaging. At present,
FOSs are used to measure physical variables (e.g., pressure, force, strain, and fluid flow) and
also chemical variables (oxygen concentration in blood, pH, pO,, and pCO).

The simplest FOSs classification is based on the subdivision in intrinsic and extrinsic
sensors. In an intrinsic sensor the sensing element is the optical fiber itself, whereas an
extrinsic sensor utilizes the optical fiber as a medium for conveying the light, whose
physical parameters are, in turn, related to the measurand.

Due to different requirements for miniaturization and safety, in medical applications, these
sensors are usually further divided in: invasive sensors, which are inserted into the body,
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therefore they must be miniaturized and biocompatible; non-invasive sensors, placed near
the body or on the skin surface.

A number of measurement principles can be utilized to realize transducers based on the
variation of fiber optic properties with physical or chemical variables, or based on variation
of light parameters in the fiber. As the wide variety of techniques developed to design FOS
for medical applications, just some of them are here described in detail.

This chapter is divided into subsections where a concise description of the measurement
principle of FOSs is presented along with the main medical applications. Particular
emphasis is placed on the metrological characteristics of the described FOSs and on the
comparison with conventional sensors. Measurement principles include interferometry-
based, intensity-based, fiber Bragg grating and laser Doppler velocimetry sensors.

In the following sections, the four abovementioned working principles and their use in
specific medical applications to sense variables of physiological interest are investigated.
The performances of the sensing methods are also presented with particular reference to the
description of commercially available sensors.

2. Interferometry-based and intensity-modulated fiber optic sensors

FOSs can be realized with a working principle based on a large number of interferometric
configurations, e.g., Sagnac interferometer, Michelson interferometer, Mach-Zehnder
interferometer, and Fabry-Perot interferometer (Yoshino et al., 1982a) (Davis et al., 1982).
Typically, these approaches show an extremely high sensitivity although cross-sensitivity
represents a significant drawback: first of all the influence of temperature may introduce
quite high measurement uncertainties (Grattan & Sun, 2000).

These FOSs can be designed as intrinsic sensors, where the sensing element is the fiber itself,
or as extrinsic sensors, where a small size sensing element is attached at the tip of an optical
fiber. The most common configuration is the second, where the sensing element, placed at
the tip of the optical fiber, causes changes of light parameters in a well-known relation with
the measurand. In this case, the optical fiber is employed to transmit the radiation emitted
by a light source (e.g., laser or diode) and to transport the radiation, modulated by the
measurand, from the sensing element to a photodetector (e.g., an optical spectrum analyzer).
Thanks to this solution, the sensor can be used also for invasive measurements, as the
largest part of the measurement system (light source and photodetector) can be placed far
from the miniaturized sensing element, due to the very limited energy losses of light in the
fiber.
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Fig. 1. Schematic representation of a Fabry-Perot interferometer.
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In medical applications, mainly dedicated to force and pressure monitoring (Rolfe et al.,
2007), the most common design is based on the interferometer configuration proposed by
Fabry and Perot (Fabry & Perot, 1898), also known as multi-beam interferometer because
many beams interfere in one resonator. A typical realization is composed of two parallel
high reflecting mirrors placed at distance d (Figure 1). If d is variable, the instrument is
called a Fabry-Perot interferometer. If d is fixed, whereas the incident light angle varies, the
instrument is called a Fabry-Perot etalon. The Fabry-Perot interferometer allows to
distinguish very close radiation wavelengths.

The Fabry-Perot cavity is usually utilized as secondary element of the sensor. Its output is
an electromagnetic radiation with a wavelength that is function of d. In order to have high
performances a measurement system based on Fabry-Perot interferometer needs a
photodetector discriminating radiations with very close wavelengths. The working principle
can be described as follows. When a light beam, emitted by a light source (e.g., a laser),
enters between the two mirrors, a multiple reflections phenomenon takes place. The
electromagnetic waves in the cavity can interact constructively or destructively, depending
on if they are in phase or out of phase respectively. The condition of constructive
interference, corresponding to a peak of transmitted light intensity, happens if the difference
of optical path length between the interacting beams is an integer multiple of the light
wavelength. The phase difference between interacting beams, and therefore the intensity of
transmitted light, depends on the distance d between the mirrors. Considering for simplicity
the same value for the refractive index upward the first surface and downward the second
mirror (ni), the intensity of transmitted light can be expressed as follows (Peatross & Ware,
2008):
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Where Iy is the intensity of the incoming wave, F is the cavity’s coefficient of finesse that can
be expressed by the following equation:
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R is the reflectance of both mirrors, and §, the phase difference between each succeeding
reflection, is a function of the radiation wavelength (\), the distance between the two mirrors
(d), and the angle between the radiation direction and the normal to the mirror surface (ou):
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In order to increase the sensitivity of the Fabry-Perot interferometer, it is desirable that the
intensity (I) varies strongly with 8. Equation 1 shows that sensitivity of I with 6 increases
when F is increased. Therefore, the sensitivity of the device increases when F, and
consequently R, is increased, as shown by equation 2. For the above mentioned reasons,
important parameters of a Fabry-Perot interferometer are: the difference between two
succeeding transmission peaks (free spectral range) and the value of R. In fact, the difference
between the maximal and the minimal peaks of the transmitted radiation increases with R,
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moreover, the trend of I as a function of d becomes sharper when R increases: this makes
easier the determination of d variations. A mirror with a very high reflectance (R) is usually
obtained by coating the internal surface of the two mirrors.
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Fig. 2. Ratio between the intensities of transmitted and incident radiation as a function of
8/2 for different values of cavity’s finesse coefficient.

Figure 2 shows the ratio between the intensity of transmitted and incident light as a function
of 6/2, considering a normal incident radiation (cosai~1), for the following F values: F=0.1
(R=2.4 %), F=1 (R~17 %), F=10 (R~54 %), F=100 (R~82 %).

Thanks to the use of an optical fiber coupled to a Fabry-Perot cavity, the measurement
system can be miniaturized, with the light source and the photodetector separated from the
sensing element (the cavity). Moreover, the small size of the sensing element, along with the
flexibility of the fiber optic with small outer diameter, allows to directly insert the sensing
element into the body for use in clinical applications where an invasive measurement is
required. Some sensors, showing the above described working principle, designed for
medical applications are reported in Section 2.1.

The intensity-modulated FOSs are characterized by a working principle based on the
intensity variation of the reflected light into the fiber related to a displacement induced by
the measurand on a secondary element. A basic configuration shows one or more optical
fibers with the extremity placed at a known distance from a movable mirror having high
reflectance. The radiation, emitted by a source and conveyed into the fiber, is reflected by
the mirror: the distance (d) between the fiber tip and the mirror is related to the measurand
magnitude. The intensity of the back-reflected light coupled to the fiber is a fraction of the
incident light intensity and depends on the distance between the fiber and the reflecting
surface, or on a deformation of the surface: an increase of the distance causes a decrease of
the back-reflected intensity as shown in figures 3a, 3b, and 3c. This principle, when applied
to a secondary transducer, allows to measure several physical variables: temperature,
pressure, force, fluid velocity and volumetric flow rate.

More complex configurations have been realized with solutions improving sensor
performances (Puangmali et al., 2010).

Other methods applied to the design of intensity-modulated FOSs are based on the light
coupling of two fibers (Lee, 2003). In this configuration, schematically reported in figure 4,
the radiation emitted by a light source is conveyed within a fiber optic, whose distal
extremity is placed in front of another fiber. The intensity of the light transmitted into the
second fiber, and measured by a photodetector placed at its distal tip, is related to the
distance (d) between the two fiber tips: the transmitted intensity decreases when d increases,
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as shown in figures 4a, 4b, and 4c. The measurand can be a displacement or a physical
variable causing the displacement, such as force, pressure or temperature.

Mirror
(a) % (b) ' ()
Light %, o I—. s _I
] 1
d—-—I- L

d—=—= d 1l

Fig. 3. Schematic representation of common intensity-modulated FOSs realized with a fiber
and a reflecting surface. The intensity of the reflected radiation coupled to the fiber at
different distances d between the fiber and the mirror (a, b, and c).
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Fig. 4. Schematic representation of intensity-modulated FOSs realized with two fibers or
more. The intensity of the coupled radiation of the two fibers is function of their distance d:
if d increases the intensity of collected light decreases (a, b, and c). Sensors” performances
can be improved using differential configuration (d, and e).
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The above described configuration can be improved using three or more fibers in
differential configuration for the compensation of changes in the light source intensity or
losses in the fiber, as shown in figure 4d and 4e.

An interesting example of sensor designed with this working principle is a flow-meter based
on the vortex shedding phenomenon: the light intensity transmitted between the fibers is
modulated by the periodical mechanical motion caused by vortex shedding. The light
intensity is converted by a photodiode in an electric signal related to the flow rate. This
sensor can be used to perform measurements of fluid flow rate also at high temperature (350
°C) (Wroblewski & Skuratovsky, 1985).

A further design to realize intrinsic intensity-modulated FOSs is based on microbending.
The bending of an optical fiber, in fact, causes an attenuation of the light intensity conveyed.
As it is well known, the ever-present radiation loss into the cladding region causes an
attenuation when the light passes through a fiber. The intensity loss into the cladding region
can be increased if the fiber is bent (figure 5). Also this working principle allows to sense
pressure, force, fluid velocity and volumetric flow rate.
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Fig. 5. a and b: principle of work of FOS based on microbending that transduces a
displacement causing the bending into an intensity attenuation.

Generally speaking, intensity-modulated FOSs are characterized by the main advantage of
requiring a modest amount of electronic interfaces (Udd, 2006).

2.1 Interferometry-based and intensity-modulated fiber optic sensors: medical
Intracranial pressure (ICP) is the cerebrospinal fluid pressure inside the skull. Being the
skull a rigid case, any volumetric increase of its content may raise the ICP. The ICP
monitoring is probably the most important application of FOSs in the medical field at the
moment. During the sixties there was a significant propulsion in the development of
pressure FOSs for measurement of intravascular blood pressure (Lekholm & Lindstrom,
1969) and in the early seventies some patents were issued describing FOSs to measure the
ICP.

The ICP value is principally due to two main components: cerebrospinal fluid (CSF) volume,
that is responsible for ICP baseline and can cause, in pathological conditions, an increase of
this parameter; vasogenic components causing small fluctuations of cerebral blood volume,
that can increase the ICP value in conditions of hypercapnea or increase of cerebral
metabolism. Mass lesions (tumors, pus or hematoma), vascular engorgement (e.g., in case of
traumatic brain injury), cerebral oedema or hydrocephalus may also increase the ICP value.
Its monitoring is, therefore, essential in patients with traumatic brain injury, tumors or pus,
where the ICP increase is a common cause of ischemia, intracranial hemorrhages or brain
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herniation. Since the ICP value varies continuously, an uninterrupted record of the ICP
should be obtained in order to avoid the loss of diagnostic data.

Normal ICP values depend on age, position and clinical conditions. In supine position it
ranges from 7 mmHg to 15 mmHg for adults and from 3 mmHg to 7 mmHg for children; an
ICP exceeding 20 mmHg needs therapeutic treatment (Smith, 2008).

Although some attempts have been performed to introduce non-invasive or minimally-
invasive methods, e.g., the estimation of ICP by the measurement of tympanic membrane
displacement (Shimbles et al., 2005) or by ultrasound-based techniques (Yoshino et al.,
1982b), the ICP monitoring usually requires invasive transducers. Transducers can be placed
in parenchymal, ventricular, epidural, subdural, or subarachnoid locations, although
measurements obtained from the last three sites appear less accurate (Bratton et al., 2007).
Also, lumbar puncture can be utilized to estimate the ICP, but this indirect measurement not
always correlates with the ICP value. In the clinical practice, the monitoring is performed in
several ways: 1) through a catheter placed in ventricular, epidural or subarachnoid spaces
and connected to an external strain gauge; 2) through a micro strain gauge typically placed
in ventricular or parenchymal catheters; 3) through FOSs guided inside the ventricles, brain
parenchyma, subdural or subarachnoid spaces.

The standard proposed by the Association for the Advancement of Medical Instrumentation
(AAMI) provides the performances that a device intended for ICP measurement should
assure. The device should have a pressure range between 0 mmHg and 100 mmHg, an
accuracy better than #2 mmHg in the range from 0 mmHg to 20 mmHg, and lower than 10
% of the measured value in the range from 20 mmHg to 100 mmHg (Bratton et al., 2007).
Commercially available FOSs, intended to monitor ICP value, are based on two working
principles. The former was introduced by T. E. Hansen, who described an interesting micro-
tip FOS for medical applications (Hansen, 1983). Successively, A. Lekholm and L. Lindstrom
realized a FOS with the same measurement principle for intravascular use (Lekholm &
Lindstrom, 1969) and A. Wald dedicated it to monitor the ICP (Wald et al., 1977). The
working principle is based on the presence of two groups of fiber bundles connected to a
LED and to a photodetector respectively. At the common end of the bundle is placed a thin
metal membrane reflecting the light. In this way, the light emitted by LED is conveyed to the
fibers connected to the photodetector, as schematically reported in figure 6.
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Fig. 6. Schematic representation of the sensing element of the FOS made by Camino
Laboratories: the output light variation is related to the pressure that causes a mirror
displacement.
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The coupling and, therefore, the photodetector signal, depends on the membrane deflection
caused by an external pressure. These FOSs have small size, e.g., an outer diameter of 1.5
mm or 0.85 mm for the unshielded case, and a frequency response flat from 0 Hz up to 15
kHz. On the other hand, they show zero drift if a temperature step from 20 °C to 37 °C is
applied, recovering the baseline after about 40 s.

The second FOS design is based on Fabry-Perot interferometry (Fabry & Perot, 1898). These
sensors were introduced in the late seventies (Mitchell, 1989). The sensing element shows
two parallel optical reflecting surfaces, as schematically reported in figure 1, and one of
them is a pressure sensitive diaphragm. A variation of the external pressure causes a
deflection of the diaphragm, reducing the optical cavity depth. The optical cavity is,
therefore, with variable dimension allowing light intensity curve having multiple maxima
and minima that depend on cavity depth.

At present, some fiber optic devices based on micro-optical mechanical systems (MOMS) to
monitor the ICP are commercially available.

FISO Technologies, Inc. has developed some pressure FOSs for medical applications
constituted by a Fabry-Perot cavity whose optical length changes with the physical
parameters to be measured. The FOP-MIV pressure sensor is a miniaturized Fabry-Perot
cavity constituted by a micromachined silicon diaphragm membrane, acting as pressure
sensing element (Chavko et al., 2007). When pressure increases, the thin membrane is
deflected and the Fabry-Perot cavity depth is reduced, in this way the small cavity depth
variations are related to pressure variations. Vacuum inside the cavity prevents changes of
internal pressure caused by gas thermal expansion that would, otherwise, distort the
pressure measurement.A high vacuum is maintained inside the cavity therefore, the FOP-
MIV measures absolute pressure. Being one of the smallest pressure sensors commercially
available, FOP-MIV is well designed for many medical applications where size is an
important issue (Hamel & Pinet, 2006). The optical nature of the FOP-MIV, makes the sensor
immune to electromagnetic field or radiofrequency interferences regularly encountered in
operating rooms or MRI environment. FOP-MIV is characterized by a measurement range
up to 300 mmHg, an accuracy equal to 1.5 % of full scale output (or £1 mmHg), a resolution
better than 0.3 mmHg, a thermal effect sensitivity of 0.1 %/°C; a zero drift thermal effect of
0.4 mmHg/°C.

Innerspace, Inc. produces a device to monitor ICP also based on the Fabry-Perot cavity: the
pressure, deflecting the diaphragm, alters the cavity depth and thus the optical cavity
reflectance at a given wavelength. If a LED source is used, the spectrally modulated
reflected light can be split into two wavebands by a dichroic mirror. The ratio of the two
signals provides a pressure estimation immune to the typical light level changes occurring
in FOS systems. The measurement range is from -10 mmHg up to +100 mmHg, the linearity
and hysteresis is +2 mmHg from 0 mmHg to 10 mmHg and 10% of reading from -10 mmHg
to 125 mmHg (Mignani & Baldini, 1995).

Camino Laboratories realized the ICP monitoring through an intensity-modulated based
FOS. A dual-beam reference, using a secondary fiber optic path, is joined to the pressure
measuring fiber link, but unaffected by pressure variations. The sensor is based on the
intensity modulation technique with dual-beam referencing. The radiation conveyed within
a fiber optic is coupled to a fiber by a bellow with a reflecting surface. The intensity of the
coupled radiation depends on the position of the bellow’s tip, which is function of the
pressure, as shown in figure 6. The measurement range is from 0 mmHg up to 100 mmHg,
linearity and hysteresis is +2 mmHg from -10 mmHg to +50 mmHg and 6% of read value
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from +50 mmHg to +125 mmHg, the frequency response shows an attenuation of -3dB from
33 Hz to 123 Hz, a zero drift <2 mmHg (first 24 hours) and less than 1 mmHg/day (first 5
days).

At present, the “gold standard” technique for ICP monitoring is considered a catheter
inserted into the lateral ventricle and connected to an external strain gauge (Smith, 2008).
The main advantages include the chance to perform a periodic external calibration and a
slightly lower cost than microstrain gauge and fiber optic devices (Bratton et al., 2007).
However, also these sensors have their own set of potential complications, including
obstruction or disconnecting of the tubing, occasional difficulties to place in the presence of
brain swelling and shift (Ostrup et al, 1987), migration of the catheter out of the ventricle
(Al-Tamimi et al., 2009), and infections occur in up to 11% of cases (Steiner & Andrews,
2006). Microstrain gauge and FOS show similar metrological characteristics but with a
higher cost. The additional advantages of FOS devices are: the immunity to the
electromagnetic interferences that allows to monitor the ICP during magnetic resonance or
during the use of electrical cauterization tools, no obstruction and electrical hazard, and a
quite low zero-drift (Crutchfield et al., 1990).

Arterial pressure invasive measurements can also be performed through FOSs. The most
widely wused configuration is Fabry-Perot interferometry. Many studies describe
miniaturized pressure sensors (Ceyssens et al., 2008; Totsu et al., 2005). FOS allows to obtain
a large bandwidth (some kHz), an accuracy better than 4 % of the read value, and a
measurement range that covers the physiological pressure values (less than 300 mmHg).
Wolthuis et al. developed a Fabry-Perot FOS able to perform a concurrent measurement of
pressure (with resolution of 1 mmHg, measurement range from 1 mmHg to 1000 mmHg
and flat frequency response up to 1000 Hz) and temperature (with resolution of 0.2 °C, rise
time of 20 ms, and measurement range from 10 °C to 60 °C) (Wolthuis et al., 1993). RJC
Enterprises, LLC realized further developments of the sensor using the same principle of
measurement. For temperature measurement, the outer surface of a thin silicon layer defines
the optical reflecting cavity; the refractive index of silicon changes with temperature altering
the optical cavity reflectance spectra The transducer (for pressure and temperature) contains
a 850 nm LED whose emission reaches the sensor via an optical fiber. In the sensor's optical
reflecting cavity, the spectral distribution of the LED light is modified as a function of cavity
depth, and this spectrally altered light is reflected back down the fiber to the instrument.
Light returning to the instrument is optically split into two spectral components; the
photocurrents from these two components form a ratiometric signal which in turn correlates
with changes in the measured parameter (Wolthuis et al., 1993). The sensor shows some
advantages: small size (the maximum dimension is 300 pm), resolution of 0.02 °C and 0.1
mmHg, accuracy of 0.1 °C and 1 mmHg (or 2 % of read value), bandwidth up to 500 Hz
limited only by supporting instrumentation, measurement range from 15 °C to 55 °C and
from 500 mmHg to 1100 mmHg (absolute pressure).

An interesting application of these sensors is related to the intra-aortic balloon pumping
(IABP) therapy, which is a therapy of circulatory support often used to help patients
recovery from critical heart diseases, cardiac surgery or to wait until a transplant is
performed. A catheter, terminated by an inflatable balloon, is introduced through the
femoral artery and is positioned into the descending aorta just below the subclavian artery.
The inner lumen of the catheter can be used to monitor systemic arterial pressure and the
outer lumen is used for the delivery of gas to the balloon. The balloon must be rapidly
inflated with the onset of the diastole and deflated when the systole happens. The
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synchronization between the balloon pumping and the heartbeat can be done either by
using electrocardiogram (ECG) signals or aortic-pressure waveform (Trost & Hillis, 2006).
The second approach is required when ECG signals are distorted or unavailable (Dehdia et
al., 2008). FOSs are used to measure blood pressure, so that to give a trigger to the balloon.
The traditional technique to monitor the aortic pressure is performed by an external
electrical sensor, which measures pressure applied through a fluid-filled catheter. Many
drawbacks are associated with this method such as, among others, the damping effects due
to catheter elasticity or the presence of air micro-bubbles and the presence of catheter
vibrations. These drawbacks are eliminated by the use of a FOS mounted at the tip of the
catheter. It also shows a good accuracy and resolution, and a large bandwidth. Moreover, it
is miniaturized (MOMS) decreasing the risk of ischemia, that is the main risk associated
with IABP therapy (Pinet, 2008).

FISO Technologies, Inc has developed a pressure FOS for this application constituted by a
Fabry-Perot cavity. The working principle has been presented in the previous section.
Thanks to the small size (diameter of 550 pm) the sensor shows a large bandwidth limited
by the signal conditioner at 250 Hz, the resolution is 0.5 mmHg (Pinet et al., 2005). Coupling
this sensor with a faster signal conditioner could result in a better dynamic response of
traditional catheter tip pressure sensor and can be used in presence of strong EM fields (e.g.,
during magnetic resonance investigation).

FOS is also used in IABP therapy by Arrow International, Inc. and by Maquet Getinge
Group. It shows an accuracy of 4 mmHg or 4 % of read values whichever is greater, and a
pressure range from 0 mmHg to 300 mmHg,.

Opsens produces a FOS with the same working principle to monitor blood pressure. Small
size (catheter diameter equal to about 250 pm), pressure range from -50 mmHg to +300
mmHg, and good resolution (0.5 mmHg) and accuracy (0.5 mmHg or 1 % of full scale) are
the main advantages. It can also be used to monitor ICP and urodynamic pressure.

FOSs based on Fabry-Perot interferometry are also used to perform direct measurements of
intra-tracheal pressure. Direct intra-tracheal pressure measurements show some advantages
to monitor respiratory mechanics. This measurement is usually performed by introducing a
catheter into the endotracheal tube (ETT) and connecting it to a conventional pressure
transducer. In pediatric respiratory monitoring this approach is usually not performed
because it implies an excessive occlusion of the narrow pediatric tubes (Guttmann et al.,
2000). Samba Sensors designs a FOS for intra-tracheal pressure monitoring. It consists of a
membrane that changes the depth of a microcavity with pressure (Fabry-Perot
interferometry). It shows some advantages such as: small size (the silicon sensor chip
diameter is equal to 420 pm, the fiber optic diameter is 250 pm or 400 pm), measurement
range between -50 cmH>O and +350 cmH>O, low temperature drift (< 0.2 cmH>O/°C),
accuracy of 0.5 cmHO or 2.5 % of reading between -50 cmH>O to +250 cmH>O and 4 % of
reading between +250 cmH>O to +350 cmH>O, short response time (1.3 ms), moreover the
introduction of the sensor into the ETT does not significantly increase the fluid-dynamic
resistance, therefore the pressure drop across the ETT (Sondergaard et al.,, 2002). This
company produces another FOS, with similar metrological characteristics of the above
described sensor, used in urology to monitor bladder pressure and the pressure in the lower
urinary tract, especially important in paraplegic patients for the high risk of urinary tract
infections.

An interesting application of intensity-based FOSs was presented by Babchenko et al. They
performed the measurement of the respiratory chest circumference changes (RCCC) through
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a bending-based FOS composed of a bent optic fiber connected to the chest so that its
curvature radius changes during respiration due to RCCC. The light intensity transmitted
through the fiber depends on the bent, so that provides an indirect measurement of the
RCCC (Babchenko et al., 1999).

3. Fiber Bragg grating sensors

About thirty years have passed since the introduction of fiber Bragg grating (FBG)
sensors, when Hill et al. discovered the phenomenon of photosensitivity (Hill et al., 1978).
They discovered that an optical fiber with a germanium-doped core can show a light-
induced permanent change in the core’s refractive index thanks to an electromagnetic
wave with high intensity and a particular wavelength. An optical fiber core characterized
by periodic refractive index changes constitutes a FBG. Only eleven years later, a
milestone study describing a FBG-based sensor was published (Meltz et al., 1989). The
development of such sensors was mainly delayed due to the high cost and the realization
difficulties, that only during the nineties showed a considerable reduction. Nowadays,
there are two main techniques to realize fiber grating: interferometric and phase mask
method. These techniques allow for the manufacturing of some different types of grating
classified as: FBG; long-period fiber grating; chirped fiber grating; tilted fiber grating; and
sampled fiber grating (Lee, 2003). The gratings are called fiber Bragg gratings (FBGs) if the
grating spatial period has the order of magnitude of hundreds of nanometers, or long
period gratings (LPGs) if the spatial period has the order of magnitude of hundreds of
micrometers.

FBG sensors are characterized by a working principle based on the coupling of the forward
propagating core mode to the backward propagating core mode. When light propagates
through a fiber with a Bragg grating, a phenomenon of radiation reflection happens only for
a narrow range of wavelengths, other wavelengths are transmitted. The wavelength placed
in the middle of the reflected range is called Bragg wavelength Ag, and can be expressed by
the following equation:

g =21y A @)

where A is the spatial period of the grating, and n.y is the effective refractive index of the
fiber core.

The working principle, commonly used in FBG sensors, is based on A shift due to a
variation of the spatial period of the grating, or on Ap shift due to a refractive index variation
of the core, as shown in equation 4. The former is the technique typically implemented to
perform strain measurement; the second is mainly used to monitor changes of temperature,
as a consequence of the temperature influence on ness. As the measurand directly modulates
the signal into the fiber, FBGs are examples of fiber optic intrinsic sensors.

Figure 7 shows the Ag shift from Ap; to Ap2 caused by a strain.

Therefore, the relative variation of the Bragg wavelength can be expressed as a function of
the fractional changes of the spatial period and of the effective refractive index:
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Fig. 7. Shift of Bragg wavelength due to fiber optic strain.

The relative Ag change can be also expressed showing its dependence on the fiber strain, ¢,
and on the temperature variation, AT:
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where P, is the strain-optic coefficient, o and oy are the thermal expansion coefficients of the
fiber bonding material and of the fiber respectively, and ¢ is the thermo-optic coefficient
(You & Yin, 2002). In the environmental temperature range, for a silica fiber, the thermal
effect is dominated by the effect of temperature changes on neg (dnegr/dT) that is one order
of magnitude greater than the effect of thermal expansion. In fact, about 95% of the
wavelength shift is caused by the effect of temperature changes on neg.

FBG response (shift of Ag) for strain input and temperature changes depends on A and FBG
types (Shu et al., 2002). Typical strain sensitivities are: 0.64 pm/pue at Ag near to 830 nm; 1
pm/pe at Ap near to 1300 nm; 1.2 pm/pe at Ap near to 1550 nm. Typical temperature
sensitivities are: 6.8 pm/°C at Ag near to 830 nm; 10 pm/°C at Ag near to 1300 nm; 13 pm/°C
at Ag near to 1550 nm (Rao, 1998).

Although the effect of one of the two components on A shift is predominant, both
components can be separated through the implementation of specific configurations, e.g., a
reference FBG added to the main sensor (Xu et al., 1994), in order to attenuate the influence
of the undesired effect and to improve the repeatability of the measurement system.

As these sensors can detect physical variables such as strain, temperature, force, pressure,
vibrations, they have been widely utilized for clinical applications in some medical fields,
described in detail in the following section.

3.1 Fiber Bragg grating sensors: medical applications

Although this technology is characterized by a high potential for the monitoring of
diagnostic variables thanks to the immunity of electromagnetic field, the non-toxicity, the
possibility of realizing miniaturized sensors, the biocompatibility, and it has been
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introduced in researches for medical application for more than 20 years, it is not yet widely
used in clinical practice (Mishra et al., 2011).

In the late nineties Rao ef al. described a FBG-based system for medical applications (Rao et
al., 1998). In particular, they developed two temperature sensors: the former was used for
cardiac monitoring estimating the stroke volume with thermodilution technique, the second
one was realized for in vivo blood temperature monitoring. In both cardiac output and blood
temperature monitoring the use of FBG-based sensors allows to substitute traditional
sensing elements that are electrically active or powered, therefore poorly appropriate where
high electro-magnetic fields are present or in some other medical applications. These sensors
were also used to monitor heart muscle activity: the sound generated by the heartbeats
causes vibrations of a membrane. The stretches and contractions of the FBGs, mounted on
the membrane, can perform vibrations measurement (Gurkan et al., 2005).

FBG was also used for other interesting medical applications. One of them is related to the
invasive ablation treatment of Atrial Fibrillation (AF). AF is a cardiac arrhythmia that
typically causes poor heart blood pumping. There are two treatments for AF:
pharmaceutical drugs and electrical defibrillation (cardioversion), and invasive ablation
surgery. Surgical ablation is performed by, among many methods, radiofrequency (RF)
waves conveyed in an invasive probe. Some studies show that lesion size, caused by RF
ablation, is related to electrode-tissue contact force (Haines, 1991). The strong influence of
contact force on the amount of the ablated tissue shows the importance of its monitoring. A
FBG-based sensor has been developed to perform a real time monitoring of the contact force
(Yokoyama et al., 2008). The sensor (TactiCath, Endosense SA), incorporated in the ablation
catheter, is composed of three optical fibers to monitor the deformation of the catheter tip.
Three FBGs, mounted on the deformable body, allow to relate the body deformation with
the applied force representing the above mentioned contact force between the ablation
catheter and the tissue. An infrared laser radiation (wavelength ranging from 1520 nm to
1570 nm) conveyed in three fibers is partially reflected at a particular wavelength (Ag)
related to the body deformation, so that to the contact force. This system allows to measure
contact force along three different directions (parallel, perpendicular, and at 45° with the
tissue) at frequency of 10 Hz, the discrimination threshold is better than 10-3 kgf (9.8 103 N),
a further advantage is the small size (catheter tip diameter equal to 3.5 mm).

FBG-based force transducers could play an important role in minimally invasive surgery (e.g.,
laparoscopic surgery widely used in appendectomy, stomach surgery, surgery of the colon
and of the rectum) or in minimally invasive robotic surgery (e.g., Da Vinci), to provide a
feedback of the forces applied to the tissue during the surgery. The force monitoring allows to
minimize the tissue damage (Song et al., 2009). Microsurgery is characterized by a wide
number of applications for FBG-based sensors. Sun et al. realized a FBG-based sensor to
monitor force between tool and tissue during retinal microsurgery (lordachita et al., 2009). In
this application, the force monitoring can help the surgeon, since the intensity of interaction
forces is usually lower than human perception. The sensor is characterized by: good
resolution (0.25 mN) that allows to monitor very low forces, and a temperature compensation
through the use of a further reference FBG that improves the sensor repeatability.

During alternative surgical technique for tumors removal, as laser-induced thermotherapy
(LITT), FBG sensors could result useful. LITT destroys the neoplastic tissues inducing
hyperthermia through laser light delivered through optical fiber probe placed in
correspondence of the tumor. During the LITT treatment, the monitoring of tissue
temperature could avoid inefficacy in the treatment caused by excessive temperature values
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of the tissue, that can cause the damage of the healthy tissue close to the neoplastic one, or to
low temperature values that can cause an incomplete ablation of the neoplastic tissue. FBG
sensor with spatial resolution of 0.25 mm has been designed to monitor the tissue
temperature during LITT (Li et al., 2009) and to use its value to control the temperature in
the boundary region at 35 °C to improve the safety of the LITT treatment (Ding et al., 2010),
in vivo measurements during this procedure are also performed (Webb et al., 2000).

4. Fiber optic sensors for laser Doppler velocimetry

Generally speaking, the design of these sensors is based on the “Doppler shift” described by
Christian Doppler in 1842 in an article entitled “On the colored light of double stars and
some other heavenly bodies”. If an electromagnetic or acoustic wave is reflected back by a
moving object, it undergoes the Doppler shift phenomenon, i.e., the frequency of the
reflected wave is different from the frequency of the incident one. This frequency difference
is related to the speed of the moving object and can be expressed by the following relation

(Beckwith et al., 1995):
Af = (2—Vj -cos f3- sin(gj
A 2 )

being V the moving object speed, A the wavelength of the incident wave, a the angle between
the axis of the incoming wave and the observer, and  the angle between the moving object
velocity direction and the bisector of the angle between the axis of the incoming wave and the
segment connecting the object and the observer, as shown in figure 8.

If the object moves within a fluid flow, its velocity can be approximately equal to the
average velocity of the fluid flow, therefore the frequency shift measurement becomes an
indirect measurement of the flow rate.

Particle

Observer

Fig. 8. By illuminating a moving particle with the light transported through a fiber, a
frequency variation of the light reaching the observer is obtained.

The performances of these sensors have been improved through the dual-beam approach, a
schematic representation is depicted in figure 9.

The radiation is split into two beams, through a beam splitter, successively crossed into an
intersection region through a mirror. This region defines a sampling volume, placed into the
fluid flow, where the particle velocity is measured. In the intersection region, an interference
pattern, characterized by alternating interference fringes, is produced. When a particle
passes through the fringes, it causes periodic variations of the intensity of the scattered light.



Optical-Fiber Measurement Systems for Medical Applications 219

Detector

Fig. 9. Schematic representation of the working principle of FOS based on laser Doppler
differential approach and its components: the beam splitter (A), the fiber optic (B), the
mirror (C).

The light intensity time plot, monitored by a photodetector, reports these periodic variations
and allows to estimate the flow rate.

The particle speed (V) is related to the frequency fluctuations (fr) of the scattered intensity
and to the distance between two contiguous fringes (y) as follows:

V=y~fy=ﬁm-fr ®)
2

where 0 is the angle between the two beams.

The use of