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Preface

Robotics is a rapidly growing, interdisciplinary research area. This book presents some state-of-
the art research ideas and findings in a wide range of robotics. The book contains 12 chapters
written by experts and researchers in respective fields. The topics cover from design, modeling,
control, learning, to applications of UAVs, USVs, mobile robots, humanoid robots, and underwa‐
ter robots. The book is suitable for graduate students, researchers, and industrial practitioners in
the field of robotics. The main contents of this book are as follows.

The first chapter describes the design and implementation of a fully autonomous quadrocopter,
which is capable of self-reliant search, count, and localization of a predefined object; and chapter
2 designs a flooding disaster oriented unmanned surface vehicle to handle unknown dynamics
and trajectory tracking control in complicated surroundings.

Chapter 3 presents a compliance effect of dynamic humanoid robot walking developed using
muscles in the knees of a 3D simulated biped robot; and a kinematic analysis is introduced in
chapter 4 for the triangle-star robot with telescopic arm and kinematics chains.

Chapter 5 describes an implementation methodology to improve the feature initialization process
in monocular SLAM; a state estimator is studied in chapter 6 for robust GNSS-aided navigation;
and chapter 7 presents a multi-robot formulation for optimal control of mobile robots.

Chapter 8 describes a technique of using laser outline graphics to augmented reality applications
in a shared humans and robots environment; a real-time dynamic and optimized bandwidth
management algorithm is proposed in chapter 9 for teleoperated collaborative robots; and chap‐
ter 10 analyzes the series elastic actuator for dynamic robot applications in a non-structured en‐
vironment.

Chapter 11 describes a small-sized underwater robot, with detailed specification and control
mechanism, to improve the spatial resolution of undersea measurements; and the last chapter
proposes a cognition algorithm for reinforcement learning and applies it to a humanoid hand
grasping tasks.
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Chapter 1

Autonomous Quadrocopter for Search, Count and
Localization of Objects

Nils Gageik, Christian Reul and Sergio Montenegro

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/63568

Abstract

This chapter describes and evaluates the design and implementation of a new fully
autonomous quadrocopter, which is capable of self‐reliant search, count and localiza‐
tion of a predefined object on the ground inside a room.

A camera attached to the quadrocopter and directed at the ground is used to find the
searched objects and to determine its positions during the autonomous flight in real
time. Hence, objects that fulfil the scanning parameters can be found in different
positions. Based on its own known position and the position of the object in the picture
of the camera, the position of the detected objects can be determined. Thus, repeated
detections of objects can be excluded. Consequently, objects can be counted and
localized autonomously.

The position of the object is transferred to the ground station and compared with the
true position to evaluate the system. Two different search situations and two different
strategies, breadth first search (BFS) and depth first search (DFS), are investigated and
their results are compared. The evaluation shows the potential, constraints and
drawbacks of this approach just as the effects of the search strategy, and the most
important parameters and indicators such as field of view (FOV), masking area (MA)
and minimal object distance. Moreover, the accuracy, performance and completeness
of the search are discussed. The entire system is composed of low‐cost components and
constructed from scratch. Its integration in the innovative real‐time operating system
RODOS (Real‐time Onboard Dependable Operating System) developed by the German
Aerospace Centre is described in detail. RODOS has been developed for embedded
systems such as satellites and comparable aerospace systems.

Keywords: autonomous UAV, quadrocopter, quadrotor, search and rescue, count, ob‐
ject localization

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



1. Introduction

Equipping unmanned aerial vehicles (UAVs) such as quadrocopters with more and more
autonomous abilities is an interesting field of research. Furthermore, it is a requirement for
challenging autonomous search and rescue missions, which are still a field of interest [1–14].
Especially, fully autonomous systems are challenging since they cannot rely on external systems
like Global Positioning System (GPS) or optical tracking for accurate positioning. State of the
art is the usage of a laser scanner for obstacle detection, collision avoidance and via a simulta‐
neous localization and mapping (SLAM) algorithm for positioning [15, 16]. But laser scanners
are heavy, expensive and fail  in some situations like a smoking environment.  Other ap‐
proaches are vision based, but the high computational burden often requires an external
computer for computation [17–19].

Therefore, a solution for a fully autonomous system is presented using a new hardware design
combining optical and PMD cameras with infrared and ultrasonic distance holders for a
reliable system capable of search and rescue missions. This chapter focuses on the concept,
implementation and evaluation of the search, count and localization of red balls (example
search targets) with the mentioned autonomous system based on an innovative new hardware
design.

In a preliminary calibration scan, the parameters of the object are defined: a red ball is used as
an example object. The scan determines the colour and radius of the ball. The implementation
and principles of the object recognition and search will be described in detail. After determin‐
ing the scanning parameters, the autonomous search can be executed. This is done autono‐
mously by the quadrocopter, which uses inertial, infrared, ultrasonic, pressure and optical
flow sensors to determine and control its orientation and position in six DOF (degree of
freedom).

This research is part of the AQopterI8 Project of the Chair Aerospace Information from the
University of Würzburg [20].

2. Terms and background

To clarify different terms, parameters and algorithms, which will be used later, those are
defined in this chapter. The main idea of the presented search approach is that the quadro‐
copter uses a camera directed at the ground and by flying through the search area; it scans all
possible locations on the floor for a target (red ball). If a target is detected, it is added to the
list of detected targets unless a target has already been detected at this position. Thus, the
whole area can be searched for targets and the amount of targets as well as their positions can
be determined.

The most significant parameters for the performance of the search, the virtual field of view
(VFOV), the masking area (MA) and the search strategy are investigated, and therefore need
to be defined.

Recent Advances in Robotic Systems2
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In this case, the field of view (FOV) is defined as the area on the floor which the camera covers
(Figure 1). Using computer vision object detection, a target can be found on this single picture
of the floor. The field of view is specified by the camera (hardware), whereas the virtual field
of view is the area which the search strategy uses in order to cover the whole search area at
least once. For VFOV, a smaller value than the true FOV may be used to leave no room for
inaccuracy. Detection might fail if the quadrocopter does not fly exactly as expected by the
search strategy or if the target is located between two pathways and cannot be seen completely.
A smaller VFOV leads to a higher coverage and a longer search pathway (compare Figures 2
and 3).

Figure 1. Field of view (FOV).

Autonomous Quadrocopter for Search, Count and Localization of Objects
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Figure 2. BFS waypoint list (VFOV 40 × 60).

Figure 3. BFS waypoint list (VFOV 60 × 90).

Two different search strategies, which are referred to as BFS (breadth‐first‐search) and DFS
(depth‐first‐search) later, are investigated. They correspond to the original algorithms, which
are used to search nodes in a graph. For reasons of simplification, all search algorithms start
at the bottom left corner of the search area.

The idea of the BFS strategy is shown in Figure 2. This strategy follows the general rule, which
says that closer positions are reached before farther ones. In general, the used algorithm follows
the iterative rule Up‐Right–Down‐Right–Up‐Left.
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In contrast to the BFS, the DFS does not search nearer but farther positions first. At first, the
algorithm covers the sides of the search area and proceeds with smaller iterations until the
complete search area is covered (compare Figures 4 and 5).

Figure 4. DFS waypoint list (VFOV 40 × 60).

Figure 5. DFS waypoint list (VFOV 60 × 90).

Figure 6. Masking area around an accepted target (red dot).
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The masking area (Figure 6) determines a square which is set around a found object to avoid
multiple detections of the same target. It is determined by a distance named MA. During the
search a target might be seen several times from different positions. Because of errors and noise
the target is never detected exactly twice at the same position, and therefore would be
considered as a new object multiple times. The masking area is subtracted and added to the
X‐coordinate and the Y‐coordinate of every accepted target and it is proved if the newly
detected target is located within one of these coordinates. If so, the newly detected target is
discarded, otherwise it is accepted. Instead of a circle a square masking area can be chosen for
reasons of simplification and the FOV being also a square.

3. Concept

The concept of the search is separated into two parts: the object or target search and the flight
search

3.1. Object search

The task of the object search is to determine the amount and positions of the targets by fusing
the results of the object detection with the current position of the quadrocopter (Figure 7). It
manages the list of found objects and adds new ones if necessary.

Figure 7. Object search concept.

Whenever the object detection has a hit, the absolute position of this new target is computed
by Formula (1),

Recent Advances in Robotic Systems6
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Whenever the object detection has a hit, the absolute position of this new target is computed
by Formula (1),
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T O Q OP = P + P + C (1)

where CO is the offset between the camera and the centre of the quadrocopter or its position
sensor, PQ is the current position of the quadrocopter and PO is the relative position of the found
object determined by Formula (2)–(5):

( )hP   O w
hC

= × - ×W M Z C (2)

 yx

x y

MM
R R

é ù
= ê ú
ê úë û

M (3)

[ ] 0.5 0.5=Z (4)

0
 

0
x

w
y

C
C

é ù
= ê ú
ë û

C (5)

Mx andM y   in Formula (2) are the coordinates of the object's centre point determined by the
object detection, Cx and Cy are the calibration width in X and Y, respectively, at a height of Ch ,
h is the current height and Z is a constant. Cx and  Cy are determined by the true FOV of the
camera. Rx andRy are the resolution of the camera in the X ‐ and Y‐directions, respectively.

Next, the position PT is compared with all positions iPT with i indicating the index of the already
accepted position. If the new position PT occurs within the masking area of any target iPT, it is
discarded, otherwise it is accepted.

3.2. Flight search

The task of the flight search is the waypoint generation. It ensures that the quadrocopter with
a determined VFOV covers the whole search area at least once. The VFOV is a static parameter,
which represents the FOV. A bigger FOV leads to less waypoints and a shorter flight search,
while with a smaller FOV more waypoints and resulting pathways are created. In general,
waypoints are not generated next to each other iteratively in small steps because of the bad
flight performance of this approach [21], but with maximal distance according to the search
strategy.

Then, the flight search is executed statically. That means the waypoint list is generated once
at the beginning and it is not changed during the flight. The waypoint list is determined by
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the search strategy, the search area and the VFOV. Figures 2–5 illustrate the effect of these
parameters on the waypoint list.

4. Object recognition

The algorithm for object recognition is based on significant information about an object’s shape
and colour and determines if it is a target or not [22]. The implemented search algorithm (object
recognition) expects targets, which are round and monochrome, such as red balls. Extending
the system to enable a detection of more than one target colour at the time can easily be
achieved. To provide the possibility of searching for other shapes like rectangles or human
bodies the object recognition needs to be replaced or changed fundamentally. For the experi‐
ments described in this chapter, red balls with a diameter of approximately 7 cm are considered
as search targets.

In the following sections, the necessary image processing fundamentals will be briefly
discussed. Afterwards, the circle detection algorithm used to identify the balls will be intro‐
duced. Finally, the recognition procedure consisting of an initial scan to determine the search
parameters and a subsequent search will be explained.

4.1. Image processing fundamentals

For implementation and guidance, the open source computer vision library OpenCV can be
recommended [23]. It contains a variety of basic image processing core algorithms as well as
advanced procedures for applications such as object recognition, feature extraction and
machine learning.

4.1.1. Image representation

A standard way to represent a picture while using a PC is the RGB model. Each pixel is
described by three intensity values: red, green and blue. Here we assume a resolution of 8 bit.
Therefore, the range for each value is 0–255 (=28 – 1).

For a bench of calculations, the RGB representation of a pixel is impractical and a single value
per pixel is preferred. Using the so‐called greyscale image the value grey of a pixel x can be
determined by its original RGB values (Formula (6)):

( ) 0.299· . 0.587· . 0.114· .grey x x R x G x B= + + (6)

The simplest representation is the binary image in which only two values exist: 0 and 1. If a
pixel meets certain requirements, for example if it has a specific RGB or a greyscale value, a
value of 1 is assigned, otherwise it has a value of 0.

Recent Advances in Robotic Systems8
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Figure 8. Image of two balls using its RGB (left), greyscale (middle) and binary (right) representation.

An example image of two balls and the corresponding greyscale image can be seen in
Figure 8. Furthermore, a binary image was created by assigned value 1 to each pixel with a
red value higher than 100 and with green and blue values lower than 50.

4.1.2. Filters

In contrast to the operations already introduced, filters use a variety of pixels and not just a
single one to determine the new value of a pixel. The idea behind the filters is to perform 2D
convolution: a so‐called filter matrix is slid over the original image and simple multiplica‐
tions of the filter elements with the underlying values of the image pixels are performed.
The calculated outcomes are summed up and the result is stored as the new value of the pix‐
el, which is located under the so‐called hot spot, the centre of the filter matrix. The entire
process is shown in Figure 9.

Figure 9. Mode of operation of a linear filter [24].

4.1.3. Edge detection

One of the most frequent applications of filters is edge detection [24]. Edges can be defined as
regions in which big intensity changes occur in a certain direction. To detect those changes one
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or several filters have to be applied to the greyscale image. In most applications, the so‐called
Canny edge detector is used [25]: after deploying a Gaussian filter in order to remove noise,
the intensity gradients are computed by applying the Sobel operator, which consists of two
separate filter matrices. The first filter computes the gradient in the x‐direction:

1 0 1
2 0 2
1 0 1

S
xH

-é ù
ê ú= -ê ú
ê ú-ë û

(7)

The second one highlights the change of intensity in the y‐direction:

1 2 1
0 0 0
1 2 1

S
YH

- - -é ù
ê ú= ê ú
ê úë û

(8)

The local edge strength E can then be calculated by combining the resulting images Dx and Dy

for each pixel (u, v):

( ) ( ) ( )22, ( , ) ( , )x yE u v D u v D u v= + (9)

Furthermore, the local edge orientation angle Φ(u, v) can be determined as

( ) 1 ( , )
, tan

( , )
y

x

D u v
u v

D u v
- æ ö

F = ç ÷
è ø

(10)

In general, the described procedure leads to blurry edges. Therefore, an edge thinning
technique called non‐maximum suppression is applied. The computed first derivatives are
combined into four directional derivatives and the resulting local maxima are considered as
edge candidates.

Finally, a hysteresis threshold operation is applied to the pixels. Two thresholds have to be
defined: an upper one and a lower one. If the local edge strength of a pixel is higher than the
upper one, the pixel immediately is accepted as an edge pixel. Pixels whose gradient is below
the lower threshold are rejected. If the local edge strength is between the lower and the upper
threshold, only pixels adjacent to pixels with gradients above the upper threshold are accepted.
This process promotes the detection of connected contours. In this work, values of 20 and 60
were used for the lower and upper thresholds, respectively.
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4.2. Hough circle transformation

A circle is defined by its centre C(xC , yC) and its radius r. All points P(xP , yP) on the outline of
the circle satisfy the circle equation:

2 2 2( ) ( )C P C Px x y y r- + - = (11)

Identifying circles from an edge image by using this equation and the simple approach of
checking for every centre candidate, how many edges lie on a circle around it, is very inefficient
and highly inadvisable. In the following sections two much faster and more robust approaches
are presented.

4.2.1. Basic method

The basic idea behind the Hough transformation can be seen in Figure 10. Given a target circle
with radius r. If circles with the same radius r are drawn around an edge point of the target
circle, they will intersect. The main accumulation of intersection will occur in the centre of the
target circle.

Figure 10. Intersecting circles (blue) drawn around the edge pixels of the target circle(s) (red) using one radius (left)
and a range of radii (right) [26].

To identify a circle with known radius r in an edge image, a so‐called accumulator array is
used. Typically, it has the same dimension as the edge image or is scaled down by a low integer
number. If the target radius is exactly known, a two‐dimensional array is sufficient. After
initializing every cell with zero the voting process starts. Each edge pixel is treated as a possible
circle outline and all corresponding centre candidates in the accumulator array get a vote. This
means that their value is incremented by 1. After voting all detected circles can be identified
by checking, in which cells in the accumulator array earned enough votes. Consequently, a
threshold is needed. As the value of each cell roughly corresponds to the number of circle
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outline pixels in the edge image, a useful threshold can be derived from the maximal number
of votes, i.e., the circle’s circumference [25].

However, in real‐world application the target radius often is not exactly known and the
algorithm has to search for a range of radii. This is implemented by extending the accumulator
array to three dimensions: two for the already described two‐dimensional arrays and one for
each radius. During the voting process each edge pixel votes for all possible circle centres by
incrementing the corresponding values in every radius plane.

It can easily be seen that the standard approach is not suitable to most real‐world applications
despite being very robust. First of all, it is slow because for every edge pixel approximately 2πr
centre candidates have to be calculated per radius r. Another problem is that the accumulator
arrays can be very memory intensive, especially if the input edge image resolution is high and
the target radius is not exactly known. Hence, several improvements were introduced and will
be discussed in the following section.

4.2.2. Gradient method

As shown in Formula (10), the local edge orientation angle can be easily determined. By
exploiting this, the circle detection algorithm can be executed with much higher efficiency. The
key observation is that all edges are perpendicular to the line that connects the edge pixel and
the centre of the circle. Therefore, it is not necessary to calculate up to 2πr centre candidates
for each edge pixel and vote for them in the accumulator array. Because of the edge orientation
angle the amount of candidates can be narrowed down to only a few pixels. This is shown in
Figure 11.

The vertical line in the centre of Figure 11 shows the respective local edge orientation. If the
radius is exactly known, in theory only two possible centres correspond to the given edge
direction: C1 and C2. They are located on a line perpendicular to the edge direction and their
distance to the considered edge pixel is r. If the algorithm is searching for a range of radii, the
sets of possible centres C1[ ] and C2[ ] are located on aforementioned line and the distances of
the centres to the initial edge pixel vary from rmin to rmax.

Hence, the accumulator array can be reduced to two dimensions even when searching for
several radii [27]. During the voting process the location of each edge pixel that casts a vote is
stored. After the vote the centre candidates are selected. To be taken into consideration the
accumulator value of a valid centre candidate has to be above the given threshold and higher
than the values of all its immediate neighbours. The approved centre candidates are sorted in
descending order according to their accumulator values.

Now the best fitting radius has to be determined. For this, the previously stored edge pixels
are considered. The distances between each of these pixels and the centre candidates are
calculated. Using these distances, the best supported radius can be determined. Finally, it has
to be checked, if the resulting centre is not too close to any previously accepted centre and if
it is supported by a sufficient number of edge pixels.
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Figure 11. Possible locations of centres given a specific edge direction (green) using one radius (left) and a range of
radii (right) [26].

4.2.3. Run‐time comparison

In Ding et al. [22], the run times of the described basic method and the gradient method are
compared by detecting red balls in an image using a resolution of 192 × 144 pixel. The achieved
results were averaged over 10 measurements and are displayed in Table 1.

1
ball

5
balls

Basic method 35.2 ms 63.4 ms

Gradient method 12.0 ms 12.5 ms

Table 1. Results of the run‐time comparison.

When only one ball is detected, the gradient method is already about three times faster than
the basic method. The difference becomes even more significant when the number of balls and
therefore the amount of edges is increased.

4.3. Recognition procedure

The recognition procedure is split into two phases: the initial search to determine the target
parameters pre‐flight and the actual search which is performed mid‐air by the quadrocopter.

4.3.1. Initial scan

Prior to the search, some parameters have to be predefined. Thus, a picture of the search target
is taken on a plane background and from a height close to the flying height of the quadrocopter.
The radius can be directly determined by detecting the ball and storing the radius, in which
the maximum number of votes in the accumulator array was achieved.
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Furthermore, the dominating colour within the detected circle is calculated by combining
several of the most frequent red, green and blue values. It is notable that the average values
are not used because they can be heavily influenced by bright spots on the search target which
emerge because of unfavourable lighting conditions. The final target colour does not consist
of exactly one set of RGB values but of ranges for each colour channel which are derived from
the original values.

Furthermore, the algorithm searches for more than one radius. Therefore, the initially detected
radius ±2 can be chosen as a target range to compensate for light variations of height during
the flight. To allow bigger chances in flying altitude, the radius range would have to be adjusted
according to the currently measured distance of the quadrocopter to the floor.

4.3.2. Search

The actual search is performed using a resolution of 192 × 144 pixels. This allows quick
processing while still preserving all the information necessary for a successful detection.

After taking a picture it is converted into a greyscale image and the Hough detection is
performed. The number and quality of detected circles heavily depend on the threshold used
during the Hough circle detection. A good value for the required number of votes is 30% of
the circumference of the smallest radius. With significantly higher values, target objects tend
to get missed far too often because the constant movement of the quadrocopter tends to prevent
the camera from taking sharp pictures.

All detected circles, i.e., all target candidates, are then analysed for their colour. For each pixel
inside a candidate's enclosing circle, it is checked if its RGB values lie within a certain range.
The range is determined during the initial scan. For a candidate to get confirmed as a target,
a certain percentage of its pixels has to be target pixels. Setting this threshold to about 40% was
a good value here.

5. Hardware design

Figure 12 depicts the hardware design of the quadrocopter (Figure 13). The brain of the system
is composed of two processing units, an AVR 32 bit MCU (microcontroller unit) UC3A and
the LP‐180 providing an AMD‐x86 processor and 2 × 1.6 GHz system clock [28].

The CPUs can be seen in the centre of the picture. The MCU interfaces all sensors except those
connected via USB and performs the control part with real‐time computing, while the task of
the LP‐180 contains all functions with a high computational burden such as object recognition
and mapping.

The quadrocopter uses a couple of sensors for obstacle detection and is capable of distance‐
controlled collision avoidance [29]. For object recognition, the C270 camera from Logitech is
used [30]. All processing is done on‐board the quadrocopter, so it is capable of a fully auton‐
omous flight.
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Figure 12. Hardware design.

Figure 13. AQopterI8 picture.

6. Software implementation

6.1. Overview and background (RODOS)

The underlying software problem with multiple, here three, real‐time processing units
interacting with each other is a typical application of the real‐time operation system RODOS
(Real‐time Onboard Dependable Operating System). An important aspect in the selection of
RODOS is its integrated real‐time middleware. Developing the control and payload software
on the top of a middleware provides the maximum of modularity. Different functions can be
developed independently and simultaneously and it is very simple to interchange modules
later without worrying about side effects because all modules are encapsulated as building
blocks (BB) and they interact only through well‐defined interfaces.

RODOS was originally developed for space applications at DLR (German Space Agency) and
is now distributed as open source for many applications such as Robotics [31, 32]. RODOS was
designed for application domains demanding high dependability (e.g., space) and targets the
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irreducible complexity in all implemented functions. It follows the quote ‘Perfection is
achieved, not when there is nothing more to add, but when there is nothing left to take away.’
from Antoine de Saint‐Exupery.

The quadrocopter firmware—ranging from attitude control to route planning, and payload
software, e.g., identification of objects—is implemented as a (software) network of communi‐
cating building blocks. A useful feature of the RODOS middleware is the location transparency
of building blocks. BBs can interact and communicate in the same way independently of the
location of communication partners. This includes the same computer, a different computer
in the same vehicle, on a different vehicle or between vehicles and ground station (operator
interface).

RODOS was designed as the brain of the Avionic system and introduced for the first time
(2001) the NetworkCentric concept. A NetworkCentric core avionics machine consists of
several harmonized components, which work together to implement dependable computing
in a simple way. In a NetworkCentric system we have a software network of BBs and a
hardware Network interconnecting vehicles (radio communication), computers inside of
vehicles (buses and point‐to‐point links), intelligent devices (attached to buses) and simple
devices attached to front end computers. To communicate with external units, including
devices and other computing units, each node provides a gateway to the network and around
the networks several devices may be attached to the system. The communication is asynchro‐
nous using the publisher–subscriber protocol. No fixed communication paths are established
and the system can be reconfigured easily at run time. For instance, several replicas of the same
software can run in different nodes and publish the result using the same topic without
knowing each other. A voter may subscribe to that topic and vote on the correct result.
Application can migrate from node to node or even to other vehicles without having to
reconfigure the communication system. The core of the middleware distributes messages only
locally, but using the integrated gateways to the NetworkCentric network, messages can reach
any node and application in the network. The communication in the whole system includes
software applications, computing nodes and even IO devices. Publishers make messages
public under a given topic. Subscribers (zero, one or more) to a given topic get all messages
which are published under this topic. As mentioned before, for this communication there is
no difference in which node (computing unit or device) a publisher and subscribers is running,
and beyond this they may be any combination of software tasks and hardware devices! To
establish a transfer path, both the publisher and the subscriber must share the same topic. A
topic is a pair consisting of a data type and an integer representing a topic identifier. Both the
software middleware and the hardware network switch (called middleware switch) interpret
the same publisher/subscriber protocol.

6.2. Software design

A simplified RODOS‐based software design of the AQopterI8 quadrocopter can be seen in
Figure 14. The different BBs exchange services by middleware topics. These BBs are located
on three different CPUs, the on‐board MCU UC3A, the on‐board x86 PC LP‐180 and the ground
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segment (GS) with an off‐board CPU. The GS provides the user with a GUI and is used for
commanding (Figure 15).

Figure 14. RODOS‐based software design (simplified).

Figure 15. I8Quatplay (Qt‐based Commanding Software GUI).

The IMU BB updates the IMU readings every 10 ms with already calibrated and conditioned
sensor values. The attitude heading reference system (AHRS) computes from these data the
3D orientation of the quadrocopter using a complementary quaternion filter. The control BB
performs the six degree of freedom (DOF) position control based on the position and orienta‐
tion given by other BBs. The Steer BB drives the motors and executes the commands of the
operator and navigation.

The position is further required by the Object Search BB and sent via the gateway using the
serial communication link as well as to the GS via WiFi. Thanks to the Gateway and Middle‐
ware of RODOS, these data can be used in the same way on another device as on the same
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device. The kernel of RODOS provides support for thread execution, time management,
synchronization and transparent access to external devices such as sensors by the HAL
(hardware abstraction layer) interface.

7. Evaluation

7.1. Overview evaluation

To investigate the performance, accuracy and limitations of the proposed system and to
compare both search strategies (DFS, BFS) as well as to discuss the optimal parameters for the
masking area and VFOV, the results of 63 experiments from two setups are presented.

7.2. First setup

The first setup contained 42 experiments. The search area consisted of a 3 m × 2 m square with
two randomly placed balls at the positions (50, 50) and (240, 140) according to Figure 16.

Figure 16. First setup.

In this setup the experiment was repeated for both search strategies, BFS and DFS, for four
different masking areas with MA = 0.1 m, MA = 0.15 m, MA = 0.2 m and MA = 0.3 m and with
three different VFOV: 0.3 m × 0.45 m, 0.40 m × 0.60 m and 0.60 m × 0.90 m. Then the computed
position of the target was compared with the manually measured one, supposed to be the true
position. For every single parameter setting, the average error dx in the X‐ and dy in the Y‐
direction was computed, first over both targets and then over the entire run together. Also the
number of double detections D (fail positive) and misses M (fail negative) was counted
(Table 2). In the second run, the experiments for MA = 0.3 m were skipped because MA = 0.2
m showed no problem in this setup.
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Detection failures DFS BFS

M D M D

VFOV 30–45 0 0 0 3

40–60 0 1 1 0

60–90 4 0 2 1

MA 10 2 1 1 3

15 0 0 1 1

20 0 0 1 0

30 2 0 0 0

Table 2. Detection errors first setup: M missing and D double detections.

From these data no clear difference in accuracy between DFS and BFS or between the different
parameter settings could be identified, but it could be concluded that the average error in one
axis is less than 15 cm. This setup of randomly placed balls is predominantly affected by
coincidence. It might be that one setting leading to one flight path fits well to the placement
of the balls.

By taking a look at the detection failures (Table 2), clear conclusions can be made. The real
FOV is about 65 cm × 45 cm and it can clearly be seen that a VFOV of 40 cm × 60 cm or higher
leads to misses. The bigger the VFOV is, the more misses occur, as expected. A proper VFOV
of 30 cm × 45 cm leads to no misses for both search strategies. The data show that a lower MA
can lead to double detections. This is the case because a target might be seen several times. As
the position error in one direction is about 15 cm, MA should be at least in the same range.
Conclusively, it can be seen that the DFS performed better and also that there is still a domi‐
nating systematical error.

7.3. Second setup

Based on the outcome of the first setup, in the second setup more balls were placed to reduce
the effect of coincidence. In addition, the search area was changed to a 2 m × 3 m square
(Figures 17 and 18), which aimed to equalize the results between the two search strategies and
to improve the results of the BFS. This time positions were selected, which should cause
troubles for all settings (Table 3).

Figure 17. Second setup.
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Figure 18. Picture of second setup from above.

Detection failures DFS BFS

MA VFOV M D M D

15 25–35 Skipped 2 4

30–45 0 2 2 0

40–60 0 0 1 0

60–90 2 0 4 0

20 25–35 Skipped 3 2

30–45 0 0 1 0

40–60 0 0 2 0

60–90 2 0 4 0

30 25–35 Skipped 2 0

30–45 0 0 1 0

40–60 1 0 1 0

60–90 3 0 4 0

Table 3. Detection errors second setup: M missing and D double detections.

Figure 19 depicts the results shown in the QT Control‐Software for a run with the settings MA
= 20 cm and 30 × 45 cm for VFOV. It demonstrates that for these settings all targets were detected
properly.

The second setup more clearly showed the effect of each parameter or setting and underlined
the already expected results. More targets reduced the effect of coincidence, and therefore one
run was seen to be enough.

The average position error for the DFS was 16 cm and for the BFS it was about 20 cm. According
to these data the DFS can already be concluded as more accurate, but a clearer distinction
between both search strategies can be made by taking the detection failures into account. For
the DFS there are 10 detection errors in nine experiments compared to 20 detections errors of
the BFS in the same setup. Considering these bad results, a value of 25 cm × 35 cm for VFOV
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Figure 19 depicts the results shown in the QT Control‐Software for a run with the settings MA
= 20 cm and 30 × 45 cm for VFOV. It demonstrates that for these settings all targets were detected
properly.

The second setup more clearly showed the effect of each parameter or setting and underlined
the already expected results. More targets reduced the effect of coincidence, and therefore one
run was seen to be enough.

The average position error for the DFS was 16 cm and for the BFS it was about 20 cm. According
to these data the DFS can already be concluded as more accurate, but a clearer distinction
between both search strategies can be made by taking the detection failures into account. For
the DFS there are 10 detection errors in nine experiments compared to 20 detections errors of
the BFS in the same setup. Considering these bad results, a value of 25 cm × 35 cm for VFOV
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was tested with the BFS, but this led to even worse results. There is no setting for the BFS
without detection error, but there are four settings with no detection error for the DFS.

Figure 19. GUI picture of search result (20–30–45): red: found targets; green: waypoints; yellow: position.

7.4. Summary evaluation

To sum up, it can be said that all settings, the search strategy, the masking area and the VFOV
have a significant effect on the performance of the search. Although still other, partly random
parameters and circumstances have an important influence on the result, optimal values of
these parameters are required. This is underlined by Figures 20–22, which show that the DFS
with MA = 20 cm and a VFOV of 30 cm × 45 cm or 40 cm x 60 cm detected eight balls exactly
and nothing else mistakenly. This means there exist settings, which solved this challenging
setup. It shall be mentioned that an MA of 30 cm led to a miss in one of the two cases because

Figure 20. DFS detection failures (general distribution).

Figure 21. BFS detection failures (distribution after MA).
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then one of the closest balls, which are 20 cm away, was not accepted. The BFS showed no
good results here and only a VFOV of 30 cm × 45 cm and of 40 cm × 60 cm led to acceptable
results. Altogether these results also made the BFS look worse than it was. Some balls were
positioned in such way that the BFS failed them by a few centimetres.

Figure 22. BFS detection failures (distribution after VFOV).

8. Conclusion and discussion

The evaluation demonstrated that the system is capable of autonomously detecting, counting
and localization of objects with an accuracy of about 15–20 cm. It was proven that an optimal
value for MA (20 cm) has to be a bit higher than the accuracy of the position system and that
objects with the distance of 20 cm (MA) in each axis can still be distinguished. Also the
coherence of the parameters MA and VFOV on the performance of the search and the detection
errors was demonstrated. A smaller VFOV with a smaller MA leads to more double detections,
while a too high MA leads to misses of nearby objects. As a general rule, too high VFOV leads
to misses because some areas are not searched properly. In this context the acceptance
tolerance, which was set to 25 cm in setup 2, is a parameter, which comes into effect. A waypoint
is already marked as reached if the current position of the quadrocopter is within this tolerance.
This can result in an incomplete cover of the search area and it explains why the BFS misses
some targets at the side of the search area.

The best parameter for VFOV was 30 cm × 45 cm. This setting together with the best value for
MA showed no detection error even in a challenging room with eight objects.

Furthermore, the evaluation proved that the DFS performed better than the BFS. The reason
for that is the fact that smaller waypoint steps are less accurate than less big ones because of
the set point jumps and the jump effect as well as the control and sensor system. These result
simplified mean that also for a flying robot such as a quadrotor using the underlying on‐board
sensors less turns and commands are better. This could already be demonstrated in previous
experiments [21]. The reason for that can be found in the dynamic of the quadrotor as an aerial
vehicle with very little friction (air) and the on‐board optical sensors, which are especially
affected by the behaviour of the system. Rotations, which mainly occur after set point changes,
are a source of error for the position determination.
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Although the system was proven capable of performing autonomous and challenging search,
count and localization missions, the evaluation of the system did not show a very high accuracy
according to the determined positions and the fact that optical sensors were used, which
generally can reach higher accuracies. There are multiple sources for accuracy errors, which
start from the manually measured and placed target positions in a region of several centime‐
tres. The next major source of error is the starting error, which means the wrong position
measured by the optical flow during lift off and the wrong initial position and orientation or
placement error of the quadrocopter on the starting position. An initial orientation error for
yaw of only 1° leads to a position error of 5 cm after 3 m. It is most likely that the initial yaw
orientation error was sometimes in the range of a few degrees. These are good explanations
for the high systematical error, which can be seen in the data. A proof of this fact is given by
a closer look at some raw data. They demonstrate that the accuracy for the closer object is much
better than for the farer object, even if the closer object is detected later in some cases. The best
explanation for this is an initial yaw orientation error or missing alignment.

In general, it can be concluded that for this setup proof of high accuracy is challenging and the
accuracy of the system might be better than the data show, but at the same time this is not the
presented work.

Other sources of error are wrong calibration values for the relative position of the detected
object Po (Formula (2))) and simplifications of Formula (2), an incorrectly measured height, a
wrong scaling factor for the optical flow and bad lighting and surface conditions, which lead
to position errors measured by the optical flow sensor.

The current orientation of the quadrocopter is not considered in the computation of the
position PT. This was intended because the effect of an orientation error should be excluded
from the evaluation. In some cases this led to double detection errors.

9. Perspective

Although the system performed quite well in general, there is potential for optimization. The
effect of the already mentioned acceptance tolerance and an improved procedure for the
waypoint navigation would allow higher values for VFOV. Furthermore, the system can be
improved by using two phases. In the first phase, the object search just tries to find something
with a low resolution reducing the computational burden and increasing the possible sample
time. The focus of the first phase is to overlook nothing. If it has a hit, the quadrocopter
suspends the waypoint search and flies to the position of the hit. Then, the second phase is
executed using a high resolution and accuracy and only in this phase the accepted position is
determined. Computational burden is unimportant in the second phase because the quadro‐
copter is on position hold.

A different approach with a moving camera and flexible height could also be investigated. In
this case, the quadrocopter would possibly not need to search the whole area or at least the
waypoint list could be much smaller. In our setup, the quadrocopter could simply fly 4 m up
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and could see the complete search area. But that will not be possible in every situation as
usually rooms are not that high. However, it needs to be compared that which accuracies and
detection performance could be achieved then. Taking obstacles and unknown limitations into
account as well as the fact that objects might not be detected properly from a distance and at
an angle, this approach is much more sophisticated, but also offers more potential and might
save flight time, and therefore could reduce the energy consumption.

Another interesting improvement would be to use the obstacle detection sensors to improve
the position computation, and therefore the accuracy of the localizations. A challenging part
here is a reasonable distribution of the limited resources of the LP‐180 to the different de‐
manding tasks.
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Abstract

Although there exist some unmanned surface platforms, and parts of them have been
applied in flooding disaster relief, the autonomy of these platforms is still so weak that
most of them can only work under the control of operators. The primary reason is the
difficulty of obtaining a dynamical model that is sufficient rich for model-based control
and sufficient simple for model parameters identification. This makes them difficult to
be used to achieve some high-performance autonomous control, such as robust control
with respect to disturbances and unknown dynamics and trajectory tracking control in
complicated and dynamical surroundings. In this chapter, a flooding disaster-orient‐
ed unmanned surface vehicle (USV) designed and implemented by Shenyang Institute
of Automation, Chinese Academy of Sciences (SIA, CAS) is introduced first, including
the hardware and software structures.  Then,  we propose a  quasi-linear parameter
varying (qLPV) model to approach the dynamics of the USV system. We first apply this
to solve a structured modeling problem and then introduce model error to solve an
unstructured modeling problem. Subsequently, the qLPV model identification results
are analyzed and the superiority compared to two linear models is demonstrated. At
last,  extensive application experiments,  including rescuing rope throwing using an
automatic pneumatic and water sampling in a 2.5 m radius circle, are described in detail
to show the performance of course keeping control and GPS point tracking control based
on the proposed model.

Keywords: unmanned surface vehicles, quasi-linear parameter varying system, active
modeling, unscented Kalman filter
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1. Introduction

Floods are among the most major climate-related disasters and have resulted in substantial
losses including enormous property damage and human casualties [1]. Numbers of casualties
and losses could be larger in the future in response to global warming. The biggest challenge
lying in rescuing operations is the low efficiency and the high risk of the rescuers, which is also
a problem focused on by this work. Unmanned system is one of the solutions that replace people
in the rescuing operations.

Unmanned surface vehicles (USVs), also called autonomous surface vehicles (ASVs), are often
used to name the vehicles, which can run on the surface autonomously. Surface robot-assisted
flood disaster rescue and inspection is a new research direction in the field of robotics. Here
are some obvious advantages: (1) the smaller size allows the USVs to access to narrow and
small space to get detailed information; (2) remote operation can avoid casualties of the
rescuers caused by the unexpected potential dangers. After Hurricane Wilma in 2005, USVs
have been used for emergency response by detecting damage to seawalls and piers, locating
submerged debris, and determining safe lanes for sea navigation [2]. After the Fukushima
nuclear accident in 2011, the United States and Japan have used robots to assess the damage
jointly [3].

Also, in 2007, a new Trimaran unmanned surface vehicle (TUSV) as a test-bed to verify the
robust motion control strategies has been designed in Shenyang Institute of Automation,
Chinese Academy of Sciences (SIA, CAS) [4]. After that, in 2012, a water-jet propulsion USV
equipped with different kind of sensors and ground control system has been designed and
implemented in SIA to improve the performance of USV [5]. In 2015, to increase the reliability
and real time of USV, the software architecture has been designed based on a real-time
operating system QNX 6.5.0. Also, the selection of an appropriate platform and associated
hardware as well as useful and sufficient sensors, and integrating these two entities has been
taken into consideration. Modular design is adopted in the hardware and software structures
to improve system scalability. The hardware structure comprises six sub-systems, including
the on-board control computer sub-system, power sub-system, communication sub-system,
sensor and perception sub-system, ground station sub-system, and execution sub-system. The
software structure comprises six modules, the communicator module, GPS-IMU module,
protocol module, tracker module, controller module, execute module, and engine module.

In general, the surface environment of flooding disasters, including fixed obstacles, floating
obstacles, narrow canals, and the wind/wave/current disturbances, makes the target difficult
to be inspected by an USV, because it presents a great limitation in trajectory tracking in
complicated surroundings. The primary reason is the difficulty of obtaining accurate and
applicable dynamical models. The hydrodynamic mechanism is very complex, and the
dynamical model parameters change with Froude number Fr =U / Lg , where U is the
operating speed of USV, L is the overall length of USV (the submerged length of USV), and g
is the acceleration of gravity [6]. When the Froude number is <0.5, the main fluid forces exerted
on USV are the hydrostatic pressure by replacing water with respect to hydrodynamic
pressure, called displacement area; when the Froude number is >0.5 but <1, the main fluid forces
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exerted on USV are hydrostatic and hydrodynamic pressure, called semi-displacement area;
when the Froude number is >1, the main forces exerted on USV are hydrodynamic pressure,
called planning area. Since the model structure and parameters will change greatly from
displacement area to planning area, there is no unified dynamics model of a surface robot.

To approximate the hydrodynamics, we propose an active quasi-linear parameter varying
(qLPV) model to approach the dynamics of the USV system. The LPV model concerns linear
models whose state-space representations depend on state independent parameters [7]. The
qLPV model is obtained by making the varying parameter of the LPV system a function of the
state [8]. To accommodate the unstructured model error, the model error is introduced into
the qLPV structured model as a complementation, and with the active modeling technique,
the model error online estimation is used to improve the modeling accuracy. There are many
available algorithms for active model online estimation such as the extended Kalman filter
(EKF) [9] and epsilon-support vector regression (ε-SVR) [10]. In this chapter, the Unscented
Kalman Filter (UKF) is utilized to obtain the unstructured model error.

Finally, to show the performance of the USV systems and the modeling methods, extensive
experiments have been done including rescuing rope throwing by using an automatic
pneumatic, rescuing of people, air–surface robots’ cooperation, environment data collection,
model parameters identification, communication distance testing, and water sampling in a 2.5
m radius circle.

2. System design of flooding disaster-oriented USV

Although the parts of USVs have been applied in reality, the autonomy of these platforms is
still so weak that most of them can only work under the control of operators. This makes them
difficult to be used to verify some high-performance autonomous control algorithm. Thus, a
new USV system equipped with different kinds of sensors and ground control system is
designed and introduced in this chapter.

Modular design is adopted in hardware and software structures, and the corresponding
modules will be described in detail. Every hardware module is a separate subsystem which is
connected together by waterproof aviation plugs. An automatic pumping system is equipped
in the USV to drain water when the water level in the hull exceeds the warning level. Similar
to the hardware system, every software module is a separate processor that is connected
together by shared memories. Since all processors share a single view of data, the communi‐
cation between processors can be fast as memory access. When the shared memories have been
created, all the processors needed to do is to map the shared memory and initialize the read/
write lock of thread in shared memory struct.

2.1. Hardware design

The USV system designed and implemented in SIA, CAS is shown in Figure 1. Its basic
parameters are provided in Table 1.
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Figure 1. The USV platform.

Length Width Height Max velocity Payload

2800 mm 700 mm 370 mm 36 km/h 70 kg

Table 1. Performance parameters of the USV.

The material of USV is fiber-reinforced polymer (FRP) which is a composite that is suitable for
structures in corrosive environment and long-span lightweight structures due to its high-
strength, light-weight, and anti-corrosive qualities [11].

To improve system scalability, the hardware structure adopts modular design. The hardware
structure comprises six sub-systems, including the on-board control computer sub-system,
power sub-system, communication sub-system, sensor and perception sub-system, ground
station sub-system, and execution sub-system.

2.1.1. On-board control computer sub-system

The on-board control computer sub-system (Figure 2) contains an Advantech computer
UNO-2170 with 2X LAN, 4X COM, 1X 32G Compact Flash (CF), and 2X PCM-3780. The
Advantech computer UNO-2170 supports QNX Neutrino Real-time Operating System (RTOS)
and can be used to record the experimental data in 0.01 s. The PCM-3780 is a general purpose
multiple channel counter/timer card for the PC/104 bus. It provides two 16-bit counter channels
which can be used to produce the required Pulse Width Modulation (PWM) wave to control
the ignition/flame switch servo, steering rudder servo, engine throttle servo, and the selector
switch servo. Using the Advantech computer UNO-2170, the GPS-IMU data, and the command
data from ground station sub-system can be received though two COM serial ports.
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which can be used to produce the required Pulse Width Modulation (PWM) wave to control
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switch servo. Using the Advantech computer UNO-2170, the GPS-IMU data, and the command
data from ground station sub-system can be received though two COM serial ports.
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Figure 2. On-board control computer sub-system.

2.1.2. Power sub-system

The whole on-board control computer sub-system, as well as all sensors, is powered by a 12
V battery jar. Besides, considering the possibility of overvoltage at the time of switching on
power, Advantech PCM-3910 DC-DC power supply module is utilized to smooth the output
voltage of the battery. Moreover, the engine can generate electricity to recharge the two
batteries using a battery isolator to avoid the voltage dropping when the engine is starting.
The working time of the USV system is larger than 2 h.

2.1.3. Communication sub-system

The communication sub-system mainly contains a Futaba receiver, two FGR2 900 MHz
industrial radios, a wireless router, and an image transmission equipment. The Futaba receiver
is used to receive the signal from the Futaba remote controller in emergency case. The industrial
radio in ground station sub-system is used to transform command data from ground station
sub-system to on-board control sub-system, while the other industrial radio in on-board
control computer sub-system is used to transform feedback data from on-board control
computer sub-system to ground station sub-system. The maximum communication distance
from ground station sub-system to on-board control sub-system is 20 km. The wireless router
is used to connect debugging computer with UNO-2170 computer since it is not convenient to
use QNX SDP on a QNX Neutrino RTOS system for self-hosted development. The image
transmission equipment is used to transfer the video of the IP camera.

2.1.4. Sensor and perception sub-system

The sensor sub-system contains a GPS-IMU system (see Table 2), an IP camera, a sonar, and
a LIDAR. The GPS-IMU is used to locate the USV and obtain some inertial states such as
attitude, velocity, and acceleration. The IP camera can monitor the environment of USV both
in daytime and at night since it integrates infrared and visible light sensing device. Video from
the IP camera is compressed based on the standard of H.264 and is transformed into the ground
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station sub-system through an image transmission equipment. The sonar and LIDAR sensors
are also equipped in the USV system to detect the obstacles under and above the surface,
respectively.

Specification Value

Heading accuracy 0.2° (1 σ, base line ≥ 2 m)

Attitude accuracy 0.5° (1 σ)

Position accuracy 2 cm + 1 ppm (CEP)

Speed accuracy 0.1 m/s

Data updating rate 1 Hz/5 Hz/10 Hz/100 Hz

Gyro range ±100°/s (optional ± 300°/s)

Gyro zero offset ±100°/s

Table 2. Specification of GPS-INS (XW-GI5630).

2.1.5. Ground station sub-system

Ground station sub-system (Figure 3) is an important human computer interaction platform
for information processing.

Figure 3. Ground station sub-system.

It is the main controller unit of the USV system except for the on-board control computer sub-
system and plays an important role in assisting the operator to monitor the USV’s state real-
time. When the USV is in some emergency situations, the operator can take appropriate
disposition to ensure the safety of the USV through the state displayed on the ground station
sub-system.
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The ground station sub-system includes a high-speed computer, two screens (one is data
screen, the other is video screen), communication device and two joysticks (control the rudder
angle and engine throttle of the USV system, respectively). It allows remote controller operates
the USV such as ignition/flame, speed, and course keeping.

2.1.6. Execution sub-system

The execution sub-system (Figure 4) contains four servos: a rudder servo (used to control the
rudder angle of USV), a throttle servo (used to control the throttle size), an ignition/flame servo
(used to start or stop the USV), and a switch servo (used to select the ground station or the
remote controller to control the USV). The four servos receive the control data from the on-
board control computer sub-system or remote controller and take corresponding actions.

Figure 4. Execution sub-system.

2.2. Software design

Modular design is adopted in software structure. The software structure of computer control
system is implemented using QNX SDP V6.5.0, a real-time operational system (RTOS), which
is known as a real-time, high stable, and good portable OS. The software structure comprises
six modules, the communicator module (TCP communicate and data transmit), GPS-IMU
module (receive and process GPS-IMU signals), protocol module (parse the received data
frame), tracker module (GPS tracking), controller module (including PID controller, ACC
controller, and MPC controller), execute module (send PWM wave data to servos), and engine
module (get the engine propeller speed) (Figure 5).

Design, Implementation and Modeling of Flooding Disaster-Oriented USV
http://dx.doi.org/10.5772/64305

33



Figure 5. The software structure of USV system.

In execute module, there is an emergency sub-module that is used to stop the engine if no new
data from ground station sub-system is received over 120 s. When new data from ground
station sub-system are transferred to the on-board control sub-system, the execute module can
generate PWM wave data to control the servos again.

In the software architecture, the key module is the controller module, which contains course
keeping control, speed control, and GPS tracking control by using the measurements data from
GPS-IMU module. The control period is 0.01 s.

3. USV dynamic modeling

Originally, linear models are often used owing to their simple structure, and mainly include
first-order Nomoto model [12], first-order sideslip model [13], and linearized speed and
steering model [14]. The Nomoto model describes the yaw dynamics between turn rate and
the rudder angle input. However, when the USV’s heading undergoes a small perturbation,
the sideslip angle is no longer zero. To eliminate this defect in Nomoto model without
considering slipping motion, one can incorporate a first-order lag model for sideslip. The
sideslip model describes the sway dynamics that relates sideslip angle to turn rate. In addition
to sideslip model, the linearized speed model relates the speed increment to throttle increment
input. The linearized steering model relates the sideslip velocity and turn rate to rudder angle
input. These models are usually effective under the assumptions: (1) the forward speed
changes very slowly [15]; (2) the USV is in displacement area [16]. The deficiencies of the linear
models are clear: (1) it presents poor performance when describing the details of the ship
dynamics [17]; (2) the parameters change greatly for different speeds of the USV. This
deteriorates the control performance greatly.

In addition to linear models, there are two kinds of nonlinear models, maneuvring models and
sea keeping models. Maneuvring theory assumes that the USV is moving in restricted calm water.
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Hence, the maneuvring models are derived for USV moving at positive speed U under a zero-
frequency wave excitation assumption. The most famous model in maneuvring theory is the
Abkowitz model [18] which adopts a nonlinear third-order truncated Taylor series expansion
to approach the hydrodynamics at a nominal condition. Sea keeping theory, on the other hand,
is the study of motion when there is wave excitation and the craft keeps its heading ψ and its
speed U constant [18]. This introduces a dissipative force [19] known as fluid-memory effects.
To estimate and identify the hydrodynamic derivatives of these nonlinear models, the forces
and torque exerted on the USV need to be accurately measured. Unfortunately, this requires
some strict experimental conditions that are often impossible [20].

In this section, we propose an active qLPV model to approach the hydrodynamics of USV. The
advantage of the LPV model is that it is significantly simpler to be analyzed and allows the
application of many linear control methods. The qLPV model is obtained by making the
varying parameter of the LPV system a function of the state.

3.1. Active quasi-LPV modeling

The LPV model usually refers to the linear time-varying models that possess linear model
structure but have exogenous variable w(t) dependent system matrix A and input matrix B as
shown in Eq. (1) [7]. While qLPV models means that the system matrix A and (or) input matrix
B depend (or depends) on some state variable x of the system itself [8], that is, the system as
Eq. (1).

( )( ) ( )( )t t= +A B&x w x w u (1)

( ) ( )( ) ( ) ( )( ), ,t t t t= +A B&x w x x w x u (2)

That is, qLPV models are some kinds of generation of LPV models. The reason why we select
the qLPV model structure to present the USV dynamics is that the nonlinearities of an USV
cannot be ignored, especially when the USV is maneuvring with quickly varying velocity and
course. Therefore, to denote the strong nonlinearities, the USV system can only be transferred
into the qLPV form [21]:

( )= +A B&v v v u (3)

where A(v) = M−1N(v); u=T sinδ cosδ T; B=M−1 0 −1 xδ
1 0 0

T
.

The function A(v) in Eq. (3) can be denoted as linear combinations of the USV’s velocity, that
is,
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( ) ( )1
0 1 2 3 4u v r r-= + + + +A M N N N N Nv (4)

where

The qLPV model structure provides two advantages: (1) its parameters can be identified by
some linear algorithm resulting in a nonlinear mathematical model; and (2) mature linear
control synthesis schemes can be generalized to obtain adequate performance.

To further eliminate the unstructured model error, the active modeling technique is used to
account for the unstructured factors. In the preceding work, we have proposed a control
architecture as following Figure 6.

Figure 6. Active model-based control scheme.

In this architecture, the structured model can be used to design some nominal controller, while
the online estimated model error is used to improve the closed loop performance of the
nominal controller. To obtain the model error, we first rewrite the system Eq. (3) to follow the
state-space form:
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( )
m

= + + D

= +

A B&v v v u v
z v v

(5)

where v is the system state vector; A(v)v + Bu is the structured system dynamics function which
is shown in Eqs. (3) and (4); ∆v is the model error; z contains the measurements; and vm contains
the measurement noise.

Then, UKF algorithm is used to estimate the model error ∆v using the available measurements.
The UKF is an often-used nonlinear Kalman filter owing to its good performance with respect
to strong nonlinearities. The main idea of the UKF algorithm is that it uses the unscented
transformation (UT) to handle the nonlinear part and compute the influence of the nonlinear
function on some stochastic variables. The UT provides an approach for approximating the
statistics of a nonlinear transformation through a finite set of “sigma points”:

( )=z f x (6)

where f is a nonlinear function and x denotes an n × 1 stochastic variable with a mean of x̄ and
a covariance of Px.

To calculate the propagation statistics of x through f, that is, the mean z̄ and covariance Pz of
the output z, the UT uses the following steps. The complete process is illustrated in Figure 7.

Figure 7. Unscented transformation.

The normal UKF can be deduced as follows.

UKF-I: Initialization. The measurement noise vector statistics are calculated from the initial
measurement:
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where E[*] denotes the mean (i.e., expectation) of [*].

UKF-II: Sigma points calculation. At the kth time instant, using the kth time instant mean v
^

k
e

and covariance Pk, the sigma points are defined using a Gaussian distribution.
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UKF-III: Time update. Using the sigma points, the new state is acquired:

(9)

UKF-IV: Measurements update. Similarly, using the updated state v
^

k |k−1
e  and Pk |k−1 in UKF-

III, new sigma points ξi ,k |k−1
e  can be calculated to update the measurements.

(10)

When the new measurement zk is obtained, the state vk
e is updated:
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where Qk and Rk are the process and measurement noise covariance, respectively, which are
both assumed to be known a priori. The parameter α is usually set within [0.0001, 1].

3.2. Identification results

In this section, we describe the results of two experiments: (1) full state model identification
experiment; (2) active modeling enhanced qLPV model experiment. In the final, the results are
analyzed and compared.

To quantitatively compare the identification errors, an index function is defined to evaluate
the identification errors:

( ) ( ) ( )2 2

1 1

1 1/
N N

index est ral ral
i i

J x i x i x i
N N= =

= -é ùë ûå å (12)

To verify the model accuracy for different motion, experiments were conducted using a sine
wave rudder angle input as shown in Figure 8. The quantitative comparisons are given in
Table 3.

Figure 8. Sine wave rudder angle: input of the USV.

From these results, one can see that the qLPV model presents better performance for the USV
system, especially for surge dynamics, for which the prediction error is <3% (no more than half
of that for the two linear models). For sway dynamics, the qLPV model also provides better
accuracy, but it is not as good as that for surge dynamics. This means that sway dynamics and
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yaw dynamics possess stronger nonlinearity since the sway and yaw speed are usually smaller
and easily influenced by external disturbances compared to surge dynamics.

Linearized Nomoto with sideslip qLPV

(a) Surge dynamics 4.6% 4.6% 2.3%

(b) Sway dynamics 19.7% 17.9% 16.4%

(c) Yaw dynamics 13.7% 13.4% 13.5%

Table 3. Modeling error for sine input.

To further reduce the model mismatch’s influence and improve the estimation accuracy, the
active modeling scheme is used. Using an UKF algorithm, the model error of the qLPV
structured model is estimated online.

The parameters of the UKF algorithm are

( ) ( )2

3

30 , 0 ,

, ,

1 0,0,0,16,2,1 =1 16,2,1

1 10 2

Q diag R diag

a b

-

-

-=

= ´ =
(13)

and we use the same data as that of the full state model identification experiment, that is, the
throttle was set to 30%, and the rudder angle follows a sine wave with amplitude π/3. The
prediction error computed by using Eq. (12) is shown in Table 4. Compared to the results from
the qLPV model without active modeling in Table 3, the model accuracy improvement is
significant. The active modeling enhanced qLPV model significantly reduces the prediction
errors (only one-third of that for the qLPV model). This is intended to make the USV autono‐
mously adaptive to its internal and external uncertainties, that is, to achieve a robust tracking
performance for time-varying unknown disturbances in the vehicle dynamics.

Surge Sway Yaw

0.8% 4.8% 4.5%

Table 4. Modeling error for active modeling enhanced qLPV model.

4. Application experiments

There are some application experiments to show the performance and application prospect of
the USV system, such as rescuing rope throwing, rescuing of people, air–surface robots’
cooperation, environment data collection, and water sampling. In this section, two typical
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experiments, that is, rescuing experiment and water sampling experiment, are introduced in
detail.

4.1. Rescuing experiment

The rescuing throwing experiment is aiming at searching and rescuing the trapped people
(Figure 9). When trapped people were detected, the USV’s direction would be adjusted by the
ground station sub-system to launch a lifebuoy by using an automatic pneumatic. After the
lifebuoy was exposed to water, it would be inflated automatically in 5 s.

Figure 9. Rescuing experiment. (a) Rescuing rope throwing and (b) rescuing of people.

The launch power is from the high-pressure (30 MPa) gas in pneumatic cylinders. The trigger
servo (Figure 10) of the pneumatic is controlled by the PWM wave from the on-board control
computer or the remote controller. The farthest distance of dumping is 150 m. Using the kayak
carried by the USV, we can achieve trapped people dragging. After the trapped people reached
the kayak, the ground station sub-system would send commands to USV to drag the kayak to
the safe place automatically.

Figure 10. Automatic pneumatic.
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4.2. Water sampling experiment

The sampling equipment is composed of four sampling bottles, a water pump and some assist
mechanical devices (Figure 11).

Figure 11. Water sampling equipment.

Figure 12. The minimum turning circle (radius 1.375 m).
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Figure 13. Four water sampling points and distance errors around the sampling points when water sampling.

First, the USV carried two sets of sampling equipment into a designed area (a 2.5 m radius
circle around an GPS point). While the USV arriving at the interested point, it started to circle
around the interested point at the minimum turning radius by using an GPS point tracking
control algorithm (Figure 12). Then, the water pump protruded from the equipment and
started drawing water into the bottle (each point for one bottle). After the work was done, the
USV would return back automatically by using a course keeping control algorithm.

Figure 13 shows the trajectory of USV and the GPS points tracking error at four sampling points
when water sampling. In the left figure, the green line represents the trajectory of USV, and
the red circles are the 2.5 m radius circles around the designed sampling points. From Figure
13, we can see that the maximum tracking error 1.2 m, far <2.5 m.
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5. Conclusions

The main concerns in this chapter is to design an real-time flooding disaster-oriented USV and
construct a dynamics model for the USV system which is simple enough for model parameters
identification and rich enough for motion control.

This work produced three contributions:

1. A real-time USV system adopting modular design by using different kinds of sensors and
ground control system was introduced;

2. To improve model accuracy, an active qLPV nonlinear model was constructed and
identified by considering both the 3-DOF rigid body dynamics and the hydrodynamics;

3. Extensive experiments were done to show the performance of the hardware and software
systems.
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The main concerns in this chapter is to design an real-time flooding disaster-oriented USV and
construct a dynamics model for the USV system which is simple enough for model parameters
identification and rich enough for motion control.

This work produced three contributions:

1. A real-time USV system adopting modular design by using different kinds of sensors and
ground control system was introduced;

2. To improve model accuracy, an active qLPV nonlinear model was constructed and
identified by considering both the 3-DOF rigid body dynamics and the hydrodynamics;

3. Extensive experiments were done to show the performance of the hardware and software
systems.
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Abstract

This chapter focuses on the compliance effect of dynamic humanoid robot walking.
This  compliance  is  generated with  an  articular  muscle  emulator  system,  which is
designed using two neural networks (NNs). One NN models a muscle and a second
learns to tune the proportional integral derivative (PID) of the articulation DC motor,
allowing  it  to  behave  analogously  to  the  muscle  model.  Muscle  emulators  are
implemented in the knees of a three‐dimensional (3D) simulated biped robot.  The
simulation results show that the muscle emulator creates compliance in articulations
and that the dynamic walk, even in walk‐halt‐stop transitions, improves. If an external
thrust unbalances the biped during the walk, the muscle emulator improves the control
and prevents  the robot  from falling.  The total  power consumption is  significantly
reduced, and the articular trajectories approach human trajectories.

Keywords: humanoids, articular compliance, muscle modeling, neural networks, bi‐
ped walking

1. Introduction

Robots are currently being designed based on human morphologies. Therefore, the most
recent humanoid robots are technologically complex systems, with an extremely high level of
mechanical  and electronic  integration.  They are equipped with complete perceptive sys‐
tems, which enable them to interact with the human beings and to move in human environ‐
ments. However, controlling humanoid robots is difficult, particularly walking motions and
balance when walking,  during transitions from walking to  stopping,  or  when the robot
undergoes  external  thrusts.  The  walking  and  running  abilities  of  humans  have  caused

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



researchers to focus on muscular skeletal system properties, with a focus on improving the
walking and interaction capabilities of robots.

One of the most significant properties of the mammalian muscle is compliance, that is, the
capacity to adapt the muscle stiffness to various movements and interactions. When walking,
the muscular compliance is implicated at a low level of control because it occurs in the muscle
(the actuator) according to the required movement of the limb. Muscle compliance allows a
muscle to optimize energy consumption by storing energy in passive phases and restoring
energy for active phases. This intrinsic muscle stiffness control allows humans to run, walk,
control walk‐halt‐walk transitions, and control posture related to external perturbations (other
systems, such as the vestibular apparatus, are also involved in balancing, walking, and running
processes).

1.1. Recent progress in articular compliance for legged robots

Creating an artificial system that can mimic mammalian muscle behavior would represent
significant progress in the field of humanoid robots [1]. This goal can be achieved via numerous
advancements [2, 3].

1.1.1. Compliant actuators

Special mechanical systems can be built that store and restore energy based on the walking
phases. This approach, which is known as passive dynamic walking, was pioneered by McGeer
more than a decade ago [4] and has been analyzed by several studies [5–8]. Passive dynamic
walking is attractive due to its elegance and simplicity. However, active feedback control is
necessary to achieve walking on the ground and varying slopes, for robustness related to
uncertainties and disturbances, and to regulate the walking speed. The first active feedback
control that exploits passive walking appeared for planar bipeds [6, 9–11]. Three‐dimensional
(3‐D) passive walking was studied [12, 13], the results [11] of which were extended to the
general case of 3‐D walking [8]. An interesting extension of these concepts uses geometric
reduction methods to generate stable 3‐D walking from two‐dimensional (2‐D) gaits [14].
Robustness issues were addressed by using total energy as a storage function in the hybrid
passivity framework [15].

Another manner in which to achieve compliance is to design actuators that reproduce the
properties of mammalian muscles. These novel elastic actuators can be regarded as an artificial
“muscle‐tendon” [16]. The McKibben pneumatic muscle actuator [17–19] produces a high force
at low speeds, but these actuators are difficult to control because of their nonlinearity depend‐
ing on air temperature and pressure. However, artificial pneumatic muscles or elastic actuators
can be used to actuate joints of bipedal robot and their natural compliance improves robustness
to postural and motion in jumping experiments [20, 21].

Alternatives, such as piezoelectric actuator, electroactive polymers, or shape memory alloys,
also possess energy disadvantages. Emerging technologies, such as those based on electroac‐
tive polymers, can provide high power density with reasonable energy efficiency [22].
Dielectric elastomer‐based linear actuators are interesting; however, their thrust profile can be
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improved in terms of stiffness characteristics [23]. These techniques are very promising, but
no electroactive polymer has yet yielded a walk within a biped.

1.1.2. Compliant joint with mechanical elasticities

Other approaches consist of developing new mechanisms in the robot actuators. Springs can
be attached across the knee joints in parallel with the knee actuators [24], or a spring can be
inserted in series with the actuator and thus reduce the energy consumption [25–27, 45]. This
has been demonstrated for running, where tendons may be responsible for half or more of the
overall work of the musculo‐tendinous system [28]. However, the tendons could yield the
required leg speed with only a small active work production, such as that from the transfer
phase [29, 30] or from slow walking to fast running [31]. The necessary “push‐off” phase, which
allows humans to walk at all speeds, also benefits from elastic energy storage in the Achilles
tendon [32, 33]. The springs could also be arranged in parallel with the actuators so that no
active force is required to initiate these springs. The Delft biped [36] applies this principle with
springs (and MacKibben muscles) at the ankles, which provides extended support for the leg
and helps reduce collision losses. Although these principles can reduce the energy consump‐
tion, they tend to be poorly suited for theoretical control law designs. Mechanical systems
(stops, clutches, latches, etc.) introduce nonlinearities, which are generally incompatible with
traditional control approaches. The linear springs that store and return the energy introduce
natural oscillation modes, which must be further identified and controlled. Adding elastic
knees to biped robots offers more elastic gaits [34]. Knee prosthesis including elastic actuators
positioned in parallel to reproduce agonist‐antagonist muscle actions increases enhanced
comfort of the human walking [35].

1.1.3. Compliant joint based on special control algorithms

In contrast to the insert compliance of the mechanical limb or actuator design, the compliance
effect can be achieved via a DC motor control algorithm [44]. Online controllers can be used
for maintaining dynamic stability of humanoid robots. Mixing damping joint and damping
controller increases the balance of the robot [37].

One such approach consists of adapting the proportional integral derivative (PID) gains of the
DC motor control loop in real time, according to a specific control law that explains the
compliance behavior. For example, if this law represents a muscle model, then it can theoret‐
ically reproduce responses that are similar to those observed in the musculo‐skeletal system.
This approach then possesses the benefits of electric motors and those of human muscle
without adding any physical elements to the robot. Nevertheless, this approach requires a
muscle model.

Studies have mimicked muscle behavior using a DC motor and PID controller [38]. This muscle
emulator (Figure 1) uses a muscle model developed based on a neural network autoregressive
exogenous (NNARX) input structure. This NNARX was trained to learn data issued from
experimentation described by Gollee and Donaldson et al. in [30, 39]. The PID parameters are
tuned using an multi‐layer perceptron MLP network with a special indirect online learning
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algorithm. The learning algorithm calculation is performed based on a model of the DC motor.
The NNARX muscle model output is used as a reference for the DC motor control loop, in a
model following control loop. The results show that the physical system was successfully
forced to behave like the muscle model within acceptable error margins. This technique was
able to physically emulate a nonlinear muscle model based on a DC motor with a PID controller
tuned by a neural network (NN), enabling a robot to walk like a human. Using neural actuator,
identification is possible when the actuator model is uncertain.

The rest of this chapter analyses the walking efficiency of a 3D simulated biped robot when
the muscle emulator is implemented or not implemented in the robot's knees. The work focuses
on the robustness of the dynamic walk during walk‐halt‐stop transitions and when external
unknown forces unbalance the walking robot. The simulation results show that articular
trajectories with the muscle emulator approach human trajectories and that the total motor
power consumption is significantly reduced.

This chapter is organized as follows. After this introduction, Section 2 presents the robot and
simulator, and summarizes the walking control approach presented in [40, 41]. The control
algorithm implementation is described and the results are analyzed in Section 3. In addition,
the results are compared and discussed. Section 4 provides the conclusions.

Figure 1. Block diagrams of the muscle emulator. y(t) is the torque output of the DC motor, yd(t) is the output of the
muscle model, r(t) is the articular command, and I(t) is the input signals vector based on e(t),e(t-1),e(t-2) and ρ(t) which
provides information on the fast variations of r(t).

2. Walk control approach

This section integrates the muscle emulator into the knee joint control laws. The model of our
biped robot consisted of six active degrees of freedom within each leg. Each knee is driven
using a 90‐W DC motor (Maxon RE‐35) with 1/90 gear. The biped robot is simulated using the
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Open Architecture Humanoid Robotics Platform (OpenHRP) simulator. The muscle emulator
is implemented to control the DC motor in the low‐level control mode without altering the
high‐level robot controls. The high‐level controls include a walking algorithm based on a state
machine that provides a stable 3D dynamic biped walk. The walking algorithm and muscle
emulator are coded using C++ in the OpenHRP simulator.

2.1. Control levels description

The proposed robot actuator control diagram consists of two levels. The low‐level control is
designated by the PID controller. The high‐level control is designated by the dynamic walking
algorithm, which tunes the PD controllers and imposes the reference signals following the
walking phases (Figure 2).

Figure 2. Full human walking cycle (ref. right leg).

Two possibilities exist for the lower level, which are based on using the fixed PID gains for the
12 motors (gains are calculated to have the same adjustments as the real robot) or using the
fixed PID gains for all motors except those in the knees, for which PID gains are adapted using
the muscle emulator (Figure 3).

The high‐level control adapts the walking PD controller parameters to each walking phase and
introduces the corresponding reference signal to the low‐level loop. Note that all of the motors
in the low level are driven by PID controllers with desired articular angles.

A general equation of each actuator input Y_d PD controller is given by:

( ) ( ) ( )( ) ( )( )  Leg Leg LegPhase Phase
d c Actuator d d Actuator dActuator Actuator Actuator

Y t t K t K tt q q q q= = - + -& & (1)
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where τ(t) is the desired torque, θd is the desired angle, θ̇d is the desired velocity, “Leg”
corresponds to the stance or swing leg, and “Phase” corresponds to one of the eight phases of
the human walking cycle presented in Figure 3 and “Actuator” corresponds to the hip, knee,
and ankle. The values of Kc, and Kd change during each phase of the walk, as determined by
an empirical method when the swing leg approaches the ground [40].

Figure 3. Proposed dynamic walk control diagram. Top: all articular control loop with fixed PID gains Kc, Ti, Td. Bot‐
tom: knee adaptive control loop with muscle‐like control loop.

2.2. Dynamic walking algorithm

The proposed walking control approach is based on a sequential analysis of the human walking
cycle, the properties of which have been previously determined [37, 42, 43]. This cycle can be
divided in eight phases, with one leg acting first as a swing leg and then as a stance leg
(Figure 3). Phase 0 is the double support (DS) phase, during which the two legs are touching
the ground. Phase 1 is the lift‐off phase, in which hip muscle contractions accelerate the swing
leg. Phase 2 is the passive swing, which begins when the thigh is sufficiently accelerated. Phase
3 is the active swing phase. Phase 4 is the DS phase in the next half of the walking cycle. The
swing leg assumes the role of the stance leg (ST) in phase 5. Phases 6 and 7 are similar to the
fifth phase in terms of functionality related to the stance leg.
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We analyzed the human walking cycle [40] and determined that a robot's dynamic walk can
be modeled using a Petri net algorithm (Figure 4). The cycle is divided into 12 states. States 1,
3, 4, 5, 6, and 10 correspond to the swing leg and states 2, 7, 8, 9, and 11 correspond to the stance
leg. The initial position is defined when the two legs are in contact with ground (DS) and the
robot is standing, but one of the legs is behind the other. All of the transitions in this state
machine are defined based on the extreme values of essential leg angles in sagittal or frontal
planes. All of the articulations are driven by PD controllers (Eq. (1)), for which each gain
changes based on the corresponding phase of the Petri net algorithm. Finally, we can control
the robot's velocity with respect to its body inclination.

Figure 4. Petri net algorithm for a ROBIAN dynamic walk (S_Plane is sagittal Figure 5. plane, F_Plane is frontal plane).

To stop the robot walking cycle and keep it in a standup stable position, an extension of the
Petri net Figure 4 is applied to change our algorithm to introduce a stop phase (Figure 5). The
change will start working after swing leg touches ground (State 9, Figure 4, or phases 3 or 7
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in Figure 3). We controlled the hip motors to maintain the body in vertical position. By
controlling stance and swing leg, the robot will be in stable standup position where we keep
little distance between right and left legs foot. From this position we can control the robot to
walk again by simple walking algorithm by reapplying our walking Petri net algorithm.

We applied the overall Petri net algorithm using a simulated model of our ROBIAN biped
robot (Figure 6). The OpenHRP (Open Architecture Humanoid Robotics Platform) simulator
was used, which is a dynamic humanoid robot simulation platform that was developed by
AIST, the University of Tokyo, and MSTC. The robot model is programmed in VRML. All of
the robot specifications were taken into account. Many control algorithms were tested on the
real robot and on the simulated model to improve the similarity.

Figure 5. Petri net algorithm for a ROBIAN stop walk.

In the simulations, the walk begins from an initial position where the two feet are touching the
ground. The swing leg is behind the stance leg (double support) and the walking speed is 0.65
m/s. The step length and walking speed are controlled by varying the four reference angles.
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The duration of one complete walking cycle is approximately 1 s. The proposed approach
allows us to achieve dynamic ROBIAN walking that is similar to human walking [40].
Simulations show that the walk is stable on a long distance, that is, more than 10 walking cycle
[40]. Moreover, the approach also controls the robot's walk‐standup‐walk cycle, including
transitions and stops [41] in a stable limit cycle.

Figure 6. Modeling ROBIAN using OpenHRP.

Nevertheless, the adjustment of PID gains depending on the corresponding phase of the walk
algorithm is not sufficient enough to have fluidity in the walk and to adapt the walking gait
especially when the robot is unbalanced due to unexpected external forces. It has been seen in
introduction that mixing damping joint and damping controller increases the balance [37].
Moreover, the muscle emulator presented in Figure 1 acts simultaneously like a damping joint
and a damping controller avoiding any mechanical changes in the robot y. The next section
shows that implementation of this muscle emulator in the legs greatly improves the fluidity
and stability of the walking algorithm (Figures 4 and 5) against external perturbation and
reduces significantly the total power consumption of the robot.

3. Implementation of the muscle model and comparative results

This section implements the muscle emulator in the walking algorithm presented in the
previous section. Only the knee joints are modified to not complicate the algorithm. The
simulation results are compared with those obtained without the muscle model.

3.1. Continuous walking gait

The results presented in Figure 7 illustrate that the robot's articular angles are close to those
of humans and that trajectories generated with the muscle emulator are closer than those
simulated without it. Stance phase ankle motions are significantly improved. However, the
difference between the robot and human ankle angles remains the same in the swing phase,
and the robot's foot control is dissimilar to a human foot in the landing phase. This is because
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the human foot exhibits significant flexibility compared to the rigid robot foot. This assumption
has been confirmed by several experiments conducted by medical teams (Dr. B. Bussel and
Dr. D. Pradon of the APHP Poincaré Hospital, Garches, France). These experiments recorded
and compared human walking gaits based on rigid and non‐rigid human foot soles. Fig‐
ure 8 depicts the hip, knee, and ankle during one of these experiments. The results show that
the rigid sole changes the other articulation movements, especially those in the ankle, in which
the extension movement is significantly reduced.

Figure 7. Comparison of the joint angles between an average 13‐year‐old and ROBIAN (right leg) over two walking
cycles for the hip, knee, and ankle. The phases correspond to the human phases in Figure 3. The speed is 0.6 m/s.
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The robot foot then lands parallel to ground and the swinging leg foot begins the swing phase.
In the passive swing phase, ankle motors were controlled to keep the foot parallel to the
ground. The foot was stabilized in this position in the active swing phase, allowing the foot to
hit the ground in a manner that distributed the ground reaction forces equally throughout the
foot.

Figure 8. Comparison of the articular angles (in degrees) of the hip (flexion/extension), knee, and ankle (plantarflexion/
dorsiflexion) in humans, with a rigid and non‐rigid human foot soles. Time is expressed as a percentage of the human
walk cycle duration. The experiments were conducted by Dr. D. Pradon and Dr. B. Bussel of the APHP R. Poincaré
Hospital, Garches, France.

Figure 9 compares the articular joint power consumptions in the three articulations for one
walking cycle with and without the muscle emulator in the knees. One can see that the muscle
emulator reduces the power consumed at each articulation, even if it is only implemented in
the knees. Other simulations illustrate that the emulator reduces the working duration of the
DC motor in the overload zone defined by the constructor.

Figure 10 depicts the phase plane of three joint angles over 10 walking cycles with and without
a muscle emulator in the knees. The muscle emulator induces changes in each articular
movement, especially in the knees, for which the amplitude or flexion/extension is reduced
and the extension reaches 0°. The convergence of the trajectories between the transient and
stable walking cycles illustrates the stability of the walk.
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Figure 9. Comparison of the joint power consumption (right leg) of the hip, knee and ankle of ROBIAN over one walk‐
ing cycles with and without a muscle emulator. The speed is 0.6 m/s.
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Figure 10. Phase plan of the three joints for 10 walking cycles. Top: without the muscle emulator. Bottom: with the
muscle emulator.

3.2. Walk‐halt‐walk transitions

Figure 11 presents the different angular variations of both legs during a walk‐halt‐walk cycle
that takes approximately 15 s. The curves show the differences between the two models during
walking and stop processes. When walking, the curves are nearly identical, suggesting that
the emulator does not change the robot's velocity. However, it is clear that the cycle induced
with the muscle emulator displays more reduction than the simulation without the emulator.
In addition, the emulator allows the robot to stop in a stand‐up position with legs extended
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(hip and knee angles close to zero). The speed oscillations observed during the stop, which are
reduced by the emulator, are due to the balance control instabilities, especially in the ankles.
The muscle emulator acts as a low‐frequency pass filter.

Figure 11. Angular variations of the hips, knees, and ankles of ROBIAN during a complete “walk‐halt‐walk” cycle (2 s
of walking, 6 s of stopping and 8 s of walking).

Figure 12 shows the robot's trunk speed variations, which correspond to the curves in
Figure 10. Transitions occur between the walking and stopping and stopping and walking
processes. During these transitions, the balance of the robot is controlled based on the states
and transitions of the Petri net. The shapes are nearly identical. However, the transient speed
at the beginning of the stop is slightly amortized with the muscle.

Figure 12. Trunk speed during a complete walk‐stop‐walk cycle.

Recent Advances in Robotic Systems60



(hip and knee angles close to zero). The speed oscillations observed during the stop, which are
reduced by the emulator, are due to the balance control instabilities, especially in the ankles.
The muscle emulator acts as a low‐frequency pass filter.

Figure 11. Angular variations of the hips, knees, and ankles of ROBIAN during a complete “walk‐halt‐walk” cycle (2 s
of walking, 6 s of stopping and 8 s of walking).

Figure 12 shows the robot's trunk speed variations, which correspond to the curves in
Figure 10. Transitions occur between the walking and stopping and stopping and walking
processes. During these transitions, the balance of the robot is controlled based on the states
and transitions of the Petri net. The shapes are nearly identical. However, the transient speed
at the beginning of the stop is slightly amortized with the muscle.

Figure 12. Trunk speed during a complete walk‐stop‐walk cycle.

Recent Advances in Robotic Systems60

3.3. Stability versus external perturbation forces

We simulated the external forces that affect the robot in the sagittal and frontal planes to assess
the robustness of the walking algorithm with the muscle emulator. Figure 13 shows the
instantaneous sagittal plane horizontal velocity variation due to a 35 N and 100 ms thrust force
applied forward and a 50 N force (100 ms duration) applied backward. Note that the speed of
the robot initially decreases. The velocity then maintains the same average speed with muscle
emulator, but a larger average speed without. This suggests that the robot is close to falling
after being pushed without the muscle emulator.

Figure 13. Trunk speed of ROBIAN in the sagittal plane, after applying a force. Top: in the direction of the walk. Bot‐
tom: in the direction opposite the walk.

Figure 14 shows the effect on the instantaneous frontal plane horizontal velocity due to a 120
N and 100 ms thrust force applied in the direction perpendicular to the walking robot. Note
that movement of the robot in the plane is less than for the case with the emulator. It is clear
that the stability of the robot is improved by the emulator, as the displacement of the robot is
much smaller compared to the results without the emulator. The emulator allows the robot to
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withstand a 30% larger force than the simulation without the emulator. In fact, the robot falls
when the same force is applied without the emulator.

Although the simulations with the emulator indicate that the robot can withstand a 30% larger
applied force than those without the emulator, a sufficiently large sagittal plane force (ap‐
proximately 85 N for 100 ms forward or 65 N backward) cannot be counteracted, and the robot
falls in the direction of the force.

Figure 14. Trunk speed of ROBIAN (in sagittal plane) and trunk position (in the frontal plane), after applying a thrust
force perpendicular to the direction of walking (frontal plane).

4. Conclusion

The contribution of this chapter is to compare and analyze the effects a muscle emulator on
the walking efficiency of a biped robot. The results indicate that the use of a muscle emulator
in the DC motor control loops of humanoid robots provides a compliance property in articular
joints. Thus, the walking performance is improved, as follows:

• the muscle emulator significantly reduced the total power consumption.

• the work required by the electric motors decreased, and the motors work less in the
authorized overload zone.

• the equilibrium of the robot can withstand 25–30% larger external forces with the muscle
emulator.

• the algorithm allows the robot to stand with the knees fully extended in the stop position.
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This model benefits from the advantages and simplicity of electric motor implementation, as
well as from the benefits of human muscle compliance, which allow for dynamic walking
without adding a physical element to the robot.
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Abstract

In  this  chapter,  the  limitations  and  weaknesses  of  the  motion  geometry  and  the
workspace  of  Triangle-Star  Robot  {T-S  (3-PRP)}  are  diagnosed  after  research  and
consideration of the issues at hand. In addition, they are offered in index form. To
remove the problems with the abovementioned cases, at first, a robot with telescopic
arms and a similar kinematics chain is  rendered to give a kinematics analysis ap‐
proach like  Hartenberg-Denavit.  Furthermore,  in  order  to  increase  the  workspace,
Reuleaux Triangle-Star Robot {RT-S (3-PRP)} with kinematics chains 3-PRP and Circle-
Star Robot{C-S (3-PRP)} with kinematics chains 3-PRP and a new improved structure
are introduced.

Keywords: automation, robot, kinematics, telescopic arms, stiffness, workspace

1. Introduction

In recent decades, the use of industrial robots in the production and development of nano
technological  processes,  industrial  automation,  chemically  contaminated  environments,
medical & biological industrial, the calibration of measurement system, etc., are seriously in
circulation. So the scientific research centers are conducting some research in this regard to meet
customers’ demands. To compete with international markets, parameters such as precision,
high repeatability in production, control management, and emphasis on standards have proved
to be necessary in the usage of robot in modern technology. This has caused the companies to

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



move toward a practical system to produce the maximum production variety at minimum time
with the lowest expenses and the highest quality. Thus, the industrial automation with the help
of robots replaces human force in production and in assembly lines.

Today, robots are divided into several groups: Serial robots, Parallel robots, Synthetic robots,
and Mobile robots [2, 5]. Synthetic robots are to incorporate the serial and parallel manipulators
by connecting them in serial. The serial connections of serial and parallel manipulators can be
categorized into the following four types: Parallel-Parallel, Serial-Parallel, Parallel-Serial, and
Serial-Serial [8]. Characteristics such as precision, speed, stiffness, and a workspace without
singularity points have differentiated the Parallel robot from the Serial robots [4, 5]. The
Parallel manipulator robots are used in making flight simulators, helicopters, machinery tools,
precise robots, etc. The reverse kinematics solution of these robots as compared with the simple
Serial robots and direct kinematics solution is hard with complicated equations [3, 8]. In this
paper, first, the geometric attributes of the Triangle-Star Robot are offered and then based on
motion geometry and robotic workspace, the limitations and weaknesses are recognized and
indexically represented. In addition, to removing the abovementioned shortcomings, a new
Triangle-Star Robot with telescopic arms and two new robots with improved structures are
represented. Finally, the kinematics analysis of the robots similar to Denavit–Hartenberg
approach is carried out.

2. Geometric characteristics of the Triangle-Star Robot

The geometric model of the Triangle-Star Robot (T-S Robot), shown in Figure 1 (a, b), is
composed of a A1 A2 A3 fixed triangle and a moving star with B1 B2 B3 arms in which the B star
can move on triangle A with three kinematics chains 3-PRP.

(a)
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Figure 1. (a) The Triangle-Star Robot (T-S Robot) with rigid arms and (b) the geometric model of T-S Robot with rigid
arms.

The motion geometry of each of the kinematics chains 3-PRP, which has been applied to T-S
Robot, is achieved through relative movement of the Prismatic joint, Revolute joint, and again
the Prismatic joint as shown in Figure 2.

Figure 2. The motion geometry of the kinematics chains (3-PRP) for T-S Robot.

The lower active Prismatic joint movement joined to the stimulator in the direction of the angle
of the triangle causes movement in the upper passive Prismatic joint connected to lower active
Prismatic joint by the Revolute joint. As a result, star motion geometry, which is sited (fixed)
on the upper Prismatic joints, serves as a function of the lower Prismatic movement joined to
the stimulators.

3. The number of degree-of-freedom for T-S Robot

The most famous and prevalent method to calculate the degree of freedom (DOF) is using
formula (1) and according Table 1 [9].
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1
6 1

n

i
i

F (N L ) f
=

= - - +å (1)

N = The number of arms, L = The number of robotic joints, fi = Indicated of DOF related i joint
as shown in the above mentioned table. On the other hand, in the parallel manipulator robot,
N = 8, L = 9 and fi for i = 1,…,9 equals 1, thus the robot’s DOF is equal to 3.

Joint Diagram Symbol DOF

Revolute R 1

Prismatic P 1

Cylindric C 2

Universal T 2

Spherical S 3

Table 1. DOF for type of joint [9].

4. The weaknesses of the motion geometry for T-S Robot

Although T-S Robot has so many advantages such as high precision, speed, stiffness, and lack
of singularity in workspace, it has two main weaknesses:

1. At the time of Robotic motion, the star arms occupy a large space around the triangle

2. The abovementioned robot has a rather limited workspace

Therefore, to remove the first problem, a robot with telescopic arms, Figure 3 (a, b), is intro‐
duced whose kinematics are conducted without getting involved in the whole discussion.

To remove the second problem, new robots with improved structures are introduced. The
schematic design of these robots, Figure 4 (a, b) and their three-dimensional designs in the
kinematics analysis section of each robot in Figure 14a and Figure 14b along with robot motion
geometry structure are shown.
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Figure 3. (a) Real model of the Triangle-Star Robot’ components with telescopic arms. (b) The Triangle-Star Robot (T-S
Robot) with telescopic arms. (c) The geometric model of T-S Robot with telescopic arms.
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Figure 4. (a) Introduction a new geometric model as Reuleaux Triangle-Star Robot with telescopic arms. (b) Introduc‐
tion of a new geometric model as Circle-Star robot with telescopic arms.

These robots are as follows:

a. Reuleaux Triangle-Star Robot with kinematics structure {RT-S (3-PRP)}

b. Circle-Star Robot with kinematics structure {C-S (3-PRP)}

5. Kinematic analysis of the T-S Robot

In the boundary of kinematics science, place, speed, acceleration, and all the derivations higher
than local variable (in proportion to time) are examined. As defined [2, 8], the robotic kine‐
matics is the study of the robotic movement without the consideration of the forces and torques
applied to it. As a matter of fact, the examination of robotic motion geometry is regarded as
an invariable coordinate frame work proportional to the intended time.

The kinematics problem includes the following sections [2, 8]:

1. Direct kinematics: local calculation and the central manipulator orientation in relation to
basic frame work.

2. Reverse kinematics: if the location and central manipulator orientation are given, the
calculation of all the possible joint angles involved in directing the robot toward a desired
location and orientation is called reversed kinematics.

A systematic, practical approach has been represented by Denavit-Hartenberg to determine
rotation and transformation between the two adjacent links in a robot [2].

In this paper, direct kinematics and reverse kinematics are examined through this approach
and then position analysis, speed, input, and output acceleration are closely studied. The
interesting point is that the direct kinematics of Parallel arms is as complicated as the reverse
kinematics of Serial arms and the simplicity of the reverse kinematics of parallel mechanisms
is as much as the simplicity of the direct kinematics of Serial arms [2, 5].
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6. The extraction of Denavit-Hartenberg parameters for T-S Robot

To achieve ai
k , αi

k , Si
k , θi

k  parameters, first, the position of coordinate axis according to Denavit-
Hartenberg model as shown in Figure 6 (a, b) is determined. Then by placing these parameters
in Denavit-Hartenbary matrix, which is obtained by relation (2) according to Figure 5.
Consequently, the achieved transmitted matrixes and robotic kinematics analysis are carried
out.

1 2 3 1 2 3[ , , ,] , [ , , ,] , ( )T Tq q q q r r r r r f q= = = (2)

Figure 5. Kinematic chain and parameters representation of the Hartenbary–Denavit model for two adjacent links [1].
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Figure 6. (a) Kinematic chain and parameters of the proposed T-S (3-PRP) robot with telescopic arms (b) Kinematic
chain and parameters of the T-S robot with rigid arms.
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ai: offset distance between two adjacent joint axes, where ai =| pi − oj |.

αi: twist angle between two adjacent joint axes. It is the angle required to rotate the zi axis into
alignment with the zi + 1 –axis about the positive xi + 1–axis according to the right-hand rule.

θi: joint angle between two incident normals of a joint axis. It is the angle required to rotate the
xi–axis into alignment with the xi + 1 –axis about the positive zi–axis according to the right-hand
rule.

Si: translational distance between two incident normals of a joint axis. Si = | pi − oi | is positive
if the vector pi − oi points in the positive z i–direction; otherwise, it is negative (Figure 6).

To analyze the robot kinematically, first, the central manipulator point is transferred to the
corner of the triangle to which the reference coordinate device is joined and through the
extraction of ai

k , αi
k , Si

k , θi
k  parameters, Table 1, related to Denavit–Hartenberg parameters, is

achieved. In this case, k = 1, 2, 3 is the number of central manipulator point transmission,
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Figure 7. These transmissions are as follows: Path 1: C, P1, A1, Path 2: C, P3, A3, A1, Path 3 :
C, P2,, A1

Figure 7. Transmission paths from point C to A1.

Joint no. 0 1 2 3 4 5 6
Path 1 a1,i 0 0 S11 0 0 S13 x

α1,i 0 0 0 0 0 0 0
S1,i 0 0 0 0 b 0 0
θ1,i 0 0 0 π

2 + θ 0 0 0

Path 2 a2,i e 0 S21 0 0 S23 x
α2,i 0 0 0 0 0 0 0
S2,i 0 0 0 0 b 0 0
θ2,i 0 2π

3
0 π

2 + θ 0 0 0

Path 3 a3,i 0 0 S31 0 0 S33 x
α3,i 0 0 0 0 0 0 0
S3,i 0 0 0 0 b 0 0
θ3,s π

3
0 0 − π2 −θ

0 0 0

Table 2. Kinematics parameters of T-S robot.

In the above indexes, the first shows the number of the direction, and the second shows the
number of the parameter. To avoid making mistakes, the number of direction indexes (first
index) is shown to the power of k.

By placing Table 2 parameters, in matrix 2, the amount of Hi ,i+1
k  matrix is achieved in which, i

=1, 2, 3, 4 is the number of coordinate systems joined to the links and k = 1, 2, 3 is the number
of the central manipulator reference point directions joined to C point. The speed-acceleration
points are obtained through placing the position analysis matrixes two by two in an equal way.
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7. Direct kinematics for T-S robot

For the direct kinematics analysis, point o, located in the origin of the coordinate of A1, reference
system is regarded as the primary point and o′, point in the origin of the coordinate joined to
the center of C point, is considered to be the final point.

The number of unknown parameters in each path is two. As a result, the total number of
unknown parameter for each path is 6, but since the number of degree of freedom for each
kinematics chains 3-PRP equals 9, the number of each path of the unknown parameters is 3,
that is, the three parameters are related to other parameters that are geometrically obtained.
In this case, the robotic degree of freedom is 3. If S11, S21, S31 parameters are considered to be
the inputs, the unknown parameters will be S13, S23, S33 and θ11, θ21, θ31.

What is stated is for the simplification and avoidance of mistakes in the number of direction
index to the power of k. Therefore, to obtain the unknown parameters, final point transfor‐
mation matrix o′ is obtained in proportion to the primary point o and then relation (5, 11) is
used.

, 1[ ] [ ]k
i o o iP H P¢ += (5)

, 0,1 1,2 2,3 3,4 , 1.......k K K K K K
o o i iH H H H H H¢ += ´ ´ ´ (6)

1 1 3
, , ,o o o o o oH H H¢ ¢ ¢= = (7)

[ ] [ ] [ ]( )( . 1) ( )( . 2) ( )( . 3)O O OO for path O for path O for path
P P P¢ ¢ ¢= = (8)

[ ] [ ]
[ ]

, 1 1

[ ] ; ; ;  1

k
i i i i

i i i i

P H P

P x y z
+ +é ù= ×ë û

=
(9)

In the above relation, [P]i is the position in relation to coordinate axes joined to member i, and
[P]i + 1 is the position in relation to coordinate axes joined to member i + 1. The robot has three
kinematics chains, and three different transformation matrixes are achieved. In this way, the
three matrixes should be equalized according to relation (5). The unknown parameters are
obtained through the solution of these equations.

Point o′ coordinate (P3 origin of coordinate) located in the center of the star in P2 coordinate is
as follows. Point o′ coordinates in P0 coordinate is as follows:
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8. The motion geometry of T-S Robot

ϕ3 + ϕ5 =180, ϕ5 = π
2 + θ3, ϕ3 = π

2 + θ2 ⇒θ2 = −θ3,ϕ1 + ϕ2 =180, ϕ1 = π
2 + θ1, ϕ2 = π

2 −θ2 ⇒θ1 =θ2,

θ1
1, θ1

2, θ1
3 =θ ,Sinθ = 2t

1 + t 2 , Cosθ = 1 − t 2

1 + t 2 , t = tan θ
2

From the motion geometry of the T-S robot and then relations (5,13), the motion equation are
achieved.

1 1 2 2 2
3 1 3 3 10.75 0.866 0.5 0.866 0.5 0x Sin S Sin S x Cos S Sin S Cos S eq q q q q- ´ - ´ + + ´ - ´ + + - = (14a)

1 2 2 2
3 3 3 10.75 0.866 0.866 0.5 0.866 0x Cos S Cos x Sin S Sin S Cos Sq q q q q´ + ´ + ´ + ´ + + = (14b)

1 1 3 3 3
3 1 3 3 10.75 0.866 0.5 0.866 0.5 0x Sin S Sin S x Cos S Sin S Cos Sq q q q q- ´ - ´ + - ´ - ´ - - = (14c)

1 3 3 3
3 3 3 10.75 0.866 0.866 0.5 0.866 0x Cos S Cos x Sin S Sin S Cos Sq q q q q´ + ´ - ´ - ´ + - = (14d)

2 2 2 3 3 3
3 3 1 3 3 131.7 0.5 0.866 0.5 0.5 0.866 0.5 0x Cos S Sin S Cos S S Sin S Cos Sq q q q q- ´ + ´ - ´ - - - - = (14e)

2 2 2 3 3 3
3 3 1 3 3 11.7 0.866 0.5 0.866 0.866 05 0.866 0x Sin S Sin S Cos S S Sin S Cos Sq q q q q- ´ - ´ - ´ + - + - = (14f)

9. Case analysis

If we consider the fixed angle of the triangle A1A2A3 in Figure 8, e = 1000 mm, b = 100 mm and
each of the S11, S21, S31 inputs are applied to the direction of the triangle, then Figure 9 (a, b)
are obtained.

Recent Advances in Robotic Systems78



3 3
3 1

3 3
3 1

(0)

0.5
0.866

.(3) :

 1 1

O

O

O

x x S S
y x S S

path
z b

¢

¢

¢

¢ ¢é ùé ù Ã ´ +Ã ´ + ´
ê úê ú ¢ ¢Â ´ +Â ´ + ´ê úê ú = ê úê ú
ê úê ú

ê ú ê úë û ë û

(13c)

8. The motion geometry of T-S Robot

ϕ3 + ϕ5 =180, ϕ5 = π
2 + θ3, ϕ3 = π

2 + θ2 ⇒θ2 = −θ3,ϕ1 + ϕ2 =180, ϕ1 = π
2 + θ1, ϕ2 = π

2 −θ2 ⇒θ1 =θ2,

θ1
1, θ1

2, θ1
3 =θ ,Sinθ = 2t

1 + t 2 , Cosθ = 1 − t 2

1 + t 2 , t = tan θ
2

From the motion geometry of the T-S robot and then relations (5,13), the motion equation are
achieved.

1 1 2 2 2
3 1 3 3 10.75 0.866 0.5 0.866 0.5 0x Sin S Sin S x Cos S Sin S Cos S eq q q q q- ´ - ´ + + ´ - ´ + + - = (14a)

1 2 2 2
3 3 3 10.75 0.866 0.866 0.5 0.866 0x Cos S Cos x Sin S Sin S Cos Sq q q q q´ + ´ + ´ + ´ + + = (14b)

1 1 3 3 3
3 1 3 3 10.75 0.866 0.5 0.866 0.5 0x Sin S Sin S x Cos S Sin S Cos Sq q q q q- ´ - ´ + - ´ - ´ - - = (14c)

1 3 3 3
3 3 3 10.75 0.866 0.866 0.5 0.866 0x Cos S Cos x Sin S Sin S Cos Sq q q q q´ + ´ - ´ - ´ + - = (14d)

2 2 2 3 3 3
3 3 1 3 3 131.7 0.5 0.866 0.5 0.5 0.866 0.5 0x Cos S Sin S Cos S S Sin S Cos Sq q q q q- ´ + ´ - ´ - - - - = (14e)

2 2 2 3 3 3
3 3 1 3 3 11.7 0.866 0.5 0.866 0.866 05 0.866 0x Sin S Sin S Cos S S Sin S Cos Sq q q q q- ´ - ´ - ´ + - + - = (14f)

9. Case analysis

If we consider the fixed angle of the triangle A1A2A3 in Figure 8, e = 1000 mm, b = 100 mm and
each of the S11, S21, S31 inputs are applied to the direction of the triangle, then Figure 9 (a, b)
are obtained.
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Figure 8. Geometric relation between triangle and star sides.

Figure 9. (a) Variation S13, S23, S33 (output) versus actuator S11, S21, S31 (input) and (b) X–Y plots of the trajectory of the
motion point c.
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10. Inverse kinematics for T-S Robot

The representation of the location and orientation of the robotic final manipulator can lead to
the estimation of all the possible joint collections, which are used to transfer the robot and to
obtain the assumed orientation. This process is called kinematics reverse estimation [2].
Therefore, in the reverse kinematics analysis, we have access to the coordinate components of
the central point of the moving star (point C located in the reference system O′) which are
relative to the primary reference system and which are the goal for obtaining the unknown
parameters S11, S21, S31, (S1

1, S1
2, S1

3). The independent linear equations are obtained through
equalizing the transformative matrixes related to the central point of the moving star.

Solving these equations in which the inputs are θ1
1, θ1

2, θ1
3 =θ and S13, S23, S33 (S3

1, S3
2, S3

3), then

S11, S21, S31 (S1
1, S1

2, S1
3) are obtained.

1 1
3 1 0xX Sin Sin S S qq q- ´ - ´ + - = (15a)

1
3 0yX Cos Cos S qq q´ + ´ - = (15b)

2 2 1
3 3 20.5 0.866 0.5 0.866 0.5 0xX Sin X Cos S Sin S Cos S e qq q q q´ - ´ + ´ - ´ - + - = (15c)

2 2 1
3 3 20.866 0.5 0.866 0.5 0.866 0yX Sin X Cos S Sin S Cos S qq q q q- ´ - ´ - ´ - ´ + - = (15d)

3 3 3
3 3 10.5 0.866 0.5 0.866 0.5 0xX Sin X Cos S Sin S Cos S qq q q q- ´ + ´ - ´ + ´ + - = (15e)

3 3 3
3 3 10.866 0.5 0.866 0.5 0.5 0yX Sin X Cos S Sin S Cos S qq q q q- ´ - ´ - ´ - ´ + - = (15f)

To conduct the reverse kinematics analysis, we should assume two directions: (1) liner, (2)
circular, in which the center of the star (point located in O′ reference system) goes through the
two mentioned directions as shown in Figure 10 (a) and Figure 11 (a, e). The outcome is
respectively represented in Figure 10 (b) and Figure 11 (b, c, d, e).
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Figure 10. (a) X-Y plots of the path of the motion point c and (b) variation S11, S21, S31 (output) versus S13, S23, S33 S13, S23,
S33 (mm).
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(e)

Figure 11. (a, e) X-Y plots of the path of the motion point c; (b, d) variation S11, S21, S31 (outputs) versus S13, S23, S33 for
θ = 0; (c) variation S11, S21, S31 (outputs) versus S13, S23, S33 (inputs) for θ = pi/6.
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11. Workspace analysis

The existence or nonexistence of the kinematics solution determines the robotic workspace.
The lack of solution means that the robot is not able to obtain optimal orientation because it is
located out of the workspace. These conditions are called robotic singularity states. Almost all
the robots have singularity points in either the border of their workspace or in their workspace.
The singularity point in the border of workspace denotes a state that occurs when the arm is
fully stretched or folded on itself when the final manipulator is almost or precisely located in
the border of the workspace.

On the other hand, the singularity states in the workspace signify the conditions that occur in
the mechanism workspace or in general when two or some joint axes are located in one
direction. When the robot is located in the singularity position, it loses all or some of its degrees
of freedom in the deicardean space. It is obvious that this process is done in the border of the
robotic workspace. The examination of the T-S(3-PRP) robotic workspace has shown that it
has no singularity in its workspace; the robotic workspace is presented in Figure 12 (Figure 13).

Figure 12. X-Y plots of the Achievable workspace of the T-S robot.

Figure 13. T-S Robot as milling machine’ table.
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Figure 14. Introduction a new geometric model as (a) Reuleaux Triangle –Star Robot with telescopic and (b) arms Cir‐
cle-Star robot with telescopic arms.

12. Conclusion

Features such as precision, speed, stiffness, and workspace with singularity point distinguish
the parallel robots from the Serial robots. But the weak points of these robots compared with
Serial robot are the move limited workspace. In this paper, first, the limitations and weaknesses
of the Triangle-Star Robot {T-S 3(PRP)} were recognized. To remove these disadvantages, a
robot with telescopic arms were presented and its kinematics analysis done through Harten‐
beg–Denavit instruction. In addition, there is no disturbance in the totality of the discussion.

Afterwards, to increase the workspace,

a. Reuleaux Triangle-Star Robot with the kinematics structure {RT-S 3(PRP)}

b. Circle-Star Robot with kinematics structure{C-S 3(PRP)} are introduced and kinematically
analyzed.
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Abstract

This chapter describes an approach to improve the feature initialization process in the
delayed inverse-depth feature initialization monocular Simultaneous Localisation and
Mapping  (SLAM),  using  data  provided  by  a  robot’s  camera  plus  an  additional
monocular sensor deployed in the headwear of the human component in a human-
robot collaborative exploratory team. The robot and the human deploy a set of sensors
that once combined provides the data required to localize the secondary camera worn
by  the  human.  The  approach  and  its  implementation  are  described  along  with
experimental results demonstrating its performance. A discussion on the usual sensors
within the robotics field, especially in SLAM, provides background to the advantages
and capabilities of the system implemented in this research.

Keywords: mapping and localization, sensors, visual odometry, HRI, features initiali‐
zation

1. Introduction

A great deal of the investigation done in the field of robotics is addressed to the Simultane‐
ous Localisation and Mapping (SLAM) problem [1,  2].  The SLAM problem is  generally
described as that of a robot—or robotic device with exteroceptive sensor/s—which explores
an unknown environment, performing two different tasks at the same time: It builds a map
with the observations obtained through the exteroceptive sensor/s [3] and localizes itself into
the map during the exploration, thus knowing the position and trajectory.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



The works defining the origin of the field can be traced to Smith and Cheeseman [4], Smith et
al. [5], and Durrant-Whyte [6], which established how to describe the relationships between
landmarks while accounting for the geometric uncertainty through statistical methods. These
eventually led to the breakthrough represented in Smith’s work. In such a research, the
problem was presented for the first time as a combined problem with a joint state composed
of the robot pose and the landmark estimations. These landmarks were considered correlated
due to the common estimation error on the robot pose. That work would lead to several works
and studies, being [7] the first work to popularize the structure and acronym of SLAM as
known today.

The problem related with SLAM techniques is considered of capital importance given that a
solution to it is required to allow an autonomous robot to be deployed in an unknown
environment and operate without human assistance. But there is a growing field of robotics
research that deals with the interaction of human and robotic devices [8]. Thus, there are several
applications of robotic mapping and navigation that include the human as an actor. The basic
application would be the exploration of an environment by a human, but mapped through a
robotic platform [9]. Other works deal with more complex applications, such as mapping the
trajectory of a group of humans and robots during the exploration of an environment and
coordinating them with the help of radio frequency identification (RFID) tags [10]. Another
application gaining weight is the use of SLAM to allow assistance robots to learn environments,
improving the usability of the device [11].

All these approaches solve some kind of SLAM problem variant where the human factor is
present: to assist, to track, to navigate, etc. But none uses data captured by human senses. There
are works that deal with the mapping of human-produced data into map generated by a robot,
but these data are not used in the map estimation process, but ‘tagged’ to it. So currently, no
approach uses the data from human into the solution to the SLAM problem. This is a waste of
useful resources, given the power of the human sight, still superior in terms of image proc‐
essing to the most advanced techniques which are increasingly adopting the strategies
discovered by scientists, but designed and adopted by human evolution millennia ago.

So, in this chapter, we will discuss about the monocular SLAM problem in the context of
human-robot interaction (HRI), with comments on available sensors and technologies, and
different SLAM techniques. To conclude the chapter, a SLAM methodology where a human
is part of a virtual sensor is described. His/her exploration of the environment will provide
data to be fused with that of a conventional monocular sensor. These fused data will be used
to solve several challenges in a given delayed monocular SLAM framework [12, 13], employing
the human as part of a sensor in a robot–human collaborative entity, as was first described in
authors’ previous work [14].

2. Sensors in the SLAM problem

In robotic systems, all relations between the system and the physical environment are
performed through transducers. Transducers are the devices responsible for converting one
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kind of energy into another. There are basically 2 broad types of transducers: sensors and
actuators. Actuators use energy from the robotic system to produce physical effects, such
as forces and displacements, sound, and lightning. Sensors are the transducers responsible
for sensing and measuring by way of the energy conversion they perform: turning the
energy received into signals (usually of electrical nature), which can be coded into useful
information.

The sensors used in SLAM, just like in any other fields of robotics, can be classified according
to several criteria. From a theoretical point of view, one of the most meaningful classifications
is that if the sensor is of proprioceptive or exteroceptive nature. Proprioceptive (i.e., ‘sense of
self’) sensors are generally responsible for measuring values internal to the robot system, like
the position of a joint, the remaining battery charge, or a given internal temperature. On the
other side, exteroceptive sensors measure different characteristics and aspects of the environ‐
ment, normally with respect to the sensor itself.

The encoders are proprioceptive sensors, responsible for measuring the position or move‐
ment of a given joint. Although there are linear encoders, only the rotary encoders are
frequently used in the SLAM problem [15]. These encoders can measure directly the position
of the rotary axis, in terms of position if they are ‘absolute encoders’ or in terms of
movement for the ‘incremental encoders’. Their great accuracy when measuring rotation
allows computing the exact distance traveled by a wheel, assuming that its radius is known.
Still they present several problems related to the nature of how they measure: The de‐
rived odometers assume that all the movement against the wheel surface is transformed
into rotation at a constant and exact rate, which is false in many circumstances. This makes
them vulnerable to irregular and dirty surfaces. As a proprioceptive sensor, with no exterior
feedback, the error of a pure odometry-based SLAM approach will grow unbound, suffering
the drift due to dead reckoning.

Range finders are exteroceptive sensors which measure distances between them and any point
in the environment. They use a variety of active methods to measure distance, sending out
sound, light, or radio waves and listening to the receiving waves. Generally, these are known
as sonar, laser range finders (LRF), or radar systems. The devices destined to robotics appli‐
cations generally perform scans, where a set of measurements is performed concurrently or
over such a short time that they are considered all simultaneously. When scans are performed,
each sub-measurement in a set is usually paired with bearing data, to note the relation between
the different simultaneous measurements, generally performed in and arc.

Sonar systems use sound propagation through the medium to determine distances [16]. Active
sonar creates a pulse of sound (a ping) and listens to its reflections (echoes). The time of the
transmission of the pulse to its reception is measured and converted to distance by knowing
the speed of sound being a time-of-flight measurement. Laser rangefinders (LRF) [17] can work
on different principles, using time-of-flight measurements, interferometers, or the phase shift
method. As the laser rays are generally more focused compared to the other types of waves,
they tend to provide higher accuracy measurements. Radars [18] also employ electromagnetic
waves, using time-of-flight measures, frequency modulation, and the phased array method
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between others to produce the measurements. As they usually produce a repeated pulse at a
given frequency (RPF), they present both a maximum and minimum range of operation.

These sensors can have great accuracy given enough time (the trade-off between data density
and frequency is generally punishing), and as they capture the environment, they do not suffer
from dead reckoning effects. On the other side, the data they provide are just a set of distance
at given angles, so these data need to be interpreted and associated, requiring cloud matching
methodology (like iterative closest point, ICP, and other similar and derived ones), which is
computationally expensive. Besides, they have all their specific weaknesses: Sonar has limited
usefulness outside of the water given how sound works on the air; LRF are vulnerable to
ambient pollutants (dust, vapors) that may distort the lightning processes of the measurement;
radar has very good range but tends to be lacking in accuracy compared to the other range‐
finders.

The Global Positioning System (GPS) [19] is a proprioceptive sensor based on synchronizing
radio signal received from multiple satellites. With that information, it can compute the
coordinates and height position of the sensor on any point of the world with up to 10 m margin.
This 10 m margin grows rapidly if fewer satellites are visible (direct line of sight is required),
making it useless on closed environments, urban canyons, etc. Besides, the weakness to satellite
occlusion and wide error margin, the GPS presents other challenges, like a rather slow update
rate for most of the commercial solutions.

The inertial measurement unit (IMU) is a proprioceptive sensor that combines several sensing
components to produce estimations of the linear and angular velocities and the forces of the
device. They have generally linear and angular accelerometers, and sometimes they include
also gyroscopes and magnetometers, producing the sensory part of inertial navigation system
(INS). The INS includes a computing system to estimate the pose and velocities without
external references. The systems derived from the IMU have generally a good accuracy, but
they are vulnerable to drift when used in dead reckoning strategies due to their own biases.
The introduction on external reference can improve the accuracy, and thus, they are frequently
combined with GPS. Introducing other external references leads to the development of the
inertia-visual odometry field, which is closely related to the SLAM [20, 21]. Still, the accuracy
gain is limited by the nature of the exteroceptive sensor added (which keeps its own weak‐
nesses), and the IMU part of the system becomes unreliable in the presence of strong electro‐
magnetic fields.

Vision-based sensors are exteroceptive sensors which measure the environment through the
reflection of light on it, capturing a set of rays conformed as a matrix, thus producing images.
The most common visual sensor is the camera, which captures images of the environment
observed in a direction, similarly to the human eye. Still, there are many types of cameras,
depending on the technology which they are based, which light spectrum they capture, how
they convert measurement into information, etc. An standard camera can generally provide
color or grayscale information as an output at 25 frames per second (fps) or more, being
generally focused on the wavelength range visible by the human eye, and presenting that
information in a way pleasant to the human eye. But specific cameras can work with different
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frameworks as target, thus capturing other spectra not seen by human eye (IR, UV…),
producing vastly higher fps rates, etc.

One of the main weaknesses of cameras within the context of the SLAM problem is that they
produce only visual angular data: Each element of the matrix which composes an image shows
the visual appearance information about a projected point where a ray (which theoretically
can reach the infinite) finds an object. Thus, cameras alone cannot produce depth estimation
in a given instant. This can be solved by more specific sensors, like time-of-flight cameras.
These sensors generally have poorer resolutions, frame rate, dynamic range, and performance
overall, while being several orders of magnitude more expensive, which made them barely
used until few years ago.

There are other types of visual sensors that while still being cameras, they result more divergent
from the standard monocular cameras. A good example would be the works on multiple
camera stereo vision. Stereo cameras generally include two or more cameras and based on
epipolar geometry can find the depth of the elements on the environment. Omnidirectional
cameras expand the field of view, so that they can see almost all their surroundings at any
given time, vision, presenting several challenges of their own in terms of image mapping and
representation.

3. Classic only-bearing monocular SLAM approaches

There are many approaches to solve the SLAM problem, depending on the sensors available
and the mathematical models and procedures used. From particle filters [22] to sums of
Gaussian distributions, passing through the use of graph-based approaches [23] and RANSAC
methods [24], the SLAM problem has been treated using many different mathematical
techniques. Latest trends rely on bundle adjustment and other optimization methods [25, 26].
Still, one of the most commonly found approaches to the problem is using the extended Kalman
filter (EKF) [27, 28], treating it as an incremental estimation problem.

The general monocular EKF-SLAM procedure is based on detecting points of interest which
can be detected and distinguished from other robustly, introduce them into the map repre‐
sentation which is being built inside the filter, and track them through the sequence of frames,
estimating both their pose and the camera odometry. For each landmark, a patch of the image
around it, describing its ‘appearance’, is stored and will be used to identify it, and the landmark
itself is generally modeled through unified inverse depth parametrization [29], although other
model exists [30].

The estimation process is based on probabilistic filtering, where an initial prediction step
makes a prediction of the movement of the robot and so of the position of the camera. Data
from any sensors can be used; although in pure monocular SLAM methodologies, due to lack
of data, predicted motion is assumed to be described by Gaussian distributions [31]. Thus, a
constant velocity movement model is used, with random impulses of angular and linear
accelerations modeled as white noise. The prediction of the map is much simpler: As the
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landmarks or points of interest in the map are assumed to be part of the environment, the
hypothesis used is that they will remain static and so their position does not change.

After the prediction step, a conventional EKF-SLAM would produce an actual measure‐
ment from the sensors and compare them with the predicted measurements obtained through
the direct observation model. This step requires solving the data association problem, which
consists in matching the predicted measurements with the actual measurements from the
sensors. Given the computational cost of extracting all the possible points of interest at each
frame and matching them with those predicted points, and the issues produced by the
uncertainty of the prediction given that it is based on random movements, an active search
strategy is used to deal with the problems [32]. Under this strategy, the features in the map
are predicted into the pixel space using the direct observation model, and for each pixel, a
search is performed looking for the most similar point (according to the stored patch), using
zero-normalized cross-correlation (ZNCC). Ideally, each feature predicted will be matched
to a new pixel that is the same feature in the latest frame. This process can fail due to visual
artifacts, the geometry of the environment, the presence of dynamic objects, and several other
causes. So these pairs of points (namely, the feature predicted and the match found in the
latest frame) are checked through a data association validation methodology, in our case the
HOHCT [13].

Once the predicted landmarks and its associated pairing are found in image space, in pixel
coordinates, the innovation of the Kalman filter or residual can be computed following the
usual EKF methodology.

Although the iterative estimation of the map as an EKF is pretty straightforward, there is still
a critical process which defines many characteristics of any give monocular SLAM approach:
the feature initialization process. When using conventional point detector and descriptors, it
is frequent that several dozens or even hundreds of points will appear in an image, and most
of them will be ignored for the SLAM process—based on spatial distribution, position on
image, etc.—but still, no depth information is available in an instant way. Thus, two main
strategies exist to deal with this issue: Undelayed approaches try to ‘guess’ the value to
initialize the depth, normally relying on heuristics, while delayed approaches track a feature
over a time, until they have a good estimation of its depth and only then proceed to initialize
it.

These two types of strategies define many characteristics of the SLAM procedures. As
undelayed approaches try to use point features as landmarks just after have been seen, the
points are quickly introduced into the filter, accepting many outliers that have to be validated
later or rejected at the data association validation step [28, 31]. On the other side, delayed
approaches track and estimate the points before using them, so the used landmarks are
generally more stable and reliable with delayed initialization [33].

The delayed inverse-depth (DI-D) monocular SLAM is a delayed feature initialization
technique [12, 13]. The delay between a landmark being observed for the first time and being
initialized allows estimating the parallax achieved through the estimated odometry. This in
turn enables obtaining depth estimations for the landmarks through triangulation.
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4. Introducing the human component into monocular SLAM

The DI-D procedure, although it was shown to be a strong monocular EKF-SLAM methodol‐
ogy, still presents several features that reduces its usability and scalability, mainly the need
for an initialization process using synthetic or known a priori landmarks. These known
landmarks would help initially to produce the odometry estimation and thus are critical to
solve the scale problem of the map.

Shifting the monocular SLAM problem from an isolated sensor fusion point of view to a
component into a bigger human-robot collaborative effort allows considering new options.
Given the features of current exploratory robots, it is worth noting that an exploratory team
composed of robots and humans will outperform any robotic device. If the desired tasks
increase in complexity (emergency situations, those required management and decision under
high uncertainty), the advantage of a human-robot collaborative team increases dramatically.
Assuming that the human wears a headwear device with several sensors, the SLAM capabil‐
ities of the robot can be improved (Figure 1). Thus, the camera deployed in the helmet will be
used to obtain ‘instantaneous parallax’, thus achieving complete measurement when the
human is looking at the same direction as the robot, in a stereo-like situation, as it was initially
proposed and described in authors previous work [14].

Figure 1. DI-D monocular EKF-SLAM components within human-robot collaborative.

To achieve this, in addition to the new camera on the human (Ch) which will perform the depth
estimation with the robot camera (Cr), a combination of sensors and mechanisms able to
estimate the pose between the cameras should be deployed. From a software point of view,
the modules required to treat these data and estimate the pose, and those new which will deal
with the new depth estimation process, must be implemented. From the EKF-SLAM method‐
ology, the initialization of features is a local process that introduces the features into the EKF
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using the inverse-depth parametrization, which remains the same, but will require also using
a new inverse observation model that treats the whole system to estimate features as a single
complex sensory process.

4.1. Multiple monocular vision sensor array: pseudo-stereo vision

The weak points discussed before can be solved within a cooperative context exploiting data
from another monocular camera. Assuming that the Ch with known pose is near to the robotic
camera performing SLAM (Cr), joining observations from both cameras allow performing
stereo-like estimation when their fields of view overlap. This way, a new non-constant stereo
inverse-depth feature initialization approach will be used to address the issues.

Classical stereo approaches [34, 35] rely on epipolar geometry to create a calibrated camera rig
with multiple constraints. These constraints typically include that both cameras’ projection
planes lie in the same plane in world coordinates; this allows optimizing the correspondence
problem as the match on an image of another’s image pixel will lie in the corresponding
epipolar line, and rectification can turn them into straight lines parallel to the horizontal axis.
Several works have dealt with rectification of stereo images for unrestricted pose cameras both
calibrated [35] and uncalibrated [36].

Figure 2. Image pair sample captured at one experimental sequence.

Figure 3. Rectification of images left and right at Figure 2. Scale distortions are produced due to the multiple reprojec‐
tion operations.
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Fusiello et al. [35] detailed the first method to rectify stereo pairs with any given pairs of
calibrated cameras. The method is based on rotating the cameras until they have one of their
axis aligned to the baseline and forcing them to have their projective planes contained within
the same plane to achieve horizontal epipolar lines. Other works have proposed similar
approaches to rectifying stereo pairs assuming calibrated, uncalibrated, or even multiple view
[37, 38] stereo rigs. These approaches need to warp both images according to the rectification
found (see Figure 2 left and right and Figure 3) and, in some cases, producing great variations
in terms of orientation and scale (Figure 3), thus rendering them less attractive in terms of our
approach.

At any case, dealing with stereo features without rectified images is not a big problem in the
proposed approach. The process of stereo features search and matching will be done sparsely,
only to introduce new features: during the initialization, or when the filter needs new features.
For both cases, only a part of the image will be explored, and when adding new features in a
system already initialized, additional data from the monocular phase can be used to simplify
the process.

4.2. Scaled feature initialization with collaborative sensing

The requirement of metric scale initialization of the DI-D method can be avoided under the
assumption of a cooperative framework. Classical DI-D required the presence of a set of
known, easily identifiable features to estimate them initially through the PnP problem and
initiate the EKF with scale. Assuming that at the start of the exploration a cooperating, free
moving camera is near, the data from this camera can produce the features needed through
pseudo-stereo estimation. This process is shown in Figure 4, where, after the pose between the
robot camera and the human camera is known, the maximum distance from a camera where
a point with a given minimum parallax (plmin) could lie is found. This distance is employed to
build a model of the field of view of each camera, as a pair of pyramids, with each apex in the
optical center of a pinhole camera, and the base centered along the view axis. Then, it can be
guaranteed that any point with parallax—between cameras—equal or greater than plmin will
lie in the space intersected by the two fields of view modeled as pyramids, as seen in Figure
5. So the intersection between the different polygons composing the pyramids is computed as
a set of segments (two point tuples), as described by Algorithm 1. Once all the segments are
known, they are projected into the 2D projective space of each camera, and a search region is
adjusted around them, determining the regions of interest where the stereo correspondence
may be useful and significant.

In the interest regions found, SURF-based feature descriptors [39] are matched to produce new
stereo features to initialize in the EKF state vector when needed. SURF is chosen over SIFT and
FAST [39] due to the more convenient trade-off offered in terms of matching accuracy and
efficiency, and could be replaced by any other feature descriptor. Each pair of matched points
between cameras allows estimating the world coordinates of the landmark feature seen
through triangulation, back tracing the points on the images from the robot camera and the
human camera. Then, the landmarks found and fully measured (with real depth estimation)
are introduced in the monocular EKF according to the unified inverse depth parametrization.
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To take advantage from the computational effort made during the non-overlapping frames,
the landmarks that were being tracked to be initialized prior to the pseudo-stereo measurement
are given priority to be introduced; these landmarks are robust because they were tracked for
several frames previously.

Figure 4. Block diagram of the final implementation, with sensors on gray boxes and software processes on clear
blocks. The updated landmark initialization is one of the cornerstone processes in any feature-based EKF-SLAM tech‐
nique.

Figure 5. Graphical representation of the intersection of both cameras’ fields of view.
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ALGORITHM 1:

(rir, rih):= Find Stereo ROI (camr, camh, plmin)

begin

rir:= Ø; rih:= Ø

distance:= FindDistance (camr.pose, camh.pose)

PyramidDepth:= FindMaxDepth (distance, plmin)

Py1:= ModelFoV(camr,PyramidDepth)

Py2:= ModelFoV(camh,PyramidDepth)

intersection = Ø

for each polygon_i in Py1

  for each polygon_j in Py2

    segment := Intersect(polygon_i, polygon_j)

    intersection.add(segment)

  end for

end for

if ¬(intersection = Ø) then

  rir := Envelope (ProjectTo2D (camr.pose, intersection.points))

  rih := Envelope (ProjectTo2D (camh.pose, intersection.points))

end if

end

5. Experimentation and results

The approach described in this work was fully implemented and tested with real data. The DI-
D SLAM with pseudo-stereo feature initialization was programmed in MATLAB® to test and
evaluate it. Several sequences were captured in semi-structured environments using a robotic
platform and wearable headgear.

5.1. Experimental system implementation

The sequences were reduced to a resolution of 720 × 480 pixels and grayscale color,
shortening the computational effort for the image processing step. Each sequence corre‐
sponds to a collaborative exploration of the environment at low speed, including a human
and a robotic platform, each one equipped with the monocular sensors assumed earlier, Ch

and Cr, respectively. The data collected include monocular sequences, odometry from the
robot, estimation of the human pose with respect to the robot, and the orientation of the
camera Ch. During the sequences, the camera Cr whose sequence would be used for the
SLAM process was deployed looking forward, towards the advance direction. This kind of
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movements produces singularities in estimation, as the visual axis of the cameras is aligned
with the movement, producing ‘tunnel blindness’, where the elements near the centre of the
captured images produce negligible parallax, and thus, only variations in scale are percep‐
tible in short intervals.

The robot functions were performed by a robotic platform based on the Pioneer 3 AT (see
Figure 6). The platform runs a ROS distribution over an Ubuntu 14.04 OS. The platform is
equipped with a pair of laser range finders Leuze RS4-4 and a Logitech C920 webcam, able to
work up to 30 frames per second (fps) at a resolution of 1080p. The sensors worn by the human
are deployed on a helmet, including another Logitech webcam camera and an Xsens AHRS.
All the data have been captured and synchronized through ROS in the robotic platform
hardware. The ROS middleware provides the necessary tools to record and time-stamp the
data from the sensors connected to the platform.

Figure 6. The robotic platform (based on the Pioneer 3 AT) used to capture the data sequences to test the described
approach.

To estimate the pose of Ch, orientation data from the IMU are combined with the approximate
pose of the human, estimated with the range finders [17]. The final position of the camera is
computed geometrically as a translation from the estimated position of the Atlas and Axis
vertebrae (which allow most of the freedom of movement of the head). These vertebrae are
considered to be at a vertical axis over the person position estimated with the range finders,
with height modeled individually for each person. In this work, it is assumed that the envi‐
ronment is a flat terrain, easing the estimation process.

The pose of the camera Ch with respect to the Cr is not assumed to be perfectly known. Instead,
it is considered that a ‘noisy’ observation of the pose of Ch with respect to Cr is available by
means of the methodology described above. The inherent error to the observation process is

Recent Advances in Robotic Systems98



movements produces singularities in estimation, as the visual axis of the cameras is aligned
with the movement, producing ‘tunnel blindness’, where the elements near the centre of the
captured images produce negligible parallax, and thus, only variations in scale are percep‐
tible in short intervals.

The robot functions were performed by a robotic platform based on the Pioneer 3 AT (see
Figure 6). The platform runs a ROS distribution over an Ubuntu 14.04 OS. The platform is
equipped with a pair of laser range finders Leuze RS4-4 and a Logitech C920 webcam, able to
work up to 30 frames per second (fps) at a resolution of 1080p. The sensors worn by the human
are deployed on a helmet, including another Logitech webcam camera and an Xsens AHRS.
All the data have been captured and synchronized through ROS in the robotic platform
hardware. The ROS middleware provides the necessary tools to record and time-stamp the
data from the sensors connected to the platform.

Figure 6. The robotic platform (based on the Pioneer 3 AT) used to capture the data sequences to test the described
approach.

To estimate the pose of Ch, orientation data from the IMU are combined with the approximate
pose of the human, estimated with the range finders [17]. The final position of the camera is
computed geometrically as a translation from the estimated position of the Atlas and Axis
vertebrae (which allow most of the freedom of movement of the head). These vertebrae are
considered to be at a vertical axis over the person position estimated with the range finders,
with height modeled individually for each person. In this work, it is assumed that the envi‐
ronment is a flat terrain, easing the estimation process.

The pose of the camera Ch with respect to the Cr is not assumed to be perfectly known. Instead,
it is considered that a ‘noisy’ observation of the pose of Ch with respect to Cr is available by
means of the methodology described above. The inherent error to the observation process is

Recent Advances in Robotic Systems98

modeled, assuming that the observation is corrupted by Gaussian noise. The value of the
parameters used to model the inaccuracies for computing the pose of Ch was obtained
statistically by comparing actual and estimated values. It is also important to note that an
alternate method could be used for computing the relative pose of Ch, for instance, using
different sensors.

5.2. Experiments and results

The introduction of an auxiliary monocular sensor which can provide non-constant stereo
information was proven useful. One of the weaknesses discussed earlier of the DI-D was the
need to set an initial metric scale through synthetic feature, which has been removed. This
grants more autonomy to the system, exploiting the implicit human–robot interaction without
enforcing utilization of artificial landmarks. Besides, as the metric scale initialization can
introduce more features into the initial state because it is not limited to the artificial landmark,
the scale propagates in a smoother way with reduced drift on the local scale.

5.2.1. Visual odometry accuracy and scaling

Figure 7 shows results for two sample trajectories, with and without the utilization of the
proposed non-constant stereo DI-D feature initialization approach, in blue and orange lines,
respectively. The trajectory on Figure 7 (left) was captured in an inner courtyard, with several
seats and trees. This trajectory ran for 19 m, with two 90° turns, on a semi-structured environ‐
ment with plenty of objects within view that could be mapped. On the other side, the trajectory
shown in Figure 7 (right) was capture as a straight 10 m movement in a blind alley with painted
walls with homogenously textured surfaces, reducing the chances to obtain robust features.
These two sequences contained plenty the most disadvantageous characteristics for monocular
SLAM: singular movements where parallax cannot be observed for the central region of the
camera, quick changes in orientation and turning velocities, surfaces/environments showing
low count of robust visual features, natural lightning and shadows, etc.

Figure 7. Trajectories estimated with classical DI-D monocular SLAM (orange plots) and with the new non-constant
stereo DI-D approach for feature initialization (blue plots). Green line denotes robot ground truth; gray line denotes Ch

ground truth.
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The introduction of the pseudo-stereo initialization of features enables initialization of features
with actual depth estimation instantly, without relying on heuristic or having a delay where
data are being processed but not used in the estimation. Each of these situations has strong
deterrents; for example, the heuristics used for depth initialization can vary between sequen‐
ces, or even different SLAM ‘runs’ of the same video sequence, accounting for the uncertainty
in the prediction model and the feature selection process. When a feature is initialized with a
delayed method after it has been seen, computational power is spent on estimating a landmark
that likely will not be used and never introduced into the EKF map.

At the end, the proposed approach made the system more resilient, especially to quick view
changes, such as turning, and long singular movements—front advance. These movements
can be seen in Figure 7, left and right, respectively. During close turns, delayed monocular
SLAM approaches have very little time to initialize features because the environment changes
quickly and the features are observed for short periods. This produces a decrease in the number
of initialized features that decreases the odometry estimation accuracy. At the end of the run,
the uncertainty becomes so big that errors cannot be corrected, the EKF loses convergences,
and the estimation process results become useless. Figure 7 (left) shows how the two turns can
greatly degrade the orientation estimation for a classic delayed SLAM method, while the
proposed approach can track the turns much more closely, with less than half the error. On
the other side, Figure 7 (right) illustrates the issues of singular movements: The odometry scale
is very hard to estimate for pure monocular methods, because features present reduced
parallax. Not only the length of the trajectory is affected by this phenomenon, but the accuracy
of the orientation estimation also becomes compromised due to the inability of the EKF to
reduce uncertainty quickly enough.

5.2.2. Computational costs analysis

The apparent increase in the computational effort that would suppose the utilization of the
presented approach could be hard to justify within the field of filtering-based SLAM, which
generally try to keep computational costs as low as possible.

In the considered sequence set, there were a total of 9527 frames for Cr. Although Ch had a
paired frame for each one on the Cr sequences, the overlap only was found in 3380 of the pairs.
This means increasing the visual processing and feature capturing costs on a 35.47% of the
frames. Increasing the computational cost of the most demanding step in a third of iterations
may look daunting, but there are few considerations. The technique rarely implies processing
an additional full frame: The region where the overlap is interesting is predicted and modeled
as a ROI into the Ch image, limiting the area to explore. Besides, the cost increase is bounded
by the number of frames where it is applied, so, if there are enough features visible in the map,
there is no need to execute the pseudo-stereo depth estimation.

Moreover, it is worth noting that newly proposed approach made less effort per feature to
initialize it, as it can ‘instantly’ estimate landmarks on the process of being initially measured
through parallax accumulation. This trades off with the fact that the pseudo-stereo initializa‐
tion can initialize with more frequency weak features which the delayed initialization would
not been able to handle, and must be rejected during the data association validation step.
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Table 1 shows the features initialized by each approach and the tracking effort required until
the initialization of the features is done. Note how the non-constant stereo DI-D feature
initialization approach uses about 8% more features, but the effort used to initialize them is
much lower, as seen by the number of frames which the feature is tracked prior to being
introduced into the map. This is because many features that are being tracked are instantly
initialized through stereo once they lay in the overlapped field of view. This is advantageous
because it allows to introduce features known to be strong (enough to be tracked) directly
without more tracking effort, compensating the effort used for the Ch processing and stereo-
based initialization.

Classic EKF monocular SLAM Pseudo-stereo feature initialization

Features initialized (total) 1871 2032

Features per sequence (avg.) 267.28 290.26

Average frames to initialize a feature 19.63 8.53

Table 1. Statistics of initialized features and frames from first observation until initialization for DI-D SLAM and
pseudo-stereo initialization.

Furthermore, in real-time applications employing this technique, the Cr sensor could be
upgraded to an ‘intelligent’ sensor, with processing capabilities, using off-the-shelf technolo‐
gies—low-cost microcomputers, FPGA, etc. This approach would integrate image processing
in the Ch sensor, allowing parallel processing of features, and sending only extracted features,
reducing required bandwidth and transmission time. This processing step could be done while
the robotic camera Cr makes the general EKF-SLAM process, and thus, it would be possible to
have the SURF landmarks’ information after the EKF update, in time for the possible inclusion
of new features.

6. Conclusions

A novel approach to monocular SLAM has been described, where the capabilities of additional
hardware introduced in a human-robot collaborative context are exploited to deal with some
of the hardest problems it presents. Results in quickly changing views and singular move‐
ments, the bane of most of the EKF-SLAM approaches, are greatly improved, proving the
proposed approach.

A set of experiments on semi-structured scenarios, where a human wearing a custom robotic
headwear explores the unknown environments with a robotic platform companion, were
captured to validate the approach. The system proposed profits from the sensors carried out
by the human to enhance the estimation process performed through monocular SLAM. As
such, data from the human-carried sensors are fused during the measurement of the points of
interest, or landmarks. To optimize the process and avoid unnecessary image processing, the
usefulness of the images from the camera on the human is predicted with a geometrical model
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which estimates if the human was looking at the same places that the robot, and limits the
search regions in the different images.

During the tests using real data, the MATLAB implementation of the approach proved itself
to be more reliable and robust than the other feature initialization approaches. Besides, the
main weakness of the DI-D approach, the need of a calibration process, was removed, thus
producing a locally reliable technique able to benefit from more general map extension and
loop closing techniques. While the model to estimate the pose between cameras has a given
uncertainty very difficult to reduce (accumulated through the kinematic chain of the model),
the measurement uncertainty is still lower than that of the purely monocular measurements,
even with the parallax-based (in the delayed DI-D case) approach.

To conclude, the system proves the validity of a novel paradigm in human-robot collaboration,
where the human can become part of the sensory system of the robot, lending its capacities in
very significant ways with low-effort actions like wearing a device. This paradigm can open
up the possibility of improving the capabilities of robotics systems (where a human is present)
at a faster pace than what purely technical development would allow.
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Abstract

This chapter is the study of state estimators for robust navigation. Navigation of vehicles
is a vast field with multiple decades of research. The main aim is to estimate position,
linear velocity, and attitude (PVA) under all dynamics, motions, and conditions via data
fusion. The state estimation problem will be considered from two different perspec‐
tives using the same kinematic model. First, the extended Kalman filter (EKF) will be
reviewed, as an example of a stochastic approach; second, a recent nonlinear observer
will be considered as a deterministic case. A comparative study of strapdown inertial
navigation methods for estimating PVA of aerial vehicles fusing inertial sensors with
global navigation satellite system (GNSS)-based positioning will  be presented. The
focus will be on the loosely coupled integration methods and performance analysis to
compare  these  methods  in  terms  of  their  stability,  robustness  to  vibrations,  and
disturbances in measurements.

Keywords: inertial navigation, INS/GNSS, integration, nonlinear observers, extended
Kalman filter, UAV

1. Introduction

Inertial navigation systems (INSs) are widely used with price being a crucial factor predeter‐
mining the application. In case of unmanned vehicles, “low-cost” or “cost-effective” systems
are preferred in general applications. As long as low-cost inertial measurement units (IMUs)
use micro-electro-mechanical system (MEMS)-based inertial sensors, they are small in dimen‐
sion and light and are low power consuming, and thus their presence can be found for in‐
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stance in mobile phones, terrestrial vehicles, robots, stabilized platforms as well as in unmanned
aerial vehicles (UAVs), small aircraft, and satellites. Even if the applications are cost-effective,
the performance commonly requires data fusion from various sources due to the inertial sensors’
imperfections, such as insufficient resolution for navigation purposes, bias instabilities, noise,
etc. Therefore, special data treatment is required. In sense of aerial applications, the usage of
UAVs has increased rapidly in recent years. UAVs can be used in many applications [1, 2]
fulfilling a broad spectrum of assignments in fields of reconnaissance, surveillance, search and
rescue, remote sensing for atmospheric measurements, traffic monitoring, natural disaster
response, damage assessment, inspection of power lines, or for aerial photography [2, 3]. These
applications generally require navigation to be carried out which includes the position, velocity,
and attitude (PVA) estimation [4], and thus cost-effective solutions have been commonly studied
and implemented with advantage.

Current research and development in the area of low-cost navigation systems are focused on
small-scale and integrated solutions [5]. As mentioned, as long as MEMS-based IMUs are used,
the evaluation process requires data fusion from other aiding sources available. These sources
stabilize errors in navigation solutions and thus increase navigation accuracy. Over the last
few years, a solution for vehicle navigation without absolute position measurements provided
by global positioning system (GPS) or radio frequency beacons has become very popular. For
indoor or low-altitude navigation, it can use for example cameras, laser scanners, or odometers
in terrestrial navigation [6, 7]. However, the solutions fusing inertial and GPS measurements
are still preferable for aerial vehicles operating outside in large areas simply because of
unblocked GPS signals. The implementation of other aiding sensors, such as magnetometer or
pressure sensors, can further enhance the overall accuracy, reliability, and robustness of a
navigation system [8, 9]. Attention is also paid to data processing algorithms used for PVA
estimation, so that many literature sources can be found dealing with filtering techniques used
for instance complementary filters [10], particle filters [11], or Kalman filters (KFs) [12, 13]. In
the last named case, the extended KF (EKF) is used most of the time since it provides an
acceptable accuracy with a reasonable computational load. Therefore, KF represents one of the
most used algorithms for UAV attitude estimation (see comprehensive survey of estimation
techniques in [14]) and is often complemented by other algorithms and decision-based aiding
[15]. Since the accuracy of navigation systems is always directly related with the choice of
sensors, the chapter also includes a short introduction on sensors suitable for cost-effective
navigation systems as well as topics concerning stochastic sensor parameter evaluation
methods and data pre-processing.

The contribution of this chapter is dedicated to comparison of two approaches suitable for
navigation solutions and thus provides a clear understanding of the differences in the studied
approaches. These approaches are tuned to satisfy a certain level of accuracy and applied on
real flight data. The results are compared to an accurate referential attitude obtained from a
multi-antenna GPS receiver. Such comparison with an independent referential system
provides a thorough evaluation of performances of the studied approaches and shows their
capabilities to handle sensors’ imperfections and vibration impacts of harsh environment on
the accuracy of attitude estimation in aerial applications.
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2. Theoretical background

This section will include an introduction to sensors suitable for cost-efficient navigation
systems, as well as topics concerning deterministic and stochastic sensor parameters. More‐
over, a review of the current state of the art on state estimation will be included, while also the
kinematic vehicle model and general assumptions are presented.

2.1. Inertial sensors

Navigation systems providing the tracking of an object’s attitude, position, and velocity play
a key role in a wide range of applications, e.g., in aeronautics, astronautics, robotics, automo‐
tive industry, underwater vehicles, or human motion observation. A basic technique to do so
is via dead reckoning. One technique for dead reckoning is using an initial position, velocity,
and attitude and consecutively updating the estimates based on acceleration and angular rate
measurements. These measurements are generally provided by three axial accelerometer
(ACC) and three axial angular rate sensors (gyros) forming a so-called inertial measurement
unit (IMU). The inertial sensors have to be chosen according to required accuracy and
economical aspects. The sensors are a major source of errors in navigation systems. Therefore,
the type of application should be considered as well. The required accuracy related to various
applications is shown in Figures 1 and 2, see [16], for gyroscopes and accelerometers, respec‐
tively.

Figure 1. Bias instability of gyroscopes related to specified applications [16].

Figure 2. Bias instability of accelerometers related to specified applications [16].

Accuracy of performed navigation is related to inertial sensors’ characteristics such as
resolution and sensitivity and their imperfections in terms of bias instability, scale factor
nonlinearity, and dependency of sensitive element on other quantities than just gyros or ACCs.
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Unwanted deterministic behavior can be reduced by calibration, but stochastic parameters
such as bias instability and initial offset can be described by statistical values.

An uncompensated accelerometer bias, bACC, contributes in position error based on
Δp =1 / 2bACCt 2, where t is time. Thus, even small deviations in sensed acceleration will cause
unbound error in position with time. For instance, when bACC = 0.1 mg is considered, it leads
to position errors of 0.05 m after 10 s, and an error of 177 m after 600 s. Generally speaking, all
navigation systems dedicated for aircraft need to fulfill the requirement of a maximum error
of 1 nautical mile per hour. In navigation attitude, accuracy also plays a key role. When attitude
is considered, the azimuth is the most difficult parameter to estimate, since ACCs can be used
for pith and roll angle compensation. For azimuth compensation, other sources can be used,
e.g., magnetometers and GNSS, but these are not inertial sensors and thus depend on envi‐
ronmental conditions.

For aircraft navigation it is, according to Figures 1 and 2, required to use gyros with the
precision better than 1 deg/h and ACC not more than 10μg, see [17]. The higher precision, the
more expensive the device is. The other aspect, which has to be taken into account, is to check
if a particular device is in solid state or is using moving parts. Figures 3 and 4 depict the current
state of gyroscope and accelerometer technology. Recently, there has been a progress on
MEMS-based sensors increasing the sensitivity of the gyroscopes to compete with the fiber
optic gyros (FOGs). However, FOGs still provide better stability than the MEMS-based gyros.
For ACCs, it has become very popular to use quartz resonator in applications with high-
accuracy requirements due to its costs. If higher accuracy is still required, only mechanical
pendulous rebalance (servo) ACCs have to be utilized. According to Figures 3 and 4, one can
see that mechanical gyros and ACCs still satisfy the precision requirements best; nevertheless,
there is a trend to replace them with solid-state devices for their better reliability, stability, and
mean-time-before-failure parameter. Therefore, in the following paragraphs, solid-state
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Figure 4. Accelerometer types and their performances [17].

The most precise device for angular rate measurements is a ring laser gyroscope (RLG), which
has stability better than 0.1 deg/h and resolution better than 10−6 deg/s. In the case of ACC, the
most precise existing device is a servo ACC with a resolution about 1 μg. These devices would
have been ideal for all applications, if they were not so expensive. Due to this reason, other
systems, such as micro-electro-mechanical system (MEMS)-based ones, have been used in cost-
effective applications, such as navigation of small aircraft and unmanned vehicles both
terrestrial and aerial. MEMS sensors offer reduced power consumption, weight, manufactur‐
ing and assembly costs, and increased system design flexibility. Reducing the size and weight
of a device allows multiple MEMS components to be used to increase functionality, device
capability, and reliability. In contrast, MEMS-based systems might suffer from low resolution,
noisy output, bias instability, temperature dependence, etc. Nevertheless, their applicability
in navigation is wide due to fast technology improvements, applied data processing algo‐
rithms, and aiding systems. In navigation, aiding systems are commonly used to provide
corrections for position, velocity, or attitude. Those systems might be based for instance on
GNSS, electrolytic tilt sensors, pressure-based altimeter, odometer, laser scan, or vision-based
odometry usage.

In cost-effective applications, MEMS-based devices are preferred. Therefore, their usage has
to be accompanied by modern methods of signal and data processing, algorithms for their
calibration, parameters identification, and fusion.

2.1.1. Gyroscopes

The basic parameters generally provided in product datasheets include dynamic range, initial
sensitivity, nonlinearity, alignment error, initial bias error, in-run bias instability, angular
random walk, linear acceleration effect on bias, and rate noise density. According to these
parameters, the following types of gyros can be defined: low-cost, moderate-cost, and high-
performance gyros. When looking at datasheets, the in-run bias stability provides the infor‐
mation about the best sensor performance corresponding to the gyro resolution floor.
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Unfortunately, there are other exhibiting error factors which affect a gyro performance. In all
cases, the gyro noise and its frequency dependency have to be taken into account and handled.
Stochastic sensor parameters can be generally estimated via power spectral density (PSD)
analyses or via Allan variance analysis (AVAR).

In the case of low- and moderate-cost gyros, scale factor, alignment error, and null bias errors
accompanied by parameters variation over a temperature range highly decrease the gyro
performance. To minimize their impacts, it is required to perform the calibration within which
a correction table or polynomial correction function is acquired. More details about the
calibration methods and procedures can be found in [18].

The other perspectives of the gyro performance are produced by the fact that it does not
measure just a rotational rate, but also its sensitive element has linear acceleration and g2

sensitivities. It is caused by the asymmetry of a mechanical design and/or micromachining
inaccuracies, and it can vary from design to design. Due to Earth’s 1 g field of gravity, according
to [19], it can suffer from large errors when uncompensated. In the case of low-cost gyros, the
g and g2 sensitivities are not specified because their design is not optimized for a vibration
rejection. They can have g sensitivity about 0.3°/s/g. Therefore, looking at a bias instability in
these cases is almost pointless due to the high effect of this vibration behavior. Higher
performance gyros improve the vibration rectification by design so the g sensitivity can go
down to about 0.01°/s/g. To further decrease this sensitivity, anti-vibration mounts might be
applied. Nevertheless, these anti-vibration mounts are very difficult to design, because they
do not have a flat response over a wide frequency range, and they work particularly poorly at
low frequencies. Moreover, their vibration reduction characteristics change with temperature
and life cycle.

2.1.2. Accelerometers

MEMS technology-based accelerometers (ACCs) in the navigation area measure specific force
mainly on a capacitive principle and/or on a vibrating differential structure. The basic
parameters include measurement range, nonlinearity, sensitivity, initial bias error, in-run bias
instability, noise density, bandwidth of frequency response, alignment error, and cross-axis
sensitivity. In the case of multi-axial ACCs, the z-axis often has a different noise and bias
performance. Vibrations will affect ACCs; however, if the frequency spectrum is adequate for
the application, no problem arises from this point of view. The current MEMS technology
cannot compete with high-performance types and cannot be implemented to stand-alone
inertial navigation systems due to their low resolution, bias instability, and insufficient noise
level reduction. Generally, this type of ACC is used in navigation systems in which a GNSS
receiver is also implemented to compensate position errors, or in attitude and heading
reference systems in which the position is not required, and thus ACCs are used just for an
attitude measurement done according to Earth’s field 1 g sensing. ACC stochastic parameters
can be estimated the same way as in the case of gyros via PSD or AVAR. More details about
the calibration and estimation of deterministic errors and consecutive analyses can be found
in [18, 20].
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2.2. Inertial sensors’ stochastic parameters

Various methods for stochastic error estimation and sensor modeling exist, for example PSD
and auto correlation function (ACF) which are straightforward; however, these methods
cannot clearly distinguish different characters of noise error sources inside the data without
understanding the sensor model and its state-space representation [21]. On the contrary,
AVAR is a time-domain approach to analyze time series of data from the noise terms’ point of
view. The AVAR was introduced by Allan in 1966 [22]. Originally, it was oriented at the study
of oscillator stability; however, after its first publication, this kind of analysis was adopted for
general noisy data characterization. Because of the close analogies to inertial sensors, the
AVAR has been also included in the IEEE standards, e.g. [23–25], and that is why AVAR has
become a standard tool for inertial sensors’ noise analysis. As described in [26], the AVAR
technique provides several significant advantages over the others. Traditional approaches,
such as computing the sampled mean and variance from a measured data set, do not reveal
the underlying error sources. Although the combined PSD/ACF approach provides a complete
description of error sources, the results are difficult to interpret.

The AVAR and its results are related to five noise terms, defined in Table 1, whose typical
performance can be seen in Figure 5. This kind of error sources can be identified in inertial
sensor output, and whose estimation can lead to error suppression in the data [25, 27]. The five
basic noise terms correspond to the following random processes: angle/velocity random walk,
rate/acceleration random walk, bias instability, quantization noise, and drift rate ramp. Values
of particular coefficients denoted in Table 2 in the last column can be observed in AVAR
deviation plots in a time instance corresponding to the one indicated in particular brackets.
Furthermore, this basic set of random processes is extended by the sinusoidal noise and
exponentially correlated (Markov) noise [27]. Generally, a total noise error can be classified as
a sum of individual independent noise errors [25], and the total variance can be expressed as

2 2 2 2 2 2 ,total Q ARW BIN RRW RRs s s s s s= + + + + (1)

where the abbreviations correspond to Table 1.

Type of noise Abbreviation Curve slope Value of coefficients

Quantization noise Q −1 Q = σ( 3)

Angular/velocity random walk ARW −1/2 N = σ(1)

Flicker noise/bias instability BIN 0 B = σmin / 0.664

Rate/acceleration random walk RRW +1/2 K = σ(3)

Rate ramp noise RR +1 R =σ( 2)

Table 1. Summary of error sources and their characterization [25].
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Figure 5. Allan variance/deviation plot [25].

Parameter DMU10

(Silicon S.)

AHRS M3

(InnaLabs)

MPU9150

(InvenSense)

DSP-3100

(KVH)

INN-204

(InnaLabs)

GYR ARW(° / h ) 0.35 2.50 0.25 0.03 NA

BIN (°/h) 7.53 55.72 15.06 0.60 NA

ACC VRW (m / s / h ) 0.05 0.06 0.08 NA 0.01

BIN (mg) 0.04 0.06 0.06 NA 0.01

Table 2. Stochastic parameters of inertial sensors according to AVAR.

2.3. State-of-the-art of state estimators

Many physical systems are considered partly closed systems with no means of measuring
internal signals, where only the inputs and outputs are available. However, it is often of interest
to know the current value of the internal states, e.g., such that appropriate action can be taken
using a control element. There might be multiple internal states and only a few measured
outputs due to lack of appropriate sensors, cost, or insufficient data rate. The state estimation
problem describes the need to estimate variables of interest in a model that is not otherwise
directly observable [28].

The model describes the dominating dynamics of the system, while less important dynamics
might be removed for simplicity. The states for navigation systems often include position,
linear velocity, and attitude of the vehicle, while the inclusion of auxiliary states is possible.
These auxiliary states might describe specific force of the vehicle or inertial sensor errors [29].

State estimators consist of two categories: “filters” and “observers.” Filters take the stochastic
approach to find the current state values and consider the measurement and state noise as well
as the covariance estimate of the states. Observers use a deterministic approach based on
control theory focusing on the stability of the proposed equations. In both cases, a model of
the physical system is duplicated to propagate the states while comparing with the system
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outputs. In the literature, the terms “filter” and “observer” are used somewhat interchangea‐
bly.

The following sections will include a review of previous work on Kalman filters and nonlinear
observers for navigation.

2.3.1. Kalman filter review

Modern filtering theory began around 1959–1960 with publications by Swerling [30] and
Kalman [31], presenting error propagation methods using a minimum variance estimation
algorithm for linear systems. The discrete method presented by Kalman has received large
attention and is now a coined term in multiple fields [32].

The Kalman filter (KF) introduced a recursive algorithm for state estimation, which is optimal
in the sense of minimum variance or least square error. Changing from analytical solutions to
a recursive algorithm had the advantage of being easily implementable in digital computers.
Another advantage was that the previous non-recursive estimation methods used the entire
measurement set, whereas the recursive estimation of the KF uses current measurements as
well as prior estimates to propagate the states from an initial estimate. The KF is therefore more
computational efficient as it can discard previous measurements and update the state estimates
with only the present measurements [29]. The KF theory was expanded upon in 1961 by
Kalman and Bucy [33], introducing a continuous time variant.

The Kalman filter’s stochastic approach to the state estimation problem assumes noise on the
measurements as well as the state equations of the filter. It is a well-established state estimation
approach [34] which excels in working with normal-distributed inputs characterized by their
mean and covariance values and a linear time-varying state space model in its basic form. The
KF is an estimator, which provides estimates of the state as well as its uncertainty [35]. The
measurements have to be functions of the states, as the residual measurement (the difference
between measured and estimated measurements) is used to update the states and keep them
from diverging. The process and measurement noise is assumed to be Gaussian white noise.
In some cases where the noise of the physical system cannot be confirmed to be white, the KF
might be augmented, by so-called “shaping filters, with additional linear state equations to let
the colored noise be driven by Gaussian white noise [28]. In addition to the recursive estimation
of the model states, the Kalman filter also propagates a covariance matrix describing the
uncertainties of the state estimates as well as the correlation between the various states [29].

Even though the Kalman filter was designed for linear systems, it can be applied to nonlinear
systems without changing the structure or the operational principles. However, the optimality
of minimal variance of the errors is lost, and the filter is no longer an optimal estimator. The
kinematic equations are inherently nonlinear and thus must be addressed by nonlinear
techniques or approximations to maintain the performance and stability of the modeled
system. Nonlinear problems are commonly handled by the linearized KF (LKF), extended KF
(EKF), or sample-based methods such as unscented KF (UKF) [36, 37]. Probably the most
popular of the mentioned methods is the EKF, which has been applied in an enormous number
of applications where it achieved excellent performance [38]. The EKF linearizes the model
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around an estimate of the current mean using multivariate Taylor expansions to adapt to the
nonlinear model; however, this makes the EKF more susceptible to errors in the initial
estimates and modeling errors compared to the KF.

The KF and EKF are seen as the standard theory and are therefore used as baseline for
comparison when developing new methods. The KF and its variants are widely used in the
navigation-related literature where a few examples are mentioned. An introduction to choice
of states and sensor alignment consideration can be found in [39], while [40] considers
alternative attitude error representations. For extensive details on Kalman filtering, see [28, 29,
38, 9, 41–43]. Among the extensions to nonlinear systems, other examples can be found, e.g.,
[44] where a method for evaluating the linearization quality is presented alongside a Kalman
filter extension for nonlinear systems. The unscented Kalman filter (UKF) is an extension to
nonlinear systems that does not involve an explicit Jacobian matrix, see e.g., [45]. Studies on
time-correlated noise, as opposed to the white noise assumption, without state augmentation
have been carried out in [46, 47]. The adaptive Kalman filter might be used in applications
where tuning of the Kalman filter is uncertain at initialization, see [48–50]. If the application
is not real-time critical, such as surveying, the estimate can be enhanced by use of a smoother.
In [51], a forward smoother was proposed, while in [52] a backward smoother was introduced.
When nonlinear systems are considered, another alternative to the EKF is the particle filter.
Particle filters are based on sequential Monte Carlo estimation algorithms, which compared
to the Kalman filter are more computationally demanding; however, they are noise distribu‐
tion independent, see e.g. [37, 53–56]. The advantage of the particle filter is its use in nonlinear
non-Gaussian systems. However, since this approach is computationally heavy in current
navigation systems, it is not often used. Therefore, the particle filter is considered outside the
scope of this chapter.

2.3.2. Nonlinear observer review

In comparison to the Kalman filter, the nonlinear observers have a shorter history, motivated
by drawbacks of the KF when applied to nonlinear systems. These drawbacks include unclear
convergence properties for nonlinear systems, difficulty of tuning, and large computational
load.

Nonlinear observers are contrary to the Kalman filters based on a deterministic approach. The
noise is not assumed to have specific properties, except that the difference between the
measured and estimated signal is smallest when the estimate reflects the true signal. Like the
Kalman filter, nonlinear observers commonly utilize an injection term consisting of the
difference between measured and estimated system output to drive the observer states toward
the true values.

The field of nonlinear observers has expanded within groups dealing with specific problems.
Nonlinear attitude estimation has been the focus of extensive research [57–61]; see in particular
[13] for an extensive survey including EKF methods. One method used has centered on the
comparison of two attitude measurement vectors in the BODY frame with two corresponding
vectors in an Earth-fixed or inertial frame. One such attitude observer was proposed by [62]
and was later expanded upon by [63] to include a gyro bias estimate. A vector-based attitude
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observer was proposed by [64] which depended on inertial measurements, magnetometer
readings, and GNSS velocity measurements. Expanding on this framework [65] introduced an
attitude observer that utilized the derivative of the GNSS velocity as the vehicle acceleration
allowing for comparison with accelerometer measurements.

Where the Kalman filter computes new gains for each iteration, some nonlinear observers have
proven convergence with fixed or slowly time-varying gains, e.g. [66]. This is a computational
improvement as the gain determination is the dominating computational burden, see [28;
Section 5.6.1].

One of the design challenges of nonlinear observers is the requirement for proven stability.
The optimality of the Kalman filter may give the user confidence in the performance and
stability of the filter. However, for nonlinear observers, the stability should be explicitly stated,
as the gain usually comes without any optimality guarantee. The aim is to be robust toward
disturbances and poor initial estimates.

The field of nonlinear observers is recent and rapidly expanding. A few publications within
navigation are mentioned here. Considerations of a nonlinear attitude estimator for use on a
small aircraft was presented in [67], while a globally exponentially stable observer for long
baseline navigation was presented in [68] with clock bias estimation in a tightly coupled
system.

2.4. Models and preliminaries

Estimating the position, linear velocity, and attitude (PVA) of a vehicle is commonly achieved
through INS/GNSS integration, where the inertial navigation system (INS) consists of an
inertial measurement unit (IMU) providing inertial navigation between updates from a GNSS
receiver. The GNSS receiver usually has a lower sample rate than the IMU and is used to update
the PVA estimates by correcting for the drift of the inertial sensors.

2.4.1. Notation

A column vector x ∈ℝ3 is denoted x = [x1; x2; x3] with its transpose xT and Euclidean vector
norm ‖x‖2. The same notation is used for matrices where the induced norm is used. The skew
symmetric matrix of a vector x is given as

3 2

3 1

2 1

0
( ) 0 .

0

-é ù
ê ú= -ê ú
ê ú-ë û

x x
S x x x

x x

A unit quaternion, q = [rq; sq], consisting of a real part, rq ∈ℝ, and a vector part, sq ∈ℝ3, has
‖q‖2 = 1. A vector x ∈ℝ3 can be represented as a quaternion with zero real part; x̄ = 0; x . The
product of two quaternions q1 and q2 is the Hamiltonian product denoted by q1 ⊗ q2. The cross-
product of two vectors is then represented by ×.
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Superscripts are used to signify which coordinate frame a vector is decomposed in. Rotation
between two frames may be represented by a quaternion, qa

c, describing the rotation from

coordinate frame a to c, with the corresponding rotation matrix Ra
c = R(qa

c)∈SO3, where

R(qa
c) : = I + 2sqa

cS(rqa
c) + 2S (rqa

c)2. The attitude can also be expressed as Euler angles;

Θca = ϕ, θ, ψ T  with the associated rotation matrix Ra
c = R(Θca):

( ) ,
- + +é ù

ê úQ = + - +ê ú
ê ú-ë û
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where the sine and cosine functions have been abbreviated, e.g. sin(ϕ)= sϕ. There is no
difference between using R(qa

c) and R(Θca) in terms of transformation. The Euler angles are
often preferred as they are more intuitively interpreted; however, they suffer from singularities
(e.g., at pitch of 90°) which the quaternion representation avoids [40].

Various reference frames will be used where the Earth-centered-Earth-fixed (ECEF) frame will
use notation e, while b will be used for BODY frame, n for North East down (NED), and i for
Earth-centered inertial (ECI) frame.

2.4.2. Kinematic vehicle model

The vehicle model describes position, pe, and linear velocity, ve, as well as the attitude described
either as Euler angles or quaternions. The gyroscope bias, bb, is also included in the model and
is assumed to be slowly time varying.

The kinematic equations describing the vehicle motion are [22]

,e ep v=& (2)

2 ( ) ( ),e e e e e e
iev S v f g pw= - + +& (3)

1 1
2 2
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where the sine and cosine functions have been abbreviated, e.g. sin(ϕ)= sϕ. There is no
difference between using R(qa

c) and R(Θca) in terms of transformation. The Euler angles are
often preferred as they are more intuitively interpreted; however, they suffer from singularities
(e.g., at pitch of 90°) which the quaternion representation avoids [40].

Various reference frames will be used where the Earth-centered-Earth-fixed (ECEF) frame will
use notation e, while b will be used for BODY frame, n for North East down (NED), and i for
Earth-centered inertial (ECI) frame.

2.4.2. Kinematic vehicle model

The vehicle model describes position, pe, and linear velocity, ve, as well as the attitude described
either as Euler angles or quaternions. The gyroscope bias, bb, is also included in the model and
is assumed to be slowly time varying.

The kinematic equations describing the vehicle motion are [22]

,e ep v=& (2)

2 ( ) ( ),e e e e e e
iev S v f g pw= - + +& (3)

1 1
2 2

,
b ee e e
ib ieb b bq q qw w= Ä - Ä& (4)

( ),n n b
b b ibR R S w=& (5)
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0,bb =& (6)

where Earth rotation rate around the ECEF z-axis, ωie
e , is known and g e(p e) is the plumb bob

gravity vector at the vehicle position. The specific force acting on the vehicle is described by
fe. The rotational matrix from body to NED frame is denoted as Rb

n. The kinematic equations
for the Euler angle and quaternion propagations have been included; however, at implemen‐
tation, only one of Eqs. (4) or (5) should be used.

The vehicle is described with 6 degrees of freedom (DOF) where the BODY-frame vectors are
defined as shown in Figure 6. An UAV is used as an example with a position vector pb = (xb,
yb, zb) and Euler vector Θn

b = ϕ, θ, ψ T.

Figure 6. 6 DOF UAV in the BODY frame.

The UAV can be seen as an example of a high dynamic vehicle and can be considered a
challenging navigation environment, as it allows for rapid changes in attitude and heading.

2.4.3. Measurement assumptions

It is assumed that the vehicle is equipped with an IMU and a GNSS receiver, as well as a
magnetometer. The following measurements are assumed available:
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• Position measurement, pGNSS
e = p e,

• Specific force measurement, f IMU
b = f b, acting on the vehicle,

• Biased angular velocity measurement, ωib,IMU
b =ωib

b + b b,

• Magnetic field measurement, mIMU
b =m b, of the Earth’s magnetic field at vehicle position.

Furthermore, knowledge of bounds on the magnitude of specific force and gyro bias, denoted
as Mf and Mb respectively, is assumed. The natural magnetic field at any position is assumed
known in NED and ECEF frame, as mn and me, respectively.

3. Practical approaches to the state estimation problem

In the following, the two state estimators will be introduced. First, the EKF will be presented
where the Allan variance is applied to tune the covariance matrices. Second, the nonlinear
observer will be introduced consisting of two parts: a nonlinear attitude estimator and a
translational motion observer.

3.1. Extended Kalman filter

One solution for estimating position, linear velocity, and attitude is to utilize an IMU/GPS
loosely coupled integration scheme, shown in Figure 7, which can be done by an EKF (for
details about the EKF algorithm see [69]). The 12-dimensional state vector contains position in
NED frame, velocity in the BODY frame, attitude, and gyro biases. The estimation is done with
respect to a control vector u consisting of measured specific forces and angular rates, and to a
measurement vector y defined in Eq. (8). The measurement vector in Eq. (8) is three dimen‐
sional and includes a GNSS position in NED frame. The state and measurement vectors are
given as

[ , , , , , , , , , , , ] ,N E D x y z x y zx p p p v v v b b bw w wf q y T= (7)

T, ,[ , ]N E Dy p p p= (8)

where p n =(pN, pE, pD) are components of position vector in NED frame; v b =(vx, vy, vz) are the
BODY-frame components of velocity vector; the gyroscope bias is decomposed into
b b =(bωx, bωy, bωz); and y is the measurement vector.
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Figure 7. IMU/GNSS loosely coupled integration scheme.

(SF stands for specific force and LP is low pass)

The system function f(x, u) propagates the state x and input u (i.e., accelerations and angular
rates) and the measurement function h(x) is used to update the EKF state with measurements
(i.e., GNSS-based position). They are defined as
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(9)

,( ) nh x p= (10)

where g n = 0;0; g T is the gravity vector and sec(⋅ ) is the secant function. The process and
measurement noise covariance matrices Q and R for the model used in Eqs. (9) and (10) are
defined as follows:

2 2 2 2
3diag (0 , , , ), diag ( )v b pQ R

wws s s s= = (11)

where diag denotes a diagonal matrix, and σ*
2 is a vector of element-wise squared standard

deviations for velocity, angular rate, gyroscope biases, and GNSS-based position.

The system dynamic and measurement models are
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1 1 1 1 1k k k k k kx x u w- - - - -= F + G + (12)

= +k k k kz H x v (13)

where the state transition matrix, Φk , and control matrix, Γk , are linearized from Eq. (9) with
respect to the state and input vector, respectively. The initial conditions are E x0 = x̂0 and

E x0, x0
T = P0. The process noise and measurement noise are assumed to satisfy wk ~ N (0, Qk )

and vk ~ N (0, Rk ).

Figure 8. Enhanced IMU/GNSS integration scheme.

The state vector and covariance matrices are described by a priori and posteriori part denoted
with superscripts − and +, respectively. A discrete form of the time and correction update of
the state vector and covariance matrix are given as [69]:

1 1ˆ ˆk k k k kx x u- +
- -= F + G (14)

1 1 1 1
T

k k k k kP P Q- +
- - - -= F F + (15)

1( )T T
k k k k k k kK P H H P H R- - -= + (16)

ˆ ˆ ˆ( )k k k k k kx x K z H x+ - -= + - (17)

( )k k k kP I K H P+ -= - (18)
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where the Kalman gain matrix is denoted by Kk, while the observation matrix, Hk, is the
linearization of Eq. (10) with respect to the state vector.

The advantage of this approach is a straightforward implementation and satisfactory naviga‐
tion performance. The motion model is corrected for the centrifugal force; therefore, it is highly
preferable for applications where this force occurs frequently, e.g., during a turn. However,
even when properly tuned, the estimates strongly rely on the GNSS signal availability. In the
case of blocked or lost GNSS signal, the estimates begin to diverge quickly and results may
become unstable as long as the filter parameters are not adjusted.

To enable enhanced positioning function of the solution within GNSS outages, it is recom‐
mended to integrate accelerometer biases into a state vector and add attitude corrections
obtained from accelerometer readings. This extended solution might use the integration
scheme depicted in Figure 8.

3.1.1. AVAR applied in Kalman filter modeling

Having a state transition matrix and observation matrix defined is one issue, but it is also very
important to set driving noise in accordance to expected situation. The AVAR analysis can
help to do so in terms for inertial sensors. A comparison of different grades inertial sensors
from their stochastic parameters point of view is shown in Figures 9 and 10 and further
summarized in Table 2 where two basic parameters, i.e., angular random walk (ARW) or
velocity random walk (VRW), and bias instability (BIN) are picked up.

Figure 9. AVAR analysis—Allan deviation plot of several MEMS based gyros (DMU10, DSP3100—tactical grade gyros,
AHRS M3, MPU9150—commercial grade gyros).
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Figure 10. AVAR analysis—Allan deviation plot of several MEMS-based accelerometers (DMU10, INN204— tactical
grade, AHRS M3, MPU9150—commercial grade).

According to Table 1, one can see that analyzed sensors differ, but the parameters still
correspond to its sensor grade. However, it needs to be highlighted that the cheapest IMU
MPU-9150 has parameters close to the boundary between commercial and tactical grade. So it
leads to considering this unit as suitable for navigation solutions in robotics for its price and
performance. From other perspectives, it is hard to say anything about the gyro sensitivity to
“g” in the form of vibrations which might degrade the overall performance. Parameters ARW/
VRW and BIN are generally used in covariance matrix of process noise, of course according
to the particular model utilized.

Figure 11. Block diagram of nonlinear observer.
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3.2. Nonlinear observer

Numerous nonlinear observers have been proposed for integration of IMU and GNSS data;
however, in the following, the observer proposed in [66] will be considered, estimating position
and velocity in the ECEF frame and describing the attitude as a unit quaternion.

The nonlinear observer presented here has a modular structure consisting of an attitude
estimator and a translational motion observer. The two subsystems are interconnected with
feedback of the specific force estimate from the motion observer to the attitude estimator. An
advantage of the modular design is that the stability properties of the subsystems can be
investigated individually leading to the stability result of the entire observer system using
nonlinear stability theory, see [66] for further details. The observer structure is depicted in
Figure 11.

The subsystems will be explained in detail in the following sections.

3.2.1. Attitude estimation

The attitude of the vehicle is denoted by a unit quaternion, q̂b
e, describing the rotation between

the BODY and ECEF frame. The attitude observer is a complementary filter fusing data from
an accelerometer, magnetometer, and gyroscope to estimate the vehicle attitude. The nonlinear
observer estimating the attitude and gyro bias, b̂b, is given as [58, 61]:

,
1 1ˆ ˆ ˆ ˆ
2 2

,
b ee e e
ib IMU ieb b

b

bq q b qw s wæ ö= Ä - + - Äç ÷
è ø

$& (19)

ˆ ˆ ˆProj( , ),b b
Ib b k s= -& (20)

T T
1 1 1 2 2 2ˆ ˆ ˆ( ) ( ,)b e e b e e

b bk v R q v k v R q vs = ´ + ´ (21)

where k1, k2, and kI are positive and sufficiently large tuning constants. The Proj(·,·) operator
limits the gyro bias estimate to a sphere with radius Mb

^  where Mb
^ >Mb. The injection term, σ̂,

consists of two vectors in BODY frame and their corresponding vectors in ECEF frame. There
are various ways of choosing these vectors, but here they will be considered as

(22)

where the specific force estimate, f̂ e, will be supplied by the translational motion observer,
while the magnetic field vector, me, is assumed known and depends on the vehicle position.
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3.2.2. Translational motion observer

The translational motion observer estimates the position and velocity of the vehicle by using
injection terms based on the difference between measured and estimated position. The
measurements are traditionally provided by a GNSS receiver. Additionally, the observer also
estimates the specific force of the vehicle by introducing an auxiliary state, ξ. The translational
motion observer is described by

ˆ ˆ ˆ( ),e e e e
pp GNSSp v K p pq= + -& (23)

2ˆˆ ˆ ˆ ˆ2 ( ) ( ) ( ),e e e e e e e e
ie r vp GNSSv S v f g p K p pw q= - + + + -& (24)

3ˆ ˆ ˆ( ) ( ) ( ),e b e e
b p GNSSR q S f K p pxx s q= - + -& (25)

ˆ ˆ( ) .e e b
bf R q f x= + (26)

The observer can also be stated with additional injection terms using GNSS velocity; however,
it was shown in [70] that the velocity part of the injection term is not required to achieve
stability.

The constant θ ≥ 1 serves as a tuning parameter that should be sufficiently large to guarantee
global stability of the interconnection of the translational motion observer and attitude
observer. The gain matrices, Kpp, Kvp, and Kξp can be chosen to satisfy A−KC being Hurwitz
with

3

3 3

0 0
0 0 , [ 0 0],
0

.
0 0

pp

vp

p

I K
A I C I K K

Kx

é ùé ù
ê úê ú
ê úê ú
ê úê úë û ë û

= = = (27)

The translational motion observer is similar to the EKF, and the gain matrix K can therefore
be determined similarly to the EKF gain, by solving a Riccati equation. However, an advantage
of this nonlinear observer is that the gain matrix is not required to be determined in each
iteration, but rather on a slower time scale, see [66]. This time scale can be slower than the
GNSS update rate, decreasing the computational load substantially. The load can be further
reduced by considering the implementation as a fixed gain observer only determining the gains
at the initialization phase. It has been shown in [71] that time-varying gains aid in sensor noise
suppression and gives faster convergence.
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4. Experimental verification

Experimental measurements from flights with a fixed-wing Bellanca Super Decathlon XXL
unmanned aerial vehicle (UAV) are used to verify and compare the performance of the EKF
and nonlinear observer. The UAV (shown in Figure 6) is equipped with an ADIS 16375 IMU,
supplying acceleration and angular rate measurements, a HMR2300 magnetometer, and a
GARMIN 18X GPS-receiver. The inertial data are sampled at 100 Hz, while the position
measurements are sampled at 5 Hz. Furthermore, the UAV is equipped with a Polar X2@e
(Septentrio) GPS system consisting of three antennas, placed at the wing tips and tale,
providing attitude and position estimates. The estimates of the Septentrio system are consid‐
ered highly accurate and therefore used as a reference for comparison with the estimates of
the EKF and nonlinear observer.

The accuracy of the reference represented by the three-antenna Septentrio GPS receiver is
evaluated based on the distances among three antennas and manufacturer documentation.
The resulting attitude accuracy of 1σ is 0.2° in roll angle, 0.6° in pitch angle, and 0.3° in yaw
angle. Accuracy in horizontal position in standalone application is 1.1m, with SBAS corrections
about 0.7m.

The goal of the following experimental verification is to compare the performance of the
proposed EKF and nonlinear observer. Two datasets were used in the verification where it
was desired to use the same tuning for both datasets to ensure that the state estimators were
not tuned specifically for a single dataset. The performance has been evaluated by comparison
with the reference position, speed, and attitude. For each of the datasets, figures showing the
estimation errors are depicted comparing the state estimators.

4.1. Parameters and tuning variables

The state estimators have several parameters and tuning variables to be determined, which
will be presented and explained here. In the case of coinciding, naming subscripts “EKF” and
“NO” will be used.

Tuning the EKF consists of choosing reasonable QEKF and REKF matrices. While the REKF matrix
relies on the accuracy of the GNSS receiver, the QEKF matrix describes the expected process
noise due to accelerometer and gyro noise and instabilities and can be tuned for the application.
Here they are initialized as REKF = 14.40 I3, with QEKF = blkdiag (03, 0.0962I3, 0.0761 · 10−4 I2, 0.3047
· 10−4, 3.0462 · 10−10 I3). The state vector is driven by measured angular rates and specific force
by inertial sensors having particular noise parameters. These parameters should be involved
in the QEKF matrix.

Two versions of the fixed gain nonlinear observer are presented for comparison with the
difference being the vectors used for attitude estimation: a magnetometer implementation
(denoted as NLO-Mag) and a version with velocity vectors (denoted as NLO-Vel). The NLO-
Vel version substitutes v2

b and v2
e in Eq. (22) with v2

b = 1;0;0  and v2
e = v̂ e / v̂ e

2. This approach
assumes the heading and course to be coinciding, which is mostly true for straight flight
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trajectories, ensuring uniform semi-global exponential stability through [72]. For flights
including numerous turns, a magnetometer might be preferred as loitering, and cross-winds
could affect the heading assumption.

The nonlinear observers include bound parameters which should be chosen sufficiently large
Mb = 0.0087, while the remaining parameters are k1 = 0.2, k2 = 0.05, θ = 1, kI = 0.00005. The fixed
gains are Kpp = 0.38I3, Kvp = 0.44 I3 and Kξp = 0.14 I3. For the NLO-Vel, the attitude injection gain
is substituted for k2v = 0.01.

The initial values of the state vectors are chosen from the first available measurements and are
similar for the three estimators (EKF, NLO-Mag, and NLO-Vel). It is important to tune the
three state estimators equally and thoroughly to keep the comparison fair.

4.2. Results

Two datasets are available using the same UAV and sensor suite. The proposed state estimators
are tested on both datasets to verify that they are not tuned exclusively for one dataset. The
inertial measurements are preprocessed with a low-pass filter whose bandwidth is set
according to vibration spectrum. Based on measured real-flight data obtained by the IMU unit
and FFT analyses shown in Figure 12, the bandwidth of the fifth order low-pass filter was set
to 5 Hz.

Figure 12. Amplitude spectrum of the IMU measurements from the UAV flight. Top—accelerations, bottom—angular
rates.
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Figure 13. Vehicle trajectory (Dataset 1): Septentrio (black), EKF (red), NLO-Mag (blue dashed), NLO-Vel (green).

Results of dataset 1 can be seen in Figures 13–16, while the results of dataset 2 are shown in
Figures 17–20. The occasional gap in the attitude error is due to temporary loss of reference.
The findings are evaluated and summarized in Table 2 which compares the two estimators
during the two flights.

Figure 14. Speed estimation error (Dataset 1): EKF (red), NLO-Mag (blue dashed), NLO-Vel (green).
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Figure 15. Attitude error (Dataset 1): EKF (red), NLO-Mag (blue dashed), NLO-Vel (green).

The trajectory of flight 1 is shown in Figure 13, covering an area of approximately 0.7 km2 with
a maximum altitude of 170 m. The estimation errors of speed, attitude, and position are shown
in Figures 14–16, where the speed estimation error is centered around zero and includes a
zoomed view for clarification. The attitude errors shown in Figure 15 have similar behavior
for roll and pitch for the state estimators, whereas the nonlinear yaw estimate has some
systematic offset. The position errors of Figure 16 are very similar for the state estimators
attesting that the nonlinear observers have comparable results to the EKF.

Figure 16. Position estimation error (Dataset 1): EKF (red), NLO-Mag (blue dashed), NLO-Vel (green).
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Figure 17. Speed estimation error (Dataset 2): EKF (red), NLO-Mag (blue dashed), NLO-Vel (green).

Figure 18. Attitude error (Dataset 2): EKF (red), NLO-Mag (blue dashed), NLO-Vel (green).

The second dataset consisted of approximately a third of the amount of measurements
compared to Dataset 1. The speed and attitude estimation errors are shown in Figures 17 and
18, with comparable performance between the EKF and nonlinear observers. The position
errors depicted in Figure 19 show that an offset is present between the estimates, although the
estimates follow the same pattern. Finally, the gyro bias estimates are shown in Figure 20. As
there are no reference for the gyro biases, these are included to show the similarities across the
state estimators.
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Figure 19. Position estimation error (Dataset 2): EKF (red), NLO-Mag (blue dashed), NLO-Vel (green).

Figure 20. Gyro bias estimation (Dataset 2): EKF (red), NLO-Mag (blue dashed), NLO-Vel (green).

In summary, according to Table 3 and previous figures, the EKF and nonlinear observers are
seen to have similar performance during both compared flights. The differences can be
assumed negligible, and real flight conditions are considered. The attitude estimates shown
in Figures 15 and 18 are very alike and correspond well to the reference, although the nonlinear
yaw estimation is seen to have a systematic difference.
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Figure 19. Position estimation error (Dataset 2): EKF (red), NLO-Mag (blue dashed), NLO-Vel (green).

Figure 20. Gyro bias estimation (Dataset 2): EKF (red), NLO-Mag (blue dashed), NLO-Vel (green).

In summary, according to Table 3 and previous figures, the EKF and nonlinear observers are
seen to have similar performance during both compared flights. The differences can be
assumed negligible, and real flight conditions are considered. The attitude estimates shown
in Figures 15 and 18 are very alike and correspond well to the reference, although the nonlinear
yaw estimation is seen to have a systematic difference.
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EKF NLO-Mag NLO-Vel

Dataset 1 POS RMS: 3.43 2.71 2.62 3.37 2.62 2.50 3.37 2.63 2.50

POS STD: 2.60 2.44 2.46 2.48 2.41 2.44 2.48 2.42 2.44

ATT RMS: 1.83 2.59 5.50 2.02 2.69 5.46 1.93 3.01 6.88

ATT STD: 1.67 1.81 5.42 1.84 1.90 5.28 1.90 1.92 6.15

SPE RMS: 0.60 0.67 0.69

SPE STD: 0.59 0.66 0.69

Dataset 2 POS RMS: 4.43 4.40 3.43 3.38 5.00 3.63 3.37 5.00 3.63

POS STD: 2.53 4.35 2.86 2.46 4.20 2.82 2.46 4.20 2.82

ATT RMS:1.76 1.87 6.39 2.09 1.87 7.85 1.56 1.94 6.36

ATT STD: 1.70 1.66 6.34 1.73 1.67 6.28 1.46 1.59 6.36

SPE RMS: 0.86 1.06 1.05

SPE STD: 0.83 1.02 1.02

Table 3. Observer performance comparison (NED position in m, attitude in degree, and speed in m/s).

The position estimation errors depicted in Figures 16 and 19 are within the expected bounds.
From Table 3, it can be concluded that the three state estimators have good performances with
little variation between the estimators. It can further be concluded that the tuning used gave
good results for both datasets.

5. Conclusive remarks

Two methods for INS/GNSS integration have been investigated and compared: an extended
Kalman filter using a 12-state vector and a nonlinear observer. The advantages and drawbacks
of the methods have been presented and experimentally verified on flight data from a fixed-
wing UAV. A reference system consisting of three-antenna GNSS receiver with the antennas
placed at the tail and each wing tip was use for performance comparison of the presented state
estimators.

The inertial sensors used in the integration schemes are considered low-cost variants with
respect to the reference system utilized. As the performance of the presented methods
estimates the position, linear velocity, and attitude reasonably close to the reference, it is
concluded that the methods are able to overcome the vibrations, disturbances, and bias drift
connected to low-cost sensors in reasonable manner and thus provide sufficiently stable and
accurate navigation solution.
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Abstract

The motions of  a  formation of  mobile  robots along predetermined paths are opti‐
mized according to a tunable time-energy cost function using the cluster space approach
to multiagent system specification and control. Upon path-parameterizing cluster state
variables describing the geometry and pose of a multirobot group, an optimal control
problem is formulated that incorporates formation dynamics and state constraints. The
optimal trajectory is derived numerically via a gradient search, iterating over the initial
value  of  one  costate.  A  multirobot  formation  control  simulation  is  then  used  to
demonstrate  the  effectiveness  of  the  technique.  Results  indicate  that  a  substantial
tradeoff is made between energy expenditure and motion time when considered as
minimization criteria in varying proportions, allowing the operator to tailor mission
trajectories according to desired levels of each.

Keywords: time-energy optimization, motion planning, multirobot systems, cluster
control

1. Introduction

In recent years, multiagent robotic systems have been firmly established as an important topic
of research owing to the continued emergence of potential applications. Cooperating teams of
robots remotely operated or capable of autonomous navigation and sensing can be used to
enhance or extend the functions of single-agent systems in areas such as airborne [1–3] and
terrestrial-distributed mobile sensing [4–6], search and rescue [7–9], and intelligent transpor‐
tation [10–12].
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For mobile systems, one of the key technical considerations is the development of a technique
to coordinate the motions of individual vehicles. The mutual goal of each agent is typically to
establish and maintain a certain spatial configuration or to perform complicated geometrically
time-varying maneuvers, a use case of particular interest to this investigation. These desired
behaviors lead to a variety of formation control problems, for which a wide range of solutions
have been and continue to be explored.

Notable work in this area includes the development of leader-follower strategies in which
follower agents control their position relative to a designated leader to meet formation
requirements [13–15]. Artificial potential fields have similarly been shown effective as a
construct to establish formation-keeping forces between robots within a group [16, 17]. Cluster
space, an approach that allows for intuitive specification of formation characteristics and
implements control directly on these variables, has also been demonstrated successfully for a
number of robotic systems [18]. Current trends in research, however, indicate a focus on the
incorporation of formation requirements into the framework of optimal control, and will be
discussed in this chapter.

Due to the inherent physical distribution of agents and the potential for limited information
exchange, decentralized control protocols for multirobot systems are popular. However,
centralized architectures, which exploit global information, are more amenable to executing
specific time-varying formation trajectories. The latter pertains to a class of similar methods
highly relevant to this chapter that delegate path design to an earlier step, relying on motion
planning to avoid inter-agent collisions and achieve varying degrees of coordination [19–24].
Distinguished among these is [25], which frames motion coordination as a velocity-optimiza‐
tion problem. Formations are defined by robot-pair relative geometries as a function of
distance along their respective paths, forming a constraint net. Optimal trajectories for each
robot are then generated such that these formation errors are minimized. Alternatively, [26]
represents the set of robot positions at a particular time as a 2D planar curve, and develops a
synchronization controller that regulates robot motions to simultaneously track the prescribed
formation boundaries as well as their individual paths. Although an optimal velocity signal is
not derived, as in [25], the model allows for complete specification of any formation over time,
provided the potentially complicated individual robot paths are attainable. For a number of
conceivable formations, this is a non-trivial step and can prove prohibitive. The methods
proposed in this chapter, which build from the cluster space approach to multirobot system
specification, address this issue.

In contrast to the investigations discussed above, much of current research in multirobot
systems is dedicated to the use of distributed optimal control techniques. These are appropriate
for applications that permit simple formation specification where robots must operate with
communication restrictions and local information such as relative positioning. Consensus
algorithms, which draw from concepts in distributed computing and graph theory, are present
in many of these approaches [27–29]. In the context of a cooperative multivehicle system,
information consensus refers to the convergence of agents in a networked system to a common
task or variable such as the center of a formation shape, the rendezvous time, or the direction
of formation translation [30]. Also of note are distributed control-based methods to handle
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swarms, or multiscale dynamical systems, which are comprised of many agents [31–34]. In
general, these techniques are only capable of assigning coarse-grained dynamics; specific paths
and distributions are not determined a priori. Each unit is held subject to local objectives and
constraints, giving rise to certain coherent macroscopic behaviors. For example, Ferrari et al.
[35] model global behavior of a multiagent system using PDFs and optimizes subject to coupled
local agent dynamics in such a manner that cohesion is achieved and the result requires far
less computation than classical optimal control.

Energy efficiency in mobile robotics systems is of great concern given that energy sources are
often carried, and practical applications require extended remote operation wherein limited
resources must be conserved. Many investigations seek to address this issue through the use
of motion planning techniques to reduce the energy consumption in system components.
Typically, proposed energy models are incorporated into optimal control frameworks to
derive trajectories that minimize energy expenditure [36–40]. For example, in a recent work,
Liu and Sun [41] decompose energy consumption into three categories: kinetic energy
transformation, overcoming traction resistance, and maintenance of electrical sources for the
operation of sensors, on board PCs, and control circuits. This analysis is then used to generate
both an energy optimal path and a velocity trajectory, which further conserves energy. While
a complete and detailed energy model can be beneficial, it is well known that preventing large
torque variations in motors by smoothing velocity profiles is most fundamental to energy
conservation [42, 43]. This chapter concentrates on minimizing energy expenditure for a
formation of mobile robots in this regard.

The investigations referenced above are geared toward individual robots and therefore do not
adequately address the optimal planning of energy-efficient trajectories for multiagent systems
where a holistic approach is appropriate. There are, however, a number of methods that
include provisions for minimizing aggregate energy consumption. For example, Sieber et al.
[44] formulate an LQR-like optimal control problem designed to move a formation of mobile
robots to a goal while minimizing input energy and incorporating a provision for formation
rigidity into the cost functional. Similarly, Wigstrom and Lennartson [45] generated trajectories
that reduce energy consumption using pseudo-spectral optimal control, though paths are
considered free. Coverage algorithms such as [40, 46] also implement energy conservation
constraints while maximizing the reach of mobile robot networks and sensing. A few swarm-
like methods have accounted for power consumption as well, but they minimize global energy
in order to achieve stability and cohesion for the group, or to affect the size and internal
coverage of the swarm [47, 48]. While these examples address the conservation of group
energy, they do not deal with the generation of smooth energy-efficient velocity trajectories
along predefined paths, an objective of this chapter.

The concepts of time and energy optimality in the context of trajectory generation for multi‐
robot systems are well represented in the literature. However, they are largely accounted for
alongside formation constraints, thus the derived control signals are suboptimal with regard
to time and/or energy exclusively. To our knowledge, there are no methods that achieve high
precision time-varying maneuvers and successfully separate the generation of optimal
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trajectories for each robot in a multiagent group from formation requirements. The techniques
proposed in this chapter address this shortcoming.

The contribution of this investigation is a method to generate continuous force, acceleration,
and velocity profiles for a formation of mobile robots with predetermined paths, while time
and energy are minimized in chosen proportions. Previously proposed methods with similar
objectives have employed optimization techniques with robot level dynamic constraints and
formation level cost functions. In contrast, our treatment uniquely optimizes and imposes
constraints at the cluster or formation level, with favorable results. Further advantages of our
technique are explained in Section 4.

We first introduce the cluster space control framework, which presents a group of mobile
robots as a virtual articulating mechanism in order to facilitate characterization and to
implement coordinated control of the system. A parameterization of the cluster dynamic
equations is next proposed which results in a reduced second-order state space model. The
structure and numerical solution of the optimization are then shown. Finally, a simulation of
a three-robot cluster controller is used to verify and validate the solution trajectory, after which
analysis and results are presented.

2. Cluster space

2.1. Cluster space specification of multirobot systems

The cluster space control framework conceptualizes a multirobot system as a single entity, a
cluster, which is described in terms of its global position and orientation, shape, and the relative
orientations of individual robots within the cluster. Based on these attributes, a set of inde‐
pendent state variables is defined to specify, control, and monitor the position and motion
characteristics of the formation [18]. These quantities can be mathematically related to the
positions and velocities of the robots in the group through a formal set of kinematic transforms,
much like the end-effector position and velocity of a robotic manipulator can be related to its
joint angles and rotational velocities. Similarly, a set of cluster dynamic equations of motion
have been defined with coefficients that are a function of dynamic properties of individual
robots, allowing generalized forces in cluster space to be related to generalized forces in robot
space [49]. These relationships enable the use of a feedback formation control system in which
the operator can command the path(s) of a multirobot formation with respect to the cluster
states, and be relieved from the task of specifying individual robot motions.

Cluster space represents a natural point of view for the operator suited for specifying well-
behaved, smooth, formation state trajectories [50]. Unlike other formation control approaches
that must commit to centralized or decentralized protocols, the cluster space framework
accommodates a range of (de)-centralization architectures through the selection of cluster state
space variables [51]. Cluster control has been experimentally demonstrated with groups of
two to six robots, operating on/in land/sea/air, with both piloted and automated controls, and
with a variety of compensation strategies. Ongoing work includes use of the technique for
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real-world applications such as gradient-based adaptive environmental sampling [52], object
tracking [53], object transportation [54], and escorting in the presence of long-distance
communications [55, 56].

2.2. Description of a three-robot cluster

Previous work on the cluster space state representation of a mobile multirobot system
presented a generalized framework for a system of n robots each with m degrees of freedom
[1]. In this study, we will consider the implementation of a group of three planar robots each
with 3 degrees of freedom: two translational (x1, y1, x2, y2, x3, y3) and one rotational (θ1, θ2,
θ3). These variables are referenced to a global frame and constitute the robot space description
of the pose of the system, r. Alternatively, the pose of the system in cluster space can be defined
by a position vector c consisting of variables that characterize the globally referenced cluster
location and orientation at the formation centroid (xc, yc, θc), the geometry of the three-robot
triangular formation (p, q, β), and the relative rotations of the individual robots within the
cluster (φ1, φ2, φ3). In general, we note that the cluster space control framework provides
flexibility in the location of the cluster frame and in the selection of shape variables; for the
example used in this study, the shape variables (p, q, β) represent a side-side-angle definition
of the three-robot cluster. A depiction of both robot space and cluster space variables is provided
in Figure 1.

Figure 1. State space variables for a three-robot cluster.

2.3. Cluster space equations of motion

In previous work, successful cluster space control has been demonstrated through the use of
a kinematic, or resolved rate, control approach in which the operator specifies desired cluster
velocities, which are then converted into robot velocity commands through an inverse-
Jacobian transform. This has been adequate for a number of demonstrations and applications,
particularly when the robots have on-board velocity controllers, are heavily damped, and
when external disturbances are minor. For more challenging cases, a dynamic cluster space
controller was developed, based on the definition of cluster equations of motion. This dynamic
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model describes the interdependence between the positions, velocities, and accelerations of
the cluster state variables and the generalized forces and torques acting on the cluster. It
contains coefficients that can be mathematically related to similar coefficients in robot space
dynamic equations. The details of this derivation using Lagrange formalism are presented in
[54]. The resulting cluster space dynamic equation follows:

( ) ( ) ( )m=L + +&& & ,F c c c c g c (1)

where if n is the number of robots in the cluster and m the number of degrees of freedom of
each robot: F ε Rn is an nm × 1 vector of cluster generalized forces and torques belonging to a
set defined {F | Fimin ≤ Fi ≤ Fimax, i = 1 : nm}; Λ(c) is an nm × nm symmetric, positive definite, cluster

mass or inertia matrix of the quadratic form;  and its first and second derivatives  are

nm × 1 vectors of cluster space state positions, velocities, and accelerations, respectively; 
is an nm × 1 vector of cluster space Centrifugal and Coriolis forces; g(c) is an nm × 1 vector of
gravity forces in cluster space.

The cluster space equations of motion were derived using a Lagrangian formulation based on
the formation’s potential and kinetic energy. An alternate dynamic form for a second-order
system can also be realized through a quadratic representation of the first-order cluster velocity
product terms [49]:

( )=L + & &&& .TF c c c Bc (2)

This version is obtained through the use of Christoffel symbols (Γ jk
i (c)), which are derived from

the cluster mass matrix Λ(c), where B is an nm × nm × nm vector of Christoffel symbols:

( ) ( )é ù= G ¼Gë û
1 nmB c c (3)

And Γ jk
i (c) is an nm x nm symmetric matrix for i, j, k = 1 to nm:

( ) ( ) ( ) ( )æ ö¶ ¶¶
ç ÷= + +
ç ÷¶ ¶ ¶è ø

Λ ΛΛ1Γ *
2

ij kjiki
jk

k j i

q qq
c

c c c (4)

This form has the desired quality of being conducive to state parameterization, a necessary
conversion due to the high dimensionality of the cluster state vector and equations of motion.
It does not include a gravity term due to the fact that our analysis is specific to planar rovers
whose gravity force is canceled out by the force normal to the surface.
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2.4. Cluster space parameterization

The cluster space state vector for a formation of n robots each with m degrees of freedom is of
size nm, which for the presented three-robot example corresponds to a nine-element state
vector. The application of optimal control techniques to a cluster state vector of this size would
result in a 2-pt boundary (shooting) problem of large order requiring an unmanageable
computational effort. We therefore seek to reduce the dimensionality of the control problem
and its numerical solution by defining a one-dimensional path space denoted as s(t) (where
s = [0,1]), representing the distance traveled along a specified path. The following draws from
the general methodology presented in [58].

The cluster state vector, at a given time, specified as a function of the distance traveled along
the path, and its first and second derivatives taken w.r.t. t are given by

( )= = = +&& && && &2c ;  c ;s ss sf s f c f s fs s (5)

where fs is the unit vector tangent to the path, fss is the curvature,  is the speed along the path,
and  is the acceleration. Substituting these expressions for c, , and  in Eq. (2), we obtain

( )( ) ( ) ( )= + +&&& & &2Λ  T
ss s s sF s f s f s f s B f s (6)

( ) ( ) ( ) ( )= + +&&& & &2Λ Λ  .T T
ss s s sF s f s s f s s f B f s (7)

If we let m(s) = Λ(s)fs and b(s)=Λ(s) f ss + f s
T B f s :

( ) ( )= +&& &2 m .F s s b s s (8)

Using Eq. (8) we have rewritten the cluster dynamics in terms of the velocity  and acceleration
 along the cluster state paths where m(s) and b(s) are the coefficients of acceleration and

Coriolis/Centripetal forces, respectively, expressed in cluster path coordinates. It is evident in
the transformed dynamics that a linear relationship exists between F and . This mapping is
unique; therefore, we can use  as the control input, effectively reducing the 2nm-dimensional
state space to two independent states,  and  [59]. (Note: The coefficient matrices m(s) and
b(s) are both of size 9 × 9; each element is an expression of a size that precludes its presentation
here.)

Now that we have represented the cluster dynamics in path space, inequality constraints on
the magnitude of the cluster force, {Fi min ≤ Fi ≤ Fi max, i = 1 : nm} can also be converted. Substituting
(8) into this expression yields nm path space inequality expressions for cluster space velocity
and acceleration constraints:
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£ + £ =&& &2min maxm ,    1 :i i i iF s b s F where i nm (9)

The bounds on the path acceleration and velocity at a given point are

( )£& &maxs s s (10)

( ) ( )£ £&& && &&& &min max, ,s s s s s s s (11)

where assuming mi ≠ 0 and mjbi − mibj ≠ 0:

( )
ì üæ ö-ï ïç ÷= =í ýç ÷-ï ïè øî þ

&2max ,min max , for ,    1 :
i j

j i i j
ij F F

j i i j

m F m F
s s i j nm

m b m b
(12)

( ) 2
max , min max ,  for i 1 :

i
i i

i F
i

F b ss ns s m
m

ì üæ ö-ï ï= =ç ÷í ýç ÷ï ïè øî þ

&&& & (13)

( ) 2
min , max min , for i 1 :

i
i i

i F
i

F b ss ns s m
m

ì üæ ö-ï ï= =ç ÷í ýç ÷ï ïè øî þ

&&& & (14)

Again, these derivations originate in [58, 59]. By virtue of the similarity between cluster space
dynamics with that of manipulators, the form of the inequality constraints is identical. They
have been presented here for completeness; however, the simulations in Section 4 will not
consider trajectories in which they are violated as it is outside the scope of our analysis.
Furthermore, a motivating factor behind the inclusion of energy in the minimization is to
depart from time-optimal trajectories and reduce the strain on robot actuators. This purpose
would be defeated if robot acceleration and velocity bounds were reached.

3. Cluster space time-energy optimal control

3.1. Problem formulation

To minimize, in varying proportions, the energy and motion time of system (8) along a
specified cluster path, we formulate and solve the following optimization problem. The
parameterization of the cluster dynamics reduces its state space to the double integrator:
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( ) é ù é ù= = =ë û ë û
r & &&r&

2x ,  , , T Tf sx u x u s (15)

The objective function, denoted as J, incorporates free final time and a weighted cluster energy
term:

( ) ( )= ò
0

min  ,
ft

u J L x u dt (16)

where L(x, u) = 1 + 2F2, and  ranges from 0 to 1. Or, in cluster path space coordinates,
substituting (8) for F:

( ) ( )e= + + +2 4 2 2
2 2, 1  2   .T T TL x u b b x m b x u m mu (17)

Subject to the boundary conditions:

( ) ( ) ( ) ( )1 1 2 20 0, , 0 0, 0.f f fx x t x x x t= = = = (18)

The state-dependent control constraints can then be defined as

( ) ( )= - £
r r

1 maxg ,  0x u u u x (19)

( ) ( )= - £
r r

2 ming ,  0x u u x u (20)

where

umax(x)= max ( , s) and umin(x)= min ( , s).

And the state inequality constraints:

( ) ( )= - £&2 max 1  0h x x s x (21)

Computing u*(t), the optimal acceleration along the path gives us access to the optimal
trajectory of the full dynamic system,  , and c*(t) . The structure of the optimal
control solution of this problem follows from the first-order necessary optimality conditions
for the case of state-dependent control constraints and free final time [60]. Due to the refor‐
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mulation in s, the time-energy optimal control problem is convex; therefore it can be concluded
that any local optimum of the problem is also globally optimal.

3.2. Structure of the optimal control solution

The optimal control (u*) and states  must satisfy the following conditions [59]:

( )l =* *, , , 0uH x u t (22)

( )l =* *, , , 0H x u t (23)

For all t  [t0, tf] , where the Hamiltonian and costates are given by

( ) ( ) ( )l l= +
r rr r r, , , ,TH x u L x u f x u (24)

( ) .T
x xL fl l= - -

r& uur
(25)

Expanded using (15) and (17):

( )2 4 2 2
2 2 1 2 2 1 1 2 21 (  2   ) 0T T TH b b x m b x u m mu x u g ge l l m m= + + + + + + + = (26)

( )2 2
2 22   T T

uH m b x m mue l= + + (27)

2 2 4
1 22 ( T T

s sm m u b b xl e= - +& (28)

( ) m+ + -2
2 )T T T

s s sm b m b x u g

( )l e l m= - + - -&
2

2 3
2 2 2 14   .T T T

xb b x m b x u g (29)

The subscript ‘s’ denotes partial derivatives with respect to s = x1. The state-dependent con‐
trol constraints, , are incorporated into the Hamiltonian using the multipliers

. They are positive if the associated constraint (dictated by (22)) is active and zero
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trol constraints, , are incorporated into the Hamiltonian using the multipliers

. They are positive if the associated constraint (dictated by (22)) is active and zero
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otherwise, ensuring that the cost function can only be reduced by violating the constraints
[59].

Solving Hu = 0 for u yields the unconstrained optimal control signal:

( ) e l
e

æ ö+
= -ç ÷ç ÷

è ø

2 2
2 2

unc 2

2
2

T

T
s

m bxu t
m m

(30)

This equation is valid if the control constraints are inactive. If they are activated, the optimal
control switches to the bounds umax(t) or umin(t):

( )
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ì >
ï
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ï >î

æ
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u t if u u
u t u t if u u u

u t if u u
(31)

3.3. Numerical solution

The control signal u = x2 is found by solving a fourth-order two-point boundary value problem
given by Eqs. (17), (28), and (29):
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If we assume initial unconstrained control, substitute initial condition x2(0) = 0 into (26), and
apply conditions (22) and (23), we can solve for the initial value of one of the costates:
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We now have initial conditions for all necessary variables with the exception of λ1(0). The initial
condition for λ1 must therefore be iterated, or guessed at until the correct final conditions are
realized for x1 and x2. This numerical problem can be solved in a computationally inexpensive
manner.

4. Results and analysis

The numerical methods presented in the previous sections were implemented to obtain time-
energy optimal trajectories for the cluster paths presented in this section. Subsequently, a
cluster space kinematic controller [18] was used to simulate the tracking of desired cluster
paths and motions in the following examples for three-robot cluster rotate and translate as
well as rotate and resize maneuvers.

4.1. Rotate and translate simulation

This cluster path is achieved by commanding translation from (xc,yc) = (0,0) to (xc,yc) = (10,10)
and simultaneous formation rotation from θc = 0 to π, with initial (cinit) and path-parameterized
cluster state vector (f(s)):

q f f f b

p

é ù= ë û

é ù= ë û

init 1 2 3 , , , , , , , , 

0, 0, 0, 0, 0, 0, 10, 10, / 3

T
c c

T

c x y p q

( ) p pé ù= ë û10 , 10 , ,0, 0, 0, 10, 10, / 3 Tf s s s s

The following are depictions of the cluster parameterized phase plane and path velocity vs.
time for multiple values of  (Figure 2):

Figure 2. Cluster parameterized phase plane for multiple .
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Upon inspection, it is apparent that the generated plots conform to intuition regarding the
expected shape of an energy optimal velocity profile. Given that generally steep acceleration
results in excessive energy expenditure one expects that a mobile robot would increase its
speed gradually (nonlinearly) up to a peak, after which it should identically decelerate. The
velocity profile should therefore be parabolic, symmetric, and continuous, unless state
constraints were violated, producing a plateau (trapezoidal) effect with discontinuities at the
switching point. In [61], velocity profiles that match this description were generated while
minimizing total energy drawn from the batteries of a particular mobile robot. Their results,
given different motor characteristics, ranged from the widely used trapezoidal profile to the
parabolic profile observed in the simulation.

Figure 3. Velocity along the cluster parameterized path for multiple .

Comparison of the optimal velocity profiles for different  in Figure 3 confirms the anticipated
result that increasing values of , and therefore energy contribution to the cost function, results
in velocity profiles of reduced average magnitude and longer duration. In Figure 2, phase
planes generated from successively smaller  increase in magnitude as they approach the time
optimal trajectory. The time-optimal boundary, though not derived as part of this study, can
be determined by calculating the maximum (minimum) parameterized cluster velocity and
acceleration achievable at each possible cluster configuration along the given path. However,
for a small enough choice of , the generated velocity profile will sufficiently approximate this
limit.

The trajectory obtained, using ε = .5, was executed using the simulation referenced above, to
yield the snapshots in Figure 4 of the cluster in 5-s intervals.

Notice that the paths of robots 1 and 2 (the blue and red dots, respectively) and robots 2 and
3 (the red and green dots, respectively) intersect during the course of the maneuver, indicating
a need for timing constraints to avoid collision. There are methods that define multirobot
coordination in this manner, referenced earlier [19, 39], that generate robot velocity profiles
from given paths such that robots avoid collision. Cluster space requires no such direct
provision, the timing of individual robot trajectories both to avoid inter-robot collision and
maintain formation is handled implicitly. This is evident in Figure 5, which depicts the distinct
optimal velocity profiles of each robot obtained by applying the cluster inverse kinematic
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transformations to the optimal parameterized velocity. They are of equal duration yet their
dissimilar contours and therefore areas indicate unequal distances traveled. Additionally, due
to the fact that optimizing in cluster space relieves us from imposing an explicit formation
constraint in the cost function as in [25, 26], the mathematical treatment can be dedicated
exclusively to optimizing time and energy.

Figure 4. Snapshots of cluster rotate and translate maneuver in 5-s intervals.

Figure 5. Individual robot velocity profiles.
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4.2. Rotate and resize simulation

Another example of a cluster maneuver, rotate and resize, is obtained by commanding rotation
from θc = 0 to π and a simultaneous resize from p, q = 10 to p, q = 20, with initial (cinit) and path-
parameterized cluster state vector (f(s)):

q f f f b

p

é ù= ë û

é ù= ë û

init 1 2 3 , , , , , , , , 

5, 5, 0, 0, 0, 0, 10, 10, / 3

T
c c

T

c x y p q

( ) p pé ù= ë û5, 5, ,0, 0, 0, 10 , 10 , / 3 .Tf s s s s

The following are depictions of the cluster parameterized phase plane and path velocity vs.
time for multiple values of  (Figure 6):

Figure 6. Cluster parameterized phase plane for multiple .

Figure 7. Velocity along the cluster parameterized path for multiple .
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As with a rotate and translate case, increasing  lengthens the duration of the trajectory and
flattens the shape of the optimal velocity profile (Figure 7), suggesting reduced energy
expenditure. Additionally, the phase plane of Figure 6 appears to approach a time-optimal
limit with decreasing , as anticipated. However, comparison with Figure 2 of the general
shape and relative location of the peak velocity reveals a discernable difference. The rotate and
resize profile exhibits a skew toward the velocity axis resulting in a peak magnitude that occurs
before the half-time trajectory point, while the rotate and translate profile is approximately
symmetric about the half-time point. This effect can be explained by viewing the cluster as a
virtual articulating mechanism possessing inertia. Because the cluster inertia grows as the path
is followed, optimizing in cluster space produces a velocity profile that favors torque appli‐
cation early in the maneuver. It is also true then that the symmetric nature of the optimal
velocity profile in a case such as a cluster rotate and translate often implies a constant or
symmetric inertia throughout the trajectory.

Figure 8. Snapshots of cluster rotate and resize maneuver in 5-s intervals.
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The trajectory simulation for ε = . 5 was executed to yield the following snapshots of the cluster
in 5-s intervals (Figure 8):

The individual robot velocity profiles for this case (not pictured here) are identical due to the
fact that their paths do not intersect and the chosen cluster geometry is an equilateral triangle,
implying equidistant paths. Therefore, in contrast to Figure 5, this maneuver does not require
a provision for timing to avoid inter-agent collision. A virtue of our technique is that optimizing
trajectories in cluster space removes the operator from this consideration and handles both
scenarios without intervention.

4.3. Time-energy tradeoff

As previously acknowledged, adjusting the weight of the energy term in the objective function
results in varying duration times and energy expenditures. In order to thoroughly investigate
the trade-off range, optimal solutions were obtained for a number of  values in the rotate and
translate case. Figure 9 depicts the relationship between trajectory duration (T) and the cluster

energy as represented in the objective function, ∫0
tf F 2dt , for  ranging from .001 to .01. The

results, normalized to  = .001, show that for a 10% increase in T, energy expenditure is reduced
by 22.5% (point (a) in Figure 9). As  gets larger, and T is increased further by 10%, energy is
reduced by 19.8% (point (b) in Figure 9). The slope of this curve will of course change with
cluster path and trajectory; however, we expect to always observe diminishing reductions in
energy expenditure with increments of T, as we have with this case. In general, for a given
cluster and trajectory, this plot can be generated and used as a tool to inform the appropriate
choice of  given mission requirements such as time to completion or energy limitations.

Figure 9. Energy vs. trajectory duration.
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5. Conclusion

This chapter presented a technique to generate a time-energy optimal trajectory for a cluster
of mobile robots with predetermined paths. The method is uniquely applied in a parameter‐
ized formation state space and incorporates the nonlinear dynamics of the cluster and actuator
constraints to enable intuitive optimal trajectory planning for time varying formations.
Simulation results verified the generated trajectories and demonstrated the advantages of
using a time-energy tunable objective function. The ability to choose more energy-efficient
trajectories reduces the strain on actuator components and energy reserves, thereby promoting
longevity in both. The tool in Figure 9 also demonstrates that the operator has access to a
substantial path-specific time/energy range, within which one must choose a mission-
appropriate combination.

We plan to incorporate several extensions to this work in the future. First, we will integrate
cluster space obstacle avoidance [62] into the optimal trajectory-tracking controller. In addi‐
tion, we will develop cluster space velocity and acceleration bounds to include the charac‐
terization of a velocity limit curve as well as a phase plane description of the admissible
range. With these bounds, which are a function of the cluster states and are therefore varia‐
ble in the choice of path, one could derive the time optimal cluster trajectory, approximated
with small  in the simulations of the previous section. We will also attempt to address prac‐
tical issues such as friction, gravity, and motor dynamics into the formulation in order to
make the technique more applicable to a wide range of multirobot systems. Finally, we will
experimentally verify and validate the technique with several existing multirobot experi‐
mental test beds, to include terrestrial rovers, surface and underwater marine vehicles, and
aerial vehicles.
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Abstract

Lasers are powerful light source. With their thin shafts of bright light and colours, laser
beams  can  provide  a  dazzling  display  matching  that  of  outdoor  fireworks.  With
computer assistance, animated laser graphics can generate eye-catching images against
a dark sky. Due to technology constraints, laser images are outlines without any interior
fill or detail. On a more functional note, lasers assist in the alignment of components,
during installation.

We propose the use of  lasers  in  the generation of  graphics  for  augmented reality
applications. Whilst the unfilled line drawings may be considered as a disadvantage, the
ability to project images in a bright outdoor environment is an advantage, particularly in
a natural  environment.  This  chapter  describes the use of  laser  outline graphics  to
augmented reality applications for a proposed ‘industrial’  application in a shared-
environment  of  humans  and  robots.  This  implementation  demonstrates  a  novel
application and reaffirms the efficacy of laser graphics in providing notification to third
party humans in the environment.

When a mobile robot is able to indicate its intentions, humans in its vicinity can better
accommodate its actions to avoid possible conflicts. A framework for implementing
human-robot interface is proposed. Wearable transparent LCD displays offer a high
definition graphical interface to the human supervisor to allow for robot control, whilst
laser generated notifications allows both the supervisor and other humans in the shared
environment to be informed of the robots intentions, without the need of wearable
devices. This leads to a more inclusive interaction for all humans in the shared
environment.

Keywords: laser graphics, human-robotic interaction (HRI), wearable technology, mo‐
bile robot control, augmented reality

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



1. Introduction

In the past, robots were deployed primarily in industrial scenarios where tasks were repetitive
and in a fixed sequence under a structured and well-constrained condition. Robots were
programmed and debugged ‘off-line’, before their programs were ported to the shop floor.
The tasks may be expected to be repeated many hundreds of thousands, or even millions of
times, 24 hours a day, and continuously for a number of years. A typical example of such a
scenario would be in the manufacturing of automobiles. In this ‘high volume and low-mix’
manufacturing application, the robot actions are explicitly defined and programmed for the
robot to execute. The cost and time spent to program and commission each robot would be
negligible considering the number of automobiles produced and the relatively long product
cycles.

In ‘low volume and high-mix’ applications, the use of robots may be unattractive due to the
relative complexity of robot programming and the related setup costs. As we expand on the
scope of robotic applications, a different mode of interaction is evolving. Recently, more robots
are deployed in semi-structured manufacturing environment [1] or in domestic environment
like in homes [2]. Industrial robots are becoming more collaborative in their interactions with
humans and are designed to work with humans in the same environment, without the
provision of safety enclosures. In a home setting, it is best that the robot takes on the role of a
compliant friend who is able and willing to do our bidding. Tasks required of the robot in such
an environment are expected to be different and non-repetitive, at least within a time scale of
hours or minutes.

Hence, it is important that the task of programming and interaction between human and robot
become more natural and intuitive, evolving to an interaction that is typically associated to
that between human. The different operating scenarios require new paradigms in the imple‐
mentation of a Human-Robot Interface (HRI) such that data are clearly presented and easily
accessible to all relevant parties. Industrial robots typically present their data on a computer
display and often use a keyboard, mouse, or touch pendants as its input device. This setup is
not favourable because it causes the human operator to have a divided attention between
following the task procedure, visually, and simultaneously monitoring the important param‐
eters on the computer display [3]. Furthermore, in an industrial setting, the need for protective
wear would make the usage of the mouse and keyboard or touch pendants untenable.

In this chapter, we propose a framework that uses laser graphics to develop an augmented
reality application for HRI. This envisages the evolution of HRI to be more natural with the
robot providing a greater contribution in formulating the desired outcome. This invariably
moves the robot and human towards a relationship exhibiting greater interaction in terms of
frequency and quantity of information exchanged during their interactions. In an environment
shared between humans and robots, the human needs to be able to recognise the intention of
robots and vice versa. This is to avoid the possibility of conflicts and accidents.

For human and robot to interact meaningfully, through mutual understanding, a mechanism
for dialog between robots and humans must exist [4, 5]. The human should be able to define
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and refine his needs. In addition, the robot is required to deliberate, formulate solutions and
present appropriate options, in a form suitable for human understanding. On the other hand,
a robot should be able to understand its human partner through common conversational
gestures frequently used by humans [6, 7], such as by pointing and gazing. There must also
be a common frame of spatial referencing [8, 9] to avoid ambiguities.

Augmented reality (AR) technologies [10] are used in our proposed framework to help the
human and robot to define their communication and intentions [11]. Two types of AR
technologies – the ‘see-through’ AR [12, 13] and spatial AR [14, 15] – are applied to enable the
human to manipulate the robot in a way that the robot can understand. Similarly, these AR
technologies help the robot to convey information so that the human has a better understand‐
ing of what the robot is doing and in its intentions. In research efforts involving the program‐
ming and controlling of mobile robots, there are some that make use of ‘see through’ AR
technologies [11, 16], and others that utilize the spatial AR technologies [8, 17].

In the Mercedes-Benz autonomous concept car programme, laser generated graphics was
proposed to indicate when it was safe for a human to cross its path by projecting a moving
‘pedestrian crossing’. In this application, the advantages of laser in being able to project images
in a natural environment were exploited effectively. In addition, the need for a mobile robot,
or vehicle, to communicate its intention to humans was also elaborated.

The desire for a more natural and intuitive interface for human-robot interaction was studied
by a number of researchers including [18]. These incorporated laser pointing to assist in
defining targets and projected imagery to enhance interaction. In addition, others explored
human mimicking interactions [19], while others focused on projectors devices [20].

The design of HRI had previously focused only on the interaction between the robot and the
human that is controlling the robot. This is a natural omission, as humans and robots had
previous been kept separate as a feature of design. As humans and robots intrude into the
other’s space, the needs of both humans and robots outside the intended interaction need to
be considered. In the sharing of resources, it is important that all parties are aware of the other’s
intentions. This chapter identifies the need and describes the use of laser-based line graphics
in the provision of such a function.

2. Proposed human-robot interaction framework

Figure 1 presents our proposed framework for Human-Robot Interaction. The components of
the framework and their inter-linkages are presented in the schematic. The central element is
the interaction kernel, which directs the control flow of the application and updates the model
data such as the motion commands, motion trajectories and robot status. In each update loop,
the human user could use the user interface, which consists of a multi-modal handheld device,
to provide control commands or task information for the robot to execute.

The user interface uses two different types of AR technologies to display the robot information
for the human user to visualize. The human user would be wearing a see-through AR glasses

Laser Graphics in Augmented Reality Applications for Real-World Robot Deployment
http://dx.doi.org/10.5772/63635

167



so that he or she can view more information regarding the robot, as well as the task in the real
world. In addition, the robot has an on-board laser projector to provide for spatial AR. The
robot projects its status and intentions as words or symbols onto the physical floor or wall,
depending on the nature of the desired notification.

In the task support module within the framework, the human interacts with the robot through
a dialogue Graphical-User-Interface (GUI), moving towards a defined task, which is acceptable
to the human and executed by the robot. The role of the robot is enhanced from the traditional
role of a dumb servant to that of a competent ‘partner’. To highlight the need to maintain the
higher status of the human in the decision-making hierarchy, we refer to this partnership as a
master-partner relationship. It is inferred that the human makes the decisions whilst the robot
assists the human user by considering the information on intended task, as well as the task
constraints to provide appropriate task support to the human. The robot should be capable of
providing suggestions to its human master and be able to learn and recognise the human’s
intentions [21]. The robot must also be imbued with a knowledge base to allow it to better
define the problem. Only with these capabilities will the robot be able to elevate its role towards
that of a collaborating partner.

Figure 1. A framework for dynamic human-robot interactions.

Under the assisted mode, the human’s cognitive load may be expected to be lower [22, 23] than
if he were be responsible for all aspects of the task. In the performance of a task where the robot
is unable to assist the human, in an appropriate manner, the human may elect to proceed
without robot assistance. This would be the direct mode where the human operator determines
the path, trajectory and operation parameters of the task. The model data, such as generated
robot motion commands, planned trajectories, as well as the robot status are updated accord‐
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ingly, and visualized consistently through the laser projection, the augmented reality display
or a 2D graphical user interface.

This chapter presents, as concept verification, the development and evaluation of a user
interface module, which uses laser graphics to implement the spatial AR technology to display
the robot provided information for the human user to visualize.

3. Hardware configuration of the user interface module

The implementation of the user interface module is illustrated in Figure 2. It has been used to
enable the robot to perform a waypoint navigation task, in a known environment, where local
features may change and obstacles moved. Intrinsic to the implementation are the hardware
devices for the human to interact with the robotic system.

Figure 2. The GUI menu (left): an operator controlling a robot with a handheld device and a wearable display device
(right).

3.1. Wearable transparent display

The human is provided with an Epson Moverio BT-200. It is a wearable device with a binocular
ultra-high resolution full colour display. It incorporates a front facing camera and motion
sensors. The motion sensors capture the user’s head motion and the camera supports target
tracking in the observer’s field of view. This device is depicted on the human operator in
Figure 2. Wearing the device allows the user to view his environment as well as any augmented
data that is generated, overlaid on the real-world scene. Through the display, the robot system
can provide status information and selection menus for the operator to select. The advantage
of a wearable transparent LCD display is that it provides the human with an unimpeded view
of his environment.

3.2. Multi-modal handheld device

A novel multimodal wireless single-handheld device is as depicted in Figure 3. It comprises
five units of spring loaded finger paddles, a nine-axis inertial measurement unit (IMU), a laser
pointer and a near-infrared LIDAR sensor. With the spring-loaded linear potentiometers, a
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position-to-motion mapping is programmed to map individual finger displacement to a
certain motion command for the robot. The hand motions of a user are sensed by the IMU, and
gesture recognition is applied to interpret the human gestures. This would allow the user to
interact with the robot through gestures.

Figure 3. Multimodal single-handed human input device.

A laser pointer is included on the device so that a user can point and define a particular
waypoint location or a final destination. The LIDAR sensor is included to assist in user
localization by the robot.

This device supports a one-handed gloved operation and was designed for use in an industrial
scenario. In an industrial setting, the hands of a human operator are, frequently, gloved, and
the use of double-handed devices is viewed as being undesirable from safety considerations.

3.3. Robotic platform

The human-robot partnership framework is implemented on MAVEN [24, 25]. The robot,
shown in Figure 4, is a holonomic robot with four mecanum wheels. It hosts an on-board
computer for controlling the drive motors and its other robotic services. The Linux OS has been
installed as the robot’s operating system for the embedded computer. The robot operating
system (ROS) is installed along with the Linux OS.

The maximum forward and lateral speeds of the robot have been limited to 0.6 m/s while the
on-the-spot rotational speed has been limited to 0.9 rad/s. The various sensor and behaviour
modules that have been installed on the robot include a Hokuyo laser rangefinder module, a
USB camera module, an MJPEG server, a localization system, map server, as well as a path
planning and a navigation module.

The robot is provided with a laser projection-based spatial AR system, which enables the
projection of line graphics and text onto a suitable surface. The projected images can be used
to augment reality in the traditional manner or to provide indications of the robot's intention
or status. In the context of a moving robotic platform, it can project the robot’s intention to
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move, turn, or stop. The intended path that is planned by the robot can also be projected on to
the floor or road surface. During interactions, the laser graphics are used to project markers to
confirm destinations or to place virtual objects for the human to confirm its desired position
and orientation.

The ability to recognise the robotic platform’s intentions allows humans (and other robots) to
adjust their motion to avoid conflicts. This would enhance the safety of humans in the vicinity
of the robot.

Figure 4. Robot with a laser projection-based spatial AR system.

4. Laser projection-based AR system

A laser projection system has been installed on the robot to provide for a spatial augmented
reality. It facilitates the presentation of projected digital AR information such as the robot
motion behaviours and its motion trajectories onto the floor surface of the work environment.

Figure 5 depicts a schematic of the implemented laser projection system. To create laser
graphics, two tiny computer-controlled mirrors are used to direct the laser beam onto a suitable
surface. The first mirror rotates about the horizontal axis while the second mirror rotates about
the vertical axis. A pair of galvanometers is used to produce the rotating motions, which
subsequently aims the laser beam to any point on a square or rectangular raster. The position
of the laser point is controlled by changing the electric current through its coil in a magnetic
field. The shaft, of which the mirror is attached to, will rotate to an angle proportional to the
coil current. In this manner, by combining the motions of the two galvanometers in orthogonal
planes, the x-y position of the projected laser spot can be changed.
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Figure 5. Schematic diagram of the laser writer display system.

The computer ‘connects the dots’ by rotating the mirrors at a very high speed. This causes the
laser spot to move sufficiently fast from one position to another, resulting in a viewer seeing
a single outline drawing. This process is called ‘scanning’ and computer-controlled mirrors
are galvanometer ‘scanners’. The scanners move from point to point at a rate of approximately
30–40 kpps. To add more detail to a scene, additional sets of scanners can be used to overcome
the limitations in scanning speeds.

A multicolour laser projection system would consist of red, green and blue lasers, each with
its individual driver and optics. The drivers also control the intensity of each laser source
independently. Red, green and blue laser beams are mixed in the transparent mirror system
and the combined beam is subsequently projected onto the mirrors of the galvanometers.
Together, these three laser diodes combine their output to produce a white or an ‘infinitely’
varied coloured beam.

4.1. Image generation

An International Laser Display Association (ILDA) interface can be used to import custom
graphics, text and effects into laser animation format. Files containing scalable vector pictures
or videos are loaded to the graphic controller in a special format. The control software converts
these files into a list of sequential points, each of which is characterised by the angular
deflections of the galvanometers in the vertical and horizontal planes. The intensity of laser
radiation is also controlled via the interface.

The ILDA laser control standard produces a sequence of digital-to-analog converter (DAC)
outputs on differential wire pairs with average amplitude of ± 24V for the galvanometer control
and ±5V for the laser diode drivers. When the galvanometers receive a new value for mirror
deflections, it drives the mirrors to the next desired angular position.
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4.2. Transformations for inclined surface projection

As the projector frame is not necessarily perpendicular to the projection surface, there will be
visible distortions in the source image (Projector Frame) projected onto the surface (Projected
Image Frame) as shown in Figure 6.

Figure 6. Projected image is distorted when projected onto an oblique surface.

This distortion needs to be corrected through a pre-warping process that is applied to the
projection image, before being projected to the particular surface.

Figure 7. Projected image distortion correction.

The pre-warping process can be accomplished using the concept of homography in computer
vision [26], as shown in Figure 7. The idea is to find the transformation matrix between the
source image frame and the projected image frame, as illustrated in Figure 7 step (1). Typically,
a square outline will be projected onto the desired surface and its corner’s positions will be
estimated. The corner positions of this square, in the source projector frame, are also calculated.
The appropriate transformation matrix will be determined using the corresponding points.
The details of this method are described in the paper by Rahul, Robert and Matthew [27]. The
next step, as seen in Figure 7 step (2), is to multiply this matrix with our original image to
obtain the pre-warped image frame. Finally, as depicted in Figure 7 step (3), this image is
projected onto the inclined surface to produce the undistorted square image (Projected Image
Frame).
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4.3. Camera-projector calibration and software

Our multimodal handheld device is equipped with a laser pointer, which is used to project a
marker point for indicating a reference or indicating a chosen item. The marker and its
projected position are identifiable by the camera, located close to the laser writer. To determine
the position of the marker, a calibration process is performed to obtain the necessary trans‐
formation parameters.

The calibration process is performed by using the laser writer to draw a square with known
parameters onto the floor within a region, in the camera field of view. The camera captures
the image of the square that was projected on the floor. The corners of the square in the camera
frame are subsequently extracted. These values, together with the known projector frame, are
used to obtain the projector-camera homography. Figure 8 illustrates the procedures.

Figure 8. Projection of calibration target and corner extraction.

Figure 9 shows the camera-projector system and demonstrates the use of the laser marker to
indicate a position. The system confirms the position of the marker by responding with the
projection of an arrow head that points to the marker location. In this scenario, the robot will
project an arrow that follows the laser marker indicated by the user.

Figure 9. Laser input detection and arrow projection.

5. An implementation

Within the proposed human-robot framework, we identify three different groups of people
that may interact with the robot. These people, who are known as interactants, are grouped
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according to their roles, relating to the robot actions, and on the nature of the information they
may require.

Group 1 Interactants – Operator who is responsible for the control and supervision of the robot.
The operator is equipped with an LCD display and the Multi-Modal Human Input Device
(HID). A wearable see-through transparent LCD display is provided to allow the operator an
unobstructed visual awareness of the environment. The LCD display functionality allows for
the projecting of high-resolution dialog actions proposed by the partner-robot. In addition,
relevant information required by the operator to allow for timely intervention would also be
displayed. This information includes communication strength and battery health. With the
augmented view, the operator is able to provide the necessary support and commands to the
robot. Navigation through the menu options and selection of specific items are executed using
the Multi-Modal Human Input Device.

Group 2 Interactants – Observers who are interested in monitoring the tasks being executed.
This group of humans may be equipped with the transparent LCD displays where they can
share the actions of the human in controlling the tasks. Without the wearable displays, this
group of observers would only be able to share in the notifications by the robot through the
‘Laser Writer’. They would, however, not be permitted or able to control the actions of the
robot, as control is only permitted through the Multi-Modal Human Input Device. This
restriction provides a clear differentiation between the two groups.

Group 3 Interactants – Passerby who are in the vicinity of interaction, but who are not directly
related to, or interested in the task being executed by the robot. The interest of this group of
passerby arises from the sharing of common space and the need to accommodate the robot's
motion. Predominantly, the interest may be restricted to one of avoiding the robot and its
workspace. Their interest is in the near-term actions of the robot as in the robot's current actions
or in its next action. They need to be provided with the ability to identify the robot's actions
or its intention. The robot can support this need for situation awareness by this group through
the visual prompts generated by the laser writer (Table 1).

Operator (Group 1
interactant)

Observer (Group 2 interactant) Passerby (Group 3
interactant)

Wearable
transparent LCD
display

Provided May be provided Not provided

Multimodal HID Provided Not provided Not provided

Remark Fully involved in  
controlling the robot. View
laser indications for status
feedback

Involved in collaborating with  
either the operator or robot. View
laser indications for status feedback

Not involved in the operation.
Views laser indications to
avoid collisions

Table 1. Framework for multimodal AR GUI.
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Figure 10 shows the dialog generated by the wearable display. Each robot is equipped with a
unique augmented reality marker for facilitating the process of overlaying the computer-
generated information over the real scene. The operator, with the multimodal hand controller,
will have the capability of visually selecting the options suggested by the robot to complete
the task. This offers a more intuitive and convenient way to interact with the robot.

Figure 10. Dialog menu for Group 1 interactants.

While the GUI on the wearable display enables the operator to intuitively control and monitor
the robot, other humans who share the same working environment (Passerby) might encounter
difficulties in accommodating this robot’s motion and inadvertently cross into its intended
path. The laser writer is provided to overcome this problem by providing passersby with visual
indications of the robot’s intentions. Figure 11 shows one possible implementation for this
system. In this scenario, this laser system allows the robot to project the direction of its
trajectory, before moving from one point to another. Particularly, the robot is able to indicate:
‘stop’, ‘forward’, ‘backward’, ‘turn left’ and ‘turn right’ as text or line-graphic symbols.

Figure 11. Laser notification to all interactants and LCD menus.

6. Discussion

The proposed framework for the dual-modality AR system was implemented for deployment
in a laboratory setting where humans and mobile robots are expected to coexist and operate
in close proximity. The mobile platform was ‘let loose’ within the laboratory without any prior
briefing to the other laboratory users. Third party human-robot interaction was observed, and
a ‘qualitative’ feedback was solicited from the ‘unsuspecting’ human. Two scenarios were
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evaluated. The first scenario was without the laser writer augmentation, and the second with
the laser writer function activated. In this second scenario, the robot projected its action and
indicated its motion trajectory.

Invariably the response was positive, especially when the robot was stationary and the human
was unsure of the response required of them. In instances when the robot’s route was identi‐
fied, humans would find an alternative route in an attempt to avoid the robot. The human
response of avoiding the robot’s workspace enabled the robot the option of increasing its speed
resulting in better operational performance.

As a natural extension of the unmanned deployment of mobile robots, the framework of
providing notification of the robot’s actions is recognised to be supportive to the application
of autonomous transportation in an urban scenario. In such a scenario, vehicles are larger and
environments shared with humans who are less familiar with robot interaction. The ability to
improve on the passerby’s awareness of the robot’s actions could be achieved using the laser
writer information system described in this chapter. When the vehicle is avoiding or stopping
for the human, appropriate indications may be provided to the human by use of the laser
notification system.

7. Conclusion

In this chapter, we highlight the application of laser-generated outline-graphics as a viable
addition to ‘augmented-reality’. Its images are bright and of high contrast. This lends itself to
applications in natural environments, both indoors and outdoors, where the ambient lighting
is expected to be relatively bright. Whilst unfilled graphics may be considered as a deficiency,
when attempting to generate visually appealing GUI menu with filled graphical images, it can
be used effectively to project images and outline text onto the surrounding surfaces. These
images can be viewed without the aid of any wearable devices in a natural environment.

In addition, we proposed a design framework for GUI implementation in human-robot shared
environments. In this framework, we identify specific requirements of the first party, human
in direct control of the robot and the requirements of the third party, humans in the operating
vicinity of the robot. The needs of each group are different and can be optimally addressed
using different AR modalities. The use of laser-generated line graphics was deployed as a
means of projecting messages and notifications to humans in the vicinity. This is perceived as
supporting a safer working environment that humans and robots can share. In addition,
humans are also enabled with a better awareness of the robot’s actions and this reduces the
possibility of accidents. The behaviour of humans avoiding the robot’s workspace, where such
options exist, produces opportunities for faster platform speeds and improved task efficien‐
cies.

Mobile robots should indicate its intension as it executes its task to humans in its vicinity. This
is a necessary requirement when the general public and mobile robots share and intrude into
the workspace of the other. In recent times, we witness the deployment of automated trans‐
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portation of food items in restaurants and of humans in autonomous vehicles. These are
deployments in shared environments. The issues highlighted are relevant and worthy of
consideration in their design and implementation. The laser writer provides a simple and
effective way to improve on passerby situation awareness in a naturally bright environment.
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Abstract

A real-time dynamic and optimized bandwidth management algorithm is proposed
and used in teleoperated collaborative swarms of robots. This method is effective in
complex teleoperation tasks, where several robots rather than one are utilized and
where an extensive amount of exchanged information between operators and robots is
inevitable. The importance of the proposed algorithm is that it accounts for Interest‐
ing Events (IEs) occurring in the system's environment and for the change in the Quality
of Collaboration (QoC) of the swarm of robots in order to allocate communication
bandwidth  in  an  optimized  manner.  A  general  dynamic  optimized  bandwidth
management system for  teleoperation of  collaborative robots  is  formulated in this
paper. The suggested algorithm is evaluated against two static algorithms applied to a
swarm of two humanoid robots. The results demonstrate the advantages of dynamic
optimization algorithm in terms of task and network performance.  The developed
algorithm outperforms two static bandwidth management algorithms, against which
it was tested, for all performance parameters in 80% of the performed trials. Accord‐
ingly, it was demonstrated that the proposed dynamic bandwidth optimization and
allocation algorithm forms the basis of a framework for algorithms applied to real-
time highly complex systems.

Keywords: bandwidth allocation, collaborative robots, teleoperation, optimization

1. Introduction

Teleoperation, or remote tele-manipulation of robots in inaccessible environments such as
deep sea and outer space [1, 2], includes a wide variety of applications such as micro- and
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nano-teleoperation [3], tele-surgery [4], etc. A network-based teleoperation system involves
distant interactions between human operators and remote robotic systems [5, 6]. In addi‐
tion, swarms of robots are widely employed in complex tasks that cannot be performed by a
single robot or in tasks that are better achieved by cooperation of robots such as localization
in formations [7], target tracking [8], mapping and localization [9], object pushing [10], area
exploration for search and rescue [11], etc. When swarms of mobile robots are teleoperated,
specific network requirements should be satisfied in order to guarantee a minimum quality
of control, which results in efficient task execution. Research done on teleoperated systems
showed that constraints such as bandwidth and CPU processing cause the Quality of Service
(QoS) to degrade to an extent that may severely affect performance [12, 13]. To address this
problem, various bandwidth management algorithms have been presented for distributed
multimedia systems in order to maintain a performance that guarantees an adequate QoS [6].
However, the literature rarely tackled the problem of managing bandwidth based on sensory
feedback and the quality of collaboration among robots. Accordingly, a real-time dynamic
optimized bandwidth management for teleoperation of collaborative robots is introduced in
this paper. The proposed method accounts for interesting events (IEs) and the change in the
quality of collaboration (QoC) between robots in order to optimize the allocation of band‐
width  between acting  agents,  where  necessary,  in  a  given  environment.  The  developed
optimization technique showed outstanding performances when implemented on a system of
two collaborating humanoid robots, and thus could be considered a basis for a framework for
highly complex algorithms implemented in systems involving real-time bandwidth optimi‐
zation, where multiple users control multiple collaborating robots.

Different types of resource management algorithms are used to solve the bandwidth allocation
problem in robotics systems. Such applications in networked control systems fall into two main
categories: static [14] and dynamic [15] bandwidth allocation. Static methods cannot adapt to
changes in the system state (surrounding environment, collaboration quality, etc.). Alterna‐
tively, dynamic bandwidth allocation algorithms increase performance at the cost of increased
computation. Mourikis et al. [7] address the problem of resource allocation in formations of
mobile robots localizing as a group. The goal is to determine the frequency at which each
individual sensor should be used in order to attain the highest possible localization accuracy.
The set of frequencies mentioned is obtained by solving an optimization problem that
maximizes the accuracy matrix expressed in terms of the sensors' frequencies. However, the
problem is solved offline and the algorithm does not account for any dynamic events that
might occur. Sugiyama et al. [8] propose a bandwidth reservation algorithm for multi-robot
systems in a target tracking mission. The interesting information, corresponding to a survivor’s
detection, is sent to the base station with wideband signals such as dynamic picture images.
The final call is left to operators to decide whether the received images indicate a real victim,
by allowing/preventing the corresponding robot to reserve the bandwidth affecting the flow
of various signals from other robots to the base station. In this approach, the operator's
intervention is crucial in allocating bandwidth and thus the allocation process is not fully
automated. Xi et al. [5] developed a bandwidth allocation mechanism based on online
measured task dexterity index of dynamic tasks so that operators can control remote manip‐
ulators efficiently and smoothly even under poor network quality. However, the executed task
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is simple and does not require the collaboration of multiple robots to be performed. Thus, the
quality of collaboration factor is not considered in the bandwidth allocation. Finally, in [10], a
bandwidth management algorithm is introduced and the rate of feedback is regulated based
on the amount of activities occurring in the environment. The work shows that during complex
tasks, the operator's performance is affected by the rate of feedback of information. It is also
confirmed that a higher sampling rate is required to maintain the same level of performance
obtained when the environment is less dynamic. Yet, the implemented algorithm does not
impose any constraint on the total bandwidth of the system. In addition, the notion of
monitoring changes in QoC to allocate bandwidth is not mentioned since the task execution
only requires the use of a single robot. To the best of the author's knowledge, there was limited
research addressing bandwidth management for the specific application of collaborative
robots teleoperation. In 2015, Ricardo and Guilherme designed a Dynamic Bandwidth
Management Library to control the frequency of individual sensors present in a robotic
environment performing a certain task [16]. This work is seeking a universal Dynamic
Bandwidth Management Library designed to be used on a system with a variable number of
heterogeneous robots performing any collaborative task that requires communication trans‐
actions such as the exchange of sensor data between involved agents.

Accordingly, the main contribution of the work presented in this paper is in accounting for (a)
IEs occurring in the robotic swarm's environment and (b) changes in QoC among the swarm
of robots in real-time optimized bandwidth management of teleoperated collaborative robots.
Consequently, assessing the multi-robot swarm dynamics, the stability of the robotic swarm
and the effects of packet loss and transmission delay under the proposed algorithm falls out
of the scope of this paper. Factoring the latter into the proposed algorithm is possible but will
alter the emphasis from the main contribution of dynamic optimized bandwidth management.

A literature review of the most relevant work in bandwidth management was presented in
Section 1. The general problem is formulated in Section 2. The formulation is then implemented
on an application in which an operator drives two collaborating robots. Section 3 describes the
experimental set-up and the corresponding results. Finally, conclusions are presented in
Section 4.

2. Problem formulation

The focus of the work presented is on real-time dynamic managing of the ‘User’ to ‘Robot’ and
‘Robot’ to ‘User’ (U2R/R2U) and ‘Robot’ to ‘Robot’ (R2R) communication channels, where
actuation commands, system state and sensory data including video frames are exchanged. A
general formulation of the problem that can be applied to swarms with a variable number of
collaborating robots is presented first and is then implemented on a formation of two human‐
oid robots performing a collaborative task. The formulation is concluded by presenting the
solution of the optimization problem.
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2.1. The general formulation

The goal of the optimized dynamic bandwidth allocation algorithm is to optimize communi‐
cation at each time event based on information related to the occurrence of IEs in the robot's
surroundings and to changes in QoC among robots. The idea comes from the fact that when
sudden changes occur in the robot's environment, the teleoperator needs to be updated more
frequently in order to retain the same level of performance. In other words, the rates of
information exchanged between operator(s) and robots are updated based on changes in task
conditions that may affect the performance severely. Similarly, the increase in R2R communi‐
cation compensates for any decay in the performance of the collaborative task of the robotic
swarm. Hence, if the environment is less dynamic and the robots are collaborating well, the
corresponding communication rates will be decreased. On the other hand, if the environment
is more dynamic and the robots are collaborating poorly, the corresponding communication
rates will be increased.

Let the collaborative task be executed by n robots and let xi, where i ∈ {1, 2, …, r}, be the
communication rates to be optimized. Then, we define X as an r-dimensional vector of
communication rates such that

[ ]1 2= L T
rX x x x

Where the elements of X are classified into 3 sets of rates:

• Feedback Rates: R2U communication rates

• Collaboration Rates: R2R communication rates

• Command Rates: U2R communication rates

The rates xi are subject to practical constraints that bound each of them with a minimum and
maximum value ximin and ximax, respectively. In addition, the sum of bandwidth consumed by
all channels is bounded by the total bandwidth of the system Bmax. Hence, for all the rates, we
have the following constraints:

,where {1, 2, , }£ £ Î ¼imin i imaxx x x i r (1)

and

1

.
=

£å
r

i i max
i

w x B (2)

where wi's are weights associated with each rate corresponding to the rate of information (bps)
sent at each time event on each channel. We define the vector W = w1 w2 … wr

T  as an r-
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dimensional vector of weights corresponding to each channel. We also define P as an m-
dimensional observation vector that is composed of two main sets of components such that

[ ]
( )

1
1 2 1

1
wher, e   +

-

<
é ù

= ¼ ¼ = ê ú
ê úë û

txT
t t m

m t x

IE
P p p p p p QoC t m

each element in P is an observation related to interesting events occurring in the robot
environment or to the quality of the collaborative task executed by the robotic swarm. The
elements of IE, {p1,p2,…,pt}, and of QoC, {pt + 1, pt + 2, …, pm}, are variables that dictate the choice
of the communication rates. All the elements of P are normalized in the interval [0: 1]. If the ith

observation is reflecting a slightly changing environment or a high collaborative performance,
then pi would be close to 0. On the contrary, if the ith observation reflects a highly changing
environment or significant degradation in the collaborative performance, then pi would be
closer to 1.

Distance to obstacles, speed and displacement of robot are potential examples of IEs that could
be monitored in order to allocate bandwidth. Moreover, any observation that tracks error in a
collaborative task could also contribute to the bandwidth management algorithm.

In the formulation presented in this work, a mapping equivalent to the one presented in
our previous work [17] is applied, however, with additional constraints that transform the
problem from a simple matrix multiplication to a linear optimization problem. The new
constraints bound the set of feasible communication rates xi depending on the choice of the
minimum and maximum rate for each channel ximin and ximax and the maximum bandwidth
of the system Bmax.

In this mathematical formulation, si is defined in the interval [0: 1] for all i∈ {1, 2, ..., r} to be as
follows:

= +i i i ix a s b (3)

where

= -i imax imina x x (4)

and

 =i iminb x (5)

Then, an r-dimensional vector S is defined as follows:
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[ ]*1 1 2 .= ¼ T
r rS s s s

Hence, at each time instant, the algorithm solves for the si's and then uses the mapping in (3)
to get the rates xi's.

*1 * *1 *1.= +r r r r rX A S B (6)

S is related to P using the mapping matrix M as shown in (7):

*1 * *1.=r r m mS M P (7)

where
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In (7), the elements of the matrix M are selected based on the relation between the observations
and the rates. Each row of the matrix M can be interpreted as the weights of the observations
in P affecting the corresponding rate in X. Since si's are selected in the range [0: 1], then choosing
the sum of the coefficients in each row of M to be equal to 1 ensures that the result of multiplying
any row of M by the vector P represents a weighted average of the observations that results
in a value in the [0: 1] range. Thus, for a specific environment, M can be initialized once at the
beginning of the set of trials. However, in order to improve the performance, M could also be
updated dynamically based on the quality of the task previously executed. Thus, an improve‐
ment in the overall performance is achieved while maintaining an equivalent level of band‐
width consumption.

Since the sum of bandwidth consumed on all channels is bounded by the maximum bandwidth
of the system, Bmax, the allocation of the rates on different channels will be formulated as a
linear optimization problem. Thus, the problem formulation becomes:

Minimize:
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Since xi = aisi + bi, then Eq. (9) can be written as follows:
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which is equivalent to
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w a s B w b (12)

The constraint in (12) can be expressed in terms of matrix multiplication as follows:

. .  .£ -T T
maxW A S B W B (13)

Therefore, for any collaborative task, it is sufficient to set the parameters in Eq. (13) in order
to define the linear optimization problem. Thus, optimization techniques can be applied to
solve the defined problem.

2.2. Mathematical formulation

In order to solve the aforementioned problem, a simple change of variable is first performed.
We let:

.= -Z S M P (14)

Therefore, the problem formulation becomes minimize:
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1
Z (15)

subject to

. .  . . . .£ - -T T T
maxW A Z B W B W A M P (16)

and

( ) [ ]. ( ) 1 .  1:- £ £ - " ÎiM P i z M P i i r (17)

Since the problem is an L1 norm problem, it needs to be slightly modified in order to get rid
of the absolute value that complicates the solution of the problem. Thus, the problem can be
translated to minimize:

1=
å

r

i
i

t (18)

subject to

. .  . . . .£ - -T T T
maxW A Z B W B W A M P (19)

and

( ) [ ]. ( ) 1 .  1:- £ £ - " ÎiM P i z M P i i r (20)

and

- £ £T Z T (21)

where T is an r-dimensional vector containing all the ti's, which are dummy variables that are
introduced to avoid the use of absolute value in the formulation and replace it by a simple
minimization of a summation. Hence, at each time instant, the constraint matrix is formed, and
then the optimization problem is solved. Since the problem is linear, it is solved efficiently
using interior point method. In the experiments performed in this work, the optimization
problem was solved in 10–15 iterations for an average time period nearly equal to 100 ms.
Thus, by scheduling the rates' update at every 5 s, each communication rate is computed by
averaging the values calculated in the last 50 iterations. On the other hand, it is worth noting
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here that the internal model matrix M grows quickly with the increase in the number of robots
used, which would affect the complexity of the problem and the speed of convergence.
Therefore, in the following section, the developed optimization technique was tested on a
system of two collaborating humanoid robots. The proposed method could be considered a
basis for a framework for developing highly complex algorithms for systems involving real-
time bandwidth optimization, where multiple users control multiple collaborating robots in
various scenarios.

2.3. Dynamic optimized bandwidth algorithm experimental verification

In order to illustrate the use of the formulation, we apply it for the case, where an operator
drives two collaborating robots. The mission consists of navigating a delimited path to reach
a predetermined destination while avoiding obstacles and preserving a formation. The
formation is characterized by a distance of 60 cm that separates the two robots, while keeping
alignment nearly zero as in Figure 1.

Figure 1. Two robots in a formation requiring a fixed distance D = 60 cm. (a) Without error (b) with vertical and hori‐
zontal error.

The robots' feedback includes visual and haptic data reflecting the environmental conditions.
Ultrasonic sensors mounted on each robot allow the detection of obstacles in the navigation
path. Each returns an integer value, indicating the distance to the nearest detected obstacle,
which is fed back to the operator in the form of haptic feedback. In addition, the camera
mounted on top of each robot provides visual feedback of the area in front of the formation.
In order to allocate bandwidth based on changes in task conditions, IEs such as the distance
to obstacles with respect to each robot and the speed of the swarm are monitored. Also, to
maintain a high performance at high speeds, the speed of the swarm is one of the dynamic
events that are monitored. Moreover, QoC factors are measures of how well the robots are
collaborating together to efficiently accomplish the predetermined task. Specifically, the errors
in position (Δx and Δy) between the robots indicating the deviation of the robots from the
required formation are the quantities reflecting the change in the quality of the collaborative
task, which need to be monitored. During the task execution, the visual and haptic feedback
rates, the rates of commands and the rates of R2R communication are allocated based on real-
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time observations related to occurrence of IEs in the environment and to changes in QoC
between robots. Hence, the elements of X are defined as follows:

• x1: Rate of visual feedback from R1

• x2: Rate of haptic feedback from R1

• x3: Rate of visual feedback from R2

• x4: Rate of haptic feedback from R2

• x5: Rate of R2R collaboration information exchange

• x6: Rate of commands generation

The observations in pi's are also defined below:

• p1: Distance to obstacle from R1

• p2: Distance to obstacle from R2

• p3: Speed of formation (Combined from R1 and R2)

• p4: Positioning error in the horizontal direction Δx

• p5: Positioning error in the vertical direction Δy.

Each element of P is normalized with respect to the maximum value that the sensors could
measure (in case of p1 and p2), to the maximum value that the system can reach (in case of p3)
or to the maximum allowed error beyond which the task built upon the formation would start
being affected (in case of p4 and p5). It is worth mentioning that p3 is introduced in order to
detect any sudden changes in the system dynamics that could be captured by monitoring the
speed of the formation, which would also require significant changes in video feedback.

Knowing that the maximum distance detected by the robots' sensors is 2.5 m, p1 and p2 are
defined as follows:

1 2
2.5   1 2.5   2

2.5 2.5
- -

= =
Distance from R Distance from Rp p

Given that v1 and v2 are the average forward/backward and sideway speed of the formation,
respectively, and knowing the maximum forward and sideway speed that the robots could
reach is 6 and 4 cm/s, respectively, p3 is defined as follows:

2 2
1 2

3 2 2
1 2

+
=

+max max

v v
p

v v

where the exact values used in this case are v1max =6 cm / s and v2max =4 cm/s.
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where the exact values used in this case are v1max =6 cm / s and v2max =4 cm/s.
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Finally, p4 and p5 are defined with respect to positioning error in the horizontal (Δx) and vertical
(Δy) directions, respectively, as follows:

4 5,1 ; ,1 .
æ öæ ö
ç ÷= =ç ÷ç ÷ ç ÷è ø è ømax max

yx

x y

ee
p min p min

e e

Additionally, the maximum allowed positioning error in the horizontal and vertical directions
exmax

 and eymax
 for the application are estimated to be 2.5 and 5 cm, respectively.

Furthermore, the experiment is performed for a maximum bandwidth Bmax equal to 1.4 Mbps.
This value is deemed to be convenient for such small swarm with very few sensory data and
video frame to exchange. Moreover, the imaging resolution of the robot's cameras is 160 × 120
× 3, which implies that each frame is formed of 3 matrices and thus, w1 = w3 = 160 × 120 × 3 × 8
bits = 460,800 bits. As for the four remaining rates, the size of the data packets sent to/by each
agent is considered to be 1500 Bytes. Hence, w2 = w4 = 1500 × 8 = 12000 bits. But since the
collaboration information exchanged requires both robots to send one packet, and since the
operator generates a packet for each robot as command, then w5 = w6 = 2 × 12000 bits = 24000
bits. Consequently, W is represented as follows:

[ ]460800 12000 460800 12000 24000 24000=W

In addition, the matrices A and B are set based on the allowed minimum and maximum of
these rates. During experimentation, a frequency of 1 Hz is allocated as minimum for all rates.
As for the maximum rates of cameras, it is equal to the total bandwidth from which the
minimum consumption of all other sensors is removed. For this application, x1max and x3max are
chosen to be equal to 2 Hz. The force feedback (x2max and x4max), collaboration information
exchange (x5max), and commands rates (x6max) are accorded a maximum rate of 5 Hz. Thus, using
Eqs. (4) and (5), matrices A and B are calculated to be as follows:

[ ]( ) [ ]diag 1 4 1 4 4 4 ; 1 1 1 1 1 1= =A B

Finally, a fixed matrix M is adopted in the implementation as described earlier. Each row of
M contains the weights of the observations that affect the corresponding rate. The weights for
all set of observations corresponding to each rate are allocated in a way to have the sum of
each row remain equal to 1. It is worth mentioning that for the speed of the formation, weights
of 25% are allocated in the rows of M corresponding to all the R2U and U2R rates (x1 to x4),
since it was found to be the least dynamic observation. However, the rate of commands was
deemed to be mostly dependent on the speed of the formation p3. Thus, M would be as follows:
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In the experiments, the aforementioned values of A, B, M, W and Bmax are adopted while solving
the optimization problem and allocating rates.

3. Experimental set-up and results

In this section, the suggested algorithm is evaluated against two static allocation algorithms:
‘Equal Bandwidth’ and ‘Equal Rates’. The equal bandwidth method allocates bandwidth
equally among the different streams, while the equal rates method divides the available
bandwidth such that the different streams would have equal rates of transmission.

The experimental set-up is composed of two NAO humanoid robots driven in a certain
formation. An operator drives the two robots using a force feedback joystick (Microsoft
SideWinder Force Feedback 2) and communicates with the robot through a router connected
to a PC as shown in Figure 2. The operator sends real-time commands to the agents that return
back haptic feedback as proximity measures and visual feedback from cameras mounted on
each robot. The signal flows within the different components of the system as illustrated in
Figure 3. The collaborative task that is to be accomplished by the robots is to maintain a certain
formation while traversing an environment and avoiding collision with potential obstacles.

Figure 2. Experimental set-up.
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The formation is characterized by a fixed distance (D = 60 cm) separating the two robots, while
maintaining the error in the vertical direction nearly zero. Accurate position of the humanoids
is calculated using the aid of the Inertial Unit built in the robots, which is made of 2-axis
gyrometers with 5% precision (angular speed ∼500°/s) and a 3-axis accelerometer with 1%
precision (acceleration ∼2G).

Figure 3. Teleoperation experimental set-up of humanoid robots.

3.1. Testing scenarios

3.1.1. Scenario 1: path with no obstacles

The first scenario consists of driving the swarm in the space delimited by dashed lines, shown
in Figure 4, and reaching the final destination (dashed rectangular region on the right side)
with no obstacles in the path. Obviously, with the absence of obstacles, the shortest path in
this case is moving from ‘Start’ to ‘End’ in a straight line. The operators tend to adopt the
shortest path, the straight line in this case, to reach the final destination.

Figure 4. Scenario 1—path with no obstacles.
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3.1.2. Scenario 2: obstacle in front of robot 1

In the second scenario, an obstacle is detected in front of Robot 1 (dashed square) when driving
the formation in the delimited area as shown in Figure 5. The operator should steer to the left
in order to avoid the collision with the obstacle. The swarm is forced to steer toward the left
since by steering in the opposite direction Robot 2 would then exit the delimited path.

Figure 5. Scenario 2—obstacle in front of R1.

3.1.3. Scenario 3: obstacle in front of robot 2

The third scenario features an obstacle in front of Robot 2 (dashed square) when driving the
formation in the delimited area. In this case, the operator steers to the left in order to avoid the
collision of Robot 2 with the obstacle as shown in Figure 6.

Figure 6. Scenario 3—obstacle in front of R2.
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3.2. Testing and results

In order to evaluate the suggested algorithms, for each scenario, teleoperators drove the swarm
under the Equal Bandwidth, Equal Rates and Optimized Bandwidth method. In each trial, the
following performance parameters are collected: the completion time in seconds, the average
speed of each robot in cm/s, the average deviation of each robot from the shortest path (Esp1
and Esp2) in , the average error in the formation in the horizontal and vertical directions (Δx
and Δy) in cm, the maximum errors in both directions as well as the average bandwidth in
Mbps consumed. The first static algorithm divides the available bandwidth equally among the
6 communication channels, whereas the second applied algorithm allocates equal rates to all
communication channels. The computed rates for each channel for the static algorithms are
reported in Table 1. It is worth noting that since the image frame size is much greater than the
other data exchanged, allocating that equal bandwidth to all communication channels reduces
the cameras' frame rate to around 1 Hz, while allocating equal rates to all communication
channels increases frame rates to 1.5 fps; however, it drops the rates of all other data exchanged
by a factor of five.

x1 x2 x3 x4 x5 x6 Total bandwidth (Mbps)

Equal bandwidth 1 8 1 8 8 8 1.43

Equal rates 1.5 1.5 1.5 1.5 1.5 1.5 1.42

Table 1. Computed rates (in Hz) of both static algorithms.

The path in front of the formation can be visualized by the cameras located on the forehead of
each robot. Robots R1 and R2 navigate inside a delimited path while avoiding obstacles to reach
the final destination. Moreover, a force feedback that corresponds to the distance to obstacles
in front of the formation is calculated based on values measured by the ultrasonic sensors
mounted on each robot. In order to evaluate the suggested algorithm, four teleoperators drove
the formation under the three allocation methods in the three defined scenarios for a total
number of runs equal to 36. Under each scenario, the bandwidth methods were randomly
selected for each driver. Additionally, two training runs were performed by each user in order
to get familiar with the task performed and experiment the haptic and visual feedback before
executing the official runs. Results for the three mentioned scenarios are recorded in Ta‐
bles 2–4. Runs, which included visible slippage by the robots, were repeated in order not to
bias the results.

Referring to Table 2, at an average bandwidth consumption less than that of both static
algorithms, dynamic optimized bandwidth allocation method results in a better performance
in the first scenario. With a reduction in bandwidth consumption of around 70 Kbps, the
operator performs better when using the proposed dynamic algorithm than when applying
the static ones. With the dynamic bandwidth algorithm, the average trial duration is 1.9 s less
than the best static allocation method. Moreover, the driving performance improved signifi‐
cantly, since the parameters measuring the average error with respect to the shortest path
improved in addition to the average speed of both robots. The instantaneous error to the
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shortest path has decreased by around 0.15 cm for both robots, while the average speed of both
robots is around 0.35 cm/s higher. As for the parameters reflecting the quality of the executed
collaborative task, we remark that the dynamic algorithm performs better than both static
methods. The average errors in the horizontal and vertical directions are smaller as well as the
maximum error is in both directions. For instance, the average horizontal error decreased by
10% for around 0.05 cm, while the average vertical error decreased by 40% (0.19 cm). It is worth
noting that for most parameters the proposed method has a lower standard deviation indi‐
cating a more consistent performance.

Duration

(s)

Speed

R1

(cm/s)

Speed

R2

(cm/s)

Esp1

(cm)

Esp2

(cm)

Avg

horiz

error

(cm)

Avg

vert

error

(cm)

Max

horiz

error

(cm)

Max

vert

error

(cm)

Average

bandwidth

(Mbps)

Equal bandwidth Average 35.2 4.53 4.73 0.52 0.53 0.75 0.48 2.63 3.95 1.40

Std Dev 1.13 0.17 0.23 0.15 0.19 0.56 0.23 1.28 1.30 0.00

Equal rates Average 34.2 4.71 4.91 0.43 0.47 0.54 0.59 1.99 2.92 1.40

Std Dev 5.26 0.77 0.77 0.09 0.10 0.37 0.18 1.25 1.21 0.00

Optimized rates Average 32.3 5.04 5.27 0.37 0.41 0.49 0.29 1.32 1.33 1.33

Std Dev 4.39 0.45 0.45 0.05 0.05 0.34 0.18 0.79 0.69 0.0015

Table 2. Results of Scenario 1 at 1.4 Mbps.

In Scenario 2, the advantage of dynamic bandwidth allocation is also demonstrated by the
collected results in Table 3. With a reduction in bandwidth consumption of around 70 Kbps,
the operators perform better when using the proposed dynamic algorithm than when applying
the static ones. With the dynamic bandwidth algorithm, the average trial duration is 3.7 s less
than the best static allocation. Moreover, the driving performance improves significantly, since
the parameters measuring the average error with respect to the shortest path improve in
addition to the average speed of both robots. The instantaneous error to the shortest path
decreased by around 0.4 cm, while the average speed of both robots is around 0.35 cm/s higher.
Additionally, the maximum errors in the horizontal and vertical directions decreased by
around 0.35 cm. It is worth noting here that the runs performed with ‘Equal Rates’ method
lead to a better average horizontal and vertical error; however, with this method, high peaks
of errors are reached in both directions that almost reach the tolerated bounds of 2.5 and 5 cm.

The rates of visual feedback of robots R1 and R2 during Scenario 3 for the different adopted
bandwidth algorithms are presented in Figure 7. Additionally, the rates of haptic feedback of
robots R1 and R2 and the collaboration and commands rate during Scenario 3 for the different
bandwidth algorithms are presented in Figures 8 and 9, respectively.

Furthermore, we examine the percentage of runs in which the suggested algorithm outper‐
forms the two static algorithms for each performance parameter in all scenarios. In other

Recent Advances in Robotic Systems196



shortest path has decreased by around 0.15 cm for both robots, while the average speed of both
robots is around 0.35 cm/s higher. As for the parameters reflecting the quality of the executed
collaborative task, we remark that the dynamic algorithm performs better than both static
methods. The average errors in the horizontal and vertical directions are smaller as well as the
maximum error is in both directions. For instance, the average horizontal error decreased by
10% for around 0.05 cm, while the average vertical error decreased by 40% (0.19 cm). It is worth
noting that for most parameters the proposed method has a lower standard deviation indi‐
cating a more consistent performance.

Duration

(s)

Speed

R1

(cm/s)

Speed

R2

(cm/s)

Esp1

(cm)

Esp2

(cm)

Avg

horiz

error

(cm)

Avg

vert

error

(cm)

Max

horiz

error

(cm)

Max

vert

error

(cm)

Average

bandwidth

(Mbps)

Equal bandwidth Average 35.2 4.53 4.73 0.52 0.53 0.75 0.48 2.63 3.95 1.40

Std Dev 1.13 0.17 0.23 0.15 0.19 0.56 0.23 1.28 1.30 0.00

Equal rates Average 34.2 4.71 4.91 0.43 0.47 0.54 0.59 1.99 2.92 1.40

Std Dev 5.26 0.77 0.77 0.09 0.10 0.37 0.18 1.25 1.21 0.00

Optimized rates Average 32.3 5.04 5.27 0.37 0.41 0.49 0.29 1.32 1.33 1.33

Std Dev 4.39 0.45 0.45 0.05 0.05 0.34 0.18 0.79 0.69 0.0015

Table 2. Results of Scenario 1 at 1.4 Mbps.
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collected results in Table 3. With a reduction in bandwidth consumption of around 70 Kbps,
the operators perform better when using the proposed dynamic algorithm than when applying
the static ones. With the dynamic bandwidth algorithm, the average trial duration is 3.7 s less
than the best static allocation. Moreover, the driving performance improves significantly, since
the parameters measuring the average error with respect to the shortest path improve in
addition to the average speed of both robots. The instantaneous error to the shortest path
decreased by around 0.4 cm, while the average speed of both robots is around 0.35 cm/s higher.
Additionally, the maximum errors in the horizontal and vertical directions decreased by
around 0.35 cm. It is worth noting here that the runs performed with ‘Equal Rates’ method
lead to a better average horizontal and vertical error; however, with this method, high peaks
of errors are reached in both directions that almost reach the tolerated bounds of 2.5 and 5 cm.

The rates of visual feedback of robots R1 and R2 during Scenario 3 for the different adopted
bandwidth algorithms are presented in Figure 7. Additionally, the rates of haptic feedback of
robots R1 and R2 and the collaboration and commands rate during Scenario 3 for the different
bandwidth algorithms are presented in Figures 8 and 9, respectively.

Furthermore, we examine the percentage of runs in which the suggested algorithm outper‐
forms the two static algorithms for each performance parameter in all scenarios. In other
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words, we count the number of times a user performed better according to a parameter when
adopting the dynamic algorithm versus when driving with each of the static algorithms.
Percentage of best performance for task duration, average speed of each robot (Speed R1, Speed
R2), error of each robot with respect to the shortest path (Esp1 and Esp2) and maximum
alignment and separation errors in the formation are recorded in Table 5. From the collected
results, it can be seen that operators perform better with the dynamic allocation algorithm than
the static algorithms at a minimum of 67% of the runs (Esp1 and Esp2 with Equal Bandwidth
and Max horizontal/vertical error with Equal Rates). The suggested algorithm reaches a
success rate of 92% for the speed R1 with respect to ‘Equal Rates’ static allocation.

Duration
(s)

Speed
R1
(cm/s)

Speed
R2
(cm/s)

Esp1
(cm)

Esp2
(cm)

Avg
horiz
error
(cm)

Avg
vert
error
(cm)

Max
horiz
error
(cm)

Max
vert
error
(cm)

Average
bandwidth
(Mbps)

Equal bandwidth Average 45.3 4.01 4.17 7.49 7.51 0.54 0.51 2.60 3.39 1.40

Std Dev 1.49 0.34 0.32 2.10 2.02 0.24 0.14 0.72 0.61 0.00

Equal rates Average 46.1 4.15 4.34 5.92 5.98 0.37 0.42 2.25 4.66 1.40

Std Dev 3.83 0.03 0.07 0.31 0.33 0.20 0.37 1.64 4.88 0.00

Optimized rates Average 41.6 4.49 4.66 5.62 5.46 0.65 0.49 2.23 2.61 1.33

Std Dev 2.21 0.21 0.24 0.82 0.89 0.15 0.23 0.53 1.96 0.0002

Table 3. Once more, the results collected during the experiments performed in Scenario 3 have shown the advantages
of the suggested dynamic allocation method as depicted in Table 4. The parameters measuring the quality of the
collaborative task and the driving performance show real improvements. It is worth noting that in Scenario 3, the
average task duration with the dynamic bandwidth method is equal to the average duration with equal bandwidth
method. However, three of the four drivers have performed better with the suggested algorithm than with static
bandwidth allocation. Only one user performed the trial with a total duration of 53 s. This trial biased the calculated
average, which was reflected by the standard deviation value.Results of Scenario 2 at 1.4 Mbps.

Duration
(s)

Speed
R1
(cm/s)

Speed
R2
(cm/s)

Esp1
(cm)

Esp2
(cm)

Avg
horiz
error
(cm)

Avg
vert
error
(cm)

Max
horiz
error
(cm)

Max
vert
error
(cm)

Average
bandwidth
(Mbps)

Equal bandwidth Average 47.5 4.09 4.23 7.55 7.52 0.66 0.63 7.66 4.93 1.4

Std Dev 2.31 0.38 0.45 2.31 2.39 0.64 0.27 7.62 1.95 0.00

Equal rates Average 49.3 3.99 4.00 9.03 9.09 0.66 0.88 2.35 6.32 1.4

Std Dev 2.47 0.16 0.21 1.27 1.16 0.25 0.54 0.98 6.04 0.00

Optimized rates Average 47.5 4.15 4.27 6.78 6.81 0.36 0.23 1.43 2.90 1.33

Std Dev 4.40 0.23 0.28 1.16 1.15 0.24 0.15 0.76 2.52 0.0010

Table 4. Results of Scenario 3 at 1.4 Mbps.
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Figure 7. Visual rates of R1 & R2 in Scenario 3.

Figure 8. Haptic rates of R1 & R2 in Scenario 3.

Finally, the advantages of the proposed dynamic bandwidth optimization and management
scheme over legacy bandwidth management schemes are clearly expressed in the results in
terms of performance improvement and conserving network resources. Since the proposed
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terms of performance improvement and conserving network resources. Since the proposed
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algorithm is scalable and not limited to a single task, the improvement in performance is greatly
realized in critical situations, where the collaborative task requires high levels of accuracy
especially in cases involving human safety.

Figure 9. Collaboration & commands rates in Scenario 3.

Duration
(%)

Speed
R1 (%)

Speed
R2 (%)

Esp1 (%) Esp2 (%) Max
horizontal
error (%)

Max
vertical
error (%)

Dynamic vs. equal bandwidth 83 75 83 67 67 83 83

Dynamic vs. equal rates 75 92 83 83 83 67 67

Table 5. Percentage of best performance.

4. Conclusions

In this work, dynamic optimized bandwidth management in teleoperated collaborative
robotics is tackled. The focus was on managing all communication channels, where actuation
commands, system state and sensory data are exchanged. This was achieved by monitoring
the interesting events occurring in the robots' environment and the changes in quality of
collaboration among them. Effective completion of the collaborative task with lower band‐
width consumption and better performance was accomplished proving that the proposed
method could be the basis of a framework for developing more complex algorithms applied
to highly complex systems.
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Abstract

In general, actuators are built to be as stiff as possible to increase the bandwidth. When
a robot works in a structured environment, its automation is easier than in a non-
structured environment in which case its modeling is quite difficult and presents a high
computational effort. To overcome this difficulty, series elastic actuator (SEA) has been
applied in compliant robotic grasping. Unlike rigid actuators, a SEA contains an elastic
element in series with the mechanical energy source. Such an elastic element gives SEAs
tolerance  to  impact  loads,  low mechanical  output  impedance,  passive  mechanical
energy storage, and increased peak power output. The spring has to be able to support
the loads, but it cannot be too stiff; otherwise, system impedance will be high. This
chapter describes a comparison between two types of SEA, an electric series elastic
actuator (ESEA) and a hydraulic series elastic actuator (HSEA), for four-legged dynamic
robot application. The parameters employed in the comparison are bandwidth, output
impedance, time response, power density, and dynamic range. The results indicate that
HSEA is a better actuator than ESEA for a weight carrying four-legged dynamic robot
because of its higher power density and dynamic ratio with desirable output impe‐
dance, time response, and bandwidth.

Keywords: SEA, actuator, force control, dynamic robot, legged robot

1. Introduction

1.1. Force control

Over the years, the premise for constructing machines and actuators is “Stiffer is better” since
a stiffer actuator has larger bandwidth force control and accurate position control. On the other
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hand, the force control is difficult since it develops high forces from small displacement and a
little position error can result in a large force error. For this reason, the sensor has to be very
precise with good resolution. Moreover, a stiffer actuator can lead to accidents with humans in
a non-structured environment.

The majority of standard robot actuation systems cannot create precise force on the robotic
joints due to friction, stick-slip, backlash and reflected inertia through the transmission,
cogging in motors, and pressure drop in hydraulic circuits, among others. However, even with
these nonlinearities and noises on force measurements, some robots are well aligned for a
position or trajectory control since the mass of the robot and actuators acts as a low-pass filter
for the force on position output (Robinson, 2000).

In some tasks, such as precise load positioning and human joints actuation, a good force control
is required. In this case, the force noise on the actuators will hinder the application of the
standard robot actuation. To achieve a good force-controlled system, some parameters have
to be measured which are force bandwidth, mechanical output impedance, dynamic range and
force density. All these parameters are related with each other and are further discussed in
Section 4.

Although standard robots and stiff actuators are not good in force control, the humans are.
Moreover, humans have no problems in contact hard surfaces and perform precise operations.
Based on this bioinspiration, Williamson (1995) began to sacrifice the bandwidth and the
stiffness for more stable force control. The method applied is to place an elastic element in
series with the power source which are, commonly, a DC motor with gear reduction or a
hydraulic cylinder (Figure 1).

Figure 1. Series elastic actuator schematic (Williamson, 1995).

1.2. Series elastic actuators

Series elastic actuator (SEA) has been successfully applied in a number of applications for
almost 20 years (Pratt and Williamson, 1995). As widely reported by a number of researchers
(see Pratt and Williamson, 1995; Arumugom et al., 2009; Paluska and Herr, 2006; Paine et al.,
2013), SEA provides many benefits in force control of robots. Series elastic actuators have an
elastic element attached with the mechanical energy source output. This configuration presents
advantages over rigid actuators such as low mechanical output impedance, tolerance to impact
loads, increased peak power output, and passive mechanical energy storage. These properties
enable the application of SEAs in legged actuation systems and human orthotics (Pestana et
al., 2010; Parietti et al., 2011).
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Figure 2. Electric SEA (1) DC motor with gearbox; (2) moving sub assembly, (3) ball nut plate, (4) ball screw, (5) guide
rod, (6) support plate, (7) load connection terminal, (8) moving rod, (9) and springs (10) motor angle and rods plate
(Pratt et al., 2002).

Figure 2 shows a linear electric driven SEA (Pratt et al., 2002). The DC motor with gearbox (1)
drives the ball screw (4) which moves the ball nut plate (3). Ball nut plate (3) then moves the
springs (9) against the moving sub-assembly (2) which is fixed to the moving rods (8), thus
causing the displacement of the load connection terminal (7) and then moves the load. The
guide rods (5) are fixed to the motor flange (10) and to the support plate (6) through plain
bearings for the ball screw and for the moving rods (8). They move together with the moving
sub-assembly (2) in which they are fixed. It follows that all the force exerted by the spindle
motor assembly on the load is directly supported by the springs, which are the elastic element
purposely inserted to lower the stiffness of the actuator load interface.

The SEA’s designs are made under various trade-offs, and the decision parameters often are
power output, volumetric size, weight, efficiency, Back-drivability, impact resistance, passive
energy storage, backlash, and torque ripple. Furthermore, iterations may be necessary on
components design of a SEA. Curran and Orin (2008), Hutter et al. (2009), Kong et al. (2009),
and Ragonesi et al. (2011) propose rotary designs based primarily on commercially available
off-the-shelf components. Lagoda et al. (2010) and Diftler et al. (2011) design a compact rotary
SEA using a harmonic drive and a high-stiffness planar spring. A compact actuator can be
achieved by placing linear springs coupled to rotary shafts between the motor and the chassis
ground as presented in Hutter et al. (2011) and Torres-Jara and Banks (2004). Furthermore, this
compact actuator employs springs with low stiffness. In order to reduce the torque require‐
ment on the spring, Kong et al. (2012) and Taylor (2011) placed the spring within the reduction
phase. A promising design for SEA that is widely researched throughout the years is to apply
ball screws as the primary reduction mechanism followed by a cable drive which remotely
drives a revolute joint. This design takes advantage of the ball screw high efficiency even for
large speed reductions (85–90%), backdrivability, impact tolerance, and do not introduce
torque ripple (Edsinger-Gonzales and Weber, 2004; Gregorio et al., 1997; Pratt and Pratt,
1998). Paine et al. (2013) presented a good review of some recent progress in series elastic
actuators. In this chapter, we presented a different design of SEA. In order to avoid accidents
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risks and components contamination, the internal components were encapsulated in a unique
hollow tubular structure. This allows the substitute of the heavy structure of solid steel tubes
of the reference model (Pratt et al., 2002), permitting the applications in wearable robots,
exoskeletons and prostheses.

Regarding the control of series elastic actuators, as can be expected, the design of the controller
is closely related to the hardware employed. Therefore, a controller parameter such as the
output force can be estimated by measuring spring deflection (Kong et al., 2010), or by applying
strain gauges (Pratt and Williamson, 1995). Nevertheless, a PID approach for force control
suffers from stability issues if friction and backlash are too large. For this reason, an impedance
control is developed, which basically is an innermost control structure with position feedback
to treat the force control as a simple position or velocity control (Pratt et al., 2004; Lagoda et
al., 2010). In this chapter, such idea was adopted to develop the proposed SEA controller.

1.3. Series elastic actuator background

The first robot designed with SEA was the Spring Flamingo (Pratt and Pratt, 1998) which is a
planar bipedal walking robot. The SEAs drive six degrees of freedom mechanism which has
three degree of freedom in each leg representing hip, knee and ankle. Figure 3 shows the Spring
Flamingo, it can walk at 1.25m/s on flat terrain. Moreover, it can walk over uphill and downhill
terrains up to 15 degrees slope.

Figure 3. Spring Flamingo (Pratt and Pratt, 1998).

The extension of the work started with the Spring Flamingo is the M2 (Robinson et al., 1999)
which is a three-dimensional bipedal walking robot. For this reason, it has twelve degrees of
freedom, six on each leg. Regarding one leg, the M2 has three degrees of freedom on the hip,
two degrees of freedom on the ankle, and one degree of freedom on the knee. This configura‐
tion provides three-dimensional movements with the same characteristics of the Spring
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Flamingo. The M2 project is far more complex than the Spring Flamingo, as can be seen in
Figure 4.

Figure 4. M2 (Robinson et al., 1999).

Another lower limb robot developed with SEA is the Corndog (Krupp, 2000) which is a planar
running robot with one fore and one aft leg. Therefore, it represents only the half of a dog and
employs electro-mechanical series elastic actuator (Figure 5).

Figure 5. The Corndog (Krupp, 2000).

Series elastic technology is also applied on upper limb robots. The COG robot is a humanoid
with upper torso and head (Brooks et al., 1999). It has 6 degrees of freedom on its arms which
are operated with SEAs. Moreover, COG has the ability to hammering and turning a crank
(Figure 6).
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Figure 6. COG humanoid robot (Brooks et al., 1999).

In addition to the application on dynamic robots, SEAs have been widely studied and applied
on rehabilitation and assistive technologies. Regarding assistive technologies for gait rehabil‐
itation, a compact rotary SEA for knee joint assistive exoskeleton is developed (Kong et al.,
2010). Unlike the majority of SEAs with motor and gear reduction as the motor part, a worm
gear is used for motor reduction due to it compactness. However, it increases the friction of
the system, which makes it more difficult to control (Figure 7). A robust control algorithm
inspired by disturbance observer is implemented for the system control.

Figure 7. Proposed exoskeleton for knee assistance. (a) Rotary SEA module, (b) a thigh brace, (c) a calf brace, (d) a mo‐
tor driver, (e) a DC motor, and (f) an controller (Kong et al., 2010).

Lagoda et al. (2010) designed a Series elastic actuated joint for robotic gait rehabilitation
training to be applied at LOPES (Lower Extremity Powered Exoskeleton) which helps an
impaired patient to training his/her gait with an assisted-as-need (AAN) approach which only
provides actuated torque as needed to help the patient to complete the gait cycle.

Series elastic actuator is also employed on assistive technologies, a prosthetic knee is developed
and the stiffness adjustments are described to achieve the optimum values for peak power and
energy consumption for walking and running (Grimmer and Seyfarth, 2011). Results have
shown large reductions in peak power and energy requirements with the proper spring
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selection. Moreover, SEA can mimic the human knee behavior better than the passive ap‐
proaches.

Au et al. (2007) proposed a prosthetic ankle comprised of SEA that matches size and weight
of the human ankle, comparing with the passive approaches, SEA ankle prosthesis enhances
the capability of mimicking the human gait (Figure 8).

Figure 8. Ankle-foot prosthesis (Au et al., 2007).

Another approach for human-friendly actuators for assistive robotic application is to add a
variable damping in the SEA design as shown in Figure 9. It can be achieved with magneto‐
rheological fluids (MR fluids).

Figure 9. Series elastic actuator with controlled damping (Iyer, 2012).

Although this configuration allows a human-friendly device that can be applied to design legs
with agile locomotion (Garcia et al., 2011), the investigation of such devices are beyond this
chapter analysis, but will be investigated in further works.

2. Electric series elastic actuator

2.1. Electric series elastic actuator design

Over the years, digital prototyping has been successfully applied in engineering and manu‐
facturing allowing virtually explore a complete product before it’s built (Thurfjell et al., 2002;
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Soyguder and Alli, 2007; Wang, 2011). As reported by Johansson et al. (2004), the digital
prototyping has been important to the development of industrial robots, reducing the time of
robot programming phase. According to the authors, the robot task can be simulated in a
virtual model of the workcell when still only a digital prototype of the workpiece exists and
the risk of technical failure for a transition can be reduced. In this way, before manufacture of
the proposed serial elastic actuator, its digital prototyping is presented in this chapter.

2.1.1. First design

The characteristics desired for the actuator are enclosed internal components, to avoid
component contamination and accidents risks; size adequate for wearable robots, exoskeletons
and prostheses applications, emulating natural muscles; aesthetically suited to applications in
wearable robots, exoskeletons and prostheses; and smart enough for applications in unstruc‐
tured environment.

Figure 10. First prototype showing internal actuator components: ball screw (1); ball nuts (2); movable arm (3); springs
(4, 5); motor & gearbox (6); base tube (7); bearing screw (8); O-ring (9); Allen screws (10); guide ring (11).

The first prototype design is shown in Figure 10. There are two ball nuts (2) bolted to plates
with a tab and grooved flanges for O-rings (9) installation. The flanges have a central hole and
are connected by means of an extender, which is a tube with external male thread at both ends.
The springs (4 and 5) slide around the extender and press on both sides a plate fixed to the
tube base (7) of the retractable arm (3).

2.1.2. The moving sub-assembly

Figure 11 shows the exploded view of the moving sub assembly, a set of pieces that behaved
as a single device after assembled. Two bolted flanges (4, 3) enclose the ball nut (1). Tubes (2)
are used to grip a flange on the nut (1). The flange (4) has threaded holes for Allen screws (5)
and flange (3), countersunk holes for these screws and thread. In the central bore of each flange
is a threaded guide tube (6), with the pre stressed springs. The circuit board (7) is fixed over
the flanges with the sensor for acquiring the deformation of the spring against the linear
encoder attached to the flanges (3) and (4).
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Figure 11. Exploded view of the final design action sub assembly components.

2.1.3. DC motor and gearbox

It was chosen based on the forces for actuator operation and for the spring assembly, according
to the planetary gearbox, and the ball screw torque force conversion. The DC motor is a 60
mm, brushless, 400 W; the gearbox is a planetary gearhead 62 mm diameter, 8–50 N.m torque
and the ball screw is a 10 mm diameter and 3 mm pitch rolled steel.

2.1.4. Final design

Figure 12 shows the actuator final design. The iterative digital prototyping design process
done resulted in a set of desirable characteristics for the actuator very similar to those originally
intended, which are 425 mm long when retracted, with 130 mm range with maximum diameter
of 60 mm. For the sake of wider range of operation, the model has interchangeability of springs.
The ball screw has 10 mm diameter and 3 mm pitch. Main model structure of carbon steel and
aluminum alloy tubes allows a final weight of 3.7 kg. The operating voltage of the ESEA is 48
V. These model’s properties allows a 450 N maximum load capacity and 13.4 cm/s continuous
speed.

Figure 12. Actuator final design with internal components.
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2.2. Dynamic model

The dynamic model of the actuator was constructed from the digital prototype data to run a
simulation in order to verify its dynamic behavior, bandwidth and validate the project settings,
as presented in Figure 13.

Figure 13. Actuator’s mechanical model.

Referring to Figure 13, the actuator dynamic model equations are described as follows:

a a a b aL R i K V+ + =adi
dt

w (1)

In Eq. (1), La is the armature inductance, ia is the armature current, Ra is the armature resistance,
Kb is the back Electromotive Force (back-EMF) constant, ω is the angular velocity, and Va is the
armature voltage.

+ =&& &
T m T m t aJ C k iq q (2)

Referring to Eq. (2), JT is the total inertia of the actuator, CT is the total viscous friction coefficient,
θ̇m is the angular displacement velocity of the motor axis, θ̈ is the motor angular acceleration,
and kt is the motor torque proportional constant.

The SEA’s total inertia referred in Eq. (2) is the summation of all inertia effects presented by
each component as depicted in Eq. (3).

2
2

2
é ùæ ö= + + +ê úç ÷

è øê úë û
T m g b

npJ J J n J m
p

(3)

where Jm is the rotor inertia, Jg is the gear inertia, n is the gear ratio, Jb is the ball screw inertia,
p is the ball screw pitch, m is the action device sub assembly mass.

A similar approach is applied to evaluate the total viscous friction coefficient presented in Eq.
(2). The summation of all the friction effects results in the total viscous friction coefficient (Eq.
(4))
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Referring to Eq. (4), Cm is the rotor viscous friction coefficient, Cg is the gear reduction viscous
friction coefficient, Cb is the ball screw viscous friction coefficient, C is the action sub assembly
viscous friction coefficient.

In Eqs. (5) and (6), Newton’s second law is applied on the movable arm and action sub assembly
systems to evaluate the action sub assembly and movable arm displacement in order to
estimate the spring deflection.

1 1 2 2
æ ö æ ö+ = + =ç ÷ ç ÷
è ø è ø

&& &&& b m b m
np npmx C x m C fq q
p p

(5)

2 2 2+ + =&& L LMx C x K x f (6)

where f is the force between action sub assembly and the movable arm, M is the movable arm
sub assembly mass, CL is the load interface viscous friction coefficient, and KL is the load

interface elastic constant. The term ( np
2π ) is the linear displacement of the movable arm reflected

to motor axis rotation, and ( np
2π )2 is the inertia and viscous friction components of the action

device reflected to motor axis.

Once the actuator dynamic model equations are described, the closed loop PID transfer
function block diagram in the frequency domain can be made, as shown in Figure 14.

Figure 14. Actuator’s closed loop transfer function block diagram.

2.3. Results and discussion

Once the actuator dynamic model has been described, the parameter values had to be estab‐
lished. The parameters were obtained by the digital prototype design and data sheets of some
components, i.e. motor and ball screw (Table 1).
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Spring constant is the most important parameter in the system. To define the spring constant,
we set the minimum impedance level and a maximum bandwidth with respect to the previous
selected components of the system. Iteration was made to choose the best value with upper
and lower bounds.

After knowing all the actuator’s parameters, the PID controller could be designed. The
controller was tuned by applying the pole placement and phase margin method (Tang et al.,
2010). The same PID control tuning strategy is applied in the controller of the linear serial
elastic hydraulic actuator (Leal Junior et al., 2015). For this reason, applying the same tuning
method in the electric SEA helps on further responses comparison between the hydraulic and
the electric SEA.

Parameter Value Units

Armature inductance (La) 8.2E–04 (H)

Armature resistance (Ra) 1.03 (Ω)

Total inertia (JT) 9.51E–05 (kg m2)

Mass (M) 1.261 (kg)

Total viscous friction (CT) 4.594E–05 (Ns/m)

Arm and load stiffness (KH) 3.336E+06 (N/m)

back-EMF constant (Kb) 1.469E–01 (Vs/rad)

Load stiffness (KL) 3.303 +06 (N/m)

Load damping (CL) 8.08 (Ns/m)

Spring stiffness (K) 3.27E+04 (N/m)

Spring viscous friction (C) 8.000E–01 (Ns/m)

Torque proportional constant (KT) 1.470E–01 (Nm/A)

Gear ratio (n) 0.001 (1)

Ball screw pitch (p) 0.003 (m)

Table 1. Parameters value of the entire ESEA system.

Desired pair of poles is estimated by representing time domain specification, e.g. percent
overshoot, settling time. However, in some cases the dominant poles lose its dominant position
in the result of the closed loop system. To overcome this problem, a phase margin is employed
to guarantee the closed loop system robustness.

Assuming a pair of poles as

1,2 = - ±p ja b (7)
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in the result of the closed loop system. To overcome this problem, a phase margin is employed
to guarantee the closed loop system robustness.
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The process G(s) is given and the controller has its conventional configuration with all positive
gains as follows.

( ) = + +i
p d

KC s K K s
s

(8)

Substituting one of the poles into the characteristic equation of the closed loop equation which
is the transfer function denominator of the process G(s).

1 11 ( ) ( ) 0+ =G p C p (9)

Moreover, the definition of phase margin gives:

( ) ( ) = - mj
g gG j C j e jw w (10)

Substituting and splitting the complex values and the real ones of Eqs. (9) and (10) gives two
real functions of (Eqs. (11) and (12)).

2 2 2 2
1 1

1
1 1

( ) Re Im Re
( ) 2 ( ) 2 ( )

é ù é ù é ù- - - + -
= + +ê ú ê ú ê ú

ë ûë û ë û

mjp p ef
G p G p G j

ja b a bw
ab a w

(11)

2 2
1

2
1

( ) Re Im Im
2 ( ) 2 ( ) ( )

é ùé ù é ù- - -
= - -ê úê ú ê ú

ë û ë ûë û

m mj je p ef
G j G p G j

j jw ww w
a w ab w

(12)

The positive values of the intersection between f1(ω) and f2(ω) are the first approximation for
integral gain (Ki). This first value was applied on Eqs. (13) and (14) to evaluate the proportional
and derivative gains. Proportional and derivative gains are obtained by substituting the well-
known PID controller equation C(s), presented in Eq. (8), in Eqs. (9) and (10).
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The final integral gain is the maximum value between Eqs. (15) and (16).
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To achieve a robust control with large bandwidth it was set an overshoot about 10% and a
settling time of 0.02 s. Phase margin was set 60°. Table 2 shows the integral, proportional and
derivative gains of the ESEA’s controller.

Parameter Value

Proportional gain (Kp) 2.915

Integral gain (Ki) 4.129

Derivative gain (Kd) 0.007

Table 2. Controller parameters.

Figure 15 shows the Bode diagram of the system, there is a good frequency band of 40 Hz,
compatible with the Paine’s results (Paine et al., 2013). On the other hand, the phase angle is
quite high at 40 Hz, greater than 90°. Yet it is possible to apply the actuator in several systems
where force control is necessary, as in some robot arms in industrial plants. Resonance
frequency is greater than 200 Hz. This implies that the effects due to vibrations are efficiently
filtered into the frequency band of the actuator.

Figure 15. Bode diagram of the system.
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Figure 16 shows the time response for a constant input force. The electric SEA shows an 8%
overshoot and it settling time is 0.03 s which is very fast. While hydraulic SEA of reference
work (Leal Junior et al., 2015) has an overshoot about 12% and a settling time of 0.07 s. Although
hydraulic SEA has larger overshoot and settling time than electric SEA of this section, these
two parameters are compatible with the reference works results (Paine et al., 2013; Robinson,
2000). Therefore, even in the Hydraulic SEA case the settling time is tolerated which is
discussed in Section 4.

2.4. Final remarks

This section presented the digital prototyping of a linear electric SEA for exoskeletons,
wearable robots and mechatronic devices. It was used as a digital prototyping environment
for design and assembly of actuators parts, generation of section views images in perspective
and exploded views, and all fabrication drawings of the actuator parts. The prototype is driven
by a Maxon EC 60 Ø60 mm, brushless 400W DC motor, with a Planetary Gearhead GP 62 A
(Maxon Motor Catalogue) and an R Series 10mm diameter rolled steel ball screw (NSK
Catalogue).

This section also presented the actuator’s performance, evaluated under a PID impedance
controller. Figure 15 shows the frequency response of the magnitude and phase of Fl/Fd.
Figure 16 shows the step response of unit force input. The step response can also be tuned to
final displacement or to contact force. Some improvements to the actuator itself will be needed
for the next steps of the project, aiming at the fabrication, assembly and testing of the actuator.

Future works are the construction of a real aluminum alloy based prototype and testing its
performance in a real time environment to evaluate the actuator’s performance under force,

Figure 16. Time response for a 1N step input force.
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position, velocity and mixed controllers. It is also important to verify the effect of spring
stiffness and gear ratio in load bandwidth. Another further investigation is the development
of tuning strategies between the spring stiffness – actuator bandwidth and elastic energy store
relationship. Since these effects were neglected in this section, actuator’s backslash and viscous
friction have to be analyzed in future works.

A broad comparison between the electric serial elastic actuator and the hydraulic SEA has to
be made to define which one is the best for a compliant robot application.

3. Hydraulic series elastic actuator

3.1. Hydraulic series elastic actuator design

3.1.1. Methodology

A basic model of a series elastic hydraulic actuator has the serial element, i.e. a rod with the
spring’s arrangement and a hydraulic circuit which basically comprises of the hydraulic
cylinder and the servo valve. The actuator may be understood as a combination of two parts.
The first one is the serial elastic element presented. The other one is the hydraulic circuit which
has some construction alternatives as well.

Once the hydraulic circuit and serial elastic element of the actuator are defined, the next step
is to select the hydraulic components and design the spring based on the application. This is
done by defining a condition for this system which, in this case, is the actuator output force to
be up to 5000 N. To achieve this output force, the springs are selected based on consolidate
knowledge presented by mechanical engineering design bibliography. Moreover, the rod had
to be able to support the load without buckling. A special attention must be given to the
actuator’s springs because they affect system’s impedance and bandwidth. After setting these
two parameters, iteration could be necessary to evaluate the desirable spring constant.

After the selection of the rod and the spring, it is possible to use the force caused by the spring
under allowable extension-compression limits as the force output of the hydraulic cylinder.
This force and the maximum speed of 0.5 m/s, as defined by Robinson and Pratt (2000), led to
the selection of the correct cylinder by a commercial data sheet; otherwise it would be possible
to manufacture a custom cylinder. After the parts design, they are assembled in Siemens Solid
Edge (Siemens PLM Software, Germany) digital prototyping environment which allows
obtaining inertial properties of the assembly.

3.1.2. Digital prototyping design

The design was done by the methodology mentioned on the previous section. Following these
steps, the actuator achieved a good volume-output force ratio for the available components
combination. Also all the internal components had been enclosed to avoid accidents, compo‐
nents contamination and make the actuator suitable to human interaction (Bento Filho et al.,
2014).
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Figure 17 shows the prototype of the actuator. There is a hydraulic cylinder (1) that moves
forward and dislocates the movable rod (2) fixed in it with a screwed connection. The model
has two low friction sliding cylinders (6) and (8) fixed on the base tube (3) and one guide (7)
fixed on the movable rod (2). There are two springs (4) and (5) fixed between the low friction
sliding cylinders (6) and (8). A connection guide (10) is used to connect the hydraulic cylinder
rod (1) to the base tube (3). The load terminal (9) is also connected directly on the base tube
(3). The encapsulation tube (12) is the last part of the assembly. It is connected on the hydraulic
cylinder (1) and base tube (3). A guide bolt (11) was applied to make the connection between
the base tube (3) and the encapsulation tube (12), but without interfere on the base tube’s (3)
linear movement.

Figure 17. Actuator’s components: (1) hydraulic cylinder; (2) movable rod; (3) base tube; (4) and (5) springs; (6), (7) and
(8) low friction sliding cylinders; (9) load terminal; (10) connection guide; (11) guide bolt; (12) encapsulation tube.

There are four low friction sliding cylinders (6), (7), (8), and (10) in this actuator model. The
application of the four sliding cylinders is to give to the system the necessary stability. Without
these components, the movable rod (2) would oscillate creating additional forces on the springs
instead of only an axial force. Moreover, the load terminal is connected with the base tube only.

The springs are responsible to the hydraulic SEA stiffness reduction. However, this component
has to be carefully assembled since it will stretch and compress depending on the movement
of the actuator and the load attached to it. Choosing the spring is always challenging, because
it has to be a balance between a large bandwidth requiring a high stiffness and impedance that
needs a low spring constant. Therefore, after choosing all system characteristics and compo‐
nents, a minimum acceptable point must be defined between the largest force bandwidth and
the minimum tolerance impedance level. After setting these two bounds, iteration is required
to estimate the spring constant.
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The movement of the actuator can be analyzed in three different cases:

Case 1: Movement without load

This is the simplest case, because it is a free movement. The hydraulic cylinder moves forward
or backward and the movable rod and all the others components attached to it such as base
tube, guides and load terminal follow the movement of the hydraulic cylinder. In this case,
there is only a little deflection in the springs due to system’s inertia.

Case 2: Movement with load

When a load is attached in the load terminal, the movement of the actuator depends on the
springs. For a forward movement, the spring (5) deflects and spring (4) stretches due to springs
preload. These deflections and stretching depends on the load mass. The actuator moves
forward only when the spring’s deformation resulting force equals the applied load. This
system characteristic can reduce the frequency range and makes a limit of bandwidth of the
system, which is the major drawback of a series elastic actuator.

For the backward movement the same characteristics can be observed, but the spring (4)
deflects and spring (5) stretches.

Case 3: Contact of the load terminal with the load

When the actuator reaches an obstacle or the load during its free movement, the springs deform
and the value of the resulting force makes the actuator continues its forward movement or
stop.

The prototype shows outstanding characteristics of output force and compactness. The
actuator has 200 mm length when retracted with 100 mm of range. The maximum diameter is
26 mm. Moreover, with 100 bar of working pressure, this SEA produces output force up to 4.9
kN which is a great power to weight ratio since the estimated weight of the actuator is 1.5 kg.
In order to ease the manufacturing, model structure material chosen is the carbon steel.
Actuator’s parameters are measured for modeling and control purposes. Important parame‐
ters are the deflection of the springs and the displacement of the movable rod, which are due
the movement of the hydraulic cylinder.

A linear potentiometer was chosen to evaluate the movable rod’s displacement. Since the
potentiometer did not have the resolution to evaluate the deflection of the springs, an optical
sensor used on a printer was chosen to evaluate this deflection. This sensor has a scaled tape
with black lines, with distance between the lines known, which does not allow light beam
passage. The tape movement produces pulses, which are proportional to spring deflection.

The assembly of the sensors was shown in Figure 18. The linear potentiometer (3) was
connected directly on the hydraulic cylinder rod (2) and the hydraulic cylinder bore (1). The
optical sensor has a circuit board (7) with a sensor (9). This circuit board was connected on the
sliding cylinder (6) by a bolt connection. The optical tape (8) was connected on the sliding
cylinders (4) and (5) by a bolt connection and positioned on the optical sensor (9).
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Figure 18. Sensors assembly: (1) hydraulic cylinder bore; (2) hydraulic cylinder rod; (3) linear potentiometer; (4), (5)
and (6) guides; (7) circuit board; (8) optical sensor tape; (9) optical sensor.

3.2. Dynamic model

The system consists of a servo-hydraulic system with a serial elastic element. The overall
system has two degrees of freedom. One degree is the hydraulic cylinder displacement and
the other is the serial elastic element displacement. This displacement and the spring deflection
were used to define the output force of the system and to control it. Figure 19 illustrates the
mechanical model of this system discussed above.

Figure 19. Actuator’s mechanical model.

Although most of the servo-hydraulic system is nonlinear, each component of this model has
been linearized (Qian et al., 2014). The linearization occurs at an operating point and also can
be made at multiple operating points. The controller is tuned based on the linearized model.
Although an actuator does not work at a fixed operation point, the controller based on a
linearized system has good response even when it is off the operation point.
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The servo valve’s pilot stage is assumed to be of first order. Since high order dynamics in the
valve are more than an order of magnitude above the frequency range of 40 Hz which is the
frequency of interest (Robinson and Pratt, 2000), the higher order dynamics can be neglected.
Eq. (17) represents the servo valve pilot stage equation as seen in Qian et al. (2014).

( )
( ) 1

= ´ ´ ´
+
vps

p C v
i

KQ s K K K
v s st (17)

where Kvp is the flow gain of the pilot-stage servo valve and τ pilot-stage’s equivalent time
constant, vi valve control signal transmitted from the hydraulic system internal proportional
controller, Kp represents inner loop proportional gain, KC is the valve pressure gain which
relates flow from the pilot stage with spool position. The coefficient Kv is the flow gain of the
servo valve and Qs is the supply flow. Rearranging the flow terms and applying the well-
known cylinder force equation gives Eq. (18) (Qian et al., 2014).

2
1

4
( )

4( ) 1 ( )

´
+

=
+ ´ ´

+

A l

s

l

A
F s Vs C
Q s A X s s

Vs C

b

b

(18)

This β is the fluid bulk modulus, V is the fluid volume, A is the cross sectional area, X1(s) is the
action sub-assembly displacement.

The serial elastic element has to be modeled by Newton’s second law (Eq. (19)). The properties
of the movable rod and the springs are considered on the stiffness, damping and mass terms.
The load characteristics are also considered in the actuator’s dynamic model (Eq. (20)).

2
1( )( ) ( )+ + =X s ms Cs K F s (19)

where X1(s) is the action sub-assembly displacement, m is the action sub-assembly mass, C is
the damping coefficient, K is the stiffness coefficient and F is the output force.

2
2 ( )( ) ( )+ + =L LX s Ms C s K F s (20)

Referring to Eq. (20), M is the movable arm mass, CL and KL are the load interface viscous
friction coefficient and load interface elastic constant respectively. X2(s) is the movable arm
displacement. The simplified closed loop transfer function block diagram for the dynamic
model is presented in Figure 20. Each subsystem presented in the figure has a transfer function
according the equation discussed on this topic. The actuator was modeled to have a natural
velocity feedback (Qian et al., 2014). The leakage of the servo valve stages was neglected. The
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assumptions made in this model are constant fluid properties, servo valves are not saturated,
supply pressure is much greater than the load pressure, friction force can be modeled as viscous
damping, main stage spool opening is proportional to pilot stage flow (Qian et al., 2014)
Figure 20 shows the hydraulic SEA block diagram.

Figure 20. Closed loop transfer function block diagram.

3.3. Results and discussion

Once the actuator dynamic model is described, the parameter values had to be established.
The parameters were obtained by the digital prototype and data sheets of some components
i.e. servo valve and hydraulic actuator. Table 3 summarizes the HSEA parameters applied on
dynamic model.

Parameter Value Units

Area (A) 4.91E–04 (m2)

Stiffness (K1) 7.5E+07 (N/m)

Damping (C1) 18.4 (Ns/m)

Mass (M) 1.5 (Kg)

Bulk modulus (B) 1.23E+09 (Pa)

Leakage coefficient (Cl) 2E–06 (m3s/kPa)

Fluid volume (Vt) 2.60E–05 m3

Load stiffness (KL) 3.30E+09 (N/m)

Load damping (CL) 8.08 (Ns/m)

Inner loop gain (Kp) 8.40E+02 (s−1)

Valve pressure gain (Kc) 4.00E+06 (m3s/m)

Valve flow gain (Kv) 6.24E–05 (m3s/m)

Servo valve time constant (t) 0.0015 (s)

Table 3. HSEA parameters.
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Spring constant is the most important parameter in the system. To define the spring constant,
the minimum impedance level and a maximum bandwidth were set with respect to the
previously selected components of the hydraulic system. Iteration was made to choose the best
value with upper and lower bounds.

After knowing all the actuator’s parameters, the PID controller could be designed. The
controller was tuned by applying the pole placement and phase margin method presented in
Section 2. A PID controller is able to produce good responses. This controller is widely applied
on industrial robots and processes due to its robustness and simple implementation.

To achieve a robust control with large bandwidth, an overshoot of about 10% and a settling
time of 0.02 s were set. Phase margin was set to 60°. Table 4 shows the controller parameters
for the system’s characteristics aforementioned.

Parameter Value

Proportional gain (Kp) 54.9946

Integral gain (Ki) 4412.1219

Derivative gain (Kd) 0.0575

Table 4. Controller parameters.

The bode diagram of the system (Figure 21) shows an excellent frequency band of about 100
Hz which was greater than all references works presented (Bento Filho et al., 2014; Paine et al.,
2013; Robinson and Pratt, 2000). The phase angle for this frequency band was around 45°. The
resonance frequency of the system was 1100 Hz which is far enough to the system’s operation
frequency. This implies that the effects due to vibrations are efficiently filtered into the
frequency band of the actuator.

Figure 21. Bode diagram of the system.

To show the system’s response, a Unit step input was applied. Figure 22 shows the system’s
response where it could be seen that the settling time is around 0.02 s which was a very fast
convergence to this system. The maximum overshoot was a little higher than 10% which was
an acceptable value.
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Figure 22. Time response of the system.

3.4. Final remarks

This section presented a digital prototyping of a linear series elastic hydraulic actuator for
compliant robots. It was used in digital prototyping environment for design and assembly of
actuators parts, generation of images of section views in perspective and exploded views, and
all fabrication drawings of the parts of the actuator. The model obtained was very compact
with a high output force which is desirable for all applications. A dynamic model with a PID
controller was also presented which described the linear characteristics of the actuator. The
system showed good time and frequency responses. The results obtained help the develop‐
ment of robots and manipulators for non-structured environments with another level of
compactness and force capacity.

Future work is the construction of the actuator and investigation of benefits and limitations of
this actuator on a compliant robot with human interaction.

4. Comparison between series elastic actuators

4.1. Comparison parameters

As mentioned in Section 1, the analysis of an actuator comprises the investigation of force
bandwidth, mechanical output impedance, dynamic range, force density and the time
response for the system without load. Each of these parameters has its own importance for the
system and its own method to be determined. Robinson (2000) first introduced the comparison
methodology adopted in this chapter. In these analyses, the load stiffness and viscous damping
presented for ESEA and HSEA presented in Tables 1 and 3 respectively is not considered on
the following analyses. Therefore, it is expected that the systems responses have deviations
between the ones presented in Sections 2 and 3.
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4.1.1. Force bandwidth

The force bandwidth of an actuator is how quickly it can generate the desired forces. In order
to be able to perform the desired task, the bandwidth must be sufficiently high to transmit the
forces through the machine structure. To control a human joint, only a few Hertz of bandwidth
is necessary. Moreover, the bandwidth needed for a four-legged dynamic robot for weight
carrying is small too. Reference authors estimate that only 20 Hz is more than necessary for
the given application. The bandwidth analysis is divided in the closed loop force bandwidth
and the large force bandwidth. Closed loop bandwidth is evaluated with a step input of a small
force in the actuator closed loop model (Figure 23). The large force bandwidth is obtained with
an oscillation of the full steady-state output force of the actuator as an input on the closed loop
model. HSEA has 4.9 kN of output force and ESEA has only 450 N. Due to this difference
between the actuators capabilities, only the closed loop bandwidth is compared in this chapter.
Referring to Figure 23, Xm is the motor displacement, Fd is the desired force, Fl is the output
force, ks is the spring stiffness, K and Vc are model characteristics.

Figure 23. Simplified block diagram for closed loop bandwidth evaluation (Robinson, 2000).

4.1.2. Mechanical output impedance

The mechanical output impedance is defined as the minimum force needed to move a certain
load. An actuator with low impedance can be considered a pure force source since its internal
dynamics are negligible. Low impedance actuators can also be referred as back-drivable
(Robinson, 2000). The analysis of the output impedance is made by applying to each actuator
model the case of a load, which is free to move, attached to the actuator’s output. The impe‐
dance is evaluated around a constant desired output force as an analogy of the concept of
impedance on electrical circuits (Figure 24). Referring to Figure 24, the xl is the load displace‐
ment, xs is the spring displacement and Fl is the force output.

Figure 24. Simplified block diagram for mechanical output impedance evaluation (Robinson, 2000).
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4.1.3. Dynamic range

The dynamic range is the ratio between the maximum output force of the actuator and the
minimum resolvable force of this device. The dynamic range analysis on an actuator is very
important since it gives a measure of how sensitive the actuator is to small force compared to
the actuator maximum force. For example, if an actuator has high maximum force and high
minimum resolvable force, its dynamic range is low. Therefore, this actuator can only make
tasks of high force and it is not able to manipulate fragile objects or have direct contact with
humans. Moreover, a large dynamic range is desirable for almost all robotic applications, since
it allows the robot to be versatile to perform high sensitive operations and large force de‐
manding operations. Since it can sense or grasp almost all fragile objects and manipulate it in
precise tasks and, on the same time, can perform high force demanding tasks such as weight
lift, one of the largest dynamic range actuator is the human muscle.

4.1.4. Force density

Force density is defined as the ratio between the output force and the mass or the volume of
an actuator. An actuator with large force density allows the application in lighter robots with
good force output characteristics since it not overburden the robot structure and allows the
quick response of the mechanism.

4.2. Results and discussion

The two SEA presented in previous sections are compared based on the key parameters of the
series elastic actuators aforementioned which are bandwidth, output impedance, time
response, power density, dynamic range.

The spring stiffness affects all parameters presented above. In order to evaluate the differences
between the two systems with the same parameter for the compliant sensor, the spring stiffness
is 3.336E+03 kN/m for both actuators.

4.2.1. Force bandwidth results

Figure 25 shows the HSEA and ESEA Bode diagram which allows evaluating the two systems
closed loop force bandwidth.

Figure 25. Closed loop bode diagram.
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The ESEA frequency band is about 40Hz with a phase angle of 90° which is quite high. On the
other hand, the HSEA has 30Hz but the phase angle is about 55° which is more appropriate
for practical applications. Since a four-legged robot works on small bandwidths, the smaller
bandwidth range of the HSEA is not an issue for this application. In addition, the two actuators
present resonance frequency above 100Hz which is far enough to the required frequency.

4.2.2. Time response results

The time response for a Unit step input of the system without the load is given in Figure 26.
In the ESEA and HSEA design made in Sections 2 and 3, respectively, the system dynamic has
a load damping of 8 Ns/m and a load stiffness of 3E+06 N/m. ESEA shows an 8% overshoot
and settling time of 0.03 s which is very fast. While HSEA has an overshoot about 12% and a
settling time of 0.07 s. Although HSEA has larger overshoot and settling time than ESEA, these
two parameters are compatible with the reference works results (Paine et al., 2013; Robinson,
2000). Therefore, even in the HSEA case the settling time is tolerated.

Figure 26. Time response of the actuators.

4.2.3. Mechanical output impedance results

Since output impedance is the force at an actuator output given a moving load position, the
impedance analysis was made by setting a load position with a constant desired force. An ideal
actuator has zero impedance. In other words, the actuator is a pure force source. If this happens,
the dynamics of the actuator are completely decoupled from the dynamics of the load motion
(Robinson, 2000). Although the compliant element of the series elastic actuator limits the
bandwidth, it reduces the output impedance which is desirable for many actuator applications
(Pratt et al., 2002).

Nevertheless, these two actuation systems have the same spring stiffness. Therefore, the
differences between the systems output impedance are due to the actuator’s moving system
which are the motor with gear reduction for the ESEA and servo valve with hydraulic piston
for the HSEA (Robinson, 2000).

Figure 27 shows the output impedance for both hydraulic and electric sources. The output
impedance of the series elastic actuator is small at low frequency and it achieves the spring
stiffness magnitude (which is −130dB for the spring previous selected) when the frequency
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rises. This behavior was proved by simulations and physical SEA experiments (Robinson,
2000).

Figure 27. HSEA and ESEA output impedance.

Since the both systems have the same compliant element, they achieve the same value with
frequency increase. Therefore, the difference on the impedance is given by the curve slope.
Examining the slope of the both curves, the HSEA has the smallest value of the impedance
when the frequency increases. It can be seen two peaks of the magnitude, the first one due to
controller gains and the second occurs in the systems resonance frequency.

4.2.4. Power density results

Power density is the actuator power per mass unit. High power density actuators can delivery
great power with a small package. It prevents over-burdening the actuator structure with
excessive mass allowing a responsive robot performance. The lightweight structure with a
quick performance is very important for a weight carrying dynamic robot because it provides
a compact robot which is suited to a non-structured environment and has a great output force.

As shown in previous section, the hydraulic series elastic actuator has more output force than
the electric SEA. Moreover, the ESEA is heavier than the HSEA.

The output force of the HSEA is 4.9kN and it weighs 1.5kg given the velocity of 0.5m/s, the
HSEA has a power density about 1600W/kg which is a great performance. On the other hand,
the ESEA has 450N of output force and weighs 3.7kg. The ESEA is also slower than HSEA, the
electric SEA velocity is 13.4cm/s which gives a power density of 16W/kg. This result shows a
poor performance of ESEA for weight carrying dynamic robot.

Even though the HSEA mass applied on the power density calculation did not include the
mass of servo valve, reservoir, pump, hoses and pipes which are heavier than the ESEA
batteries that also are not included on the electric SEA mass. Even if these accessories mass is
considered, the HSEA still has way more power density even with these items included.

4.2.5. Dynamic range results

Dynamic range is the ratio between the maximum output force and the minimum resolvable
output force. It gives quantitative information of how sensitive the actuator is with respect of
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its maximum output force capability. It is a crucial parameter for dynamic robots because it
allows the actuator to be used in sensitive activities such as human contact, equipment
operation, and non-structured environment exploration. In addition, the actuator with great
dynamic range can do hard work activities such carrying, push or pull weights. In summary,
high dynamic range is an important characteristic for a four-legged dynamic robot application.

The minimum resolvable output force is evaluated by the resolution of the spring deflection
sensor. Resolution gives the minimum spring deflection that can be detected. This deflection
times the spring stiffness gives the actuator minimum resolvable force.

Both the SEAs have the same spring stiffness in this comparison. Also, both actuators have the
same spring deflection sensor which is a linear encoder. Therefore the minimum output force
is the same for both which is 3N.

The HSEA dynamic range is 1500:1 while the ESEA range is 150:1. It shows that the hydraulic
SEA has a range 10 times bigger than electric one.

5. Conclusions

This chapter presented a comparison between the two series elastic actuator (electric SEA and
hydraulic SEA) for four-legged dynamic application. The actuators were digitally prototyped
and the comparison was made considering actuator’s bandwidth, output impedance, time
response, power density, and dynamic range.

Although the ESEA has a better time response, both actuators have its responses within desired
range for a dynamic robot application. The bandwidth also is not a problem for both actuators
because all systems examined have large bandwidth compared with the given application.
HSEA and ESEA presented good output impedance with a slightly better behavior from
hydraulic SEA. Both actuators have two peaks on the output impedance, one peak due to
controller gains and another due to the resonance frequency of the system.

Power density and dynamic range are the two key parameters that differs the weight carrying
dynamic robot application from others dynamic robots applications. In these two parameters,
the HSEA showed a better performance than ESEA. The HSEA’s power density is 100 times
higher than the ESEA’s. Moreover, the dynamic range of hydraulic SEA is 10 times higher than
the electric SEA dynamic range. The results showed the HSEA as the better series elastic
actuator for this task and it could contribute for the research of SEA applied on robot links.

Further work is required on the simulation of SEA, specially the HSEA, on a dynamic robot.
With this simulation, the advantages and drawbacks of the implementation can be analyzed
and quantified. Also, a construction of a real aluminum alloy based prototype and testing its
performance in a real time environment for evaluating the actuator’s performance under force,
position, velocity and mixed controllers. Another future work is on the development of tuning
strategies between the spring stiffness – actuator bandwidth and elastic energy store relation‐
ship.
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Abstract

Underwater robots are currently utilized to evaluate water quality and the undersea
landscape. Small-sized underwater robots are especially useful in improving the spatial
resolution of the measurements, yielding high-quality data. This chapter describes a
small-sized fish-like robot, with its surface composed of a flexible thin plastic film. Its
internal components, including an actuator, could be encapsulated in the plastic film
using  a  vacuum packaging  machine.  To  simplify  the  waterproofing  and pressure
resistance properties of the fish-like robot, its internal components can be filled with
insulating fluid. The plastic film on the surface has electromagnetic-wave-transmit‐
ting properties, allowing sensors to be arranged within the device, enabling assess‐
ment  of  its  autonomous locomotion using infrared sensors.  Robot  attitude can be
altered, based on geography of its internal components, floating blocks, and insulat‐
ing fluid. This attitude could be especially determined by the differences in densities
between the floating block and insulating fluid. Evaluation of attitude control showed
that an insulating fluid heavier than water allows a large variation.

Keywords: fish-like robots, underwater robots, flexible mechanism, vacuum packag‐
ing, plastic film

1. Introduction

In this chapter, we develop a small-sized lightweight fish-like robot, with its surface com‐
posed of a flexible thin plastic film. In robotics, novel designs have been led to advances. For
example, designs of tensegrity structures [1], which are composed of a set of disconnected
rigid elements connected by continuous tensional members and have been used to develop
lightweight robots such as a crawling robot [2], a robotic arm [3], an underwater vehicle [4],
and a fin mechanism [5]. Stream-lined designs of gliding wings have allowed underwater

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
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robots to energy-efficient wide-area observations [6–8]. Some designs such as a manipulator
unit [9] and a mechanical contact mechanism [10], fixed onto a commercial remotely operat‐
ed vehicle (ROV), have improved inspection efficiency of underwater vehicles for undersea
landscape inspection. Novel fabrication methods can also lead to advances in robotics. For
example, the microfabrication of soft material has been shown to produce a gecko robot that
can climb a wall [11]. Moreover, the use of a composite material resulted in a bee robot that
could fly [12].

We have applied a vacuum packaging method to fabricating a lightweight fish-like robot [13,
14]. The internal components of this robot consisted of a motor, a drive circuit, a battery, a
microcontroller, and an oscillation plate to generate thrust (Figure 1). These components were
encapsulated by a plastic film bag using a vacuum packaging machine. Vacuum generators
have been studied in various industrial settings, including food packaging [15], object gripping
by a mechanical hand [16], material formation [17, 18], and casting materials [19]. In robotics,
engineering the utilization of a vacuum has included the construction of robots with suction
cups for wall climbing [20–23] and a handling tool for nanorobots [24]. This research should
not only contribute to the development of a fish-like robot but represents the application of a
novel fabrication method to robotics.

Figure 1. Concept of a fish robot encapsulated by a plastic film.

Recently, small-sized underwater robots are especially required to improve the spatial
resolution of these measurements, resulting in high-quality data. Biomimetic designs to
improving small-sized underwater robots have included the development of a mechanical
pectoral fin [25], fish-like robots [26–29], and snake robots [30]. These robots can swim through
water by creating undulations oscillating their bodies. The entire body of the fish-like robot
we proposed also generates thrust by the body flexure. The plastic film encapsulating the
internal components is inflected by the oscillation plate fixed on the servo motor. To improve
the lubricity between the oscillation plate and the plastic film and to simplify the waterproofing
and pressure resistance properties of the fish-like robot, its internal components can be filled
with insulating fluid.
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Most of the underwater robots are encased in a solid, pressure-resistant structure made of
metal, such as a stainless-steel and titanium alloy to improve the waterproofing features. The
weight of these robots will therefore tend to be greater due to the density of these metal
components. To overcome this drawback, we have designed a fish-like robot, the entire outer
layer of which is composed of a plastic film, resulting in a lightweight body with low elasticity.
In developing the prototype, we selected a low force/torque actuator by utilizing a thin plastic
film. This film was flexible, but had lower elasticity for bending than deformable materials
such as silicone.

To achieve autonomous control, underwater robots must detect obstacles under water. In
traditional underwater robots, sensors such as a camera [31] and a photodetector [32] to detect
obstacles are arranged in pressure tight cases. This study was designed to evaluate the
electromagnetic-wave-transmitting properties of the thin plastic film. These properties can
enable noncontact sensors to be arranged within the encapsulating plastic film (see Figure 1).
Similar to the other internal components of our robot, these sensors did not require special
waterproofing. Additionally, we were able to easily determine the arrangement of these
noncontact sensors because the entire surface of the fish-like robot was composed of an
electromagnetic-wave-transmitting film, thus enhancing the design flexibility of its internal
components.

Underwater robots also require three-dimensional nonholonomical movement to move over
wide areas under water. For underwater robots, several vertical depth control techniques must
be implemented, including throwing the ballast [33] and changing the volume [34]. Difficulties
may be overcome by attitude changing schemes, including use of a movable weight in the
body [35], a movable float on the body [10], the reaction force of internal rotors [36], the gyro
effect of a flywheel in the body [37], and thruster forces for a neutral buoyant underwater robot
[38]. This study involved changing the position of the floating block in the robot body, allowing
the selection of a low torque motor.

This chapter is organized as follows: the next section briefly outlines the fabrication of an
underwater robot encapsulated by a plastic film. This film was applied by a vacuum packaging
machine used in the food industry. We also utilized insulating fluid to simplify the pressure
resistance properties of the robot. Section 3 discusses the methods used to control our fish-like
robot with a plastic-filmed body. We first investigated the performance of an infrared sensor,
taking into account the influence of water and a plastic film. We showed that the signals from
the infrared sensors could direct simple autonomous locomotion of our robot. We also
developed an attitude control mechanism, based on the geography of the floating block in the
body filled with insulating fluid. We showed that changes in the densities of the floating block
and the insulating fluid can change attitude. Section 4 summarizes our conclusions.

2. Fabrication

We utilized a vacuum packaging machine to fabricate a fish-like robot, the entire body of which
was composed of a flexible plastic film. We called this fabrication robot packaging [13, 14].
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Figure 2 shows the process used to fabricate robot packaging. The process can be classified
into four steps: (a) encapsulation of the internal components, including a microcontroller, a
drive circuit, a battery, a servomotor, and an oscillation plate, in a plastic film bag used to
package foods; (b) pouring of insulating fluid, specifically industrial oil [13] or cleaning fluid
for semiconductors [14], into the plastic bag. This would reduce the quantity of air in the
package after the insulating fluid was defoamed and packaged; (c) defoaming the inside of the
robot using a vacuum packaging machine; (d) sealing of the plastic film by a sealer within the
chamber of the vacuum packaging machine after defoaming. The drive circuit in the body of
the robot is not shortened by the insulating fluid surrounding the circuit. Using this method,
we were able to easily fabricate the entire body of a fish-like robot at low cost and in a short
time because the body of the robot consisted of only a thin plastic film, which was sealed by a
vacuum packaging machine to form the entire body of the robot.

Figure 2. Fabrication process of the robot packaging method.

Ideally, a plastic film fabricated by a robot packaging method does not break in response to
water pressure because the pressure inside the robot is equal to the environmental pressure.
The plastic film and the insulating fluid are deformed slightly by water pressure; however, the
volume of the insulating fluid does not change markedly due to its high incompressibility. To
assess the validity of robot packaging, we can test the pressure resisting feature of a servo
motor encapsulated by a transparent plastic film. The pressure test is performed using a
transparent acrylic cylindrical pressure tight case, to which a pump funneled water. The
pressure tests are performed using images captured by a camera due to the transparencies of

Recent Advances in Robotic Systems238



Figure 2 shows the process used to fabricate robot packaging. The process can be classified
into four steps: (a) encapsulation of the internal components, including a microcontroller, a
drive circuit, a battery, a servomotor, and an oscillation plate, in a plastic film bag used to
package foods; (b) pouring of insulating fluid, specifically industrial oil [13] or cleaning fluid
for semiconductors [14], into the plastic bag. This would reduce the quantity of air in the
package after the insulating fluid was defoamed and packaged; (c) defoaming the inside of the
robot using a vacuum packaging machine; (d) sealing of the plastic film by a sealer within the
chamber of the vacuum packaging machine after defoaming. The drive circuit in the body of
the robot is not shortened by the insulating fluid surrounding the circuit. Using this method,
we were able to easily fabricate the entire body of a fish-like robot at low cost and in a short
time because the body of the robot consisted of only a thin plastic film, which was sealed by a
vacuum packaging machine to form the entire body of the robot.

Figure 2. Fabrication process of the robot packaging method.

Ideally, a plastic film fabricated by a robot packaging method does not break in response to
water pressure because the pressure inside the robot is equal to the environmental pressure.
The plastic film and the insulating fluid are deformed slightly by water pressure; however, the
volume of the insulating fluid does not change markedly due to its high incompressibility. To
assess the validity of robot packaging, we can test the pressure resisting feature of a servo
motor encapsulated by a transparent plastic film. The pressure test is performed using a
transparent acrylic cylindrical pressure tight case, to which a pump funneled water. The
pressure tests are performed using images captured by a camera due to the transparencies of

Recent Advances in Robotic Systems238

the plastic film and the tight case [14]. These images are used to investigate the pressure
resistance properties of these robots, based on frequency analyses of movement of the servo
motor. Table 1 shows the motion characteristics of a servo motor (RS304MD; Futaba) with a
servo horn at 1 MPa pressurization steps. The angle of the servo horn was determined by the
positions of the center of rotation and the LED mounted onto the tip of the servo horn. The
amplitudes in Table 1 were the average amplitudes and the frequencies of the servo horn were
computed by frequency analysis utilizing fast Fourier transformation (FFT). As shown by the
amplitude in Table 1, however, the motor could not move in an environment pressurized at
10 MPa. The frequency calculated by FFT at 10 MPa was not used because the power spectrum
was much smaller than the other estimated frequencies at up to 9 MPa in Table 1.

Amplitude (rad) Frequency (Hz)

0 MPa 1.49 0.8

1 MPa 1.54 0.8

2 MPa 1.52 0.8

3 MPa 1.58 0.8

4 MPa 1.50 0.8

5 MPa 1.54 0.8

6 MPa 1.48 0.8

7 MPa 1.54 0.8

8 MPa 1.56 0.8

9 MPa 1.51 0.8

10 MPa 0.01 –

Table 1. Example of motion characteristics of a pressured servo motor.

3. Control

3.1. Autonomous control by sensors embedded in the outer body

This section describes the sensing system used in developing an autonomous fish-like robot
with a body constructed of plastic film. As stated in Section 1, the electromagnetic-wave-
transmitting properties of the thin plastic film can enable noncontact sensors to be arranged
within the encapsulating plastic film (see Figure 1). This robot is filled with insulating fluid so
that these devices did not require special waterproofing. In this section, we used an off-the-
shelf infrared sensor module (GP2Y0A710K, SHARP) as a noncontact sensor to detect obstacles
under water.

As the sensor system of our robot was encapsulated by a plastic film, we evaluated the
performance of the infrared sensor under three conditions (Figure 3), during which infrared
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rays were reflected by a stainless steel plate, as an example of obstacles, and fixed on a jack.
The infrared sensor is fixed on a rigid plate as shown in Figure 3. To measure the output voltage
of the infrared sensor, the distance d between the sensor and the plate was changed by altering
the height of the jack. In Condition 1 (Figure 3(a)), only air was present between the sensor
and the plate. In Condition 2 (Figure 3(b)), a plastic film in contact with the sensor was
positioned between the sensor and the plate. In this condition, the infrared ray was passed
through the film and the air. In Condition 3 (Figure 3(c)), a plastic film was placed in contact
with the sensor; water was positioned between the film and the plate. Hence, the plastic film
was also in contact with water. In this condition, the stainless plate was positioned in the water
so that the infrared ray passed through the film and the water.

Figure 3. Experimental setups for measuring sensor performance.

Figure 4. Experimental measurements of sensor performance.

Figure 4 shows experimentally measured sensor performance. The plastic film utilized in
Conditions 2 and 3 was the multilayered film described in Section 2. This film is commercially
available and used to cover foods such as meats and vegetables. Under each condition, a
multimeter was used to measure the output voltage of the infrared sensor for each distance
d. The measured range was within 200 mm. The distance d was changed by 5 up to 100 mm
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and 10 up to 200 mm under each experiment. Performance was measured in the perpendicular
direction. As shown in Figure 4, the results observed using Conditions 1 and 2 showed similar
tendencies. The tendency of Condition 3 differed, however, as the magnetic permeability of
water was dominant. Although the maximum output voltage was lower during Condition 3
than during Conditions 1 and 2, a peak was observed in the graph of Condition 3. This finding
indicates that our robot can detect obstacles under water utilizing this sensor.

The performance of this infrared sensor indicated that our prototype was able to move
autonomously. Figure 5 shows the prototype robot with one infrared sensor each mounted
onto the two sides of its head section. This head section consists of the copolymer foam as the
floating material. A polyethylene plate was utilized as an oscillation plate to generate the thrust
force of the prototype in water. A microcontroller (Arduino Pro Mini 328 5 V, 16 MHz), a
battery (9 V), a servo motor (RS304MD, Futaba), and insulating fluid (Fluorinert FC-3283, 3M)
was encapsulated into a plastic film bag. The plastic film covering the internal components
was composed of three layers: 12 μm thick antistatic polyethylene terephthalate (PET), 20 μm
thick low-density (LD) polyethylene, and 50 μm thick antistatic linear low-density (LLD)
polyethylene. The film was sealed by thermal adhesion of a vacuum packaging machine (TM-
HV, Furukawa Mfg. Co., Ltd.). The prototype in Figure 5 measured 200 mm × 100 mm × 100
mm and weighed approximately 700 g.

Simple autonomous control of our prototype was implemented using the following strategy:

• if V1 ≥ Vth turn clockwise,

• otherwise, if V2 ≥ Vth turn counterclockwise,

• otherwise going forward.

Let V1 and V2 be the output voltages of Sensors 1 and 2, respectively, in Figure 5(b), and Vth be
the threshold voltage to detect obstacles under water. Based on Figure 4, the voltage Vth was
set at 1.65 V. Using this strategy, three moving modes were implemented in advance. During
turning motions, the fin driven by the servo motor was moved 90° in either direction, at a

Figure 5. Prototype robot with two infrared sensors.
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frequency of approximately 2 Hz. During forward motions, the fin was moved ∓30°, at a
frequency of approximately 1 Hz. Based on this strategy, the robot will turn clockwise when
the combined voltages of Sensors 1 and 2 are greater than Vth.

Figure 6 shows the experimental environment. The experimental pool was 450 mm long and
600 mm wide. An aluminum plate, 300 mm long and 2 mm thick, was placed in the center of
the pool as an obstacle. The body of the robot was at neutral buoyancy, allowing the robot to
swim at a certain height. Figure 7 shows a typical experimental result captured by a camera.
Cartesian coordinates were assigned to this pool to assess the movements of the prototype.
Data were captured by the camera, and the position of the robot measured once per second.
As shown in this figure, the robot could swim using combinations of forward and turning
motions.

Figure 6. Experiment environment.

This section describes how to achieve autonomous locomotion using the electromagnetic-
wave-transmitting properties of a plastic film. To detect an obstacle, two infrared sensors were
mounted onto the body of the robot encapsulated by the plastic film. This film had electro‐

Figure 7. Experiment results of autonomous control.
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magnetic-wave-transmitting properties, enabling not only noncontact sensors but other
noncontact devices, such as wireless charging modules, and communication devices to be
arranged within the device [39]. Using these devices, we will develop a sophisticated fish-like
robot that can feed itself under water and cooperative with other, similar robots in performing
operations.

3.2. Attitude control mechanism using floating blocks

This section describes the design and control of robot attitude, especially its trim angle. The
attitude of traditional underwater robots with bodies made of pressure tight casing can be
changed or controlled by a movable weight within the body [35]. In the control scheme called
a trim mechanism, attitude is altered by a difference in density between the weight and air.
Difficulties were also overcome by dynamic approaches, such as control schemes using the
reaction force of internal rotors [36], the gyro effect of flywheels [37], and thruster forces [38]
for a neutral buoyant underwater robot. We used a static approach, based on the equilibrium
between gravitational and buoyant forces, to control the attitude of our underwater robot.
Specifically, we developed an attitude control system using movable floats on a dual-armed
underwater robot [10]. The attitude of the robot depends on the position of the floating blocks
attached to a bar fixed onto the motor, with low-density floating blocks allowing the devel‐
opment of a lightweight underwater robot with attitude control. The attitude of our fish-like
robot could be changed by the floating block and insulating fluid, with the placement of these
components inside the robot determining its attitude under water. Because the mass of the
insulating fluid differs from that of the floating block, the robot centers of gravity/buoyancy
change as the positions of its components changes (Figure 8). As the low force/torque actuator
can move the low-density floating block, the size of the robot body will tend to be small.

Based on the static properties of the robot, we were able to calculate the angle of attitude. These
calculations require knowledge of the static properties of the internal components, floating
blocks, and insulating fluid. The static properties of fluid used to fill the robot body are
generally ignored in determining traditional trim angle control mechanisms because air is the
usual insulating fluid and its density is negligible. To determine the angle of attitude, we
considered a body-fixed reference frame attached to the robot in three-dimensional space
(Figure 9). Within the body-fixed frame, the centers of gravity and of buoyancy of the internal

Figure 8. Attitude control using a float arranged in a flexible body.
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components of the robot, including the fin, are defined as the vectors rrg and rrb, respectively;
the centers of gravity and of buoyancy of the floating block are defined as the vectors rbg and
rbb, respectively; and the centers of gravity and of buoyancy of the insulating fluid within the
body are defined as the vectors rig and rib, respectively. Based on these definitions, the center
of gravity rg and the center of buoyancy rb of the entire system can be described using the
equations:

(1)

(2)

Figure 9. Coordination of a fish-like robot.

In traditional underwater robots with bodies encased in pressure tight cases, the vectors rig

and rib can be ignored because the fluid filling the body is air. However, we could select a
unique rig because the shape of the insulating fluid was dependent on the arrangement of the
internal components and floating block within the plastic-filmed body. The desired attitude
angle θ about the x axis (see Figure 9) can be analytically or numerically calculated to satisfy
the equation:

tan gx bx

gz bz

r r
r r

q
-

=
- (3)

where rgx and rgz are the x and z vector components, respectively, of vector rg; and rbx and rbz

are the x and z vector components, respectively, of vector rb.

Using Eqs. (1)–(3), we can determine the change in attitude changing based on the position of
the floating block within the robot body. For simplicity, we assumed the following:

• A shift of floating material in the x direction in Figure 9 changes the attitude.

• The shape of the plastic-filmed body does not change when the attitude is changed.
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• The positions of the internal components do not change when the attitude is changed.

Under these assumptions, rgz in Eq. (3) is a constant because the arrangement of internal
components in the z direction does not change during changes in attitude. In addition, rbx and
rbz in Eq. (3) are constants because the positions of the centers of buoyancy of the internal
components, floating block, and insulating fluid do not change during changes in attitude. The
angle θ will therefore depend on rgx. Using Eq. (1), rgx can be calculated as:

r rgx b bgx i igx
gx

r b i

m r m r m r
r

m m m
+ +

=
+ +

(4)

where rrgx, rbgx, and rigx are the x components of vectors rrg, rbg, and rig, respectively. Based on the
above assumptions, the angle θ is dependent on the terms mbrbgx + mirigx because rrgx is a constant.
As stated above, we cannot select a unique rig because the shape of the insulating fluid depends
on the arrangement of the internal components and the floating block within the plastic-filmed
body. A simple physical model (Figure 10) was used to investigate the magnitude of change
in mbrbgx + mirigx as a function of the position of a floating block in insulating fluid. This figure
shows a floating block within a massless rigid case filled with insulating fluid. Let the volumes
of the floating block and insulating fluid be Vi and Vb, respectively; the masses of the floating
block and insulating fluid be mi and mb, respectively; and the densities of the floating block
and insulating fluid be ρi and ρb, respectively. The origin was set at the centroid of the massless
case. The distances between the origin and the centers of gravity of the floating block and
insulating fluid were expressed as |x1| and |x2|, respectively, with both centers of gravity
assumed to be on the x axis. If the densities of the insulating fluid and the floating block are
the same, the center of gravity of the whole system, including the insulating fluid and floating
block, would correspond to the origin. Therefore, to balance the moment around the origin,
the following equation should be satisfied:

2 1i i i b bx V g x V gr r r= - (5)

Figure 10. A floating block within a massless case filled with insulating fluid.
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Hence,
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According to Eq. (6), the magnitude of the shift of the center of gravity of the entire system, or
attitude, depends on the difference in density between the insulating fluid and the floating
block. Therefore, if the density of the floating blocks is equal to that of the insulating fluid, the
attitude could not be altered, even by changing the position of the floating blocks. Using Eq.
(6), we also found that a greater difference in density would result in a greater change in
attitude of our prototype despite its high weight. Thus, the proper fluid must be selected. For
example, most industrial oils are less dense than water, whereas most fluids used to clean
semiconductors are denser than water.

Figure 11. Attitude control mechanism using a screw.

To validate our approach, we developed an attitude control mechanism in which a floating
block was moved with a screw mechanism (Figure 11). This screw mechanism used friction
to generate a high external holding force, resulting in a small-sized attitude control mechanism.
The cylindrical floating block, measuring 78 mm in diameter and 50 mm in height, was made
of copolymer foam (NiGK Corporation) with a specific gravity of approximate 0.2. A servo‐
motor (AX-12A, Dynamixel) was attached to the actuator of the attitude control system. This
system used an Arduino UNO (ver. R3) as a microcontroller. The floating block was mounted
onto a metal slider. A guide mechanism made of a resin material was used to regulate the
direction of movement of the slider, allowing the floating block to move in a straight line along
the guide mechanism. Two 9 V dry-cell batteries were used to drive the servomotor and the
microcontroller, respectively.

The performance of the prototype was assessed by performing several experiments in air
and under water. In air, the maximum displacement of the floating block was 40 mm, and
its speed was 0.73 mm/s. For tests under water, we utilized a TM-HV (Furukawa Mfg. Co.,
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Ltd.) to seal the plastic film of the robot body and Fluorinert FC-3283 (3M), with a specific
gravity of approximately 1.8, as the insulating fluid (Figure 12). A cylindrical pipe made of
resin was not in direct contact with the control mechanism or the plastic film, allowing
smooth motion during the experiment. The prototype, including the resin pipe, was 260 mm
in length and 80 mm in diameter, and weighed 1785 g. Figure 13 shows the time transition
of the angle of attitude. The initial angle was set at 0 rad, and a camera was used to map
its position every 3 s. The convergent value and average speed of the change in attitude
were approximately 0.22 rad and 3.6 × 10−3rad/s, respectively.

Figure 12. Motion test (under water).

Figure 13. Change in angle of attitude over time.

This section describes the use of a movable floating block within the outer surface of the fish-
like robot to achieve attitude control. The arrangement of the floating block determines the
attitude depending on the differences in density between the insulating fluid and the floating
block. If the density of the floating block is low, a low force/torque actuator can be used to
move the floating block, allowing the development of a small-sized body. The arrangement of
the internal components, insulating fluid, and floating block could be altered not only by the
movement of the float within the body but also by the inflection of the outer surface itself [40].
One motor may generate sufficient propulsion force to maintain the attitude of the robot body.
We intend to develop a sophisticated fish-like robot that can search autonomously for
underwater structures, with the type of robot depending on the situations in which it will be
utilized.
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4. Conclusion

This chapter has described a fish-like underwater robot with an outer surface composed of a
flexible thin plastic film. The internal components of the robot, including a servo motor,
microcontroller, battery, and floating blocks, were encapsulated in a plastic-filmed bag using
a vacuum packaging machine. This vacuum packaging machine enabled rapid, low-cost
fabrication of fish-like robots with a plastic-filmed outer surface. To simplify its waterproofing
and pressure resistance properties, the internal components of the fish-like robot was filled
with insulating fluid. Autonomous and attitude control schemes were proposed based on the
characteristics of these fish-like robots. As the encapsulating thin plastic film has electromag‐
netic-wave-transmitting property, a noncontact sensor could be arranged within the robot. We
also designed an attitude control mechanism employing floating blocks, with the attitude of
our prototype determined by the arrangement of the floating block and dependent on the
differential densities of the floating block and insulating fluid. Attitude control was found to
vary more when the insulating fluid was denser than water. In literature [14], we have pointed
that insulating fluids, less dense than water, could be used as floating materials to achieve
neutral buoyancy. Therefore, the volume of insulating fluid within a prototype should be
carefully determined according to the moving performance.

Acknowledgements

This work was partially supported by Furukawa Mfg. Co., Ltd., and partially by the Center of
Innovation Program from Japan Science and Technology (JST) Agency. This work was also
partially supported by JSPS KAKENHI Grant Number 15K18011. I am grateful to Prof.
Sakagami for helpful discussions.

Author details

Mizuho Shibata

Address all correspondence to: shibata@hiro.kindai.ac.jp

Department of Robotics, Kindai University, Higashi-Hiroshima, Hiroshima, Japan

References

[1] MotroR. Tensegrity. Kogan Page; London, UK 2003.

Recent Advances in Robotic Systems248



4. Conclusion

This chapter has described a fish-like underwater robot with an outer surface composed of a
flexible thin plastic film. The internal components of the robot, including a servo motor,
microcontroller, battery, and floating blocks, were encapsulated in a plastic-filmed bag using
a vacuum packaging machine. This vacuum packaging machine enabled rapid, low-cost
fabrication of fish-like robots with a plastic-filmed outer surface. To simplify its waterproofing
and pressure resistance properties, the internal components of the fish-like robot was filled
with insulating fluid. Autonomous and attitude control schemes were proposed based on the
characteristics of these fish-like robots. As the encapsulating thin plastic film has electromag‐
netic-wave-transmitting property, a noncontact sensor could be arranged within the robot. We
also designed an attitude control mechanism employing floating blocks, with the attitude of
our prototype determined by the arrangement of the floating block and dependent on the
differential densities of the floating block and insulating fluid. Attitude control was found to
vary more when the insulating fluid was denser than water. In literature [14], we have pointed
that insulating fluids, less dense than water, could be used as floating materials to achieve
neutral buoyancy. Therefore, the volume of insulating fluid within a prototype should be
carefully determined according to the moving performance.

Acknowledgements

This work was partially supported by Furukawa Mfg. Co., Ltd., and partially by the Center of
Innovation Program from Japan Science and Technology (JST) Agency. This work was also
partially supported by JSPS KAKENHI Grant Number 15K18011. I am grateful to Prof.
Sakagami for helpful discussions.

Author details

Mizuho Shibata

Address all correspondence to: shibata@hiro.kindai.ac.jp

Department of Robotics, Kindai University, Higashi-Hiroshima, Hiroshima, Japan

References

[1] MotroR. Tensegrity. Kogan Page; London, UK 2003.

Recent Advances in Robotic Systems248

[2] Paul C, Valero-Cuevas F J, Lipson H. Design and control of tensegrity robots for
locomotion. IEEE Transactions on Robotics. 2006;22(5):944–957.

[3] Aldrich J B, Skelton R E, Kreutz-Delgado K. Control synthesis for a class of light and
agile robotic tensegrity structures. In: Proc. of the American Control Conf.; 4–6 June;
Denver, USA. 2003. pp. 5245–5251.

[4] Shibata M, Miyamura T, Sakagami N, Miyata S. Use of a deformable tensegrity
structure as an underwater robot body. Journal of Robotics and Mechatronics.
2013;25(5):804–811.

[5] Bliss T, Iwasaki T, Bart-Smith H. Central pattern generator control of a tensegrity
swimmer. IEEE/ASME Transactions on Mechatronics. 2013;18(2):586–597.

[6] Eriksen C C, Osse T J, Light R D, Wen T, Lehman T W, Sabin P L, Ballard J W, Chiodi
A M. Seaglider: a long-range autonomous underwater vehicle for oceanographic
research. IEEE Journal of Oceanic Engineering. 2001;26(4):424–436.

[7] Sherman J, Davis R E, Owens W B, Valdes J. The autonomous underwater glider
“Spray”. IEEE Journal of Oceanic Engineering. 2001;26(4):437–446.

[8] Webb D C, Simonetti P J, Jones C P. SLOCUM: an underwater glider propelled by
environmental energy. IEEE Journal of Oceanic Engineering. 2001;26(4):447–452.

[9] Sakagami N, Ibata D, Ikeda T, Shibata M, Ueda T, Ishimaru K, Onishi H, Murakami S,
Kawamura S. Development of a removable multi-DOF manipulator system for man-
portable underwater robots. In: Proc. 21th Int. Conf. on Offshore and Polar Eng.; 19–24
Jun.; Hawaii, USA. 2011. pp. 279–284.

[10] Sakagami N, Ishimaru K, Kawamura S, Shibata M, Onishi H, Murakami S. Develop‐
ment of an underwater robotic inspection system using mechanical contact. Journal of
Field Robotics. 2013;30(4):624–640.

[11] Kim S, Spenko M, Trujillo S, Heyneman B, Santos D, Cutkosky M R. Smooth vertical
surface climbing with directional adhesion. IEEE Transactions on Robotics. 2008;24(1):
65–74.

[12] Wood R J, Finio B, Karpelson M, MaK, Perez-Arancibia N O, Sreetharan P S, Tanaka
H, Whitney J P. Progress on “pico” air vehicles. The International Journal of Robotics
Research September. 2012;31(11):1292–1302.

[13] Shibata M, Sakagami N. A fish-like underwater robot with flexible plastic film body.
In: IEEE International Conference on Robotics and Biomimetics; 12–14 December;
Shenzhen, China. 2013. pp. 68–73.

[14] Shibata M, Sakagami N. Fabrication of a fish-like underwater robot with flexible plastic
film body. Advanced Robotics. 2015;29(1):103–113.

[15] Ahvenainen R. Novel Food Packaging Techniques. Woodhead Publishing; Cambridge,
UK 2003.

Fish-Like Robot Encapsulated by a Plastic Film
http://dx.doi.org/10.5772/63506

249



[16] Tella R, Birk J R, Kelley R B. General purpose hands for bin-picking robots. IEEE
Transactions on Systems, Man and Cybernetics. 1982;12(6):828–837.

[17] Greiner J H, Kircher C J, Klepner S P, Lahiri S K, Warnecke A J, Basavaiah S, Yen E T,
Baker J M, Brosious P R, Huang H C W, Murakami M, Ames I. Fabrication process for
Josephson integrated circuits. IBM Journal of Research and Development. 1980;24(2):
195–205.

[18] Lee C C, Wang C Y, Matijasevic G S. A new bonding technology using gold and tin
multilayer composite structures. IEEE Transactions on Components, Hybrids, and
Manufacturing Technology. 1991;14(2):407–412.

[19] Wakimoto S, Ogura K, Suzumori K, Nishioka Y. Miniature soft hand with curling
rubber pneumatic actuators. In: Proc. of IEEE Int. Conf. on Robotics and Automation;
12–17 May; Kobe, Japan. 2009. pp. 556–561.

[20] Longo D, Muscato G. The Alicia(3) climbing robot: a three-module robot for automatic
wall inspection. IEEE Robotics & Automation Magazine. 2006;13(1):42–50.

[21] Hayakawa T, Nakamura T, Suzuki H. Development of a wave propagation type wall-
climbing robot using a fan and slider cranks. In: Proc. of Int. Conf. on Climbing and
Walking Robots; 9–11 Sep.; Istanbul, Turkey. 2009. pp. 439–446.

[22] Yoshida Y, Ma S. Design of a wall-climbing robot with passive suction cups. In: IEEE
International Conference on Robotics and Biomimetics; 14–18 Dec.; Tianjin, China.
2010. pp. 1513–1518.

[23] Manabe R, Suzumori K, Wakimoto S. A functional adhesive robot skin with integrated
micro rubber suction cups. In: IEEE International Conference on Robotics and Auto‐
mation; 14–18 May; St. Paul, USA. 2012. pp. 904–909.

[24] Zesch W, Brunner M, Weber A. Vacuum tool for handling microobjects with a Nano‐
Robot. In: Proc. of IEEE Int. Conf. on Robotics and Automation; 20–25 April; Albu‐
querque, USA. 1997. pp. 1761–1766.

[25] Kato N, LIUH. Optimization of motion of a mechanical pectoral fin. JSME International
Journal Series C Mechanical Systems, Machine Elements and Manufacturing.
2003;46(4):1356–1362.

[26] Yamamoto I, Terada Y. Robotic fish and its technology. In: SICE Annual Conf.; 4–6
August; Fukui, Japan. 2003. pp. 342–345.

[27] Liu J, Hu H, Gu D. A layered control architecture for autonomous robotic fish. In: Proc.
of IEEE/RSJ Int. Conf. on Intelligent Robots and Systems; 9–15 Oct.; Beijing, China. 2006.
pp. 9–15.

[28] Conte J, Modarres-Sadeghi Y, Watts M, Hover F S, Triantafyllou M S. A faststarting
mechanical fish that accelerates at 40ms(-2). Bioinspiration and Biomimetics. 2010;5(3):
035004.

Recent Advances in Robotic Systems250



[16] Tella R, Birk J R, Kelley R B. General purpose hands for bin-picking robots. IEEE
Transactions on Systems, Man and Cybernetics. 1982;12(6):828–837.

[17] Greiner J H, Kircher C J, Klepner S P, Lahiri S K, Warnecke A J, Basavaiah S, Yen E T,
Baker J M, Brosious P R, Huang H C W, Murakami M, Ames I. Fabrication process for
Josephson integrated circuits. IBM Journal of Research and Development. 1980;24(2):
195–205.

[18] Lee C C, Wang C Y, Matijasevic G S. A new bonding technology using gold and tin
multilayer composite structures. IEEE Transactions on Components, Hybrids, and
Manufacturing Technology. 1991;14(2):407–412.

[19] Wakimoto S, Ogura K, Suzumori K, Nishioka Y. Miniature soft hand with curling
rubber pneumatic actuators. In: Proc. of IEEE Int. Conf. on Robotics and Automation;
12–17 May; Kobe, Japan. 2009. pp. 556–561.

[20] Longo D, Muscato G. The Alicia(3) climbing robot: a three-module robot for automatic
wall inspection. IEEE Robotics & Automation Magazine. 2006;13(1):42–50.

[21] Hayakawa T, Nakamura T, Suzuki H. Development of a wave propagation type wall-
climbing robot using a fan and slider cranks. In: Proc. of Int. Conf. on Climbing and
Walking Robots; 9–11 Sep.; Istanbul, Turkey. 2009. pp. 439–446.

[22] Yoshida Y, Ma S. Design of a wall-climbing robot with passive suction cups. In: IEEE
International Conference on Robotics and Biomimetics; 14–18 Dec.; Tianjin, China.
2010. pp. 1513–1518.

[23] Manabe R, Suzumori K, Wakimoto S. A functional adhesive robot skin with integrated
micro rubber suction cups. In: IEEE International Conference on Robotics and Auto‐
mation; 14–18 May; St. Paul, USA. 2012. pp. 904–909.

[24] Zesch W, Brunner M, Weber A. Vacuum tool for handling microobjects with a Nano‐
Robot. In: Proc. of IEEE Int. Conf. on Robotics and Automation; 20–25 April; Albu‐
querque, USA. 1997. pp. 1761–1766.

[25] Kato N, LIUH. Optimization of motion of a mechanical pectoral fin. JSME International
Journal Series C Mechanical Systems, Machine Elements and Manufacturing.
2003;46(4):1356–1362.

[26] Yamamoto I, Terada Y. Robotic fish and its technology. In: SICE Annual Conf.; 4–6
August; Fukui, Japan. 2003. pp. 342–345.

[27] Liu J, Hu H, Gu D. A layered control architecture for autonomous robotic fish. In: Proc.
of IEEE/RSJ Int. Conf. on Intelligent Robots and Systems; 9–15 Oct.; Beijing, China. 2006.
pp. 9–15.

[28] Conte J, Modarres-Sadeghi Y, Watts M, Hover F S, Triantafyllou M S. A faststarting
mechanical fish that accelerates at 40ms(-2). Bioinspiration and Biomimetics. 2010;5(3):
035004.

Recent Advances in Robotic Systems250

[29] Yu J, Tan M, Wang L. Cooperative control of multiple biomimetic robotic fish. In:
Lazinica A, editor. Recent Advances in Multi Robot Systems. Intech; Rijeka, Croatia
2008. pp. 263–290.

[30] Ohashi T, Yamada H, Hirose S. Loop forming snake-like robot ACMR7 and its serpe‐
noid oval control. In: IEEE/RSJ Int. Conf. on Intelligent Robots and Systems; 18–22 Oct.;
Taipei, Taiwan. 2010. pp. 413–418.

[31] Eustice R M, Pizarro O, Singh H. Visually augmented navigation for autonomous
underwater vehicles. IEEE Journal of Oceanic Engineering. 2008;33(2):103–122.

[32] Sumoto H, Yamaguchi S. Development of a motion control system using photoaxis for
a fish type robot. In: Proc. of the Int. Offshore and Polar Engineering Conf.; 20–25 Jun.;
Beijing, China. 2010. pp. 307–310.

[33] Takagawa S, Takahashi K, Sano T, Kyo M, Mori Y, Nakanishi T. 6,500m Deep Manned
Research Submersible “Shinkai 6500” System. In: Proc. of OCEANS; 18–21 Sep.; Seattle,
USA. 1989. pp. 741–746.

[34] Shibuya K, Kishimoto Y, Yoshii S. Depth control of underwater robot with metal
bellows mechanism for buoyancy control device utilizing phase transition. Journal of
Robotics and Mechatronics. 2013;25(5):795–803.

[35] Woolsey C A, Leonard N E. Moving mass control for underwater vehicles. In: Proc. of
the American Control Conference; 8–10 May; Alaska, USA. 2002. pp. 2824–2829.

[36] Woolsey C A, Leonard N E. Stabilizing underwater vehicle motion using internal
rotors. Automatica. 2002;38(12):2053–2062.

[37] Thornton B, Ura T, Nose Y, Turnock S. Zero-G class underwater robots: unrestricted
attitude control using control moment gyros. Journal of Oceanic Eng. 2007;32(3):565–
583.

[38] Doniec M, Vasilescu I, Detweiler C, Rus D. Complete SE(3) underwater robot control
with arbitrary thruster configurations. In: Proc. Int. Conf. on Robotics and Automation;
3–8 May; Alaska, USA. 2010. pp. 5295–5301.

[39] Shibata M, Sakagami N. A robot fish encapsulated by an electromagnetic wave-
transmitting plastic film. In: Proc. of Conference of the IEEE Industrial Electronics
Society; 9–12 Nov.; Yokohama, Japan. 2015. pp. 2729–2734.

[40] Shibata M, Sakagami N. Attitude control mechanism for underwater robot with flexible
plastic film body. In: Proc. of Int. Ocean and Polar Engineering Conf.; 21–26 Jun.;
Hawaii, USA. 2015. pp. 558–563.

Fish-Like Robot Encapsulated by a Plastic Film
http://dx.doi.org/10.5772/63506

251





Chapter 12

CODA Algorithm: An Immune Algorithm for
Reinforcement Learning Tasks

Daniel R. Ramirez Rebollo, Pedro Ponce Cruz and
Arturo Molina

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/63570

Abstract

This document presents the design of an algorithm that takes on its basis: reinforce‐
ment learning, learning from demonstration and most importantly Artificial Immune
Systems. The main advantage of this algorithm named CODA (Cognition from Data).
Is;  it  can learn from limited data samples-  that  is  given a single example and the
algorithm will  create its own knowledge. The algorithm imitates from the Natural
Immune System the clonal procedure for obtaining a repertoire of antibodies from a
single antigen. It also uses the self-organised memory in order to reduce searching time
in the whole action-state space by searching in specific clusters. CODA algorithm is
presented and explained in detail in order to understand how these three principles are
used. The algorithm is explained with pseudocode, flowcharts and block diagrams. The
clonal/mutation results are presented with a simple example. It can be seen graphical‐
ly how new data that has a completely new probability distribution. Finally, the first
application where CODA is used, a humanoid hand is presented. In this application the
algorithm created affordable grasping postures from limited examples, creates its own
knowledge and stores data in memory data in memory in order to recognise whether
it has been on a similar situation.

Keywords: artificial immune system, artificial intelligence, neuroscience, biologically
inspired algorithm, cognition

1. Introduction

Learning in humans involves approximately 100 billion of neurons (brain cells). Neurons in
humans are useless individually but extremely useful and powerful when working together.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



Each neuron is formed by a body or soma, and axon that sends information and thousands of
dendrites for receiving data. The more dendrite connections there are, the more learning there
would be. It can be seen than at its basic functional level, learning is without a doubt a com‐
plex activity. It involves not only the brain cells and their connections but also certain factors
such as attention, memory, motivation and stress. There are even different ways in which learning
can occur, such as empiricism, innatism and constructivism [1].

In humans, learning is not only directly engaged with the amount of connection in the neurons
but is also influenced by external factors relative to the subject state. There is a necessity to
learn in an entity free of unnecessary passions and no underpinnings that could hinder or limit
its learning ability. Machine learning is the response to this paradigm, several algorithms have
arisen having as main objective; making computers learn as can be seen in [2], even they may
have different particular objectives according to their taks. Machine learning algorithms have
already demonstrated their competence at learning in different engineering and science
problems [3–5]. However, there is still no algorithm that is more versatile and generalised, i.e.,
a “do-it-all” algorithm that can be used in several situations no matter the nature of the task
itself.

In machine learning, there is no single algorithm that could solve all the problems [6]. To
address this, a machine learning algorithm from three principles is created: Learning from
Demonstration, Reinforcement Learning and Artificial Immune System. This aims to obtain
an algorithm with several advantages from the mixture of those techniques. The resulting
algorithm would keep all the advantages from the techniques used plus some of the Artificial
Immune System characteristics from Table 2. Table 1 shows advantages of CODA.

CODA’S advantages

Low training samples

Short training time

Produces new knowledge

Unnecessary/unused data is deleted

Reward function assures search for maximum reward

Reward function is task specific

Self-organised memory mechanism reduce searching time in repertoire

Table 1. Advantages that characterise CODA algorithm.

This document is organised as follows. Section 1 contains a discussion on the theory on how
learning from demonstration, reinforcement learning and Artificial Immune Systems has been
used to develop CODA algorithm in order to help the reader understand how useful these
methods are for the algorithm presented in Section 3.
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have different particular objectives according to their taks. Machine learning algorithms have
already demonstrated their competence at learning in different engineering and science
problems [3–5]. However, there is still no algorithm that is more versatile and generalised, i.e.,
a “do-it-all” algorithm that can be used in several situations no matter the nature of the task
itself.

In machine learning, there is no single algorithm that could solve all the problems [6]. To
address this, a machine learning algorithm from three principles is created: Learning from
Demonstration, Reinforcement Learning and Artificial Immune System. This aims to obtain
an algorithm with several advantages from the mixture of those techniques. The resulting
algorithm would keep all the advantages from the techniques used plus some of the Artificial
Immune System characteristics from Table 2. Table 1 shows advantages of CODA.

CODA’S advantages

Low training samples

Short training time

Produces new knowledge

Unnecessary/unused data is deleted

Reward function assures search for maximum reward

Reward function is task specific

Self-organised memory mechanism reduce searching time in repertoire

Table 1. Advantages that characterise CODA algorithm.

This document is organised as follows. Section 1 contains a discussion on the theory on how
learning from demonstration, reinforcement learning and Artificial Immune Systems has been
used to develop CODA algorithm in order to help the reader understand how useful these
methods are for the algorithm presented in Section 3.
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Section 5 explains the CODA algorithm by presenting the pseudocode and simulations. Section
6, on the other hand, explains the application where CODA will be used. Sections 7 and 8 give
further discussion and conclusion, respectively, on this chapter.

2. Learning from demonstration

Defining Learning from Demonstration (LfD) should not be difficult. In [7], a simple yet
complete sentence clarifies the concept: Learning from Demonstration is learning from
watching a demonstration of the task to be performed. Embedded in this sentence is the main
goal, which is to learn a skill from demonstrative examples. What is needed is for the computer
to learn from demonstrations and this is what it is all about. Learning from demonstration is
also known as “programming by demonstration”, “imitation learning” or “teaching by
showing”. As the second name exposes, another goal is to replace certain programming that
would be time-consuming and that would require a specialised person in order to modify the
programs within the robot. Programming by demonstration promises an automatic self-
programming process by showing a robot the task to perform in itself.

Learning from demonstration is not a new topic. It is a well-known discipline in robotics and
has been studied in [8–12], where their approaches needed direct teaching to the entity in order
for the entity to imitate certain human actions. Recent studies focus on developing the learning
from demonstration theory in order to produce better systems that would lead to better
demonstration and feedback, resulting in better teaching and learning [13]. Other studies
propose a system using a Bayesian nonparametric reward in order to assign rewards to
subgoals (more than one reward function) instead of a unique task [14]. And there are still
other studies focusing on enhancing the quality of the demonstrations in order to decrease the
number of demonstrations and learn more effectively [15].

Learning from demonstration is commonly applied in robotics, the robot assumes the student
role and the human is the expert teacher. Thus the goal is to demonstrate the task to the robot,
so it should learn from watching the demonstration, so the robot could use the skill when
necessary. Once a robot has acquired certain skill it could also teach other robots.

2.1. Learning

Learning supposes the generalisation of a task. Let's suppose you have to learn how a bird
looks like. The first step would probably be to list down the characteristics of a bird. You should
have a list describing the wings, eyes, feathers, tail and beak. Without focusing on specifics
like the species, geography or colours, we can say that animals that fit the description can be
called birds. The list is a guideline for you to be able to distinguish a bird from any other animal
or object.

Once we have learned the characteristics that are uniquely assigned to certain things, it is now
easy to distinguish objects and animals around us. They can be clustered in simple term such
as, in this particular case, a bird. Our brain learns to generalise tasks in order to obtain the
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desired results every time the action is performed regardless of the variability of the environ‐
ment at each try.

Once a robot is able to reproduce certain skills with the least error possible or even better, non-
error, it can be said that the robot has learnt a skill correctly. Therefore, it can be said that it
has certain intelligence embedded that let it learn.

Robots can be controlled by different methods and techniques that have been used for several
years and produce excellent results in certain conditions and applications [16, 17]. But it is
important to note that robots are also being used outside of factories in applications and
environments that require high adaptability, reliability and constant learning. These may
demand robots that are capable of handling uncertainty and variability in fast and dynamic
environments.

It can be assured now that learning is a valuable and almost necessary skill for robots, almost
since Alan Turing wrote Computing Machinery and Intelligence, concluding that “We can only see
a short distance ahead, but we can see plenty there that needs to be done” [18].

2.2. Hard programming vs learning

A simple but effective definition of learning from demonstration has been presented previ‐
ously. In this section, a more formal and structured definition is presented. Learning from
demonstration is a mapping built by examples between environment states and actions to
perform. This is called policy, and it gives the robot the skill of selecting which action to select
if found in a certain environment configuration. The policy is built by all the demonstrations
the robot obtains.

There are two paths in learning from demonstration. The first one is very simple. It basically
let the robot mimic the motion of the instructor; in other words, the computer must learn how
the instructor acts, reacts and handle errors in different situations, which is a process called
learning the policy.

The second path, and is more important in this work, is where the robot may not be doing
exactly the same task as the demonstrator and there is a small number of task demonstrations
available. This means the robot should learn under uncertainty and with low loads of data. In
these cases, algorithms should extract the most out of the information in order to be able to
process all the information and then create correct cognitive responses topic to be studied in
the CODA section.

2.2.1. Pendant programming and kinetic teaching

Pendant programming and kinetic teaching are techniques that could be considered the
simplest form of learning from demonstration. Both techniques have their advantages and
disadvantages, but they are outside the aim of this book. It is of most importance to mention
how they work.

Figure 1 shows an example of pendant programming where the human uses a programming
pendant in order to move the robot thru desired points, this technique can produce two paths,
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a polynomic or linear path, but learning procedure never takes place during this action, the
robot will always move on the chosen path, this limits the generalization capacity of the robot.
This is why this technique belongs to a hard programming techniques to control a robot even
it uses demonstration to hel the user program the robot.

Figure 1. Pendant programming example, same trajectory with two interpolation options.

2.2.2. Learning from data

The previous section exemplified how a robot can be programmed by a demonstration and
still lacks intelligence. Intelligence is formed by several different bits such as reasoning and
logical deduction but for our purpose, the most basic animal intelligence characteristics that
matter are remembering, adapting and generalising.

Remembering, adapting and generalising are part of learning, and these characteristics are the
most important to embed in machines. Machines should be able to learn with examples, data
and experience. First the machine should obtain an example which contains data, and at each
try, the machine should acquire experience. Using the concepts presented earlier, the machine
should be able to recognise when was the last time it was in this situation (encountered the
same data), tried a particular action (produce this output) and it worked (the output action(s)
was/were correct), so it can be tried again. But if it does not work properly, then something
different should be tried.

Learning is a skill that gives us the ability to be flexible in our day to day activities. We adapt
and adjust our self to new circumstances, recognise similarity between different situations in
order to use knowledge in one place or another, and therefore use acquired knowledge in
different places and situations.

Learning by demonstration is a powerful tool that has already shown its competence in the
robotics field. However, it may be impossible to complete any desired task if it will be the only
tool to be used in the entire system. To address this, a hybrid system was built where it will
use a non-model based algorithm such as Q-learning or SARSA (explained in the next section)
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where the policy will be represented by a Q matrix and adjusted directly according to the
reward obtained during each try. These consequences of the adjustment in the policy are
measured by the reward function to guide future adjustments in the policy.

The reward function does not actually tell the algorithm if the output is correct or not; instead
it tells how much correct it is, and the stored values of the Q matrix should serve as a repertoire
of knowledge in order to recognise certain “encountered data–output action” pairs for future
reference.

3. Reinforcement learning

Taking this extract from [19]:

“Of several responses made to the same situation, those which are accompanied or closely
followed by satisfaction to the animal will, other things being equal, be more firmly
connected with the situation, so that, when it recurs, they will be more likely to recur; those
which are accompanied or closely followed by discomfort to the animal will, other things
being equal, have their connections with that situation weakened, so that when it recurs,
they will be less likely to occur. The greater the satisfaction or discomfort, the greater the
strengthening or weakening of the bond”.

As it can be read from the extract, desired behaviours will prevail over the undesired ones.
This is due to the reward or satisfaction feeling, and this is precisely part of what CODA is
willing to imitate in a computational environment. And since no machine can feel any kind of
emotion, the reward will be numerically represented with a function.

Figure 2. Block diagram showing the cognition model proposed by the authors with the CODA algorithm.
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Figure 2 shows a block diagram of the learning by demonstration iterative process taken and
modified from [11]. The diagram shows the process of learning a task with the proposed
approach and the CODA algorithm.

The interaction between the entities is initiated by the human–machine interaction where the
human expert performs the task or gives an example of the task in order for the system to
record the information as a training example. In this manner, it gives direct feedback on how
the skill is being modelled. The CODA algorithm will have its own evaluation and correction
process in order to acquire the knowledge and reproduce the task.

During this process, a reinforcement learning algorithm is the most important tool. SARSA,
which is a modification of Q-learning, was chosen. The main difference between the two
algorithms is that Q-learning always attempts to search for the optimal path, which will always
coincide in that it is the shortest, but this does not necessarily mean it is the best one on each
task. In contrast the SARSA algorithm will not always take the shortest path but the safest,
because it will try to avoid large negative rewards taking in consideration those “dangerous”
situations.

Mathematically, Q-learning and SARSA differ in their expressions as the following two
equations state:

11 1 1( , ) ( , ) µ[   ( , ) ( , )],
tt t t t t a t t t tQ s a Q s a r maxQ s a Q s ag
++ + +¬ + + - (1)

1 1 1( , ) ( , ) µ[   ( , ) ( , )],t t t t t t t t tQ s a Q s a r Q s a Q s ag+ + +¬ + + - (2)

Eq. (1) shows the Q-learning algorithm equation for the actualisation of the Q matrix and Eq.
(2) shows that of the SARSA algorithm. It can be inferred that mathematically the main
difference between them is that Q-learning is off-policy since it takes the maximum value of
Q(s′,a′) instead of computing a′. SARSA on the other hand makes this possible by the simple
modification made where it takes care not only of the actual state and action but also the next
possible state, action and reward, making SARSA an on-policy algorithm, something ex‐
plained previously.

Since the inputs and outputs of the reinforcement learning algorithms are discretised if the
size of the action space and state space can be reduced, it is always a good idea since the
reinforcement learner algorithm is basically a search method. Therefore it is good to search for
certain techniques that would let us handle these spaces in a proper manner, and it is upon
the application and the expertise of the reader how this could be approached.

Figure 3 describes how the algorithms search for the goal state given a state space, action space
and a reward function. It also explains how the learning agent, in our case the robotic hand,
performs action in the state st and receives a reward r(t+1) from the environment, after this the
agent will move to state s(t+1) because of the reward given. Basically the sensors on the hand
define the state, because they are the representation of the environment around the robot,
telling us if the hand is touching any surface or not. The actions are how the robot moves its
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actuators. The reward could be the similarity between the learnt (desired) data and the
produced data on the present state, and could be bigger if similarity is higher and reward
should be lower if similarity is not likely.

Figure 3. Reinforcement learning cycle, agent performs action, receives reward and ends up on a new state.

4. Artificial immune systems

In the human body, the immune system is the collection of cells, tissues and molecules that
defend the body against infections [20]. Its basic function is to eradicate and prevent infections.

Naturally in our body there are two types of immunity: innate immunity and adaptive
immunity, both share the same objective, but have different tasks and time reactions. Innate
immunity acts in the first hours whereas adaptive immunity operates through days.

Adaptive immunity can further be classified as humeral immunity and cell-mediated immun‐
ity, containing different responding, effectors cells and functions.

A detailed biologically inclined overview of the Artificial Immune System can be found in [20];
while a computationally inclined overview can be found at [21].

Simulating active immunity is of great interest for the CODA algorithm. The most common
example is vaccination of an individual, in this case the “naive individual” is exposed to
antigens in order to mount an active response and be able to eradicate the infection. After this
process the individual will be immune to that microbe and that is because it has already built
resistance for a later infection. In contrast, passive immunity is shown in new-borns that do
not have an immune system mature enough to fight against pathogens, but are protected by
their mother's antibodies through the placenta and milk.
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Artificial Immune Systems where developed with active immunity in mind since at the very
first they were implemented for intrusion detection in computer servers. The main goal of the
system was to detect insiders and external intruders that were committing abuse or misuse of
the computer systems.

There are several crucial characteristics that are important for the CODA algorithm to inherit
the robustness, adaptability and specificity among other characteristics that are desirable for
a real problem-solving algorithm. The characteristics that are considered important and should
be applied in the computational version of the immune system are shown in Table 2.

Feature Functional significance

Specificity Ensures that distinct antigens elicit specific responses

Diversity Enables immune system to respond to a large variety of antigens

Memory Leads to enhanced responses to repeated exposures to the same antigens

Clonal expansion Increases number of antigen-specific lymphocytes to keep pace with microbes

Specialisation Generates responses that are optimal for defence against different types of microbes

Contraction and homeostasis Allows immune system to respond to newly encountered antigens

No reactivity to self Prevents injury to the host during responses to foreign antigens

Table 2. Natural Immune System characteristics that make it such a potent tool in the human body. This features are
imitated by the computer counterparts of the NIS the AIS.

Specificity and diversity: This is an important feature that lets the immune system distinguish
from similar antigens, helping us specify the response for a certain antigen and no response
to any other even if they are quite similar. Therefore lymphocyte repertoire could be over
millions of different units, all of them cloned, built specifically for different antigens, leading
to a much extended antigen distinguishing.

Memory: When the system is exposed to an antigen for the first time, the response is called
primary immune response and is mediated by lymphocytes, called naive lymphocytes. The
second encounter is called secondary immune response, and it is supposed to be rapid, larger
and more effective.

In order to implement and use an Artificial Immune System, it is quite important to understand
deeply how the Artificial Immune systems works for the several processes that occur within
the system and manage several tasks. In [22], a very explicit description of the AIS based upon
the natural model from the human body of the Natural Immune System (NIS) can be found.
According to the explanation of the model, the immune system is an example of a mechanism
that is capable of learning and remembering. This memory is capable not only of string
previous interactions but also forgetting information with little use.

The NIS is an example of a yet adaptive, decentralised and effective system. The B and T cells
are just examples of how the NIS has a working structure that delegates all tasks. All the
previous characteristics are desirable for a problem-solving algorithm that can offer novel
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methods and thus testing is required to compare this paradigm across all the machine learning
methods.

In [22] the authors test the algorithm with a simple pattern recognition problem as a first test.
In order to have a better overview of the performance of the AIS, it was applied to a real-world
problem such as the recognition of the promoters in DNA sequences. According to the results
presented, all were consistent with other approaches such as ANN and Quinlan ID3 obtaining
similar results. The performance was better than Nearest Neighbour Algorithm.

The diversification of the AIS is an important characteristic since it does not focus on a global
optima, instead the antibodies evolve in order to handle all the variety that the antigens can
represent. Figure 6 shows how the antigen is taken and mutated to produce all the antibodies
represented by the blue circles. It is also quickly adaptable to changing situations, naturally
the system can handle event-response situations. This is one of the most important features of
the NIS as well, and the response must be active in a matter of minutes or hours in order to
protect the human body.

According to [22] a remarkable characteristic of the AIS is the genetic mechanism that can
mutate and reproduce the antibodies, memory and its self-organising properties. In CODA
algorithm these concepts are implemented [22], for example, the self-organising characteristic
implemented with a clustering step running over the antibodies in order to organise all data.

It is important to notice that the computational model presented in this document or in any of
the articles that were revised does not aim to model the human NIS perfectly, nor it is an
attempt to provide explanations of how the system works within the body. Rather, the stated
features are emulated in order to solve problems that need such characteristics presented in
Table 1 and Table 2, such as specificity, diversity and memory, among others.

Farmer et al. presented Eq. (3) as a mathematical model of the immune system, in which N
represents the antibodies, n represents the antigens, c is a rate constant that depends on the
number of comparisons how antibodies are being stimulated, a represents the current B cell,
xej represents the jth B cell's epitope, xpj represents the jth B cell object paratope and y represents
the current antigen. Finally the first term in the sum is the affinity between antibodies and
neighbours; the second term is the enmity between the previous named objects; the third
represents how well the antibodies are capable of binding with the antigen; and the last term
models the tendency of cells to die if no interactions are present.

1 2 3
1 1 1

( , ) ( , ) ( , ) ,
N N N
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The model used by Farmer et al. presented three types of mutation presented as follows.

Multi-point mutation: Each element in the antibody is processed in turn. If a randomly gener‐
ated number is above the mutation threshold, then the element is mutated.
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Substring regeneration: Two points are selected at random in the antibody's paratope. Then all
the elements between these two points are replaced by randomly generated elements, resulting
in a partial regeneration of the antibody.

Simple substitution: Operator uses the roulette wheel [23] algorithm to select another B cell
object from which elements will be substituted into the current B cell object.

The mutation procedure is an important procedure since it has been designed to introduce
diversity into the system, as antibodies are created, the previous examples are just a few
techniques that can be used during the mutation process, but there are several ways in which
the mutation can be implemented.

The AIS systems is compared with other several machine learning approaches such as ANN,
LCS, CBR and others showing that AIS offers certain advantages over some of them specifically
the self-organising features and the unsupervised nature of the algorithm [22]. It also let us
know that it can be noise tolerant and that the algorithms inherently generalises such a problem
with ANN that can over fit. Also the self-organising feature makes it easier to handle rather
than ANN that can be tedious and time consuming in order to tune them for a certain
application checking the bias and variance of a certain configuration of the ANN.

The AIS is a paradigm that yet seems to have certain characteristics that attract engineers and
scientist as well. It is a powerful example of a learning system that not only adapts rapidly but
it also is a non-linear network, has a content addressable memory and it is self-organised. With
this in mind, it is important to stop and analyse about the contributions that the paradigm has
brought to different areas where it has been applied. CODA wants to use these features and
apply them to the grasping problem in robotics, this is the main reason why the algorithm uses
previous released machine learning tools plus it emulates the AIS in order to solve real
problems and use AIS in important applications.

Precisely the study [24] explores how the AIS has been applied in “out of the lab” applications,
where real world problems state new challenges, this question of how have the AIS has perform
in the real world applications or industry leads us to the importance of focusing the efforts on
developing theory that will serve as hard evidence of this paradigm.

Since according to the no-free lunch theorem [6], there is no one “do-it-all algorithm” that can
outperform all the machine learning methods available so, it is important for any paradigm to
contain features that may not be present in any of the previous techniques. In this manner the
new algorithm can be described as a truly novel method.

Authors of [22] disagree with the definition proposed in [25] in which effectiveness is meas‐
ured in terms of how an algorithm performs better or not, compared to other in benchmark
test. For example they measured the time it took to complete the task. The same work expos‐
es certain problems where AIS has done a magnificent job, these applications are presented
in Table 3.

CODA Algorithm: An Immune Algorithm for Reinforcement Learning Tasks
http://dx.doi.org/10.5772/63570

263



Major Minor

Clustering/classification Bio-informatics

Anomaly detection Image processing

Computer security Control

Numeric function optimisation Robotics

Combinatoric optimisation Virus detection

Learning Web mining

Table 3. Major and minor areas where AIS have been used.

Table 3 reflects how the articles can be grouped according to the main areas where AIS has
been applied. The studies in [3, 26–28] talk about Anomaly Detection, [29–31] expose works
on optimisation, image processing [5], robot control [32–35] and web mining [36]. It is
important to note that this table does not represent all publications related to AIS. It is a general
picture based on information contained in ICARIS 2004 [37], ICARIS 2005 [38] and in the
bibliography produced by de Castro [39].

Something important that must be noticed about most of the applications in several papers is
that the AIS is tried in benchmark problems and robotic applications tend to be simulated
rather than in real environments and almost all of them are small and simplified.

The article [22] concludes that there is a necessity to construct a robust framework that will
allow the AIS to have a more biologically grounded theory, but it also remarks the need of
multidisciplinary work between computer scientist, engineers, biologists and mathematicians.

Another important aspect discussed is that AIS algorithms are not so generic and most of them
are quite specific to the task on duty. More generalised algorithms would be develop if the
theoretical aspects of the AIS are improved in such a manner that generalisation would be
easier. The authors close their work [22] with a phrase that is important for the development
of the AIS algorithms:

“However, all this futuristic discussion is interesting, but what is needed is well-grounded
immune inspired techniques that are applied in a logical and coherent matter”.

CODA algorithm pretends to handle data that could contain noise or that may be a small
amount. Therefore the AIS should be an algorithm that can handle data in those circumstances,
from the several bibliography revised it was found that in [40], the use of the AIS helps us in
visualising how the AIS can be an unsupervised machine learning method but also how it can
handle an analysis on the data and help visualise information.

The article describes the procedures that are internal to the AIS such as the primary and
secondary response, how the antibody/antigen binding occurs, the B cell stimulation, the
immune network among others that can serve as a really good introductory text for the reader.
But it is not until the description of the B cell cloning were interest in such concept was really
awaken.
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The text is very explicit on how the AIS clones and mutates the B cells to build up the memory
mechanism where all the information will be stored and will help on the recognition tasks
where similar patterns must be identified. With all this data it is necessary for the memory to
have an organising mechanism to form clusters that later will identify patterns.

As it is stated before in this document, there is a need for the AIS to be implemented in a simple
yet logical manner, and the authors of [40] build up a really simple method to measure the
affinity between the B cells with the Euclidean distance shown in Eq. (4).
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This implementation was tested with the “Fisher iris data set”, which consist of 150 instances
from three different classes, specifically plants. The attributes taken in consideration for the
three classes are: sepal length, sepal width, petal length and petal width. The dataset cannot
be separated linearly in two groups (Iris Virginica and Iris Versicolor) but it is possible to
segregate the third group linearly corresponding to the Iris Setosa class. First principal
component analysis was used to represent the data in a lower dimensional space in order to
make possible a two dimensional graph. The AIS was able to recognise three classes inde‐
pendently from the distribution of the data set that may facilitate to classes and have more
problems in the recognition of the third class.

The created network was capable of receiving unseen data and still able to recognise between
classes, concluding that the networks were effective as a simple classification, one of the main
objectives for using this AIS. The second valuable characteristic is that they seem to generalise
in a wider region of the input space making it quite interesting since this feature could be from
great importance in environments where little data can be collected, where the data could be
corrupted with noise or demonstrations of the task are limited.

It has been seen all over the bibliography that a common point is the development of a more
reliable theoretical point of view for the AIS, this was one of the first statements when
approaching the AIS. The main reason the ABBAS book of Basic Immunology was revised was
most of the documents found are a general overview of the NIS and difficult to understand if
you have not had any previous experience. One interesting work is [40] and “Where” should
be “where”. Where the clonal selection mechanism was treated in a really interesting and
straight forward manner. The clonal selection theory (CST) [41] is basically used to explain
how the NIS response to any antigen stimulus. The main idea of the CST is that those cloned
cells are in charge of recognising antigens.

In [20], a recognition region is presented but it is defined as spherical, a characteristic that could
limit how the recognition ball could work. In [40] the author does not limit this region with a
spherical geometry, leading to advancement in the theoretical framework for the AIS.

In [40] the B cell Algorithm (BCA) is defined as an iterative process that improves candidate
solutions in a specific problem, with the use of tools such as cloning, mutation and selection.
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Again the Euclidean distance is used as a measure for affinity, which suggests it could be a
standard for this process. But how the BCA can be differentiated from one of the most popular
evolutionary algorithm such as genetic algorithms? The reader should notice that no cross over
is employed in the cloning process, there is no necessity for this method to be applied in the
BCA in order to increase diversity.

Specifically talking about AIS algorithms and more precisely about clonal selection ones, the
authors consider it really important to make the population variation according to probabilistic
rules and follow the nature of the model so this probabilities for the transitions to a new state
depend only on the current state so the Markov chain could be satisfied. This also means that
the algorithm should converge and find at least one global optimum solution with probability
equal to one as t →∞. One of the very first papers that introduced this was [42] and should be
revised for a detailed lecture on the theme.

5. CODA

Cognition from Data is what names the proposed algorithm, as its name can tell, the objective
of the algorithm is to aim for cognition in a computational manner – analysing data, extracting
more information if possible and acting in an environment to achieve a task with the most
accurate action even with few data as training examples. This is done by the NIS when a “naive
individual” for the first time recognises an antigen. In order to comply to these characteristics
and objectives, an algorithm should be flexible yet specific, should learn from previous
experiences and store the knowledge in an organised manner. In doing so, it would respond
faster the next time the situation occurs, just as the NIS in the secondary immune response
responds to a previous known antigen.

In a search for a system that could have these characteristics, the NIS is one of the most
impressive natural systems that not only adapts itself to new and unknown situations. It also
learns from every experience and creates its own knowledge by an awesome mechanism where
antibodies are created and stored in order to create a fastest response if a second interaction
with the antigen occurs. Table 1 in the previous section talked about certain desirable char‐
acteristics that CODA emulates from its biological counterpart – the NIS. This mechanism lets
the NIS keep safe our body and it has been doing a great job for millions of years. Therefore
CODA should provide a great solution to the grasping problem shown in Section 6, using AIS
exceptional features.

The main reason why the NIS was studied in [20] is to have a more detailed panorama from
this system that was taken as spinal vertebrae to design an algorithm. The non-free lunch
theorem presented in [6] was also taken into consideration since it mentions that there is not
one tool that could do all the possible tasks available in the problem space. It is important to
create machine learning pipelines that could handle a complex problem and solve it with
different tools not just one that would try to be the “do it all”.
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Figure 4. Block diagram showing the cognition model proposed by the authors with the CODA algorithm.
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Algorithm 1 in Figure 9 (Appendix) shows the pseudocode for the CODA algorithm, where it
can be seen it has three elements that were presented previously on this document, the
Reinforcement learner and the AIS. The learning from demonstration is an external part of the
algorithm that acquires the training information and then presents this data to the CODA
algorithm. Figure 4 shows a flow chart that presents in a simpler way the pseudo code steps
that may take place and adds the part of the algorithm that takes place outside of the learning
system which is the demonstration of the skill.

The sequence of steps shown in Figure 2 are of great importance since any change in the order
will modify how the entity will learn and measure its performance according to the desired
state. Also it is important to notice that at the beginning, there is a human–machine interaction
that would recover the data from the example, and that it is necessary to be careful on which
platform is chosen for this interaction in order to be positive and recover the most of the data
possible without causing any discomfort in humans or any stress. The most positive the
interaction the easier will be for the humans to share data and for the algorithm to have more
and better examples of the task to be done.

In our case a data glove is the hardware chosen in order to acquire data (antigen). The glove
is a well-known tool and almost any human has wear one, in this manner the acceptance will
be faster, easier and will lead to a better interaction. This is really important because as
mentioned before, there will be scenarios where data could be hard to obtain and may be
corrupted with noise without mentioning that it may also be limited.

Figure 5. Probability densities from 11 neurons showing their preferred firing rates to certain stimulus, notice the true
value stimulus is at s = 0.

The flow chart is specific for the presented application but it lets the reader follow the algorithm
forward on its run. On the first stage, the knowledge should be given in certain manner. It
could be demonstrated (in our case with the data glove) or it could be set with some previous
recorded data. CODA will obtain this antigen from the data glove and produce clones from
this single example. A simulation result can be found in Figure 7, where red squares are the
training example and the blue circles are the cloned antibodies produced by CODA's clonal/
mutation procedure. Then the entity should measure its state in order to define this information
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as the initial state, of course a task to be performed by the sensors embedded in the hand as
explained in Figure 8 in Section 6. After the cloning procedure has created the antibodies, the
affinity should be measured as explained in Eq. (4). If the affinity criteria are not met the
antibodies will be discarded and deleted.

The clonal procedure was inspired from the response of certain neurons given a set of stimulus.
The outputs and the probability densities are shown in Figure 5. The graph represents the
conditional probability presented by certain neurons producing certain firing rates r given a
specific stimulus s [43]. This information is presented in [44] where several experiments are
presented using the cercal system of the cricket in order to study neural decoding.

Using a clonal/mutation procedure the algorithm was able to obtain completely different
probability distributions maintaining a normal density, this can be shown in Figure 6 where
the original values are compared with the mutated values after the clonal/mutation procedure.

It can be seen that we obtained different values that give much more data where the algorithm
can explore and evaluate with the next stages of CODA Algorithm in order to use them if they
are suitable for solving the problem.

Figure 6. Probability densities comparison from original data and cloned/mutated data using CODA clonal/mutation
procedure.

In fact, the clonal/mutation procedure will be given limited data, and it must produce new
data samples even if it is given a simple example. Figure 7 shows precisely that the clonal/
mutation procedure is capable of producing completely new data from a simple example and
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Figure 6 shows how this new data has a completely different probability density, providing
new opportunities for unseen data. The examples were obtained from the data glove as a
demonstration example from the first stage of the block diagram shown in Figure 8.

The algorithm was given a five-line two-column array that contains force and angle values for
each of the five fingers. With this example the algorithm was able to produce completely new
data that before its use should be evaluated (Eq. (4)) in order to be used.

Figure 7. Red squares are antigens that were cloned and mutated producing the blue circles (antibodies) with the CO‐
DA clonal/mutation procedure. Mutated under a normal distribution set by the user.

Once clonal and mutation procedure is completed the algorithm will take the antibodies
information and evaluate their affinity to the original value and with the reward function, this
will produce an expected reward before actually using this configuration in the hardware. If
values of affinity and reward are both below a threshold, the antibodies are considered to be
maintained in the memory.

After the previous procedure is completed, the reinforcement learning algorithm uses the
antibodies and defines the most rewarded as the goal state in order to complete the task. Finally
from the M taken antibodies the algorithm will lead the system to the goal state. It is important
to store the antibody-reward pair that corresponds to the one that obtain the highest value by
the reward function doing the action, since this was the one that complete the task as desired.
Finally a matrix should be constructed in order to store the Q matrix and the antibody-reward
pair, for future reference in the memory. The last step will run the clustering in order to
segregate the different classes that can be found and traduced as different tasks for the system.
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Figure 8. Hand system with its elements, where arrows show how data are managed between hardware components.

6. Application

The CODA algorithm in our laboratory will be implemented in a humanoid hand which is
part of the Inmoov open source project. The application is one of the most difficult tasks in
robotics – grasping objects. The system components are as follows and it is shown in the picture
below.

The humanoid hand, all 3D printed in the laboratory consist of six standard servomotors, flex
sensors for position information and force-sensing resistors for obtaining information about
grasping forces.

The main brain for the entire system is a Raspberry pi where the algorithm will be saved and
implemented. The Raspberry pi is connected with an Arduino which acquires the data from
the sensors and the servomotors in order to send it to the Raspberry pi for processing.

Figure 3 will help the reader understand how the algorithm will be used in the application.
The main idea is to produce an affordable grasping for an object. To exploit the advantages of
CODA, the training examples will be limited, and CODA should produce more data as the
one showed in Figure 6.

The first stage will demonstrate how to grasp the object (training example or antigen), where
the human will use the data glove in order to grasp the object and record this training data.
Once the training data is obtained, CODA will then define it as an antigen, since it is emulating
the NIS, the information from the antigen will be taken for the cloning procedure.

The clonal procedure, affinity measuring, reward measuring and reinforcement learning will
all take place in the Raspberry pi, which is the dedicated hardware for processing all data and
store the knowledge or repertoire of antibodies.

The previous mentioned steps shown in Figure 3 and in Algorithm 1 will then produce an
affordable grasp that can be used by the hand in order to grasp the same object grasped by the
human hand previously.
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In this manner CODA will let the hand grasp objects with minimum data examples and with
no knowledge of the physical characteristics of the human or robot hand. Instead it will use a
reward function specifically designed for the application that will give numerical incentives
in order to reach certain finger angles and force values.

Angle Force Mutated angle Mutated force Affinity

80 500 82.6499 498.8566 2.886058483

100 534 100.1784 534.696 0.7185500216

73 480 74.0844 481.2094 1.624368099

60 767 60.427 767.4406 0.613561211

100 680 100.8786 680.0866 0.882857588

Table 4. Single example given to the CODA algorithm, showing a simple mutated pair of angle and force values for
each finger.

Table 4 shows a simple example of the original pair obtained from the data glove including
angle and force. It can be seen how the clonal/mutation procedure in CODA modifies the values
producing new data. Within the same table in columns three and four contain a simple set of
cloned values that are also shown in Figure 7. And finally, the last column exposes the
measured affinity computed with Eq. (4). Now the reward should be measured before the
antibodies can be stored and used by the SARSA algorithm as goal states.

The Discussion section talked about the reward function that needs to be designed taking in
consideration several factors in the system in order to make it possible to measure how suitable
are the final antibodies for reproducing the task.

From this point on, the algorithm is straightforward. SARSA is used in order to reproduce the
grasping posture which was set as a goal by the antibodies that meet the criteria. And finally,
the Q-Matrix will be stored with all the related values such as antigen, antibodies, reward and
affinity.

This application was selected because it happens to have low amounts of examples available
about the task and a really difficult task that most of the time needs the use of kinematics and
dynamics in order to produce grasping postures. Thus grasping is a great application area,
since it is desired to create new knowledge about the grasping postures and remember those
executed grasping in order to have faster responses for further interactions with the same object
just as the AIS does with the secondary response with an antigen that has already been in the
body.

The more objects the hand grasp, the more knowledge it will acquire. To simulate the self-
organised memory, a clustering algorithm should run through the knowledge database and
cluster similar postures, suggesting which of those postures correspond to similar shaped
objects but with different dimensions.
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Figure 9. Grasping a cube with data-glove, simple example of grasping posture obtained is on the graph below.

To demonstrate the functionality of the algorithm, a simple test was done. From a set of
geometric figures, one was chosen for the test. The test protocol is simple: first the object is
grasped by any user wearing the the data-glove system, once the sensor reading remain stable
during grasping the data is saved to MATLAB workspace in order to be handle by CODA as
antigen. As explained during previous chapters the algorithm will generate diversity from this
given simple example (limited data) and produce certain amount of antigens for later evalu‐
ation by the emulated clonal selection and negative selection procedures embedded in the
algorithm using the reward and affinity functions. For this specific test the cube figure was
selected, and a simple example was recorded. Figure 9 shows the cube grasped by the human
teacher wearing the data-glove and the data obtained.

Finally the obtained information shown in Figure 9 is feed into CODA. From this, a set of 500
antibodies was created that were evaluated by the reinforcement learning reward function and
filtered in order to leave the most rewarded antibodies in the repertoire for the hand to grasp
the object. Figure 10 (left) shows the total antibodies created after the learning from demon‐
stration procedure and on the right, the remaining repertoire data result of the reward and
affinity evaluation procedures. This repertoire is considered the most capable data to produce
affordable grasping postures, therefore, all of them were delivered to the hand system to
confirm the functionality. Resulting to 100% of positive results means all the repertoire pairs
were able to grasp the object.

With this simple test, the hand, data-glove and CODA algorithm have proven to function
correctly and to produce useful data from limited samples (one simple example). They were
able to produce new information that after being filtered and evaluated could reproduce the
task without any parametric information regarding the hand size or link dimensions. The
algorithm prove to be able to grasp the cube 100% of the time but when tested with an
hexagonal prism it worked with 83% of the cases only, but still is a good result. Figure 11 shows
the hand grasping the cube and the hexagonal prism during the tests under the same protocol.
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Figure 10. CODA algorithm cube test data obtained. Left, green antibodies created on red the unique example provid‐
ed. Right, red the unique example, in green the repertoire of the most rewarded antibodies thus the most capable of
producing grasping postures.

Figure 11. Hand correctly grasping objects from the data obtained from the CODA algorithm.
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7. Discussion

CODA algorithm has been described and all the theories that involve this new design have
been presented. Also the pseudocode and the flowchart have been exposed in order to explain
how this algorithm will first learn from a demonstration, clone and mutate this data in order
to create new knowledge (data never ever introduced to the algorithm before, created by the
clonal/mutation process over the input data), evaluate its possible success within the system
and finally use this new information as a goal.

The algorithm uses NIS as a basis in order to emulate several tools. The NIS is one of the most
important and reliable systems within the human body. The developed algorithm uses a
machine learning pipeline in order to create an algorithm, since certainly there is no one “do-
it-all” method in machine learning, but several tools that need to be used together in order to
exploit the different characteristics of each method.

CODA algorithm needs to be evaluated first in a simple environment with a simple task such
as a 2R robot, and then with the main applicationexplained in the previous section. The hand
grasping test would let usoptimise the algorithm and consider which methods fit better for
measuring, affinity, stimulation and if the cloning and mutation processes are suitable for the
tasks.

Affinity and stimulation techniques presented would be used in order to evaluate if for the
presented algorithm they are suitable or not. If not, they should be modified or even design
new ones that would let the algorithm work with much more personalised functions, increas‐
ing the algorithm’s reliability and positive results.

The reward function is under experimentation. It involves two aspects: the forces and the
angles. The algorithm should be given a reward as soon as the hand starts closing that means
when angles are bigger and the force starts to increase in the finger tips. But if the hand just
closes, there is the possibility that the grasp will not be affordable since the object could be
damaged. Therefore the function should give high reward when the force starts increasing but
reduce the reward if the force is beyond a certain threshold. Something similar happens with
the angles since they may not be bigger and completely close the hand. This procedure needs
to be done experimentally in order to obtain values from the sensors and set the thresholds for
the angles and forces.

The three methods that conform CODA algorithm were chosen to be part of CODA in order
to increase their efficacy at solving problems rather than using them individually, in order to
exploit their advantages. They complement each other and are used for a specific objective for
the proposed learning process, each one specialises on the one task it can perform better.

The very first contact with information is provided by demonstrations, which is a crucial aspect
for the algorithm. Providing these examples simplifies the learning of the task, if no examples
were given, an extremely well-designed algorithm was to be designed and programmed in
the agent in order for it to reproduce the desired task, and the algorithm would need to be
really descriptive providing every possible detail in order to obtain correct results. This
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procedure would require specially trained personnel and it would be time consuming.
Compared to the demonstration process explained in this document that requires the sensors
on the robot or in the person and almost anyone would be able to teach numerous skills just
by reproducing them, without specialised studies or any coding knowledge.

In the previous paragraph it was said that if programming with a complete, well-designed and
correct algorithm, an entity (in this case a robot) could reproduce a task. This is completely
true if conditions and the environment remain constant. The truth is that for dynamic envi‐
ronments and uncertainty situations this would not be the case. Today’s robots are being more
and more embedded in our society. In these dynamic environments, sensor noise is more
frequent. For these reasons a robot programmed as mentioned before would not be able to
commit to its objective easily and would probably fail. This is due to a lack of learning
capabilities, which means, robot would not be able to learn from past mistakes and acquire
new abilities or perform the same task at different scenarios. This is where reinforcement
learning used by CODA becomes an important method.

As explained in previous sections, reinforcement learning would produce a change in an
entity’s behaviour in order to obtain the highest reward, therefore since the reward function
is designed upon the task’s most crucial and important aspects, the algorithm will always
search for the states that will produce the highest reward, if not, actions would be needed in
order to achieve the task. These actions have the advantage that they can be low-level (i.e.,
voltages applied to motors) or high-level decisions as complex concepts or complex decisions
(i.e. don’t move).

In the CODA Algorithm the reinforcement learning helps the Artificial Immune System (AIS)
to produce the best antibodies possible given a task-specific reward function, meaning the new
antibodies would produce higher rewards. If bad antibodies are being produced, actions
would alter the clonal/mutation procedure in order to modify the diversity generation.

Finally, the third method is the AIS which produces new data from single example – from the
pathogen’s antigen reducing the necessity of big data set, that may result expensive, difficult
to obtain and construct thus time consuming. It also handles all the information and evaluates
the produced data in order to find and produce the best possible antibodies. Finally it con‐
structs a self-repertoire of state-action arrays in order to produce a faster response the next
time the agent is encountered in the same state.

As an example of the functionality of CODA the system was tested, the test methodology is as
follows: First wearing the data-glove a person grasped one of the geometric shapes in
Figure 12. For this specific example the grasp was done with the cube. Once grasped, the sensor
values were stored.

With these stored values, CODA produces 100 new data samples (antibodies). They are
evaluated in order to select the most rewarded. Once filtered, the data set was reduced to
maintain the most capable antibodies to reproduce the grasping task, then these antibodies
were used to reproduce the task.

Recent Advances in Robotic Systems276



procedure would require specially trained personnel and it would be time consuming.
Compared to the demonstration process explained in this document that requires the sensors
on the robot or in the person and almost anyone would be able to teach numerous skills just
by reproducing them, without specialised studies or any coding knowledge.

In the previous paragraph it was said that if programming with a complete, well-designed and
correct algorithm, an entity (in this case a robot) could reproduce a task. This is completely
true if conditions and the environment remain constant. The truth is that for dynamic envi‐
ronments and uncertainty situations this would not be the case. Today’s robots are being more
and more embedded in our society. In these dynamic environments, sensor noise is more
frequent. For these reasons a robot programmed as mentioned before would not be able to
commit to its objective easily and would probably fail. This is due to a lack of learning
capabilities, which means, robot would not be able to learn from past mistakes and acquire
new abilities or perform the same task at different scenarios. This is where reinforcement
learning used by CODA becomes an important method.

As explained in previous sections, reinforcement learning would produce a change in an
entity’s behaviour in order to obtain the highest reward, therefore since the reward function
is designed upon the task’s most crucial and important aspects, the algorithm will always
search for the states that will produce the highest reward, if not, actions would be needed in
order to achieve the task. These actions have the advantage that they can be low-level (i.e.,
voltages applied to motors) or high-level decisions as complex concepts or complex decisions
(i.e. don’t move).

In the CODA Algorithm the reinforcement learning helps the Artificial Immune System (AIS)
to produce the best antibodies possible given a task-specific reward function, meaning the new
antibodies would produce higher rewards. If bad antibodies are being produced, actions
would alter the clonal/mutation procedure in order to modify the diversity generation.

Finally, the third method is the AIS which produces new data from single example – from the
pathogen’s antigen reducing the necessity of big data set, that may result expensive, difficult
to obtain and construct thus time consuming. It also handles all the information and evaluates
the produced data in order to find and produce the best possible antibodies. Finally it con‐
structs a self-repertoire of state-action arrays in order to produce a faster response the next
time the agent is encountered in the same state.

As an example of the functionality of CODA the system was tested, the test methodology is as
follows: First wearing the data-glove a person grasped one of the geometric shapes in
Figure 12. For this specific example the grasp was done with the cube. Once grasped, the sensor
values were stored.

With these stored values, CODA produces 100 new data samples (antibodies). They are
evaluated in order to select the most rewarded. Once filtered, the data set was reduced to
maintain the most capable antibodies to reproduce the grasping task, then these antibodies
were used to reproduce the task.

Recent Advances in Robotic Systems276

Figure 12. Test result from grasping cube, top left figures show the data-glove system used to acquire grasping data.
Top right graph shows the single example acquired and provided to CODA. Bottom left show the example and the
antibodies produced by CODA, finally bottom right show a close up of the thumb antibodies and sample distribution.

Figure 13. Geometric figures for testing the system, and the cube used for this very first test.
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It is important to notice that the only example provided was the one obtained with the data-
glove. No information was given to the algorithm about the hand size or any parametric
information. It only searched for the best possibility in the antibody population based on the
reward function (Figure 13).

The CODA algorithm has proved to be able to use one simple example and produce new and
useful data from this unique information and from there produce a grasping posture. The
requirements are less than some other grasping algorithms that can correctly produce grasping
postures as well but need much more information such as 3D objects [52], orientation of the
hand and tracking with tags [45], tons of pre-processing hand pose (examples) needed for the
algorithm to learn with expensive computational procedures for reducing dimensions [46,
47] or partial object geometry information [48]. These approaches are way more expensive not
only computationally but also in the hardware required and rely on the use of big databases
and more requirements than CODA does.

8. Conclusion

CODA Algorithm is a Machine learning approach that can solve the grasping problem in
robotic systems. In fact, the main algorithm is proposed as general solution when the problem
can be expressed in Markov Chains. The algorithm is designed with the Computational model
of the Natural Immune System, which is an Artificial Immune System.

The Artificial Immune System is a really broad system that has several task and subsystems
as it is decentralised; therefore, numerous algorithms have been modelled in order to solve
problems such as classification, fault detection among others. In particular, the AIS memory,
the self-organised model, the genetic procedure in which antibodies are created and selected
to complete the tasks, are all features that will lead to a robust yet versatile algorithm.

The algorithm presented in the previous sections was designed in order to produce new
knowledge from limited data samples in order to reduce the need of big databases of examples
of an specific task, that are difficult to build and most of the time have to be paid. In the
bibliography it can be often see how there is a trend to reduce the training data sets [53], or
studies to select correct data sets that would be representative enough [49], reduce the use of
examples in order to learn [50] or reduce the population in order to optimise the algorithm [51].
From the previous articles it can be seen that the advantage of CODA over some mentioned
algorithms is that CODA can use a simple example provided by demonstration and use this
information to produce more knowledge. For example in [53] training data sizes range from
47 to 17861 samples. This would mean to ask for 17861 samples of grasping postures to people
which is not impossible of course but it would be expensive, time consuming and tedious. In
contrast CODA will need one demonstration of the task and it would do the hard job of
producing new knowledge evaluate it and then use the most capable antibodies in order to
reproduce the task.
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According to Table 1 CODA has several advantages. The first one being the quantity of
examples provided in order to learn. Some algorithms need a big number of examples in order
to learn a task, just as presented in the previous paragraph. CODA lets the algorithm produce
new example possibilities distributed in a Gaussian space from a single example, user
configurable. This is achieved thanks to the clonal/mutation procedure of the algorithm
obtained from the Natural Immune systems. This can be seen in Figure 7 were CODA was
given a single example and proved to produce new data in seconds. Additionally Figure 13;
shows how the algorithm produced 100 new data samples from a single demonstration of
grasping a sphere.

The clonal/mutation procedure produced N different data points that can be used in order to
solve the task. They have to be evaluated in order to corroborate the affinity to the original
example. It is important to notice the importance of the evaluation in the algorithm, since the
clonal/mutation can produce as much data as the user configures the process. Therefore, the
evaluation process filters the data that may be harmful for the system or non-useful, reducing
risks. The algorithm is capable of reducing learning time compared to algorithms that have to
adjust weights or parameters in order to learn from a database. It is well known that those
algorithms require certain minimum amount of data to effectively model the task, and it is also
known that the more data samples, the more learning of the task. With CODA and the way it
was designed, the task can be modelled from the very beginning since the learning is acquired
by a demonstration of an expert. The clonal/mutation procedure reduces the amount of
learning examples needed to be provided to the algorithm. The affinity function evaluates if
the data obtained is coherent with the example provided in order to eliminate data that was
created by the clonal/mutation procedure that can be harmful or that has no sense.

The next procedures complete the task with a reinforcement learning algorithm that assume
as a goal state the data produced by the previous steps. This advantage of CODA creates a
new generation of algorithms that should be capable of learning but reduce the necessity of
data and training time, in order to model a task. Another advantage of these algorithms should
be to produce own knowledge and the capability of evaluating their own, in order to produce
reliable data.

CODA is an algorithm that pretends to complete the gap between data and cognition
developing trust worthy responses, creating its own knowledge, measure its reliability,
memorise and organise the data in order to re-use it when needed based on the immune system.
These are procedures that CODA was able to emulate numerically.

Appendices

Appendix

See Figure 14.
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Figure 14. CODA algorithm pseudocode.
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