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Land degradation which is caused by multiple forces-extreme weather conditions 
and anthropogenic activities that pollute or degrade the quality of soils and land 
utility-negatively affects food production, livelihoods, and the provision of other 

ecosystem goods and services. Land degradation can also lead to climate change and 
affect human health. The problem is more pronounced in least developing countries 
due to overdependence of natural resources for survival. Sustainable ways to reduce 
land degradation and desertification demand research and advocacy of sustainable 

land management practices. This book is organized into two sections. The first section 
covers three major aspects, viz., an understanding of patterns of land degradation and 
desertification for developing mitigation strategies, land-atmosphere interaction from 

response of land cover to climate change effects of Karst rocky desertification, and 
the effect of unprecedented human activity into land degradation and desertification 

processes using natural and human-induced landscape research. The last section dwells 
on the relationship between soil degradation and crop production and an examination 

on how land degradation impacts the quality of soil in communal rangelands.

Environmentalists, land-use planners, ecologists, pedologists, researchers, and 
graduate students will find this book to be an essential resource.
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Preface

Land degradation is a major concern globally and is accepted as one of the most serious
ecological and socioeconomic problems worldwide. The subject has received and will con‐
tinue to receive a lot of international attention in the twenty-first and twenty-second centu‐
ries, respectively. Available data show that in dry areas of the world, for example, degraded
lands amount to 3.6 billion ha out of 5.2 billion ha and that the global extent of land degra‐
dation by all processes is about 1.9 billion ha. Furthermore, the current rate of agricultural
land degradation worldwide by soil erosion and other factors is leading to an irreversible
loss of productivity. It is estimated that human-induced soil degradation has affected more
than 24% of the inhabited land area and the values of individual continents range from 12%
in North America, 19% in Oceania, 26% in Europe, 27% in Africa, to 31% in Asia (Lal, 1993).

Despite the use of different methods and techniques to halt the problem, the world contin‐
ues to witness loss of vegetation cover, loss of land productivity, increased soil erosion, and
increased poverty. The problem is more serious in developing countries where the majori‐
ties depend on natural resources for livelihood. Understanding the relationship between
land cover and other environmental processes could be an eye-opener to scholars, land-use
planners, and land users in addressing the problem and restoring and/or conserving de‐
graded lands.

This book highlights the scope and extent of land degradation and desertification and land-
atmosphere interaction in both developing and developed world and how contemporary
methods and techniques can play a great role in understanding and mitigating the problem.
The methods and techniques used among others include remote sensing, GIS, modelling,
and the use of land quality.

The contributors in this book are renowned scholars and researchers with vast experience in
the disciplines of land degradation and desertification. I hope that this book will be a very
useful reference material to environmentalists worldwide who wish to see the world being a
better place to live in now and in the future.

Abiud Kaswamila
Professor of Land-Use Planning

Department of Geography and Environmental Studies
The University of Dodoma

Dodoma,Tanzania
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The Assessment of Land Degradation and
Desertification in Mexico: Mapping Regional Trend
Indicators with Satellite Data

Martin Enrique Romero-Sanchez,
Antonio Gonzalez-Hernandez and
Francisco Moreno-Sanchez

Additional information is available at the end of the chapter

Abstract

Understanding  the  patterns  of  land  degradation  and  desertification  to  develop
mitigation  strategies  requires  identification  of  methods  for  accurate  and  spatially
explicit assessment and monitoring. Remote sensing data offer the possibility to develop
strategies that outline degradation and desertification. The free access policy on satellite
imagery enables a new pathway to measure, assess, and monitor land degradation using
indicators derived from multispectral satellite data. This chapter seeks to explore a
methodology for  land degradation and desertification assessment  and monitoring,
based on freely available multispectral satellite data. The method identifies net primary
productivity (NPP) and canopy cover (CC) as indicators of degradation. The trajectories
of these indicators show patterns and trends over time. The methodological develop‐
ment presented here is intended to be a tool for regional landscape monitoring and
assessment, enabling the formulation of corrective action plans. This methodology was
tested in a semi‐deciduous ecosystem in the southeast of Mexico.

Keywords: land degradation, desertification, satellite data, assessment, monitoring

1. Introduction

Land degradation and desertification not only contribute to the effects of climate change but
also to the loss of productivity, biodiversity, and functionality of forest landscapes. Land use

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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change and associated processes are responsible for around 10% of net global carbon emis‐
sions1. Land degradation and desertification understood as the loss of productive capacity of
the land [1] affect ecosystem productivity, socioeconomic problems, and food security. The
UnitedNations through the United Nations Convention to Combat Desertification (UNCCD)
seeks to identify and define strategies that support sustainable regional development to reverse
and prevent desertification and land degradation. The UNCCD works to help countries to
improve living conditions of people in drylands and to maintain and restore land and soil
productivity.

One of the main issues in the land degradation and desertification programs is the requirement
of robust methods to quantify degradation [2]. The fundamental challenge is providing a
reliable account of it, and remote sensor techniques should be reliable and continuous to be a
source of information [3–5]. To develop a regional and local mechanism to reverse and prevent
degradation, it is imperative then to define monitoring and assessing strategies. The constant
and exponential increase of remote sensing technologies offers different options to evaluate
phenomena such as land degradation. Organizations dedicated to the production of new
remote sensing technologies have implemented new satellite sensors with higher spatial
resolution (e.g. IKONOS‐2, QuickBird‐2,SPOT‐5) which indicates a new age of terrestrial
observation and digital mapping [2, 6–9].

Satellite imagery has been taking information from the Earth’s surface for last 40 years in a
continuous and reliable way (i.e. Landsat program). Multispectral satellite imagery such as
Landsat has opened new avenues for understanding ecological and land cover dynamics [10].
Landsat mission has been collecting imagery since 1972, providing a record of the status and
dynamics of the Earth [11, 12]. Changes to policy data in 2008 make free and available the
Landsat archive to any user [13]. The free distribution policy increased the supply of imagery
dramatically; thus, the use and analysis of the Landsat archive have increased the opportunities
to research in a variety of disciplines [10].

Optical remote sensing has been improved by spatial resolution (pixel size), spectral resolution
(number of wavebands), radiometric resolution (sensibility to detect radiation changes), and
temporal resolution (data acquisition frequency), which means getting capabilities of meas‐
urement in quasi‐real‐time [14–17]. This scenario opens up the possibility to implement
powerful monitoring strategies by taking advantage of the free database policies that many
entities have today. Mexico is the perfect example; almost all spatial information is freely
available through different government websites. Therefore, some indicators related to
degradation are available to be estimated by using remote sensing and ground data. The
symbols used are capable, through trajectory or time series analysis, of detecting and mapping
out changes over time.

The chapter examines the capabilities of freely available remote sensing, combined with field
data, in deriving some degradation indicators. The main idea is the construction of a platform
for regional land degradation monitoring and assessment. One of the main assumptions of

1 IPCC (2013) Intergovernmental Panel on Climate Change. The Physical Science Basis. Contribution of Working Group I
to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change.
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this approach is that it can be replicated in different regions of the developing world. Addi‐
tionally, the cost of applications is minimal if remote sensing and field data are available.

2. Assessment of land degradation and desertification approaches

Land degradation, as has been pointed out by the UNCDD, is a global development and
environment issue that affects mostly developing countries regarding the economic impact
and food security [18]. The assessment and monitoring frameworks developed to provide
information about land degradation have been very valuable; however, there are some
opportunities to improve and test methodologies according to regional and country needs.

Land degradation and desertification are concepts that are strongly related. Land degradation
can be defined as the loss or reduction of the biological production of farmlands, grasslands,
forests, and wooded areas and is the result of intense land use or a process (or a combination
of the process), including those coming from human actions. It is the outcome of the mismatch
between land quality and the intensity of activity part of the actual land use.

According to the UNCCD, land degradation is a complex set of processes of the impoverish‐
ment of terrestrial ecosystem, either natural or human‐induced, that causes the land to be no
longer able to sustain its economic functions or the original ecological functions correctly [18].
The consequences of land degradation are land productivity reduction, socio‐economic
problems, including uncertainty in food security, migration, and damage to ecosystems.

Desertification, on the other hand, is defined as land degradation occurring in arid‐semiarid
and dry sub‐humid areas caused by a combination of climatic factors and human activities.
Therefore, only land degradation occurring in drylands is considered as part of a desertifica‐
tion process [19]. As many climatic scenarios have to point out, many areas across the world
are vulnerable to climate change because it is going to accelerate the degradation process.

2.1. The global assessment of human-induced soil degradation (GLASOD)

This project was one of the first attempts to assess the state of degradation of soil from a global
perspective [20]. The world map produced by GLASOD showed the status of human‐induced
soil degradation and was based mainly on expert judgment and reported degrees of land
degradation that also included the notion of resilience, which was deemed essential for land
management decisions. Although the GLASOD project had some criticism about the methods
used, it was the only global assessment available to scientists, decision‐makers, and land
managers to date [18].

2.2. Land degradation assessment in drylands (LADA)

The LADA approach was developed based on the assumption that human activities on the
land are the main drivers causing land degradation [21]. Therefore, defining and mapping of
different land use systems are very crucial activities for underpinning the assessment and its
implementation. The entire LADA approach gives consideration to the relationships between

The Assessment of Land Degradation and Desertification in Mexico: Mapping Regional Trend Indicators with...
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the causes and effects that lead to degradation. The LADA project operates by using a variety
of technologies, from satellite images to digital databases, to soil and vegetation sampling, and
the examination of the linkages between both biophysical and socio‐economic issues. Global
assessment efforts list net primary productivity (NPP), rainfall use efficiency (RUE), aridity
index (AI), rainfall variability (RV), and erosion risk (ER) as the leading indicators of land
degradation [20].

The global land degradation assessment (GLADA) was the global component of LADA.
GLADA aims at providing a baseline for the assessment of global trends in land degradation
using a range of scale‐appropriate indicators, many of which are collected through satellite
sensors and processing satellite data and existing global databases.

2.3. Remote sensing as a tool for land degradation and desertification assessments

Methods for monitoring current state and changes of landscapes use the advantages and po‐
tential of satellite‐borne or airborne remote sensing imagery. Most work has focused on
identifying the change in detection of decreases in land cover rather than identifying the in‐
versed process [22]. Considerable amount of studies explore the capabilities of remote sens‐
ing on different monitoring applications and different remote sensing approaches and data
[17, 23–26].

Remote sensing applications can be summarized mainly in four categories that include: cover
classification, estimation of structures, change detection, and modeling [27]. Remote sensing
has the potential to be decidedly instrumental in the assessment of degradation processes at a
much lower cost than any other method [28, 29]. Assessment (i.e. measurement) and moni‐
toring through remote sensing offer a series of advantages such as consistency of data, fairly
near real‐time reporting, and a source for having spatially explicit data [30].

Although there are several approaches to describe land cover changes using remote sensing
technology, forest inventory and limited sampling of degradation on the ground are funda‐
mental to its quantification [31–36]. The methods used are unique to each location and strongly
dependent on how its components are clearly identified and responsive to accurate measure‐
ment, and how country requirements apply to these methods.

Remote sensing is a suitable tool for the estimation of biomass for large areas, usually at
regional or national scales, where field data are scarce [34]. There is an abundance of liter‐
ature that describes the virtues and capabilities of remote sensing‐based methods for for‐
est monitoring assessments [17, 22, 23, 37]. The continuing advances in remote sensing
science and technology and the enormous amount of data these platforms and sensors
produce daily provide a promising foundation to underpin any degradation monitoring
program.

The possibility of integration of optical and multispectral remote sensing data to active sensors
such as LiDAR (light detection and ranging) and RADAR (radio detection and ranging),
combined with ground data, has gained a significant relevance and a high potential for
contributing to the design of degradation assessment and monitoring methodologies.

Land Degradation and Desertification - a Global Crisis6
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Direct detection of degradation processes, for example in forest landscapes, relates area
changes to, and focuses on, forest canopy damage. These changes in forest attributes occurring
during a period of time can be detected using information from natural forest resources
inventories (FRI) and some from remote sensing [23, 30, 38]. Medium spatial resolution satellite
remote sensing data such as Landsat Thematic Mapper (TM) and SPOT have proven capable
of obtaining regional‐scale forest variables [39]. Indirect approaches focus on the spatial
distribution and the effects that the evolution of human infrastructure has had on the degra‐
dation of nearby areas. Often, these “indirect” factors are used as “proxies” for newly degraded
areas.

3. Methodology

3.1. Mapping regional trend indicators with satellite data

Any operational monitoring assessment needs to establish as starting a clear understanding
of what are the relevant and regionally significant indicators that are used as components of
the analysis. This is followed by what will be the practical impact of the utilization of these
parameters in the actual implementation of measuring and monitoring methods. Part of the
methodological approach presented here was developed by the first author during his doctoral
program and was focused on forest degradation. However, the main components were
translated to the land degradation and desertification monitoring requirements as both
phenomena are intimately linked.

Within the UNCCD, it is necessary to understand what are the drivers and activities causing
degradation [30]. According to project needs and based on the literature reviewed, canopy
cover and net primary productivity are considered as the leading indicators within this
methodological framework. These variables are thus proposed as indicators of degradation
(mainly forest landscapes) in practice. Although it is acknowledged that other indicators
(biodiversity, disturbances, and fragmentation) are also variables that may merit to be
considered, together with those above, as indicators of degradation, are not regarded as part
of this chapter. However, the limitations of time and the scope of a rapid assessment do not
stretch to encompass them in this study.

3.1.1. Proposed indicators

3.1.1.1. Canopy cover

Canopy cover is recognized as a significant biophysical and structural attribute of the forest
[40]. It affects terrestrial energy and water exchanges, photosynthesis and transpiration, net
primary production, and carbon and nutrient fluxes, and is the key element for defining forests
in international and national accords [41]. Canopy cover provides an attribute that is measur‐
able and can be used to monitor and retrieve site‐specific histories of different stages within
the forest landscape dynamics [41].

The Assessment of Land Degradation and Desertification in Mexico: Mapping Regional Trend Indicators with...
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Canopy cover has already been used as an indicator to monitor and map forest degradation
in various contexts [32, 35]. Some studies [42] evaluated forest degradation based on canopy
closure classes, namely non‐degraded (>70%), moderately degraded (40–70%), degraded (10–
40%), and severely degraded (<10%). Another study [43] assessed forest degradation using
canopy disturbance as a result of gaps produced by logging, road construction, and skid trails
as an indication of forest degradation. Another approach suggested for mapping forest
degradation and deforestation was the use of canopy cover combined with spectral mixture
analysis, normalized difference fraction index, and a decision tree classification [44].

3.1.1.2. Net primary productivity

NPP determines the rate of atmospheric carbon sequestration and storage by vegetation [45,
46]. NPP has been used previously as an indicator of ecosystems’ decline [47–49]. These
approaches open the door to the possibility of using NPP as both a baseline and indicator of
forest degradation [50], based on the assumptions that losses of canopy cover will affect the
capacity of the forest to fix carbon and reduce NPP rates.

NPP estimations are regularly based on the light use efficiency (LUE) theory [51]. The LUE
theory is estimated on two broad assumptions. First, NPP is related to the absorbed photo‐
synthetically active radiation, APAR, where LUE determines the amount of dry matter
produced per unit of APAR. Second, environmental stresses such as low temperature or water
shortage have an adverse impact over LUE [52, 53]. Production efficiency models (PEM) are
developed from the LUE theory. They require inputs of meteorological data and take advant‐
age of available satellite data to derive the fraction of absorbed photosynthetically active
radiation, fPAR [53]. Examples of production efficiency models include the CASA model
(Carnegie‐Ames‐Stanford approach) [54], C‐Fix [55–57], and MOD17 [48] used for monitoring
NPP at regional and global scale from satellite remote sensing data.

Net primary productivity is employed by the global land degradation assessment in Drylands
(LADA) project [21], where NPP is highly relevant to the assessment of degradation. NPP can
be readily used as a direct indicator of the condition and trend of changes in the state of
ecosystems over time, whereby the decrease in NPP over time would signal the degradation
of ecosystems. Through the LADA project conducted by the FAO [18] and within the UNCCD
framework [58], mapped out land degradation at national, regional, and local scales in Ethiopia
using NPP as one of the major indicators in their studies.

3.1.2. Trajectory analysis and change detection

One of the most frequent uses of remote sensing is change detection [59]. The stock pile of
optical satellite imagery freely available (e.g. Landsat program) [13] offers opportunities for
the reconstruction and understanding of landscape dynamics. Direct comparison of pairs of
images (bi‐temporal analysis) is perhaps the most common approach to change detection
[60].

Although many change detection methods have been developed [61–63], the question of how
to reliably map land‐use change remains a central challenge. Land‐use change (LUC) can result

Land Degradation and Desertification - a Global Crisis8
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age of available satellite data to derive the fraction of absorbed photosynthetically active
radiation, fPAR [53]. Examples of production efficiency models include the CASA model
(Carnegie‐Ames‐Stanford approach) [54], C‐Fix [55–57], and MOD17 [48] used for monitoring
NPP at regional and global scale from satellite remote sensing data.

Net primary productivity is employed by the global land degradation assessment in Drylands
(LADA) project [21], where NPP is highly relevant to the assessment of degradation. NPP can
be readily used as a direct indicator of the condition and trend of changes in the state of
ecosystems over time, whereby the decrease in NPP over time would signal the degradation
of ecosystems. Through the LADA project conducted by the FAO [18] and within the UNCCD
framework [58], mapped out land degradation at national, regional, and local scales in Ethiopia
using NPP as one of the major indicators in their studies.

3.1.2. Trajectory analysis and change detection

One of the most frequent uses of remote sensing is change detection [59]. The stock pile of
optical satellite imagery freely available (e.g. Landsat program) [13] offers opportunities for
the reconstruction and understanding of landscape dynamics. Direct comparison of pairs of
images (bi‐temporal analysis) is perhaps the most common approach to change detection
[60].

Although many change detection methods have been developed [61–63], the question of how
to reliably map land‐use change remains a central challenge. Land‐use change (LUC) can result
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in both land cover conversions and land cover modifications, but remote sensing mainly
focuses on mapping the former. However, land cover changes may be more prevalent,
meaningful, and significant to forest degradation than conversions. Forest degradation is more
likely to be the reflection of a land cover change with its particular degree of intensity and
duration.

Temporal trajectory analysis is understood in this context as the analysis of the sequence of
changes in detection in every pixel of the image part of a stock pile of imagery over a continuous
timescale. This type of analysis has been shown particularly useful in characterizing land
ecosystem dynamics since it exploits the multi‐temporal sequence of images to reveal temporal
patterns over several temporal scales [62, 64, 65].

Trajectory analysis from multispectral and optical remote sensing is commonly employed for
detecting changes of a set of forest degradation indicator variables over time that can be readily
computed from satellite images and that are associated with the state and condition of forests
[66, 67].

Examples from the literature have proved the value of the trajectory analysis in forest assess‐
ments, especially those that take advantage of the stock pile of Landsat imagery [61, 68, 69].
This methodology incorporates this type of analysis as a part of the degradation assessment.

3.1.2.1. Bi-temporal analysis

The bi‐temporal analysis is perhaps the most used method to perform change detection on
remote sensing satellite imagery [70]. The bi‐temporal change detection methods range from
simple image differencing methods to statistically based methods [71]. Change detection
methods have been widely used to identify changes in classes (e.g. land cover classification)
or the difference between a pair of images (image differencing) [70].

3.2. Land degradation and desertification in Mexico

Mexico has the compromise to present a national report about land degradation and deserti‐
fication before the UNCDD. According to official reports, 90.7% of land in the country suffers
some degree of degradation [72]. On the other hand, desertification affects almost 60% of the
land in the country. Degradation and desertification processes in Mexico are complex issues
related to poverty and sustainability, and they are affecting all the ecosystems within the
country.

3.2.1. Study area: Yucatan Peninsula, Mexico

Mexico, within its ecological and climatic conditions, offers an excellent site for experimenta‐
tion and application of this methodology. Although the method can be implemented in any
part of the country, it has been decided to use a region from the southeast of Mexico, in the
Yucatan Peninsula as the experimental site.

The methodological framework for land degradation assessment in drylands [21] is used to
support methods to evaluate degradation within a tropical dry forest area located in the
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Yucatan peninsula, Mexico. Landsat imagery was used as the main source to estimate indica‐
tors such as canopy cover (CC) and net primary productivity (NPP). Use of Landsat imagery
enables to see changes over time [68] within a pixel 30 m resolution over 28 years (1986–2014).
The methods enabled selection of priority areas and spatial patterns. The MENDA‐1 water‐
shed [73] in the Yucatan Peninsula, Mexico, was selected as experimental area (Figure 1).

Figure 1. Study area.

The integration of the methodology is described as follows:

Selection of the indicators to monitor and assess degradation was the first step. Each one of
the indicators selected was estimated using remote sensing as the primary source of data input.
Because of the characteristics and free availability of Landsat archive [13], Landsat imagery is
suggested as the major contribution. The indicators were estimated for the period of time
required according to particular needs. Although in many tropical regions cloud cover is a
significant issue, the probability of acquiring at least one cloud‐free or reasonably cloud‐free
Landsat image per season is relatively high [74]. At least one Landsat image per season ensures
continuity in historical estimations of the forest landscape dynamics based on Landsat archive.

Very high‐resolution satellite imagery or LiDAR data is recommended as auxiliary data to
validate calculations. Another data set crucial for the implementation of this framework was
forest inventory databases. Many developing countries (e.g. Mexico) carried out periodical
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forest inventories on a regional scale. Forest inventory data were the base for knowing the
actual state of the forest and natural resources.

Once each one of the indicators has been calculated, the selection of a strategy for monitoring
changes has to be made. As described before, the methods for change detection can be a time
series approach (in the case of high frequency of data) or a bi‐temporal change detection
approach (in the case of low frequency of data). The implementation of this step allows
identifying spatial and temporal patterns of the indicators used.

The establishment of a baseline and the definition of the threshold for comparisons was the
next step toward the final integration. This was done using field data or high‐resolution
auxiliary imagery available (e.g. Google Earth™). The comparison of the spatial and temporal
trends in the baseline scenario allowed identification of degraded areas regarding the indica‐
tors used.

3.2.2. Data preparation

3.2.2.1. Landsat ecosystem disturbance adaptive processing system

Landsat enhanced thematic mapper and thematic sensors imagery was used as the primary
source of information. The images were obtained from the USGS website (http://
glovis.usgs.gov). In the study area, like other tropical regions, cloud cover limited the choice
of imagery available per year. In total, 155 Landsat scenes were downloaded. The images were
in L1T geometrically corrected format and atmospherically corrected using the 6S radiative
transfer approach [75].

Figure 2. Satellite data preparation flow.

Landsat 7 ETM+ images acquired with the SLC‐off (i.e., SLC failure in 2003) were adjusted
using the algorithm Geostatistical Neighbor Spatial Pixel Interpolator, GNSPI [76]. The GNSPI
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can recover efficiently the pixels missing due to SLC failure, and its outputs are suitable for
forest monitoring applications [77]. Landsat imagery was separated according to the date taken
(i.e. wet or dry season), and an initial cloud filter was applied. Imagery with more than 10%
of cloud cover was avoided for the analysis to focus on high‐quality imagery (cloud free).
Figure 2 shows in a very generic way the pre‐processing process.

3.2.3. Forest degradation indicators estimation

3.2.3.1. Canopy cover

The CLASlite™ image processing system [78] was used to develop the fractional cover and
forest cover maps for the Landsat dates. CLASlite™ produces photosynthetic vegetation,
non‐photosynthetic vegetation and, bare soil layers from the core process within CLAS‐
Lite™ called Automated Monte Carlo Unmixed Process (AutoMCU). These outputs provide
a quantitative analysis of the fractional or percentage cover (0–100%) of live and dead vege‐
tation, and bare substrate within each Landsat pixel [78]. The Auto MCU submodel is based
on a probabilistic algorithm designed for savanna, woodland, and shrubland ecosystems,
and later modified for the tropical forest [79, 80].

Photosynthetic vegetation layers (0–100%) were used as an equivalent of field forest cover (0–
100%) for subsequent analysis. To validate this assumption, the direct relationship between
the PV and CC was measured. Canopy cover derived from LiDAR data was used to support
the PV layers. CC LiDAR was estimated using the ratio of the pulse returned from the upper
layer of tree crown (sum of all pulses > pre‐defined threshold) to total returns. Hence

nhCC
n

= (1)

where

CC: canopy cover

nh: ∑all returns > predefined height

n: total returns.

The predefined height was set to 1.5 m. Range between 1.0 and 2.0 m is appropriate and has
no substantial variation in the correlation between canopy cover measured in the field and the
one estimated from Lidar data [81, 82].

Validation of the estimated Landsat CC was achieved by computing a residual mean of squares
(RMS) of differences between Landsat CC and the Lidar CC product. This comparison was
made possible by aggregating Lidar CC to 30 m to correspond to Landsat products spatially.

NPP in this study was calculated according to the theory of light use efficiency (LUE) as
follows [46, 83]:
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NPP fPAR PARe= × × (2)

where

PAR is photosynthetically active radiation (MJ/(m2 month))

fPAR is the fraction of PAR absorbed by vegetation canopy,

ε is the light use efficiency coefficient (g of C/MJ) and includes the plant respiration costs [84].

The light use efficient coefficient ε was derived following the MODIS‐GPP approach [85] where
ε is calculated using two factors: the biome‐specific maximum conversion efficiency εmax, and
the effect of temperature f(T) and water on plant photosynthesis f(W) [83]. The εmax used in this
study was 1.044 g of C/MJ according to the lookup tables [84].

f(T) was estimated on a monthly basis using the equation developed for the terrestrial ecosys‐
tem model (TEM) [86], as:

( ) 2

( )( )
( )( ) ( )

T Tmin T Tmaxf T
T Tmin T Tmax T Topt

- -
=

- - - - (3)

where T is the atmospheric temperature (°C); and Tmin, Tmax, and Topt are the minimum,
maximum, and optimal temperatures for photosynthetic activities, respectively. Values of 2°C,
39°C, and 26°C were used for Tmin, Tmax, and Topt, respectively [47, 87].

Figure 3. Daily solar radiation from the meteorological network (www.inifap.gob.mx).
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The effect of water on plant photosynthesis f(W) was derived according to the algorithm
suggested by Xiao et al. [88].

max

1( )
1

LSWIf W
LSWI

+
=

+ (4)

nir swir

nir swir

LSWI r r
r r

-
=

+ (5)

where LSWI is the land surface water index, and LSWImax is the maximum LSWI within the
plant growing season. ρnir and ρswir are the surface reflectance of the NIR and MIR bands in
Landsat ETM+ images.

Meteorological data from the national meteorological network from the National Institute of
Forestry, Agriculture, and Livestock Research (INIFAP) were used as inputs for the NPP
calculations (Figure 3).

3.2.4. Trajectory analysis

Trajectory analysis and change detection on degradation indicators were performed using two
different approaches: a time series and a bi‐temporal approach. The BFAST [63] model was
selected as the time series analysis approach. Canopy cover was the only indicator that went
into the BFAST time series analysis because of the high frequency of data available. Change
detection on above‐ground biomass and NPP were performed using a bi‐temporal approach
as a result of the low frequency in data available. Next, the implementation of both methods
is described.

3.2.4.1. BFAST

The BFAST and BFAST monitor algorithms were applied as a trajectory analysis strategy.
Canopy cover derived from Landsat from the period 1988 to 2014 was used to implement the
time series analysis. The algorithms were implemented using the BfastSpatial package for R
software available at http://github.com/dutri001/bfastSpatial [64, 89]. The steps followed to
implement BfastSpatial were (a) pre‐processing of surface reflectance data, (b) inventorying
and preparing data for analysis, and (c) analysis and formatting of change detection results.

3.2.4.2. Bi-temporal change detection

Change detection on a bi‐temporal basis was implemented in NPP layers. The imaging
differencing method allowed direct comparison between images and was used for two reasons:
it is straightforward and allows an easy interpretation of the results [70]. The image differenc‐
ing method consisted of precisely co‐registered multi‐temporal images used to produce a
residual image to represent changes. Although the USGS service provides Landsat imagery as
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LT1 (geometrically corrected), an automatic image registration was performed for every
change detection process.

The difference between layers was measured directly from values of the pixel image. The
expression of image differencing is as follows:

1 2( , ) ( , ) ( , )dI x y I x y I x y= - (6)

where I1 and I2 are images from time t1 and t2, (x, y) are coordinates, and Id is the difference
image. Pixels with no change were distributed around the mean while pixels with change were
circulated in the tails of the distribution curve. Since change can occur in both directions, it is
therefore up to the analyst to decide which image to subtract from which [90].

The image differencing method was carried out by the ENVI™ 5.2 interface. Possible incon‐
stancies between indicators used in this process due to errors associated with estimations were
minimized using a normalization process between Time 1 and Time 2 layers. This normaliza‐
tion process applies a gain and an offset to the Time 2 layer so that it has same mean and
standard deviation as the time layer.

The next step was to select a threshold value that allows the method to identify areas that have
a significant change. Otsu’s auto‐thresholding method [91] was used to set the threshold for
identifying important changes. Otsu’s is a histogram shape‐based method. It is based on
discriminate analysis and uses the zeroth‐ and the cumulative first‐order moments of the
histogram for calculating the value of the thresholding level.

A clean‐up process was carried out where a kernel size of 3 × 3 pixels was applied to remove
speckling noise, and a minimum aggregate size set to 25 was configured to remove minus‐
cule regions.

The outputs produced by the changed detection method were (a) an image change and (b) an
image difference. The latest was kept to identify “degraded” areas by applying a classification
tree based on field observations and very high‐resolution imagery as training sites. This
approach followed the same logic described earlier to detect break points in the time series.
The image change was used to determine deforestation in the study area.

3.3. Results and discussion

The procedures in this integrated methodology allowed for the identification of areas that
have been degraded. The results allowed to highlight areas that have been degraded due to
loss of net primary productivity and forest cover. Integration of the different elements in this
methodology enabled the identification of areas that maintain a “stable” condition and areas
that change over the period evaluated.

According to the results obtained here, Landsat‐derived indicators (forest canopy cover and
net primary productivity) showed effectiveness in the identification and mapping of degraded
forest landscapes. The results of this study also suggest that it is possible to produce explicit
and high‐resolution canopy cover maps over relatively large areas.
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The net primary productivity also showed its value in identifying and mapping forest
degradation. NPP is a forest parameter that is difficult to estimate and can be subject to high
levels of uncertainty [92–94]. NPP was estimated for the period 2007–2013 showing mean
values in the range of 480–512 and maximum values of 742–936 gC/m2/year. Although NPP
estimations are difficult to perform and validate due to lack of field data, programs such the
INIFAP meteorological network that register climatic variables every 15 minutes, and Eddy
covariance tower networks along with remote sensing data, are promissory elements to
support NPP modeling.

Finally, the results of the trajectory analysis of degradation indicators (NPP and CC) showed
(overall timescale 28 years) a slight tendency toward forest degradation and decline, punctu‐
ated by cyclic oscillations of decline and recovery that indicate the cyclic nature of disturbances
of the study area. These trends are shown in Figure 4.

Figure 4. Trajectories of means of net primary productivity, central Yucatan, Mexico.

4. Conclusions

This chapter has shown how free remote sensing data (i.e. Landsat archive) can outline
degradation by computing some indicators such as net primary productivity (NPP) and
canopy cover (CC).

The key features and benefits of this methodology are (a) it is easy to implement, (b) it can be
adaptable to specific site conditions, and (c) it allows an opportunity to identify regional trends
by analyzing the indicators of degradation over time.

The main feature of this methodology is its suitability for use in many regions of the developing
world where more sophisticated and, therefore, data‐rich and demanding procedures are not
possible. The trajectories of these degradation indicators can be used as a tool for regional
monitoring of ecosystem condition and trends, enabling the formulation of remedial action
plans.

The methodology described here also allows for the identification of the temporal and spatial
distributions of forest degradation based on the indicators used.

The next steps for this methodology are:
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a. To test and validate the method across the country and other regions. Partnership with
the National Forestry Commission and the National Institute of Forestry, Agriculture and
Livestock Research has been established.

b. To add the Eddy covariance tower network along with remote sensing data that are
promissory elements to support NPP modeling in a reliable way in the country.
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Abstract

Land-atmosphere interaction in the southwestern Karst region of China was investi-
gated from two aspects: response of land cover to climate change and climatic effects of
Karst rocky desertification. The first part focused on the temporal-spatial variation of
growing-season normalized difference vegetation index (NDVI) and its relationship
with  climate  variables.  The  relationships  between  growing-season  NDVI  with
temperature and precipitation were both positive, indicating its limiting role on the
distribution and dynamic of vegetation cover in the study area. The second part was
designed  to  investigate  whether  the  changed  vegetation  cover  and  land  surface
processes in the Karst regions was capable of modifying the summer climate simulation
over East  Asia.  It  was shown that  land desertification resulted in the reduced net
radiation and evaporation in the degraded areas. The East Asian summer monsoon was
weakened after land degradation. Such circulation differences favored the increase in
moisture flux and clouds, and thereby causing more precipitation in southeast coastal
areas. Based on the above findings, it can be concluded that vegetation cover in Karst
region was sensitive to climate change at larger scale, and on the other hand, there was
significant feedback of vegetation cover change to regional climate by altering water
and energy balance.

Keywords: Karst rocky desertification, climate change, land cover, southwest China,
land-atmosphere interaction
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1. Introduction

During the past  decades,  the vegetation-climate interaction has been a research focus of
meteorology, climatology, geography, and ecology. The contents mainly include the impact of
climate change on ecosystem and the feedback of vegetation cover change to atmosphere.
Investigation on the correlation between vegetation variation and climate change and its
influencing mechanisms are  the  basis  for  the  studies  on climate  change adaptation and
mitigation.

The response of terrestrial ecosystem to climate change, a complex issue in the field of global
change, has been focused on in the last 30 years [1]. Vegetation cover has been proven to be
governed by climatic factors, such as precipitation, temperature, solar radiation, and CO2

concentration. Therefore, variation in vegetation and its relationship with climatic factors
reflected the sensitivity and vulnerability of the ecosystem to climate change (i.e., the respond-
ing processes) [2]. In many studies, the normalized difference vegetation index (NDVI) was
selected to detect the impact of climate change on vegetation activity in Eurasia, [3–5].
Although the temperature increase was detected to dominate the vegetation cover and its
dynamic in the northwestern China, western China, and the Tibetan Plateau, the impact of
precipitation in the arid and semiarid regions may be more significant. The complicated and
spatial heterogeneous effects of climate change on NDVI indicate the need to conduct further
investigation at regional scales. Recently, in order to make clear the role of vegetation cover in
the regional climate change, several studies on the feedback of land cover to atmosphere were
conducted, especially after 1990s [6]. Land cover change (LCC) was documented as important
as atmospheric circulation and solar orbit perturbations in climate change [7]. On the other
hand, the feedback is regional-dependent due to the complicated climate and LCC in different
regions.

The Karst region in the southwest China presents the transformation from vegetation covered
landscape to exposed basement rocks, which was defined as the Karst rock desertification
(KRD). In this region, the natural ecosystem is vulnerable while the human disturbance is
severe. Earlier studies mainly emphasized the impact of land use change on vegetation cover
[8–10], lacking consideration of climate change impacts at large scales. Furthermore, it is
unknown the climatic effects of land cover change in the Karst region, especially land degra-
dation. Therefore, in this chapter, the southwestern Karst region of China was selected to
conduct land-atmosphere interactions research.

2. Study area

The southwestern Karst region of China, at 101°73'–112°44'E and 21°26'–29°25'N, and the
Guizhou Karst Plateau, in the center of the southwestern Karst region (Figure 1), were selected
to conduct research of climatic impacts on vegetation cover and climatic effects of vegetation
degradation, respectively. They are located in the subtropical/tropical monsoon climate zone
with annual precipitation of above 900 mm. The temperature and precipitation present great
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difference in spatial patterns, because of the typical topographical features with widely
distributed mountains. Besides the Guizhou Karst Plateau, the southwestern Karst region,
approximately 5.5 × 106 km2, includes Guangxi Zhuang Autonomous Region (GX) and eastern
part of Yunnan Province (YN).

Figure 1. Location of the southwestern Karst region of China and the Guizhou Province of China.

There are six vegetation types in the study area, including broadleaf forest, coniferous forest,
shrub, grass, meadow, and cultural vegetation, with shrub covering the largest area. Because
of the widely distributing bare limestone and the unsuitable land use since 1950s, KRD covers
over 20% of the total area with the desertification rate of 2.5 × 104 km2 per year, and thus has
become the most serious environmental problem in the study area. Rocky desertification in
GKP exhibits three characteristics of severe degree, large area and high risk. However, litter
research was carried out to assess the long-term vegetation dynamics and its influence on
regional climate change.

Land-Atmosphere Interaction in the Southwestern Karst Region of China
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3. Materials and methods

3.1. Statistical methods

3.1.1. Trend analysis

The NDVI trend from 1982 to 2013 at pixel scale was estimated using the ordinary least squares
(OLS) based on the ArcGIS 10.1 platform:
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where θ is the regression slope and n represents the study year during the research period.
The positive value of θ means increasing NDVI.

3.1.2. Mann-Kendall (MK) test

Mann-Kendall analysis, applied as a nonparametric, rank-based method for evaluating trends
in time-series data [11], was used to detect the changing trend because it is known as more
resilient to outliers. A rank sequence (Sk) for time series was built:
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Under the assumption of random and independent time series, the statistic Z is defined:
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Moreover, Z1 = 0, E (Sk) and Var (Sk) is the mathematical expectation and variance, respectively:
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The positive Zk value means the trend is increasing. Compared Zk with Zα, the result of |Zk| >
Zα (Z0.05 = 1.96) means the trend is statistically significant.

3.1.3. Ordinary linear square

In order to compare the relative importance of temperature and precipitation for NDVI, the
multivariate regression and the standardized coefficients were applied together. The higher
standardized values mean important roles. The MATLAB 8.1 was used to establish multivariate
linear model:

0 1 2 PrNDVI b b Temperature b ecipitation e= + ´ + ´ + (7)

where b0, b1, and b2 are the regression parameters, while ε is the regression residual. Because
of the different range for values of temperature and precipitation, it required normalization to
compare the relative importance of climatic factors in the NDVI variations:

( )
( )

' 1

1

=

=

-
= ´

-

å

å

n

t
t

i i n

t
t

x x
b b

y y
(8)

3.1.4. Geographically weighted regression (GWR)

The GWR analysis, coupled in ArcGIS 10.1, was conducted to reveal the spatial variations in
relationships between NDVI and climatic variables. Both the spatial distribution and the
dynamics of NDVI were considered by the GWR model. GWR extends the traditional OLS to
consider the spatial heterogeneity in climate-vegetation correlations by assigning weight
values [12]:
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where yi, xik, and εi, represent the dependent variable, the independent variables, and the
random error term at location i, respectively. Note that (µi, νi) expresses the coordinate location
of the ith point, k denotes the independent variable number. β0 and βk are the regression
parameters at location i.

The regression coefficients were estimated by:
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β is the unbiased estimate of the regression coefficient. W is the weighting matrix, and X and
Y are matrices for independent and dependent variables, respectively. The kernel function,
used to determine the weight, was performed as the exponential distance decay:
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ωij expresses the weight of observation j for location i, dij represents the Euclidean distance
between points i and j, and b is the kernel bandwidth.

3.2. WRF climate model and experimental design

The WRF-ARW was developed as the next generation for regional climate model. It includes
different parameterization schemes for longwave and shortwave radiation, cloud microphy-
sics, cumulus, and land surface processes. The simplified simple biosphere model (SSiB),
coupled with WRF model, was selected to simulate land surface energy balance. According to
the SSiB model description, there are 12 types of vegetation cover, while the vegetation and
soil parameters were set for every types. Defining different vegetation cover types in this study
enabled investigation of the impact of land degradation and Karst rocky desertification using
the WRF-SSiB model. The domain for WRF model was set as follows: dimensions of 196 × 154
horizontal grid points with center at 35°N and 110°E. In this domain, the influencing factors
for East Asian summer monsoon can be included, for example, the upper level westerly jet
(ULJ) and low-level jet (LLJ), the Bay of Bengal and the southeast trade wind, and so on [13].
The WRF downscaling ability was assessed by comparing the simulations with different
physical schemes (Table 1), and the optimal combination was concluded from the assessment.
For the execution of the WRF, we used the NCEP DOE Reanalysis-2 [14], hereafter NCEP R-2,
at 6-h intervals to provide initial conditions and lateral boundary conditions.

Two experiments were done. One was the Case C, using the original SSiB vegetation map (as
shown in Figure 2a), the other was Case D with the degraded land cover types (Figure 2b).
The degraded types were decided based on the spatial pattern of different rocky desertification
degrees [15]. For example, if the deserted areas accounted more than 30% of the corresponding
counties, the SSiB vegetation was modified to bare soil (type 11 in SSiB model). The type 9
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(broadleaf shrubs with bare soil) was used to replace original vegetation types in areas
described as desert and potential desert areas larger than 45% of the counties and smaller than
30% of the counties, respectively. Based on the reset of vegetation cover types, two vegetation
maps were used in WRF model, and was further used to conduct Case C and Case D.

Cases Microphysics Long-wave radiation Short-wave radiation Factors R Bias RMSE

1 WSM 3 RRTM MM5(Dudhia) Precipitation 0.70 1.68 4.07

Temperature 0.89 3.48 4.65

2 Kessler RRTM MM5(Dudhia) Precipitation 0.37 1.02 5.50

3 Purdue Lin RRTM MM5(Dudhia) Precipitation 0.65 2.64 6.28

4 WSM5 RRTM MM5(Dudhia) Precipitation 0.67 2.84 6.58

5 Ferrier RRTM MM5(Dudhia) Precipitation 0.66 2.81 6.30

6 WSM 3 CAM CAM Precipitation 0.65 1.91 4.33

Temperature 0.88 2.97 4.08

7 WSM 3 RRTMG RRTMG Precipitation 0.67 3.04 5.41

Temperature 0.89 2.24 3.65

R, correlation coefficient; RMSE: root mean square error.

Table 1. Descriptive statistics of precipitation and temperature from WRF/SSiB with different microphysics and
radiation schemes for June 2000 over 18°-52°N, 86°-136°E.

Figure 2. Potential LCC based on the spatial pattern of KRD in GKP. (a) The percentage of areas with KRD for counties.
(b) SSiB vegetation map for GKP and vegetation cover conversion.
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4. Results and discussion

4.1. Variations in growing-season NDVI

As shown in Figure 3, the rate of 0.0015/year during 1982–2013 was estimated for the growing-
season NDVI trend in the Karst region of southwest China. The maximum value can be found
in 2009 with significant variations between different years. It is indicated in Figure 3(b) that
the year of 1994 was a tipping point, which means that there were two states before and after
this year for the NDVI anomaly. We observed decreasing trend for some years, although the
overall trend was increasing. Furthermore, the M-K trend test showed significant increasing
trend, especially after the year 2004. As for the variation in NDVI of different vegetation types,
the increasing rate was highest for coniferous forest, and the smallest value for meadow
(Table 2).

Figure 3. Interannual variations in growing-season NDVI (a) and NDVI anomaly (b) during 1982-2013 in the entire re-
gion, using the annual average growing-season NDVI.
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Vegetation type Growing-season NDVI value NDVI rate Correlation coefficients

Average Maximum Minimum Temperature Precipitation

Broadleaf forest 0.7412 0.8501 0.5056 0.0013 0.315** 0.173**

Shrub 0.6952 0.8369 0.4866 0.0015 0.149** 0.130**

Grassland 0.6946 0.8405 0.4126 0.0013 0.493** 0.289**

Coniferous forest 0.6871 0.8270 0.3932 0.0016 0.252** 0.063

Cultural vegetation 0.6706 0.8398 0.3576 0.0015 0.374** 0.182**

Meadow 0.5910 0.7319 0.4741 0.0008 0.412** −0.109

**means a 0.01 significance level.

Table 2. Statistical characteristics of growing-season NDVI for different vegetation types during 1982–2013.

Figure 4. Spatial patterns of average values in growing-season NDVI during 1982–2013.
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Figure 4 shows the spatial distribution of NDVI values in the study area, ranging from 0.32 to
0.85. Due to higher temperature and more precipitation in Guangxi Zhuang Autonomous
Region, there were high values of NDVI in the east part of the study area. Under the back-
ground of complex climate change, there was also spatial heterogeneity for the dynamical
variation of NDVI. The higher increasing rate was observed in the northwest and the smaller
values in the southeast (Figure 5).

Figure 5. Spatial patterns of temporal trend in growing-season NDVI during 1982–2013.

4.2. Correlations between NDVI and climate factors

We observed warming rate of 0.018°C/year in the study area (Figure 6a). It fluctuated from
−0.6 ∼ 0.8°C for average growing-season temperature. The year of 1995 was a tipping point
for temperature and NDVI changes. Specifically, the average temperature for different months
presented obvious variations with a maximum temperature (25.2°C) in July. For the changes
in precipitation, Figure 6(c) shows a decrease of −1.21mm/year during 1982–2013. The dynamic
processes for precipitation can be classified as falling under three stages: 1982–1992, 1993–2002,
and 2003–2013 (Figure 6d). Additionally, the significant uptrend for temperature can be
concluded from the Mann-Kendall test.
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Figure 6. Interannual variations in average growing-season temperature trend and anomaly (a); monthly temperature
(b); precipitation trend and anomaly (c); monthly precipitation (d); and the results (e, f) of Mann-Kendall test during
1982–2013 in the entire region.
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4.2.1. Traditional linear regression for NDVI and climate variables

As shown in Figure 7(a), there was obvious synergy for NDVI and temperature, but the
synergy for NDVI and precipitation was relatively weak (Figure 7b). The lower regression
coefficients of precipitation indicated the weaker impact of precipitation on vegetation cover
change. The reason may be that there was rich rainfall in the study area, and the annual
variation cannot play significant roles. Moreover, the correlations between NDVI and climatic
variables were different for different vegetation types (shown in Table 2). The largest regres-
sion coefficient was in grassland.

Figure 7. The overall relationship between annual growing-season NDVI and temperature (a); precipitation (b) during
1982–2013.

In most areas, the relationship between NDVI and temperature (Figure 8a) was positive due
to the strengthened photosynthesis and vegetation activity by the increase in temperature. It
should be pointed out that only within an appropriate range, the temperature rise can result
in beneficial effects, and if the temperature is too high, it will cause negative impact on
vegetation growth. Figure 8(b) shows the regression coefficient for NDVI and precipitation.
Although the correlation was positive in most of the areas, there were some negative values
in the northern part of the study area.

4.2.2. Local regression for the spatial relationships

The later one means applying the changing rate of NDVI (Figure 5) as the dependent variable
of GWR while the changing rate of climatic factors as independent variables. Figure 9 lists the
GWR regression coefficients, where colors ranging from blue to red represented values from
low to high. Additionally, the standard errors were analyzed by the points with different sizes.

There was positive relationships between multiyear average NDVI and temperature (Fig-
ure 9a), however, the regression coefficients for NDVI and precipitation contained both
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positive and negative values (Figure 9b). It was found that the positive values for NDVI and
precipitation were mainly located in Yunnan Province, where the climate is more arid than
other areas of the study area. The GWR regression coefficients for dynamic relationships were
listed in Figure 9(c) and (d). The NDVI was lower with increasing surface temperature, which
may be explained as more serious aridity due to the warming. On the other hand, the corre-
lation between the changing rate of NDVI with precipitation were positive, meaning that the
increase in NDVI during 1982–2013 could have been caused mainly by the precipitation
variations.

Figure 8. Multivariate regression coefficients of temperature (a); and precipitation (b) to NDVI based on pixel during
1982–2013.
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Figure 9. Geographically weighted regression analysis between NDVI and temperature and precipitation during 1982–
2013. (a) Coefficients image for temperature; (b) coefficients image for precipitation; (c) coefficients image for tempera-
ture trend; (d) coefficients image for precipitation trend.
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4.3. The decrease in NDVI during 2009–2012 and its climatic explanation

Additional to the uptrend of NDVI from 1982 to 2013, there were some years when the NDVI
decreased, that is, from 2009 to 2012. The decreasing rate during this time was −0.017/year. The
significant decline was mostly in Guizhou Province where a decreased rate less than −0.02/
year was observed (Figure 10). Correlation analysis between NDVI and climate change,
revealed that the impact of temperature on the decreased NDVI was more profound than that
from precipitation (Figure 11). Furthermore, the negative relationships between NDVI and
precipitation also indicated the indirect impact of precipitation on temperature change. The
increase in precipitation with more cloud could have led to the decrease in solar radiation and
temperature, thus inhibiting photosynthesis.

Figure 10. Spatial patterns of variations in growing-season NDVI during 2009–2012.

4.4. Assessing the dynamic downscaling of WRF

Uncertainty on the downscaling capability of regional climate model (RCM) has in most cases
led to skepticism for its use. Despite the weakness, the RCM dynamic downscaling is better
than the simulations from General Circulation Model (GCM) or reanalysis datasets [13].
Furthermore, the uncertainty increases when the RCM is used to simulate the impact of land
cover change on regional climate. In this section, the state-of-the-art RCM's downscaling ability
was evaluated first, and was followed by analysis of the climatic effects of land degradation.

To reveal the improvement of WRF simulations over reanalysis dataset, daily rainfall, tem-
perature, and other circulation factors from WRF and reanalysis were compared with the
APHROD (Asian Precipitation-Highly-Resolved Observational Data) precipitation dataset,
the GTS (Global Telecommunication System) temperature dataset, and the JRA-25 (Japanese
25-year Reanalysis) atmospheric variables dataset. The assessment was conducted from the
viewpoint of correlation coefficient (R), bias and root mean square error (RMSE) over the years
of 1998, 2000, and 2004 and over 18°–52°N, 86°–136°E (Table 3). The lower Bias and RMSE and
the higher R values indicate better performance.
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Figure 11. Multivariate regression coefficients of temperature (a) and precipitation (b) to NDVI based on pixel during
2009–2012.

Variables Bias RMSE R

Precipitation NCEP R-2 1.95 4.22 0.60

WRF/SSiB 1.57 3.16 0.78

Temperature NCEP R-2 −1.93 3.62 0.86

WRF/SSiB −2.29 4.21 0.85

VQ700 NCEP R-2 2.89 11.38 0.65

WRF/SSiB −1.37 7.49 0.70

VQ700, water vapor flux at 700 hpa (g/kg/ms).

Table 3. Descriptive statistics of ensemble mean JJA daily precipitation, temperature and water vapor flux at 700 hpa
from WRF/SSiB and NCEP R-2 over 18°-52°N, 86°-136°E.
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We further observed that the phenomenon of most rainfall occurring in the south of China,
especially in the south of Yangtze River, can be detected from both WRF simulation and
APHROD dataset. From the WRF simulation, there was also an obvious increasing trend from
the northwest to southeast in the south of about 38°N with the minimum temperature in
Qinghai-Tibetan Plateau. The WRF simulation of precipitation out-performed NCEP R-2, and
was probably caused by the improved simulations of low level water vapor flux (Table 3), a
key factor influencing the atmospheric convection in East Asian summer monsoon. Although
the simulated surface temperature from WRF was not improved over NCEP R-2, the clearer
spatial information for temperature was presented from WRF output, which suggests that, it
is also an applicable tool in downscaling temperature.

4.5. Influence on precipitation and temperature due to KRD

The area over 20°–34°N, 104°–124°E was chosen to investigate the impact of Karst rocky
desertification on precipitation and temperature, because the significant and consistent effects
were located in this region. There was spatial variation in the precipitation changes among the
regions (Figure 12a). The reduced rainfall was mainly observed in the middle of Guizhou Karst
Plateau. The areas with increased precipitation, mainly the middle and lower parts of Yangtze
River and the surrounding areas, were of much larger magnitude and extent than that with
decreased rainfall. It can be inferred that the consistent but nonsignificant reduction in rainfall
with Guizhou Karst Plateau was due to high moisture influence from the Bay of Bengal. The
land surface warming mainly occurred in the areas where the original vegetation types were
replaced with bare soil type (Figure 12b), while the rainfall changes not only occurred within
the desertification area but also beyond the area.

4.6. Influence of KRD on land surface energy balance

As shown in Figure 13, the substantial changes of surface energy components occurred in
Guizhou Karst Plateau. In the degraded areas, the higher albedo (Figure 13a) led to more
reflected shortwave radiation from the land surface (Figure 13b). Due to the higher surface
skin temperature (Figure 12b), the outgoing longwave radiation increased significantly, which
further caused the reduced net longwave radiation at the surface (Figure 13c). Both the
reduction of the net shortwave radiation and the net longwave radiation certainly resulted in
the decrease in land surface net radiation (Figure 13d). More sensible heat flux was also
induced by the warmer surface (Figure 13e), however, the reduction in surface latent heat flux
(Figure 13f) was much more than the sensible heat flux increase. The decrease in evaporation
was probably contributed by changes in vegetation and soil properties, such as the lower LAI
and roughness length, and the higher surface albedo. It can be concluded that evaporation
decrease produced the most profound influence on the hydrological balance at land surface.
Additionally, the above-mentioned higher temperature in the degraded areas was caused by
the reduced evaporative cooling.
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Figure 12. Ensemble mean differences in JJA (a) daily precipitation (mm/day) and (b) temperature (°C) between Case
D and Case C. GKP is bounded by a heavy border.
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Figure 13. Ensemble mean differences in JJA (a) surface albedo, (b) net shortwave radiation, (c) net longwave radiation,
(d) net radiation, (e) sensible heat flux, (f) latent heat flux, and (g) incoming shortwave radiation (W/m2) between Case
D and Case C.
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Consistent with the spatial changes in precipitation, there were areas with significantly
changed energy budget extending beyond the degraded area. Outside the Guizhou Karst
Plateau, the variations in sensible heat flux and latent heat flux were controlled by the
precipitation differences. For example, in the areas between 30°–34°N, 112°– 120°E (i.e., the
southeastern coastal area of China), the increased evaporation (Figure 13f) was caused by the
increase in precipitation (Figure 12a), which further led to the lower temperature (Fig-
ure 12b), and the lower sensible heat flux (Figure 13e). The issue on the impact of atmospheric
circulations on precipitation will be discussed in the next section.

Figure 13(g) shows the impacts of cloud albedo and land surface albedo on shortwave
radiation. In the degraded areas within Guizhou Karst Plateau, the cloud fraction was reduced
due to the less evaporation and moisture flux convergence after land degradation, and the
reduced cloud fraction further led to more incoming shortwave radiation. However, the
increase in upward shortwave radiation (Figure 13a) due to the higher land surface albedo
was much more than the downward shortwave radiation, which resulted in the reduced net
shortwave radiation (Figure 13b). Moreover, in the southeastern coastal areas of China, the
increased cloud fractions, consistent with more rainfall, led to the decrease in incoming
shortwave radiation, dominating the alteration in net shortwave radiation.

4.7. Effects of KRD on atmospheric circulation

The modified water and energy budget due to Karst rocky desertification was the first-order
effects. Because of the different input of heat and moisture into atmospheric circulation, the
large-scale circulation features were altered, resulting in climatic effects beyond the desertifi-
cation area. As shown in Figure 14, the weakened 3-month mean wind vector at 700 hPa

Figure 14. Ensemble mean differences in JJA wind vector (m/s) at 700 hPa between Case D and Case C.
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between Case D and Case C was caused by the lower surface heating in GKP (Figure 13d). The
monsoon airflow from the Bay of Bengal, an important moisture source for the East Asia, was
weakened from the degraded areas to the northeast. Furthermore, the weakened southwest
airflow had significant impacts on the East Asian monsoon, especially, the anomaly cyclone
(Figure 14) and the stronger horizontal convergence in the southeastern coastal area that led
to the strengthened vertical ascending motion and the increase in precipitation.

On the other hand, the longitude-height section of the composite difference of zonal circulation
along 24°–30°N between Case D and Case C was plotted to conduct further analysis (Fig-
ure 15). After the land degradation in GKP, an anomalous descending motion appeared in both
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and promoted the formation of clouds and the positive rainfall anomalies over southeastern
coastal areas of China (Figure 12a). Also, in the southeast China, the surface cooling (Fig-
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radiation forcing.

Figure 15. Zonal-height cross sections of ensemble mean differences in JJA zonal (ms−1) and vertical (10–2 ms−1) winds
averaged over 24°–30°N. Gray shading indicates topography.

5. Conclusions

The growing-season NDVI increased significantly during the last 30 years in the Karst region
of the southwest China. There were also differences in the increase rate of vegetation types.
The distribution of NDVI presented obvious spatial patterns, specifically, lower values in the
western part and higher values in the east. The correlation between NDVI and climatic factors
implied the limiting role of temperature for the vegetation growth and distribution in the study
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area, although the regression coefficients presented spatial heterogeneity. Additionally, the
decreased NDVI was analyzed to detect the influencing mechanism. It was found that the
increased cloud cover and rainfall led to the decrease in solar radiation and temperature, and
further impeded photosynthesis.

We also observed that after the land cover change, there is need to consider its climatic effects
through the impact of LCC on land surface water and energy budget. Karst rocky desertifica-
tion (i.e., extensive exposure of basement rocks, serious soil erosion, drastic decrease in soil
productivity and appearance of desert-like landscape) can modify the energy budget at land
surface and then the regional climate. Specifically, after land degradation, the higher surface
albedo and temperature caused the reduced net shortwave radiation and net longwave
radiation. The sensible heat flux was increased by the higher temperature. Specifically, the
substantial increase in sensible heat flux from ground offset the decrease in that from canopy.
Due to higher stomatal resistance and lower LAI, the latent heat flux in KRD was reduced
significantly. Less atmospheric heating from degraded land resulted in relative subsidence and
less moisture flux convergence (MFC). The decrease in rainfall was probably attributed by both
the reduced MFC and the reduced evaporation. A feedback loop was activated when precip-
itation was affected, for example, the altered soil moisture, vegetation growth, and phenology
can further result in less diabatic heating rates, less moisture flux convergence, and lower
rainfall. Moreover, the changed rainfall beyond the degraded areas was more significant. The
modified energy and water balance due to land degradation weakened the southwest monsoon
flow and affected the atmospheric circulation and moisture flux. In the southeastern coastal
areas, the precipitation increased due to two reasons: (1) the weaker low-layer anticyclone
causing the stronger vertical ascending motion, (2) the air mass diverging in the lower
troposphere accompanying rising up over southeastern China.
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Abstract

In this publication, the authors considered the effect of unprecedented human activity
into land degradation and desertification processes in Ukraine. The land degradation
mapping technique based on processing of a two-level model for multispectral satellite
imagery of low and medium spatial resolution was described. This technique was used
to  investigate  land  degradation  and  desertification  within  relatively  pristine  and
human-inspired mining and industrial landscapes located in the central, southern, and
eastern parts of Ukraine. In each particular case, the authors offered thematic land
degradation maps obtained as a result of multispectral images processing, allowed
assessing the state and tendencies in land degradation processes within the study
areas. Data obtained visually emphasize the level of anthropogenic stress, impact of
long-term change of vegetation cover,  and correlation of intensive development of
mining, construction, agricultural and other human activities with high level of land
degradation within investigated areas.  The transition to  adaptive farming systems
implies the achievement of maximum compatibility between soil and plant, develop-
ment of crop rotation,  soil  conservation tillage system. Conducted research on the
creation of adaptive systems of crop production takes into account the environmental,
landscape and geochemical  peculiarities  of  the steppe zone of  Ukraine,  to  get  the
production of environmentally safe agricultural products. They can be used in further
studies of a differentiated approach to achieving a balanced potential of agricultural
landscapes. Remote detecting of degradation and desertification processes intensifica-
tion  at  early  stages  will  be  able  to  promote  further  measures  for  improving  the
territories  conditions.  The  further  research  has  to  be  directed  on  development  of
geoinformation technologies for landscape changes remote mapping.

Keywords: Anthropogenic landscape, Land degradation, Soil erosion, Satellite image-
ry, Geospatial modelling
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1. Introduction

Land degradation is a relevant and important problem for Ukraine.  The solution to this
problem requires not only a detailed study of land degradation causes, but also involves
identifying  a  risk  of  land  degradation  [1].  Unprecedented  human  activity  destroys  the
landscape complexes globally. In this publication, the authors consider in brief the effect of
such unpractical land use into land degradation and desertification processes in Ukraine on
the examples of natural and human-inspired landscapes [2].

Ukraine is known for its fertile arable lands as a key natural resource. But throughout the
twentieth century, Ukraine’s lands were dramatically changed by anthropogenic stress. Virgin
lands were ploughed and mires, swamps and wetlands drained, forests shrunk and steppe
lands were severely mined. According to the UN Food and Agriculture Organization (FAO),
data as much as 76% of the total land are severely degraded due to human activities [3]. This
high figure results largely from a history of intensive agriculture and mining development. As
land degradation is considered one of the major environmental problems, Ukraine joined the
UN Convention to Combat Desertification (UNCCD) [4] in 2002. The Convention’s annex on
Regional Implementation for Central and Eastern Europe cites Ukraine as an example of
serious land degradation [5].

The Law on land protection (2003, No. 962-IV) and the Law on state control of use and
protection of land (2003, No. 963-IV) approved after joining UNCCD, include provisions to
restrict improper use of land, but resources for ensuring their application are strictly limited.

From year to year, we observed the great growth of lands under mines, open pits and other
industrial facilities that led to numerous lands subsidence, rocks slide, decrease areas of arable
lands, etc. The arable areas had also greatly suffered from development of terricones, waste
banks, pit refuse heaps as well as from building of an earth dams, bridges, roads, water
reservoirs, etc. The enormous contaminants emitted into the environment from different
industries have tangible effect on almost all the landscapes in the country.

Soil dehumification and consequently increased emissions of carbon dioxide (agent of the
greenhouse effect) are significant causes of change in meteorological conditions. This enables
another destructive mechanism of land degradation—desertification. In the spatial context,
desertification can be considered as the phenomenon, which is to increase the area of depleted
ecosystems. Desertification is a manifestation of the effects of biodiversity and biomass loss,
and evaluation of the soil fertility impacts on primary productivity of ecosystems formed in
the agrarian landscapes.

Large extent or inaccessibility of degraded areas, insufficient funding for soil and vegetation
cover research, as well as unsatisfactory quality of relevant archival materials, makes multi-
spectral satellite imagery a reliable information source for the assessment of potential land
deterioration.
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2. Natural and anthropogenic landscapes of Ukraine

As a result of long-term landscape changes, the level of territory transformation has deviated
significantly in different parts of the country, the highest percentage of natural landscapes
being observed in mountainous areas (Figure 1). However, mountainous landscapes occupy
relatively insignificant parts of the territory (around 6%). According to Figure 1—the northern,
northern-western, the mid reaches of the Dnieper River and the part of the territory under
natural components makeup to 50%, and the forest–steppe and steppe geographical zones
transformation exceed 90% of the total area. Natural components here are located on the
restricted areas adjacent to rivers and to the Black sea coastal area.

Figure 1. Anthropogenic landscapes of Ukraine.

Out-of-balance and unpractical natural resource management from the previous century have
led to the environmental situation and the landscape architecture we see nowadays. It is too
far from optimism. However, what is evident is that the level of land degradation is unequal
(Figure 1). It is associated with human impacts of different intensities depending on territorial
differentiation of natural conditions and resources, level of social and economic development
and other factors peculiar to different areas of Ukraine.

In general, the percentage of tilled lands at the level of 60–80% (from the total area) is consid-
ered as unfavourable; 25–60%—conditionally favourable; and <25%—favourable. Optimal
assessment of tillage is still met in the Ukrainian Polissya, mountainous areas of Carpathians
and Crimea. Ukraine is characterized by highest percentage of tilled lands: As it mentioned
above, just around 8% (5 million ha) of lands are in natural conditions. Agricultural develop-
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ment of the land resources is 72.2%. And the steppe oblasts are characterized by the highest
value of cultivated lands: Zaporizhia (88%), Kirovograd (86%), Dnepropetrovsk and Odessa
oblasts (83% each), and Kherson (82%). A bit lower level is observed in the forest–steppe
oblasts, and significantly lower level of cultivation (by 1.5–2 times) is within the Polissya
territory. The percentage of cultivated lands in Ukraine is the highest in the world and the main
contributors to that are the territories of forest–steppe and steppe zones [6]. For comparison:
the percentage of tilled lands in the USA is 19%, France and Germany—33%, Italy—31% [7],
that is these factors correspond to favourable and conditionally favourable characteristics.
Such a high level of cultivated lands is unfavourable as from economic as well as from
environmental points of view. It abruptly decreases a natural potential of the territory and
makes it monotonous, and economy activity—highly specialized [8].

3. Soil erosion and other exogenous processes

As it was highlighted in the Land Code of Ukraine (art. 171), degraded lands are specifically
those where erosion, landslides, karsts, floods, etc., are developed [9]. Ukraine’s soil is prone
to erosion, and over 30 million hectares (i.e. about half Ukraine’s total territory) of land is
strongly affected by erosion. Some agricultural practices, like planting of row crops (sugar
beet, sunflower, etc.) in plantations, exacerbate the problem. Soil erosion is a significant
problem which also decreases humus levels in soil.

Ukraine’s relief and climate and its very high proportion of arable lands make erosion a
widespread natural phenomenon. About a third of the arable lands are threatened by water
and wind erosion. Poor land management practices, such as crop cultivation on steep slopes,
excessive cutting of forests, shrubs and bushes, and overgrazing accelerate erosion. As a side
effect, erosion is causing sedimentation in rivers, lakes and water reservoirs. As a result of
erosion fertile soil is lost, plant nutrients are removed and there has been soil textural changes,
deterioration of soil structure, declining land productive capacity, increased dissected fields,
and increased streams and lakes pollution and pile ups on bottomlands, in stream channels,
and in lakes and reservoirs. Over 500 million tons of soil is subjected to erosion processes
annually leading to decrease of soil fertility. It is argued that with each dollar of added cost
created by agricultural producers, one third is lost due to erosion [10]. The soil fertility decrease
inevitably leads to increase in production cost. For the last 15 years, the intensity and frequency
of droughts has significantly grown in the steppe zones of Ukraine. Droughts are observed to
happen once in 3 years causing decrease of arable lands productivity. The climate change and
expected extreme phenomena growth are supposed to exacerbate this tendency in the nearest
future. Right in the steppe zone, the soil degradation processes are developed much harder
than in the other parts of Ukraine. It is important to remember that a half of grain crops in the
country are grown on the fertile chernozems in the steppe climate zone. In some south-east
areas, the soils are degraded so heavily that additional donations are needed to restore their
fertility.

The steppe zone occupies the southern part of Ukraine. It is spread from south-west to north-
east up to 1100 km, and from north to south up to 500 km (Figure 1). Its total area is about 25
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million hectares that makes up 40% of the whole territory of the country. The biggest steppe
area is occupied under typical chernozems—10.4 million hectares. They are formed under
grassland-fescue-feather vegetation in the northern part of the steppe zone. Because of the
climate change, the humus layer thickness is gradually decreasing, and the typical chernozems
are subdivided into medium-humic and low-humic chernozems of high (85–100 cm), medium
(65–85 cm), and low (45–65 cm) thickness [11]. Agricultural activity promoted water and wind
erosion spread. The wind erosion has covered more than 220,000 km2 so far and spread even
in those areas where it has never been noticed before. For some time past, the dust storms of
8–17 h duration happened three to five times per year [12, 13]. The wind speed reached up to
20 m/s. It is known that the southern chernozems structure damage can occur when the wind
speed is of 5–6 m/s [14]. With an exception of soil erosion phenomena, the UNCCD Country
Profile of 2006 consider other exogenous geological processes caused land degradation in
Ukraine (Table 1, UNCCD Country Profile, 2006) [3].

Land degradation Land area

Million ha Percent of total area

Wind erosion 13.3 22.0

Water erosion 19.4 32.1

Combined erosion 2.1 3.4

Soil acidification 10.7 17.7

Soil salinization 1.7 2.8

Soil alkalization 2.2 3.7

Land slides 0. 2 0.3

Table 1. Land degradation drivers in Ukraine.

4. Dust storms in the southern part of Ukraine

The dust storm plume fixed in the central regions of the European part of the troposphere was
observed on the space images dated 24 March, 2007 (Figure 2).

It turned out that that headwaters of this dust storm point out to the south of Ukraine. The
wind currents of 30 m/s speed lifted up huge masses of the surface soils. The dust plume
trajectory went through the territories of the Slovak Republic, the Czech Republic, and
Germany. The solid particles concentration in that plume was between 200 and 1400 μg/m3.
The MODIS image analysis proved that the origin of dust plume was in the Kherson oblast,
close to the Kakhovsky water reservoir. Huge masses of dust were lifted up in the air from the
territory of 20,000 km2 area under arable lands. The wind speed reached up to 25 m/s [15]. This
unusually high wind speed together with the preceding of a 2-week drought and lack of
vegetation caused that dust storm in March 2007. It has to be noticed that until quite recently,
the Sahara desert was considered to be the main source of transboundary transfer of mineral
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dust to Central Europe. Dust from the Sahara desert is transferred with windblast into the
Central Europe several times per year. The solid particles concentration in the dust plume in
the south of Germany is made up on the average 280 μg/m3. According to the monitoring data
from the “Borna” station in Germany, the concentration of solid particles from the Ukrainian
dust reached 640 μg/m3. As it is obvious, this value exceeded the African plume parameters
by two times.

Up to 70 tons of soils per hectare and per hour is blown away during the dust storms. The
storm of March, 2007 was not an extraordinary phenomenon for the south of Ukraine. It is
known that in the early 1950s, the countermeasures were taken to prevent the wind erosion
spread. The wind protective forest strips were planted on more than 440,000 hectares in all the
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landscape changes dynamics as a result of anthropogenic impact since it is able to cover areas
at different scales. Processing of time series of geoinformation products allows reliable
detecting and mapping of landscape changes at local, regional and even global level.

As it was mentioned above, large scale or inaccessibility of degraded areas, insufficient funding
for research on soil and vegetation cover condition, as well as unsatisfactory quality of the
relevant archival materials, make multispectral satellite imagery a reliable information basis
for the assessment of potential land deterioration. At the same time, the main task of multi-
spectral satellite imagery processing is the selection of land degradation indicators. In this
study, vegetation change and soil erosion dynamics are defined as such indicators. To map
them, besides medium spatial resolution multispectral satellite images, auxiliary geospatial
data—digital terrain, soil maps and climatic parameters of the study area—are required.

The authors used the land degradation mapping technique to investigate land degradation
within relatively pristine (Oleshki sands) and human-inspired mining and industrial areas
(central part of Ukraine) [19]. In each particular case, the authors offered thematic land
degradation maps obtained as a result of multispectral images processing, allowed assessing
the state and tendencies in land degradation processes within the study areas. The research
visually emphasizes the level of anthropogenic stress within investigated territories.

6. Land degradation geospatial model

The land degradation mapping technique was used on the basis of processing of a two-level
model for multispectral satellite imagery of low and medium spatial resolution. First-level
model applies several different thematic classifications of source multispectral images, for
example vegetation change, soil erosion, etc. Second level gives data fusion of specific thematic
classifications of the first level into final thematic map to improve accuracy and reliability
owing for information support systems to provide land management.

Vegetation changes are usually detected on the multispectral satellite images by unified well-
known methods [20]. It should be noted that a modified soil-adjusted vegetation index MSAVI
Fv is more preferable over generic normalized vegetation index NDVI for vegetation mapping
in terms of steppe soil erosion in the southern Ukraine. The MSAVI index can be calculated by
special equation:
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where ρnir and ρred are land surface spectral reflectances in the near infrared and red spectral
bands, respectively [21].

Water erosion depends on soil type and mineral composition, rainfall, slope steepness and
vegetation density. The value of water erosion zs (mm/month) can be calculated from the
regression relationship of the form [22]
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where ks is a soil erosion factor, ks ≅ 0.13 (mm/month)−1 for clay and sandy soils of the study
area [23], Q is runoff (mm/month), α is a slope angle of the terrain, V is the vegetation cover
fraction. Runoff is determined by the ratio of precipitation P (mm/month) and water retention
in soil R (mm/month):
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The percentage of vegetation coverage V is generally considered to be proportional to scaled
NDVI value square within the study area [25] and is easily calculated by multispectral
imagery [26]:
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where Nv0 is NDVI threshold for open soil, Nv1 is NDVI threshold for full coverage of
vegetation,
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Wind erosion is caused by the interaction of the structural soil particles from the ground-level
air flow. A simplified model of wind erosion is given by [27]:

( ) 3.670.059w Sz w u d -» - (7)

where zw is the quantity of wind erosion (mm/month), w is the near-surface airflow velocity
(m/s), u is critical air flow velocity (m/s),

3.202 0.025 Su d= + (8)
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and ds is soil structural particles equivalent size (mm). The near-surface airflow velocity at a
steady dynamic wind velocity w0 is determined mainly by vegetation resistance [28]:

( )0 exp 0.0139w w V= - (9)

The total soil erosion is a summation of (2) and (7) values.

To map land degradation of the study area calibrated multispectral images from medium
resolution, Earth observation satellite systems can be used for the period of analysis. All
multispectral satellite images must be undertaken with atmospheric correction and then
converted to surface reflectance for each spectral band. The MSAVI Fv (1) index must be
calculated, and its changes must be mapped. At the same time, the total erosion z = zs + zw must
be estimated and its changes must be mapped too. Required auxiliary parameters can be
extracted directly from the input multispectral satellite imagery (fraction of vegetation cover),
digital terrain elevations data (DTED—slopes), soil and climatic data [29, 30] (particle size
distribution and hydrological parameters of soil, the average monthly rainfall, wind velocity
profiles).

At the first stage of processing, time-series of satellite imagery-based classifications should be
built. These classifications represent principally different land degradation indicators that are
appeared in vegetation and soil erosion changes. At the second stage, the previously obtained
partial first-level classifications should be fused into the resulting classification by data fusion
methods [31]. In this study, Bayesian statistical inference can be applied as data fusion model
[32]. Values obtained by fusing the partial classifications are subdivided conveniently into few
classes. The first half of classes with negative values describes the negative changes of
indicators which provide increasing land degradation risk.

The second half reflects the positive trends in land degradation indicators and shows a decrease
in the risk of land quality deterioration. The special class must be reserved to map the territory
where the evident changes did not occur during the period of analysis.

Thus, a hybrid two-level model for data fusion appears in land degradation risk mapping using
remote sensing data and geospatial modelling: A few partial raster classifications are per-
formed at the first level, and then, these classifications are fused into final map [33].

As relating to land degradation mapping, the geospatial model also has two levels. The model’s
first layer includes the spatial distribution of two main indicators of land degradation, namely
trends in vegetation change and soil erosion. The model second layer provides the Bayesian
fusion of the first-level data into the final map of land degradation. In detail, the geospatial
model data flowchart is described in Figure 3.

At the model’s first level, the data processing is performed in multiple concurrent threads to
extract a temporal trends of land degradation indicators. For simplicity, Figure 3 shows the
multispectral imagery (a, c) and DTED (b, d) for the initial and final stages only. By the MSAVI
(e, g), vegetation index maps the vegetation cover fractions (h, j) are estimated, and using
additionally, the DTED and soil map (f) of territory the levels of soil erosion (i, k) are deter-
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mined. At the model’s second level, the partial classifications of trends in vegetation cover
change (l) and soil erosion change (m) are fused into the land degradation final map (n) of
study area.

Figure 3. The land degradation mapping dataflow diagram.

7. Remote assessment of natural landscape degradation in the southern part
of Ukraine

The research was carried out for parts of the Lower Dnieper Sands—Kozachelagerska and
Oleshkovskaya arenas and Shelemensky sands located on the left bank of the Dnieper River
in Tsyurupinsk and Golopristan districts of the Kherson oblast (Figure 4).
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The Lower Dnieper Sands is a unique natural complex of forest–steppe. It is the greatest sandy
area of Europe, restrained all around by largest artificial forest [34]. However, as a result of
human activity and fires, changes in vegetation and forest cover and destruction of natural
psammophyte communities are observed, which leads to increased erosion processes and may
ultimately lead to a complete desertification of the area. The main factors of land degradation
within the study area are water (about 78%) and wind (20%), erosions [35].

Figure 4. The research area located in Kherson oblast. The Landsat 5/TM scene from August 16, 2010 (RGB—321)
shows three arenas of the Lower Dnieper Sands: Kozachelagerskaya, Oleshkovskaya and Shelemensky sands.

The resulting map of land degradation risk changes in the study area is shown in the
Figure 5. Visual analysis of the map shows that, in general, the risk changes in land deg-
radation are associated with changes in vegetation cover. During both periods under con-
sideration, the degree of risk change was weak. A significant extension of the areas with
increased land quality deterioration risk in the period from 1991 to 2010 is caused by the
large-scale fires that took place in August 2007.

Thus, multispectral satellite imagery can be effectively used for studying land quality deteri-
oration indicators as well as for change detecting the risk of degradation in vast areas during
a certain period of time [36]. Furthermore, the use of satellite images allows not only cover a
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Figure 5. Land degradation risk within the study area for the periods: 1983–1991 (a) and 1991–2010 (b).

Land Degradation and Desertification - a Global Crisis64



Figure 5. Land degradation risk within the study area for the periods: 1983–1991 (a) and 1991–2010 (b).

Land Degradation and Desertification - a Global Crisis64

huge area of land affected by degradation and to establish reliable information from remote
areas, but also significantly reduce the cost of the works on determination the land quality and
its deterioration risks. In the future, the model proposed in this paper can be integrated in the
geographic information system to support land management at the local and regional levels.

8. Arable land degradation in industrial area of south-eastern part of
Ukraine

As it is known, the main sources of anthropogenic contamination are considered metallurgical
and chemical enterprises, thermopower plants, and auto-transport. The arable lands within
such industrialized areas are heavily degraded. As an example, let us consider the Dnepro-
petrovsk oblast located in the south-east of Ukraine, where anthropogenic stress of different
origin is apparently available.

Figure 6. Integrated levels of anthropogenic impact on soil conditions within the Dnepropetrovsk oblast.

Agricultural chernozems here also suffer from erosion processes [37]. The humus accumula-
tion regime is disturbed. As a result of ground ablation even of low level, from 0.5 to 2% of
ordinary chernozem, humus content is lost. On the average for the oblast, the humus content
used to be 5%, but this number is gradually decreasing to 3.7%. The average humus reserves
in arable soil level are made up 120 tons/ha. Because of ablation, these reserves decrease up to
73–100 tons/ha.
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Previous research [14, 37, 38] studied spread of water erosion and aerotechnogenic contami-
nation on the territory of the Dnepropetrovsk oblast (Figure 6). Threaten condition for the
small rivers ecosystems were emphasized. Surface layer washing out from the slopes led to
water reservoirs silting-up, eutrophication, etc. [39]. The areas where agricultural works are
worth carrying out are shown on the map. The soils here are the least subjected to water erosion
and anthropogenic contamination, and so they are eligible for the safe crop growth.

Figure 7. Soils moisture change within the left bank area of the Dnepropetrovsk oblast in 1988–2013.

Previous research [14, 37, 38] studied peculiarities of arable land degradation caused with
several factors (arid climate, water and wind erosion, irrigation, salinization, old tillage
systems application, acid rains, etc.). Additional environmental risks for the small rivers
ecosystems were emphasized. In particular, surface layer washing out from the slopes led to
water reservoirs silting-up, eutrophication, etc. [39]. Thus, all environmental risks of land
degradation were taken in account to overlay them to select areas with four levels: high,
medium, low and no-risk. High and medium levels of land degradation are the reason to
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recommend a special phytoremediation and biomelioration measures. Low level of land
degradation can be improved with low external input and sustainable agriculture.

Agricultural practices strongly depend on precipitation level. In the southern parts of the
country, the amount of moisture in the soils remains one of the most important factors for the
safe crop growth. To assess remotely the soil moisture, we used satellite imagery of Land-
sat-4,5/TM, Landsat-7/ETM+ and Landsat-8/OLI,TIRS with 30 m spatial resolution for the
period 1998–2013. Registered at sensor radiance was recalculated into spectral reflectance of
land surface taking into account the atmosphere influence—for visible, near, and short-wave
infrared bands, and into the land surface temperature—for the thermal infrared bands [40].
Based on the ground measurements of the soil moisture on the test sites, the curvilinear
regression relationship with remotely determined value ln(Iw/T+1) [41] was restored, where Iw
= ρgreen/(ρgreen+ρswir)—normalized water index, ρgreen and ρswir—land surface reflectance in green
and short-wave infrared spectral bands, respectively, T—the land surface temperature. So, in
this way, the soil moisture spatial distribution was mapped. Comparison of the remote sensing
data and ground measurement results allowed us to study the soil moisture change within the
left bank area of the Dnepropetrovsk oblast for the last 25 years (Figure 7).

Analysis of long-term change of soil moisture within the left bank of the Dnepropetrovsk oblast
allowed us to elicit trends and to interpolate the results spatially. In particular, it was discovered
that more than 50% of studied arable lands were in unfavourable conditions of different level
drying.

9. Landscape degradation within mining area of central part of Ukraine

Mining is one of the most anthropogenic threats to the environment. The mineral deposits and
operating mines are unevenly spread on the territory of the country. The Donetsk Basin in the
south-east has large deposits of coal, while the east central area is rich in iron and uranium
ores. Ukraine also has some of the world’s largest manganese deposits, located in the southern
Ukraine.

Mining industry stress promotes the creation of new elements in the landscape. These are
refuse heaps of empty rocks, open pits, technogenic subsidence, disturbances created by
technogenic accumulation—terricones, dumps, sludge depositories, etc. They are character-
ized by emergence of toxic rocks on the surface. Vegetation here is developed very slowly, and
biocenosis is unstable. In case of the complete recultivation (deactivation of toxic rocks,
formation of soil cover and remediation of phytocenosis), the secondary landscapes are
formed.

The researched territory is called the Kirovograd uranium ore region and located in the central
part of the Ukrainian Shield. It is subjected to a power pressure on the environment with
consequent significant and often critical landscape transformations as a result of imperfect
technologies and management. The mining development is accompanied by condemnation of
considerable areas of fertile agricultural lands, predominantly chernozem. After temporal use,
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the last ones are often transferred to a category of an anthropogenic desert. Next to each
dumped fill of empty rocks, a risk zone is allotted (the first one is 200 m, the second one is 500
m) that leads to the significant loss of the land resources. Within such zones, the atmospheric
air is polluted and the soils are salinized and waterlogged that makes impossible to use them
in agriculture. Considerable areas are occupied with the solid wastes from reclamation
industry, namely with ash dumps, storage tales, sludge pits. They have a significant amount
of toxic elements that contaminate the atmospheric air, soils, surface and underground waters
of neighbouring and remote landscape complexes.

Figure 8. Study area source multispectral satellite image (Landsat-5/TM, 23.08.2010, 30 m resolution pseudo-natural
colour composite, Kirovograd oblast, Ukraine) (a); high-resolution images of researched mines: Smolinska mine (b),
Novokostyantynivska mine (c) and Ingulska mine (d).

The Ukrainian uranium deposits are characterized by a low content of uranium. Nevertheless,
developed infrastructure of their mining and uranium concentrate production along with big
sizes of uranium deposits, high thickness of uranium-containing rocks, relatively low water
content in mining tunnels, relatively simple measure of radiation protection (because of low
content of uranium in ores)—all these facts provide competitive capacity for the uranium
concentrate on the market and thus stipulates the development of uranium mining [42].
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To investigate vegetation cover and soil erosion processes as the most reliable indicators of
land degradation, we followed the same technique as it is described above at Section 6. We
used Landsat-5/TM multispectral images for the period 1992–2010 from Landsat data store
(http://landsatlook.usgs.gov) through the Earth Explorer geoportal. DTED SRTM (http://
srtm.csi.cgiar.org) as of 1991 and ASTER GDEM (http://gdem.ersdac.jspacesystems.or.jp) as of
2010, soil map of the Kirovograd region, and climate characteristics by World Climate portal
(http://www.climate-charts.com/Countries/Ukraine.html) were additionally involved into
calculations. Source images that were used for further processing are shown in the Figure 8.

Figure 9. Mining area land degradation for the period from 1992 to 2010 (a); land degradation map within the Smolin-
ska mine vicinity and the topographic base (b); c—land degradation map within the Ingulska mine vicinity and the
topographic base (c), d—land degradation map within the Novokostyantynivska mine and the topographic base.
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As a result of multispectral imagery processing, the land degradation map was obtained where
seven classes of land degradation are depicted (Figure 9a) [43]. The areas of high degradation
can be noticed within the territory of mine’s infrastructure. But on the other hand, high level
of anthropogenic transformation (the same yellow-orange colour) is also observed along the
highway infrastructure and agricultural lands (overburden with unprecedented usage of
fertile chernozem).

Negative and positive changes within the study area can be described for the period re-
searched. The main part of the territory (around 35%) remains indifferent. These are urban
areas of the Smolino town, woods and meadows around [44]. The same as we mentioned above
for the Kirovograd ore region, high-degradation sites are observed in more detail on the arable
lands perhaps due to crop rotation and poor management, along the small rivers and irrigated
channels perhaps due to water erosion. The area around the mine itself is highly degraded
which is understandable especially if to look at huge refuse heaps located nearby (Figure 10).

Figure 10. Refuse heaps of the Smolinska mine: directly next to the heap (a) and at a 200 m distance of from the heap
(b).

The land degradation mapping technique on the basis of processing of a two-level model for
multispectral satellite imagery can be used to investigate land degradation within human-
inspired areas elsewhere, for example within energy facilities [45]. Let us consider the last
example of the South-Ukrainian power-generation territory. This area where several energy
facilities are located is considered as the one of high priority for further development of energy
sector in Ukraine. Even though the environmental impact in this respect is expected to grow,
the scientific research on impact assessment are being constantly held for the last time, their
importance and new techniques development are always being brought to the agenda.

The aim of this study is preliminary assessment of land resource degradation within a radius
of approximately 30 km around the South-Ukrainian Nuclear Power Plant (NPP) using
multispectral satellite imagery and further development of geoinformation technologies for
remote mapping of landscape changes.
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In terms of physical and geographical location the researched area belongs to the Novo-
Ukrainsk region of the steppe zone. The basic soil-forming rocks here are loess that deter-
mines formation of chernozem soils of different level salinity and humus content. Fertile
chernozem soils were formed on Quaternary loess and loess-like loams within watershed
divides and their slopes. Specific soil type called solonchak was formed within close location
of high mineralized underground waters. Altogether around 60 different soil subtypes are
found within the researched area. That is why auxiliary geospatial data were needed for
remote land degradation research—digital terrain elevations, soil maps, climatic characteris-
tics of study area, etc.

Figure 11. Study area source multispectral satellite images Landsat-5/TM, 24.08.1993 (a) and Landsat-8/OLI, 30.07.2013
(b); both ones are 30 m resolution pseudo-natural colour composite, Yuzhnoukrainsk, Ukraine.

In this case following the same technique, we used Landsat/TM and Landsat/OLI multispec-
tral images of 1993 and 2013 correspondingly, obtained from the USGS Landsat Global
Archive.

Thematic landscape changes maps obtained as a result of multispectral images processing
(Figure 11), allowed assessing the state and trends in land degradation processes within the
territory researched (Figure 12). The thematic map reflects the areas of low, medium and high
degradation level. More than 40% of the territory within a radius of approximately 30 km from
the NPP is subjected to anthropogenic impact of medium and high level [46]. These are mainly
agricultural lands highly transformed due to crop rotation and poor management technique.
The data demonstrate correlation between long-term industrial and agricultural impact and
land degradation.

In all cases study, the research visually emphasizes the level of anthropogenic stress within the
mining and energy facilities location and within arable lands around those facilities.
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Figure 12. Land degradation map of the South-Ukrainian power-generation territory for the period from 1993 to 2013.

10. Conclusions

Remote methods introducing new dimensions into the study and understanding of long-term
land degradation and desertification processes is of high priority for Ukraine because of their
low cost, reliability and ability to cover large areas. Thematic landscape changes maps obtained
as a result of multispectral images processing, allowed assessing the state and tendencies in
land degradation and decertification processes occurred within landscape complexes under-
gone different level of anthropogenic stress.

Data obtained visually emphasize the level of anthropogenic stress, impact of long-term
change of vegetation cover and correlation of intensive development of mining, construction,
agricultural and other human activities with high level of land degradation within investigated
areas. Especially, it is obvious within the territories of mining activities of the Kirovograd
region.
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The transition to adaptive farming systems implies the achievement of maximum compatibil-
ity between soil and plant, development of crop rotation, soil conservation tillage system.
Conducted research on the creation of adaptive systems of crop production takes into account
the environmental, landscape, and geochemical peculiarities of the steppe zone of Ukraine, to
get the production of environmentally safe agricultural products. They can be used in further
studies of a differentiated approach to achieving a balanced potential of agricultural land-
scapes.

Remote detecting of degradation and desertification processes intensification at early stages
will be able to promote further measures for improving the territories conditions. The further
research has to be directed on development of geoinformation technologies for landscape
changes remote mapping.
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Abstract

Grassland productivity of communal rangelands is limited by land degradation, which
leads to nutrient depletion, soil fertility decline and overall soil quality. However, little
is known as to what the soil quality threshold is for different degradation intensities. To
address this, we selected a 0.05 m surface soil layer of a communal rangeland site in
Drakensburg, South Africa, exhibiting a degradation gradient varying from heavily
degraded (0–5%, grass aerial cover), moderately degraded (25–50%) and non-degraded
(75–100%) grasslands, to evaluate the effects of land degradation on soil aggregate
stability, compaction, bulk density and texture. Results indicate that land degradation
decreased  soil  aggregate  stability  by  47%,  increased  soil  compaction  by  42%  and
increased soil bulk density by 12%, and these were accompanied by a pattern of lower
sand and almost two times greater clay content in heavily degraded grassland compared
with  non-degraded  grassland.  Ultimately,  this  decline  in  the  soil  quality  of  the
communal rangeland has serious implications for the ecosystem services and functions
it  provides,  such  as  storing  water,  carbon  sequestration  and  nutrient  cycling.  We
recommend the protection and improvement of grass vegetation because of its dense
sward characteristics, which intercept raindrop energy, slow surface runoff and increase
the structural stability of the soil to minimize and prevent degradation in rangelands.

Keywords: land degradation, rangeland, soil quality, grass cover, smallholder

1. Introduction

Rangelands,  including  grasslands,  scrublands  and  tundra,  cover  approximately  50% of
the  world’s  land  surface  [1].  The  Land  Degradation  Assessment  in  Drylands  (LADA)
estimates  that  16% of  rangelands  are  currently  undergoing  degradation,  with  20–25%

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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of  the  total  land  area  being  degraded,  ultimately  affecting  the  livelihoods  of  about  1.5
billion  people  worldwide  [2].  Notably,  this  soil  degradation  is  occurring  in  addition  to
historic  degradation.

The degradation of rangelands is a consequence of several key activities, including overgraz-
ing, livestock trampling and soil erosion [3, 4]. The widespread occurrence of soil degradation
is also due to the mismanagement of marginal lands (semiarid, steep, shallow soils) in harsh
and highly variable climates [5, 6]. With increasing population densities and the associated
pressures on land, soil degradation is intensifying [7, 8].

Land degradation adversely depletes soil nutrients, which in turn directly affects their fer-
tility, productivity and overall soil quality [9]. According to Vanlauwe et al. [8], soil fertility
decline is directly linked to low productivity and food insecurity and is at the heart of ru-
ral poverty. Because soils are one of the largest stores of carbon that are in direct exchange
with the atmosphere, soil degradation also negatively affects society through climate
change feedbacks [10].

Because soil fertility depletion is one of the major threats to the sustainability of range-
lands, precise determination of changes in soil quality is important in understanding the
role of soils in the global cycle [11, 12]. A better understanding of the mechanisms of land
degradation is crucial, not only to limit its consequences but also for mitigation and sus-
tainable soil management [13]. While environmental degradation is expanding globally at
an alarming rate, there is a major gap in our knowledge on the extent, severity and intensi-
ty of land degradation [14].

For many smallholder farmers in Sub-Saharan Africa (SSA), communal rangelands are
grazed by livestock, which provide rural people with meat and dairy products and a
source of income. However, one of the greatest challenges is that the rangelands are in a
state of degradation due to an increase in human activities on marginal lands, misuse and
mismanagement (overgrazing) and the associated problems of soil erosion [7, 9, 15, 16].
Soil fertility depletion and soil quality decline are major threats to the sustainability of
these communal rangelands, partly because fertilizer inputs are not available or affordable
in sufficient quantities [12].

Little is known on the impact of different intensities of land degradation on soil quality,
with the most pertinent key issue being the threshold at which the effect of degradation
will lead to a decline in soil quality. The main objective of this study was to evaluate the
impact of a decrease in grass aerial cover as a consequence of land degradation on the
quality of soil in a communal rangeland in the uplands of the Drakensburg region, KwaZu-
lu-Natal Province, South Africa, that is managed by smallholder farmers. Grass cover was
used as an indicator of land degradation, and quantification of such a land degradation
indicator was done to help identify areas under threat and provide a basis for developing
effective land management and rehabilitation options to improve the quality of communal
rangeland soils [17, 18].
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2. Materials and methods

2.1. Study site description

The study was carried out at the Potshini catchment, which is 10 km north of the Bergville
District in the KwaZulu-Natal Province of South Africa (longitude: 29° 21′; latitude: –28°
48′). The site has a mean annual precipitation of 684 mm, the majority of which falls during
the summer months (October and March), a mean annual potential evaporation of 1600 mm
and a mean annual temperature of 13°C [19]. The altitude ranges from 1080 to 1455 m.a.s.l.
The site is on a dark brown sandy loam soil (15% clay) derived from sandstone, mudstone
and intruding dolerite boulders and classified as Acrisol [20], with the dominant clay miner-
al being kaolinite. The soil is moderately deep and well-drained and has an undulating
slope of 6–8%. It is acidic (pH 3.78–3.86), with an effective cation exchange capacity (ECEC)
ranging between 1.86 and 5.86 cmolc kg–1 and an acid saturation ranging between 48 and
80%. The vegetation in the area is classified as Moist Highland Sourveld [21], and the domi-
nant vegetation species include Hyparrhenia hirta and Sporobolus africanus.

2.2. Soil sampling and preparation

A degraded communal rangeland site with homogeneous soil type and grazed extensively by
livestock, a common and widespread land use practice in SSA [22], in the uplands of the
Drakensburg region of South Africa (Figure 1) was selected because it exhibited a degradation

Figure 1. Location of the study area in the Drakensburg uplands of South Africa. Shown are images of soil surface
coverage by vegetation for the different land degradation intensities or grass aerial cover from 0 to 5% (heavily degrad-
ed), 25 to 50% (moderately degraded) and 75 to 100% (non-degraded).
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gradient varying from heavily degraded grassland with visible bare soils in the north to non-
degraded grassland in the south. Such a state of degradation is a common feature of many
communal rangelands in this part of South Africa.

Three categories of grass aerial cover were identified from surface soils across a degradation
gradient of the communal rangeland site. A direct assessment was conducted based on
vegetation cover [23], specifically grass aerial cover, which is the area of the ground covered
by the vertical projection of the aerial portion of plants [24], to determine whether the land was
degraded or not. Aerial cover was assessed by placing a 1 m×1 m plot frame at fixed intervals
along each corresponding aerial cover category, while aerial cover of the plants in the plot was
recorded as an estimate of the percentage of the total area [25]. The following grass aerial cover
categories were established: 75–100% (Cov100), corresponding to non-degraded grassland; 25–
50% (Cov50), corresponding to moderately degraded grassland; and 0–5% (Cov5), correspond-
ing to heavily degraded grassland. At each grass cover category, three sampling points were
randomly selected, resulting in nine equidistant sampling locations along the degradation
gradient. Four replicate soil samples 1 m apart at each sampling point were collected in a radial
basis sampling strategy from a 0.05 m surface layer, giving a total of 12 samples per grass cover
category and 36 soil samples along the degradation gradient. The surface layer was intensively
sampled because the effects of land degradation on the quality of soil have been shown to be
more pronounced in this soil layer [9, 26, 27]. In addition to these samples, triplicate core
samples were also collected for bulk density using a 0.075 m diameter metallic cylindrical core
(height=0.05 m) following a similar sampling strategy. Soil samples for bulk density were taken
directly from the field to the laboratory and immediately oven-dried at 105°C to determine the
oven-dry weight using the gravimetric method [28].

Once in the laboratory, field moist samples for soil aggregate stability were passed through an
8 mm sieve by gently breaking the soil along planes of weakness, air-dried and stored at room
temperature before soil analyses. The remaining air-dried soils were ground to pass through
a 2 mm sieve for further soil physical and chemical analyses.

2.3. Penetration resistance

In the field, penetration resistance (PR) was evaluated by randomly selecting 15 positions in
each grass aerial cover category, and PR readings were taken in the topsoil surface layer. The
PR of the soil, which is a proxy for soil compaction, was determined using a handheld cone
penetrometer [29]. Notably, PR measurements were taken before the soil surface was disturbed
for soil sample collection.

2.4. Determination of chemical and physical properties

Particle size distribution was determined by the sieve and pipette method [30]. Soil pH was
determined in a 1:2.5 solution ratio in both deionized water and 1 M KCl suspension using a
Calimatic M766 pH meter. The exchangeable cations Ca and Mg were determined by extraction
in 1 M KCl, while P, K, Zn, Mn and Cu were determined by extraction in an Ambic 2 extract
containing 0.25 M NH4HCO3 [31], with detection by inductively coupled plasma optical
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emission spectrometry (ICP-OES) using an Optima 7300DV spectrometer (Perkin Elmer, Inc.,
Shelton, CT). Effective cation exchange capacity (ECEC) was calculated as the sum of extract-
able cations, with base saturation calculated as the proportion (%) of the ECEC accounted for
by exchangeable bases (Ca, Mg, K and Na).

2.5. Determination of soil aggregate stability

After field sampling, moist soil samples were taken to the laboratory and air-dried at room
temperature. During this period, large soil aggregates were periodically broken down by hand
along lines of weakness to obtain maximum millimeter-sized aggregates. Soil samples were
then sieved to isolate 3–5 mm aggregates for aggregate stability testing. Soil aggregate stability
was determined on the 3–5 mm aggregates following the ISO standard method (ISO/DIS
10930:2012) outlined by Le Bissonnais [32]. The aggregates were subjected to rapid wetting by
immersion into water, slow wetting by capillarity and mechanical disaggregation by shaking
after wetting with ethanol, which correspond to different aggregate breakdown mechanisms,
viz. slaking, differential clay swelling and mechanical breakdown, respectively. For the rapid
wetting test, 10 g of 3–5 mm aggregates was submerged in 50 ml of distilled water in a beaker
for 10 minutes, resulting in slaking of the soil. For the slow wetting test, 10 g of 3–5 mm
aggregates was spread on top of a foam soaked in water. Thereafter, aggregates were allowed
to wet through capillarity for 60 minutes. For the mechanical disaggregation test, 10 g of 3–5
mm aggregates was first immersed in a beaker with ethanol and then transferred to a beaker
with distilled water to rest for 30 minutes. The aggregates were then transferred to an Erlen-
meyer flask using distilled water and gently shaken up and down by hand 10 times. The
weights of the aggregates collected on each sieve size (2, 1, 0.5, 0.2, 0.1 and 0.05 mm) were
measured and expressed as the percentage of the initial dry mass sample. The mean weight
diameter (MWD) for each disaggregation mechanism was calculated using the following
equation:

( )
MWD ,

100
i ix w

= å (1)

where x is the mean inter-sieve size and wi is the percentage of fragments retained by the sieve
i. The greater the MWD, the more resistant the soil aggregates are to the aggregate breakdown
mechanisms.

2.6. Statistical analysis

Results are presented as standard error (SE) of the means for each grass cover along the
degradation gradient and, where specified, subjected to one-way analysis of variance using
GenStat (VSN International, Hemel Hempstead, UK). Differences between means were tested
using Duncan’s multiple range test at P<0.05.
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3. Results and discussion

In this study, land degradation reduced rangeland soil quality through a linear decrease in
grass cover. Consequently, soil aggregate stability in the topsoil layer decreased from an
average of 1.35 mm in non-degraded grassland to 0.71 mm in heavily degraded grassland,
corresponding to a decline of 47% (Figure 2). The decline in the protective grass cover induced
by degradation led to soil structural alteration, disruption of soil aggregates, increasing
susceptibility of degraded soil to soil crusting and compaction. The less structural stability of
the degraded soil may in turn increase soil erodibility — the inherent susceptibility of soil to
detachment and transport by rainsplash and runoff [32].

Figure 2. Relationship between soil aggregate stability and soil surface coverage by vegetation. Data are presented as
mean±SE (n=12) per soil surface coverage by vegetation, and bars with different letters are significantly different at the
P<0.05 level.

Penetrometer resistance, an important mechanical property used as an indicator of soil
compaction [33], increased with decreasing grass cover from an average of 11.3 kg cm–2 in non-
degraded grassland to 19.5 kg cm–2 in heavily degraded grassland, corresponding to an
increase of 42% (Figure 3A). In agreement with our study, Snyman and du Preez [26] found
that rangeland degradation decreased soil compaction by 65% from 18.3 kg cm–2 in non-
degraded fine sandy loam soil to 6.4 kg cm–2 in heavily degraded fine sandy loam soil in a
semiarid region in Bloemfontein, South Africa. One of the profound effects of soil compaction
is the reduction in pore space and macroporosity, which is associated with increased bulk
density [34, 35]. Such was the case in the present study, as soil bulk density increased by 12%
from an average of 1.43 g cm–3 in non-degraded grassland to 1.61 g cm–3 in heavily degraded
grassland, indicating increasing compaction (Figure 3B). Similarly, Hiltbrunner et al. [36]
observed a 20% increase in soil bulk density on degraded grassland in a Swiss subalpine
grassland, and this led to changes in biomass production.
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Some studies have shown that soil compaction decreases the infiltration capacity of the soil
[35, 37]. At our study site, Podwojewski et al. [38] found using rainfall simulation on runoff
plots that land degradation decreased the soil infiltration rate by 72% from 21.6 mm h–1 in non-
degraded grassland to 6 mm h–1 in heavily degraded grassland. While in South West England,
the authors [38] found that the infiltration capacity was reduced by 80% and surface runoff
volumes were increased by nearly 12 times on heavily degraded grassland compared with
non-degraded grassland. The decrease in the infiltration capacity of soils with increasing
degradation intensity may be explained by several reasons. First, a decline in protective grass
cover and associated dense sward characteristics by land degradation leads to reduced
intercepted raindrops and water movement through the soil. Second, a decline in the protective
cover offered by grass decreases surface roughness, leading to decreased detention storage
[38]. Although not investigated here, some studies have shown that soil compaction and the
reduction in pore space also decrease the hydraulic conductivity of soil [34, 39].

Figure 3. Mean±SE values of (A) penetrative resistance, a proxy for soil compaction (n=15), and (B) soil bulk density
(n=12) per soil surface coverage by vegetation, and bars with different letters are significantly different at the P<0.05
level.

In this study, a pattern of lower sand (49%) was observed in heavily degraded grassland,
compared with 72% in moderately degraded and 73% in non-degraded grassland. The
depletion in sand was so marked that the mean clay content was almost two times (34%) greater
in heavily degraded grassland compared with 14% in non-degraded grassland, while the
distribution of silt content was similar along the degradation gradient (Figure 4). Indeed,

The Impact of Land Degradation on the Quality of Soils in a South African Communal Rangeland
http://dx.doi.org/10.5772/63128

87



intensification of degradation can induce shifts in the distribution of texture, as indicated in
the study by Dong et al. [27] in the Qinghai-Tibetan Plateau in China, which found that
grassland degradation led to a shift in soil texture from loamy toward sandy loamy soils. This
phenomenon was corroborated by Fullen et al. [40], whose study compared the textures of
grassland and degraded sandy soils from Shropshire, UK, and concluded that degradation
changed mean soil texture from a very slightly stony loamy sand to a slightly stony sandy
loam. The authors also found that the degraded soil was particularly deficient in sand,
especially medium and coarse sands, and the depletion in sand was so marked that the
degraded bare soil had significantly greater mean percentage clay content than non-degraded
grassland soil. A recent meta-analysis by Dlamini et al. [41] concluded that grassland degra-
dation has a significantly negative effect on coarser textured soils than fine textured soils due
to the lack of physical protection of organic matter and weak aggregation in sandy soils.

Figure 4. Relationship between sand, silt, clay and soil surface coverage by vegetation. Data are presented as mean±SE
(n=12) per soil surface coverage by vegetation, and bars with different letters are significantly different at the P<0.05
level.

Land degradation results in the reduction of vegetation cover, which is unfavourable to soil
protection. Degraded soils generated through the loss of vegetation cover are exposed to
raindrop impact, which may lead to crust formation and a reduction in the infiltration capacity
of the soil [42]. Such effects may lead to bare soil being more susceptible to surface runoff
generation as drainage becomes impeded. These changes to soil hydrology have implications
for runoff from degraded land, potentially modifying not only the quantity but also the quality
of runoff, in terms of sediment and nutrient loads transported over and through the soil [37].
Vegetation cover by intercepting raindrops and enhancing infiltration protects the soil surface
from the erosional effects of rainsplash and surface runoff, and this in turn helps preserve the
water quality in surface waters of rangelands.
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4. Conclusion

The reduction in grass cover induced by degradation in the communal rangeland resulted in
a decrease in soil aggregate stability. The reduced soil structure or aggregation was concomi-
tant with an increase in soil compaction and bulk density as well as a shift in soil texture
associated with decreasing sand content and increasing clay content in the soil surface layers.
Soil structure and texture are soil quality parameters crucial to the provision of ecosystem
services and desirable for functioning of rangelands. Land degradation by adversely altering
the quality of these soil properties negatively affects the services they provide, such as storing
water, carbon and nutrients, which affect grassland productivity when lost. For many small-
holder farmers, the grass vegetation of communal rangelands is essential to livestock produc-
tion by providing forage for grazing animals, meat, dairy products and income to the people.
As such, quantitative data on the effects of degradation on the quality of rangeland soils and
the processes involved are crucial for developing effective land management and rehabilitation
options, with the goal of improving rangeland productivity. Soil quality in degraded range-
lands can be enhanced by adopting focused initiatives, such as the UN Convention to Combat
Desertification. Improvement of rangelands can involve various grassland management
options — from fertilization, soil tillage, livestock exclusion, burning and appropriate grazing
regimes, which can lead to more sustainable rangelands. More work of this nature needs to be
carried out on different soil types under diverse rangeland environments.
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Abstract

The relationship between soil degradation and wheat yield was analyzed in the Çelikli
basin, Turkey. Geographic information system (GIS) and factor analysis techniques
were used for evaluations. Wheat yield has changed between 600 and 3780 kg ha−1. Soil
penetration resistance (PR) was below 2 MPa in 34.92% of the topsoils and was over
2 MPa in the entire of subsoils. The soil loss changed from 0 to 152.8 ton ha−1 year−1.
Soils in the study area were generally low in plant-available water (PAW) content.
Compared to P, K content was sufficient in top and subsoils in most of the study area.
The results showed that B and Zn contents were low, and Cu, Mn, Fe, and Cd contents
were adequate. Boron content was less than 0.5 mg kg−1 in 85.5% of the cultivated and
82.9% of the grassland, and Zn was less than 0.5 mg kg−1 in 99.7% of the study area.
Low  organic  matter,  low  water-holding  capacity,  high  penetration  resistance,  and
deficiency of some macro- and micronutrients were the most important limiting factors
of  wheat  yield.  Crop  rotation  and  P,  B,  and  Zn  application  can  help  restore  soil
productivity in cultivated areas of the study area.

Keywords: land degradation, wheat yield, organic matter, water-holding capacity,
penetration resistance, crusting index

1. Introductıon

Land  degradation  comprises  human-induced  processes  that  affect  land  resources  and
environmental  sustainability.  Land degradation is  recognized as one of  the most serious
ecological and economical problems globally. Soil erosion, soil compaction, deterioration in
soil structure, nutrient depletion, acidification, and salinization have been defined as major
soil degradation processes [1]. The human activities such as fires, floods, soil loss (SL), and
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yield reduction may affect land degradation directly or indirectly. In the twenty-first century,
land  degradation  is  considered  an  important  factor  affecting  food  security.  The  world’s
agricultural land that is seriously degraded is estimated to have reached up to 40% [2].

Land degradation in Turkey has been mainly in the form of soil erosion, agricultural misman-
agement, deforestation, and overgrazing, and is a result of human activities for the last century.
The most prominent result of soil degradation in Turkey has been soil erosion, which develops
due to the region’s climate, topography, soil, and land-use problems. In Turkey, 59% of
rangelands, 54% of forest lands, and 71% of agricultural lands are under active erosion threat
[3]. Furthermore, an area of 4.2 million ha has lost its productivity partly or completely due to
salinity problems [4]. Topographic and climate conditions have made it necessary to combat
soil erosion. In Turkey, 24.1 million livestock graze on pastures, but the pastures can no longer
provide sufficient roughage for the livestock to feed, and the existing land cover on pasture
areas are used intensively. Overgrazing, especially noticeable in Turkey’s Mediterranean,
Aegean, Southeastern, and Central Anatolia regions, damages vegetation, increases runoff,
and promotes erosion. The surface coverage of pasture areas ranges from 15 and 30%. Severe
water and wind erosion are visible in those areas. To avoid soil erosion, surface coverage should
be increased in the pasture areas where misuse is taking place—an area of 21.7 million ha. The
amount of grazing animals and their grazing time must be brought under control [5]. Land
use has changed in significant ways over the last 100 years in Turkey due to agricultural
expansion. For example, while pasture areas made up about 56.8% (44.2 million ha) of land
use in 1940, today they are only 18.6% (14.6 million ha). Most of changes to land use occurred
on pasture land that was converted to agricultural purposes [3].

The main objective of this study is to evaluate soil degradation regarding wheat yield (WY) as
affected by deteriorated soil properties in the Çelikli basin, located in North Central Anatolia
of Turkey.

2. Materials and methods

2.1. The study area

This study was conducted in the Çelikli basin, located in Tokat province, which is known as
the transitional belt of Turkey. This area is situated between Central Anatolia and Black Sea
regions (latitude 40o06′31″N, longitude 36o21′40″E). The types of soil in the basin are classified
as Entisols, Mollisols, and Alfisols according to Soil Survey Staff [6] and are moderately well
to well drained with a slope of 2–12% in the majority of the area. The basin is 1041.2 ha and
has an average elevation of 1300 m above sea level. Although native land use of the basin was
for pasture and forest, over the last five decades, most of the pasture and forest areas were
converted to agriculture. The main crop in the cultivated areas is wheat, which is grown under
rainfed conditions. Although 14.07% of the basin is available for agriculture, the dry farming
area occupies 67.88% of the basin. The main vegetation type in uncultivated areas is degraded
pasture with Graminea, Fabaceae, and Labiatae as the dominant species, occupying 24.86% of the
basin. The coverage rate in the degraded pasture areas is about 50%. Other features in the area
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are shrubs, bare rock, and water surfaces, which make up 5.45, 0.82, and 0.98%, respectively,
shown in Figure 1. The study area has semiarid climate. The average annual temperature is
8.1°C, and the mean annual precipitation is 535.9 mm, 84.7% of which falls between October
and May. The amount of evaporation from Class A pan between March and October is about
900 mm, which is greater than almost two times of the yearly precipitation [7].

Figure 1. The location and land-use map of the Çelikli basin.

2.2. Soil sampling and laboratory analysis

A total of 142 georeferenced soil samples were taken from topsoil (0–0.3 m) and subsoil (0.3–
0.6 m) (Figure 2). Organic matter [8], soil pH [9], lime (CaCO3) [10], electrical conductivity (EC)
[11], cation exchange capacity (CEC) [12], textural distribution [13], saturated hydraulic
conductivity (HC) (Ks) [14], and volumetric water content [15] were analyzed. Erodibility was
calculated by a soil erodibility nomograph [16].

Fractions that were greater than 2 mm in diameter were separated and reported as coarse
material (CM) [12]. Saturated hydraulic conductivity (Ks) was measured on undisturbed
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cores [14]. Soil penetration resistance (PR) was measured with a cone penetrometer at depths
of 0–10 and 30–40 cm [17], and the soil-crusting index (CI) was calculated by Eq. (1) using soil
organic matter (SOM), clay, and, silt contents [1]:

( )100 %
% %
SOM

CI
Clay Silt

=
+

(1)

Wheat yield was measured at sampling sites. Field capacity (θ0.33MPa) and wilting points
(θ1.50MPa) were determined with a pressure plate [14], and plant-available water content (PAWC)
was calculated by Eq. (2):

( ) ( )0.33 1.50MPa MPaPAW q q= - (2)

Slope, % Permeability classes

Rapid-very rapid Moderate rapid Moderate Moderate slow Slow Very slow

Concave Na N N N N N

<1 N N N L M H

1–5 N VL L M H VH

5–10 VL L M H VH VH

10–20 VL L M H VH VH

>20 L M H VH VH VH

Na, negligible; VL, very low; L, low; M, medium; H, high; VH, very high.

Table 1. Indices determined for surface runoff classes in the study area.

Figure 2. Locations of soil sampling points in the basin.
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Surface runoff was calculated using slope steepness and permeability of the soils (Table 1) [18].
Soil loss was calculated by the Universal Soil Loss Equation (USLE) [19] as

A RKLSCP= (3)

where A is the soil loss (Mg ha−1), R is the rainfall factor (MJ mm ha−1 h−1 yr−1), K is the soil
erodibility factor (t ha h ha−1 MJ−1 mm−1), LS is the topography factor, C is the crop management
factor, and P is the management practice factor.

2.3. Data analysis

Descriptive statistics of mean, standard deviation (SD), coefficient of variation (CV), kurtosis,
skewness, maximum, and minimum were calculated for the variables of particle-size compo-
nents, coarse material, wheat yield, soil loss, available water content (AWC), runoff, crusting
index, penetration resistance, saturated hydraulic conductivity (Ks), soil organic matter,
electrical conductivity, pH, cation exchange capacity, available K, available P, and available
micronutrients (Fe, Cu, Mn, Cd, Zn, and B).

Factor analysis was conducted separately on topsoil and subsoil using Statistical Package for
the Social Sciences (SPSS; Chicago, IL) to summarize correlations among variables [20]. First,
correlation matrices, eigen values, and eigen vectors were calculated. Second, main factors
were determined by the maximum likelihood method [21] and scree analysis [20]. Factors with
a loading of >0.5 were retained. Finally, principal components were determined [22]. Relations
among the variables were explained using the factor loadings. The principal components
derived from the prepared correlation matrices were subjected to an orthogonal rotation of
axes (varimax rotation) when multiple loadings occurred. Nine factors (Factor 1: “erodibility
factor”; Factor 2: “soil fertility factor”; Factor 3: “soil chemistry factor”; Factor 4: “soil-crusting
factor”; Factor 5: “soil erosion factor”; Factor 6: “soil conductivity factor”; Factor 7: “plant-
available water content factor”; Factor 8: “macroelement factor”; Factor 9: “crop yield factor”)
for topsoil and seven factors (Factor 1: “microelements factor”; Factor 2: “soil physics factor”;
Factor 3: “soil fertility factor”; Factor 4: “soil chemistry factor”; Factor 5: “yield factor”; Factor
6: “soil potassium factor”; and Factor 7: “soil cadmium factor”) for subsoil were retained. The
loading (or eigenvectors) of a variable in a factor is similar to the correlation between the
variable and the factor.

2.4. Data processing with geographical ınformation system

Spatial relations between soil properties (EC, pH, SOM, P, K, B, Zn, Cu, Fe, Mn, Cd, CEC, Sand,
Clay, Silt, K factor, CI, PAWC, PR) and wheat yield were investigated by GIS. Soil, digital
elevation, land use, productivity, soil compaction, plant-available water content, surface
runoff, and soil loss maps were prepared using ArcView 3.1 GIS Software [23]. The basin soil,
elevation, and land-use maps with a 1:25,000 scale were digitized in vector format and then
transformed to raster format to prepare GIS applications [24].
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3. Results and discussion

3.1. Wheat yield

Wheat is the main crop in the study area, covering 68% of the study area. Although only 14%
of the basin is suitable for cultivation, most of the pasture areas have been converted to
agriculture for the last 60 years. The agricultural areas in the basin are mostly shallow, varying
between 20 and 50 cm. The mean plant-available water content for the cultivated areas is about
100 mm. Therefore, water stored in soils often fails to meet crop water requirement. In the
dryland farming areas receiving less than 400 mm annual precipitation such as the Çelikli basin
in Turkey, a winter wheat-fallow system is used to reduce the risk of uneconomical yield [24].
Wheat yield was measured at 115 sites with three repetitions in the basin (Table 2 and
Figure 3). While the wheat yields ranged from 600 to 3780 kg ha−1, only 4.78% of the cultivated
areas had yield greater than 2500 kg ha−1 as shown in Table 3.

Yield (kg ha−1)

Sample number 115

Maximum 3780

Minimum 600

Average 1794

Standard deviation 744

Coefficient of variation 0.41

Table 2. Statistical results of the wheat yield.

Figure 3. The wheat yield distribution in the basin.
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Wheat yield (kg ha−1) 600–1500 1500–2500 2500–3780

Area, km2 1.715 5.016 0.338

Area, % 24.26 70.96 4.78

Table 3. Areal distribution of the wheat yield in the basin.

3.2. Evaluation of soil degradation in the basin

3.2.1. Soil penetration resistance

The penetration resistance values and their statistical results for the basin are given in Tables 4
and 5 and Figure 4a and b. While 34.92% of the topsoils in the basin had under 2.0 MPa, the
penetration resistance of all subsoils had penetration resistance values over 2.0 MPa. High PR
values were attributed to soil texture (fine) and low water content of the soils. Penetration
resistance is sensitive to soil water content. In addition, in subsoils, high penetration resistance
could be attributed to the existence of a dense plow layer, which is mainly the case in cultivated
fine-textured soils subjected to conventional tillage. The mean penetration resistance values of
the surface and subsoils were 1.671 and 2.579 MPa, respectively, which are below 3.0 MPa above
which growth of many crops is inhibited [25]. The penetration resistance was measured in 0–
20 cm only due to that soil depth was too shallow in grasslands. In general, the coefficient of
variation and standard deviation for penetration resistance in topsoil were greater than in the
subsoil due to soil tillage effect.

The penetration resistance, kPA Tendency to crust, CI Plant available water content, PAWC

Topsoil Subsoil

<2000 >2000 <2000 >2000 0–5 5–10 27–50 50–100 100–160

Area, km2 6.776 3.636 0.081 10.331 9.940 0.472 0.445 4.686 5.281

Area, % 65.08 34.92 0.78 99.22 95.47 4.53 4.27 45.01 50.72

Table 4. Areal distribution of the penetration resistance, crusting index, and plant-available water content of the basin
soils.

Penetration resistance Crusting index
Topsoil Subsoil

Sample numbers 142 115 142

Maximum 3882.38 3522.00 9.41

Minimum 170.78 1590.03 0.78

Mean 1671.22 2579.63 3.21

Standard deviation 1080.86 332.04 1.75

Coefficient of variation 0.65 0.13 0.55

Table 5. Statistical results for penetration resistance and tendency to crust of the basin soils.
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Figure 4. The penetration resistance (a and b), crusting index (c), plant available water content (d), surface runoff (e)
and soil loss (f) maps of the basin.

The penetration resistance affecting crop yield is not a constant value and varies according to
other soil properties. Indeed, it was reported that there was no penetration problem under
2000 KPa, but crop yields were affected over 2.00 MPa [26]. However, some researchers claim
that the crop yield is affected by PR of >3.00 MPa [27–29]. Soil penetration resistance is a
valuable indicator of the soil physical quality. A value of 2 MPa has been widely used as a
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critical limit to determine PR in both no-tillage and conventional systems [25, 26]. PR varies
spatially as well as temporarily and is related to clay type, clay content, and soil water content.
It is used to evaluate soil quality and to identify layers with increased compaction [30].

Soil compaction is a deterioration process that weakens the plant growth, reducing the soil
porosity, slowing the infiltration rate, and restricting the root growth. The most effective factors
on soil compaction are accepted as vehicular traffic and wetting-drying circles. Soil compaction
impacts pore-size distribution and reduces total soil volume, increases surface runoff and soil
erosion in sloping areas, causing ponding in level areas [31].

Results from recent studies showed that plant growth could continue in soil with PR values
as high as 3.5 MPa in no-tillage conditions due to the presence of continuous and biological
pores, which allowed plant-root development in areas with low PR [32]. The PR and soil
moisture showed a spatial relationship where lower values of PR concentrated on smaller
values of soil moisture [33]. In another study, PR values varied with the density of the soil,
regardless of moisture and penetration rate. The relationship between PR and moisture was
not always linear, once it is influenced by soil-bulk density [34]. While PR was indicated as a
good indicator of physical soil-crust formation in scalped soils over time, it was not of any
effect on biological soil-crust development, erosion behavior of the soils [35]. PR in shallow
ploughing in autumn at 10–25 cm was significantly higher than deep ploughing at 45–50 cm
in a research [36]. The root length of soybean was obtained as the most susceptible to soil
compaction, and the change in soil PR was poorly related with the change in the degree of
compactness [37]. The mechanized cultivation system presents greater soil PR values to
penetration down to 0.15 m depths and less humidity, when compared to the manual cultiva-
tion system [38].

3.2.2. Soil crusting

Crusting index is recognized as one of the major forms of soil degradation. In this study, CI
was calculated using soil organic matter, clay, and silt contents. Soils with high CI values tend
to have a higher tendency to form crust [39]. Soil organic matter content ranged from 0.41 to
4.33% for topsoil and from 0.14 to 2.32% in subsoil. Approximately 95% of the soils in the basin
had low CI values (CI of <5), which indicates low tendency to form crust. The CIs of the basin
soil results are shown in Tables 4 and 5 and Figure 4c.

3.2.3. Surface runoff and soil loss

Surface runoff was low in 83.51% of the basin soils and moderate to high in 16.49%. In spite of
low runoff, a considerable siltation was observed in Çelikli pond, which was attributed to high-
intensity rainfall causing high water erosion.

The mean predicted annual soil loss was 7.66 tons ha−1 for Çelikli basin. Total soil loss for basin
is approximately 8028.42 tons per year with 86.91% of the loss occurring from agricultural areas
(73.56% of total land area). Pasture and shrublands contribution to soil loss was 9.51 and 3.58%,
respectively. When soil loss was considered in terms of soil depth in the basin, the mean soil
loss tolerance values [40] were around 4.5 tons ha−1, which may be accepted as the threshold
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level of the basin. In the basin, the agricultural areas are mainly converted from forest and
pasture. According to USDA land capability classification, most of the agricultural land-use
areas fall under classes VI and VII [24]. In these areas, conventional tillage should not be used.
Due to limitations of slope and depth, these areas are mostly suitable for rangeland, pasture,
wildlife habitat, or forestland. Although only 14% of the basin is suitable for cultivation,
currently 68% of the entire basin is used for agriculture. Surface runoff and soil erosion maps
of the study area (Figure 4e and f) reveal that the area has high potential for erosion, suggesting
that measures should be taken to lessen soil erosion in the area.

Globally, soil erosion is responsible for 84% of soil degradation, 56% of water erosion, and 28%
of wind erosion [41]. Soil erosion removes the nutrient-rich topsoils. It was pointed out that
soil loss by erosion is a widespread global problem and has adverse effects on natural ecosys-
tems such as agriculture, forests, and rangelands [42, 43]. Its effect is accepted as one of the
prime environmental problems, impacting water availability, energy, and biodiversity. It
causes several environmental damages such as nutrient loss, sedimentation, pollution, and
flooding thus impacting productivity and sustainability of the soils [44].

3.2.4. Plant-available water content

Soil in the study area is generally low in PAWC (Table 4). Approximately 50% of the soil had
PAWC values of <100 mm, and the PAWC values in the area varied (Figure 4d). This implies
that the stored water in the soil cannot meet the plant water requirement during the summer
months (from June to August) as per calculated daily evapotranspiration for reference crop of
6.4–6.8 mm in Tokat province [45].

Plant-available water content is generally considered as one of the most critical properties of
soils, especially in the dry farming regions [46]. In semiarid regions, precipitation is generally
scarce in summer, and evapotranspiration needs are not met due to low and improper
distribution of the precipitation. Plant-available water content is a limiting factor for the rooting
depth [47–49]. The amount of rainwater stored in the soil depends on water-holding capacity
of soil in effective rooting depth. The remaining water moves beyond the plant-root zone. Thus,
the amount of water held by the soil may be critical in dryland areas.

3.2.5. Other soil properties

Physical and chemical soil properties of the topsoil and subsoil with 142 and 115 sampling
points, respectively, showed a moderate to high variability. Coarse material exhibited greatest
variation in topsoils and P content in subsoils. The soil properties were inconsistent in the
coefficient of variation by depth. Values of CV for soil properties of EC, pH, K, Zn, Fe, Mn, and
CEC were relatively uniform by depth and this could be attributed to the similarity in the
distribution of clay in topsoil and subsoil as these variables are mainly controlled by soil clay
content and types of clay.
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Variable Mean SD Min Max CV Skewness Kurtosis
#EC, mmhos cm−1 0.63 0.14 0.32 0.92 22.73 0.06 0.57

pH 7.41 0.47 6.37 8.63 6.28 0.30 0.67

#SOM, % 1.61 0.65 0.41 4.33 82.19 1.25 2.50

P, mg kg−1 6.65 5.47 0.92 35.20 51.34 2.40 8.91

K, mg kg−1 220.71 113.32 34.04 1008.58 40.46 3.37 17.72

B, mg kg−1 0.20 0.44 0.01 4.67 20.67 8.25 75.82

Zn, mg kg−1 0.20 0.15 0.05 1.82 30.32 8.33 83.99

Cu, mg kg−1 1.86 0.89 0.41 5.03 16.86 0.90 0.56

Fe, mg kg−1 9.69 4.52 2.20 24.02 40.08 0.48 0.34

Mn, mg kg−1 162.00 1805.00 3.00 21524.00 57.09 11.79 137.00

Cd, mg kg−1 0.04 0.02 0.00 0.10 215.93 0.37 0.60

#CEC, cmol kg−1 34.98 9.67 17.63 67.04 27.64 0.66 0.45

Sand, % 46.55 9.62 28.27 74.84 76.53 0.57 0.41

Clay, % 30.01 9.10 4.08 47.88 47.72 0.13 0.36

Silt, % 23.45 3.95 12.91 33.20 46.61 0.14 0.02

#CM, % 19.66 11.22 4.14 67.92 1114.20 1.11 1.80

#HC, cm h−1 22.17 8.89 4.13 47.79 54.91 0.36 0.22

K Factor, t ha h ha−1 MJ−1 mm−1 0.11 0.06 0.00 0.30 52.46 0.50 0.27

#CI, dimensionless 3.18 1.67 0.78 9.41 52.55 1.74 3.04

#PAWC, mm 100.38 45.79 27.40 161.40 45.62 0.40 1.39

Soil loss, Mg ha−1 6.15 7.99 0.00 62.97 129.90 3.16 16.84

#PR, KPa 1671.20 1080.90 170.80 3882.40 6.47 0.11 1.44

WY, Mg ha−1 1.79 0.72 0.60 3.79 4.04 0.63 0.15

#SD, standard deviation; CV, coefficient of variation; EC, electrical conductivity; SOM, soil organic matter; CEC, cation
exchange capacity; CM, coarse material; HC, hydraulic conductivity; CI, crusting index; PAWC, plant-available water
content; PR, penetration resistance.

Table 6. Descriptive statistics of some soil properties in topsoil (0–0.3 m) of study area (n = 142).

The soil textural components, coarse material, soil organic matter, and Cd were highly variable
in topsoil, and P, B, hydraulic conductivity (Ks), and some micronutrients (e.g., boron) were
highly varied in subsoil. On the other hand, wheat yield showed low variation with a relatively
normal distribution as indicated by moderate skewness and low kurtosis values (Table 6). This
was attributed to fertilizer applications for a long time. In contrast to subsoil, where most of
the variables were slight to moderately skewed, the majority of the variables were highly
skewed in topsoil, which may be attributed to the existence of many irregular slopes with
erosion and/or depression localities. Extreme values are likely to occur at these localities. Soil
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loss, SOM content, and concentrations of P, K, B, Zn, Mn, CM, and crusting index were
noticeable among these variables. All these variables are known to control yield in wheat [22].
However, wheat yield interestingly showed low variation with a relatively normal distribution
as indicated by moderate skewness and low kurtosis values. In contrast to subsoil, where most
of the soil variables were slight to moderately skewed, the majority of the variables were highly
skewed in topsoil. The variables Mn, P, K, B, Zn, and soil loss exhibited a considerably constant
distribution in topsoil, as suggested by kurtosis values (Table 6). Therefore, this low variation
in wheat yield may be attributed to the application of fertilizers in the study area.

The P level was low (<10 mg kg−1) in 94% of the study area and was medium to high
(>10 mg kg−1) in only 6% of the study area. By contrast, the K content was adequate in both
soil depths in most of the study area. Combined with highly variable and skewed distribu-
tion of SOM, the low P content of the majority of soil indicated that P and N fertilizers
application should be site specific.

Microelement contents of the study soils were classified based on procedures [50]. Calculations
showed that B and Zn contents were low due to parent material and that Cu, Mn, Fe, and Cd
contents were adequate. Boron content was lower than 0.5 mg kg−1 in 85.5% of the cultivated
areas and 82.9% of the grassland areas, and Zn was lower than 0.5 mg kg−1 in 99.7% of the entire
study area. Both B and Zn are essential microelements in wheat production. This indicates that
the use of B and Zn additive fertilizers is necessary. Also, the highly variable and skewed
distribution of these elements should be considered in fertilizer application [22].

3.3. Factor analysis

The evaluation of soil degradation is difficult because of the diversity and complexity of soil-
degrading processes. Interrelations between the variables frequently obscure the evaluation
of each soil-degrading process’ contribution. Factor analysis is frequently used to reduce the
number of variables in a dataset, and so we used factor analysis to identify the key variables
of soil degradation in the study area.

All the studied soil properties namely EC, pH, P, K, SOM, CEC, B, Zn, Cu, Fe, Mn, Cd, sand,
clay, silt, coarse material, hydraulic conductivity, soil erodibility (K) factor, crusting index,
runoff, PAWC, soil loss, penetration resistance, and wheat yield were subjected to factor
analysis (see Table 7).

Topsoil: The 24 variables were considered for the factor analysis of topsoils and grouped in nine
factors accounting for 71.2% of the total variance (Table 8).

The variables clay, sand, and erodibility were loaded in Factor 1 and this factor was named as
“erodibility factor”. The “erodibility factor” accounted for 14.7% of the total variation. We
found a negative correlation between clay content and soil erodibility. This was attributed to
the effect of clay on soil aggregate strength, which decreases soil erodibility. Likewise, when
we compared soil loss in clayey and sandy clay soils, clay soil was more resistant to erosion
because of its stronger aggregates.
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Variable Mean SD Min Max CV Skewness Kurtosis
#EC, mmhos cm−1 0.62 0.14 0.30 0.94 22.22 0.01 0.43

pH 7.55 0.42 6.37 8.30 5.50 0.61 0.39

#SOM, % 1.12 0.45 0.14 2.32 40.68 0.06 0.37

P, mg kg−1 2.79 3.33 0.40 22.40 119.33 3.22 12.68

K, mg kg−1 171.71 69.43 33.75 461.92 40.43 0.93 2.10

B, mg kg−1 0.19 0.22 0.00 1.48 112.34 3.21 13.06

Zn, mg kg−1 0.12 0.04 0.03 0.32 37.40 1.04 2.76

Cu, mg kg−1 1.73 0.82 0.17 3.83 47.53 0.57 0.45

Fe, mg kg−1 8.70 3.85 2.57 20.50 44.28 0.60 0.02

Mn, mg kg−1 11.05 6.43 3.01 35.90 58.18 1.16 1.31

Cd, mg kg−1 0.04 0.02 0.00 0.12 57.17 0.03 0.05

#CEC, cmol kg−1 36.36 9.38 19.19 66.86 25.81 0.42 0.02

Sand, % 45.17 9.01 26.72 76.39 19.94 0.50 0.63

Clay, % 32.82 8.56 10.73 53.39 26.08 0.10 0.48

Silt, % 22.01 3.50 12.88 30.19 15.88 0.31 0.12

#CM, % 18.45 10.34 2.18 49.84 56.05 0.81 0.06

#HC, cm h−1 45.17 9.01 26.72 76.39 19.94 0.50 0.63

#PR, KPa 2579.60 332.00 1590.00 3522.00 12.87 0.40 0.64

#SD, standard deviation; CV, coefficient of variation; EC, electrical conductivity; SOM, soil organic matter; CEC, cation
exchange capacity; CM, coarse material; HC, hydraulic conductivity; PR, penetration resistance.

Table 7. Descriptive statistics of some soil properties in subsoil (0.3–0.6 cm) of study area (n = 115).

The K factor of 10 measurements of surface soil in the Hornos area in Spain was calculated and
compared with three aspects of aggregate stability [51]. A significant correlation was found
between the K factor and the percentage of particles <100 μm, which is accepted as a measure
of the vulnerability of soil to erosion by overland flow.

The variables Fe, Cu, and pH were loaded in Factor 2, which were named as “soil fertility”
factor. The soil fertility factor described 10.74% of the total variation and had a positive
correlation with the two micronutrients (Cu and Fe). However, there was a negative
relationship between soil pH and these nutrients. A research result [52] showed that the
increased clay and iron (Fe) contents resulted in decreased soya bean emergence and soil
strength. The eroded soils had lower infiltration rates and higher clay dispersion.

Properties Cu, EC, and CEC were loaded in Factor 3, and it was named as “soil chemistry
factor”. The soil chemistry factor described 9.89% of the total variation. Positive correlation
occurred between Cu and CEC and between Cu and EC. Factor 4 was named as “soil-crusting
factor” that included SOM and CI and described 8.37% of the total variation.
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Variables Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 Factor 7 Factor 8 Factor 9

Clay, % 0.95 −0.02 0.14 −0.06 −0.02 −0.09 0.10 0.01 −0.01

K Factor, t ha h ha−1 MJ−1 mm−1 −0.88 0.15 0.12 0.00 0.03 −0.15 0.14 −0.15 0.04

Sand, % −0.76 −0.08 −0.35 −0.06 0.08 0.24 −0.33 −0.02 0.03

Silt, % −0.48 0.19 0.40 0.24 −0.11 −0.29 0.44 0.01 −0.04

Fe, mg kg−1 0.11 −0.84 0.10 0.16 −0.15 −0.17 −0.09 −0.11 −0.11

pH −0.06 0.81 0.09 −0.09 0.05 0.13 −0.21 −0.15 −0.08

Cu, mg kg−1 −0.00 −0.59 0.52 −0.06 −0.20 −0.12 −0.25 0.08 −0.13

#CEC, cmol kg−1 −0.05 −0.14 0.87 0.00 0.05 0.07 −0.04 −0.03 −0.00

#EC, mmhos cm−1 0.40 0.43 0.64 0.23 −0.06 −0.03 −0.08 0.03 0.05

#SOM, % 0.13 −0.06 0.10 0.93 −0.03 −0.01 0.13 0.16 0.00

#CI, dimensionless −0.19 −0.10 −0.04 0.92 −0.01 0.10 −0.02 0.14 0.01

Soil loss, Mg ha−1 0.01 0.04 −0.05 −0.05 0.88 0.13 0.01 0.12 −0.08

Runoff, dimensionless −0.09 0.18 0.07 0.02 0.78 −0.16 −0.17 −0.19 0.17

#HC, cm h−1 0.06 0.21 0.21 −0.04 −0.04 0.71 −0.05 −0.10 0.06

#CM, % −0.19 0.14 −0.23 0.09 0.05 0.68 0.00 0.04 −0.13

B, mg kg−1 0.28 −0.15 0.05 0.15 −0.01 0.36 0.13 −0.10 0.31

#PAWC, mm 0.19 −0.11 −0.15 0.14 −0.11 0.00 0.77 −0.03 −0.02

Mn, mg kg−1 0.12 −0.03 −0.14 0.24 −0.00 −0.06 −0.39 −0.17 −0.32

P, mg kg−1 0.01 −0.14 0.06 0.14 0.08 0.06 0.02 0.83 −0.02

K, mg kg−1 0.06 0.44 0.08 0.28 −0.17 −0.23 −0.21 0.58 0.07

Zn, mg kg−1 0.25 0.01 −0.11 0.05 −0.08 −0.14 0.14 0.35 −0.10

#PR, kPa 0.07 −0.04 −0.13 0.07 −0.01 −0.18 0.09 −0.06 0.74

WY, Mg ha−1 0.18 −0.22 −0.10 0.04 −0.04 −0.23 0.26 0.06 −0.61

Cd, mg kg−1 −0.10 0.03 0.41 −0.21 0.25 0.07 0.26 0.17 0.42

Variance, % 14.57 10.74 9.89 8.37 6.46 6.31 5.73 4.63 4.46

Cumulative variance 14.57 25.31 35.20 43.57 50.03 56.34 62.07 66.70 71.16

#CEC, cation exchange capacity; EC, electrical conductivity; SOM, soil organic matter; CI, crusting index; CM, coarse
material; HC, hydraulic conductivity; PAWC, plant-available water content; PR, penetration resistance; WY, wheat
yield.

Table 8. Factor analysis for topsoil in study area.
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Variables Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 Factor 7 Factor 8 Factor 9
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Table 8. Factor analysis for topsoil in study area.
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Factor 5, “soil erosion factor”, which includes soil loss and runoff, described 6.46% of the total
variation. As expected, there was a positive correlation between soil loss and runoff. Factor
analysis was applied to predict erosion in an area intensively cultivated with sugarcane near
the city of Piracicaba, São Paulo [53]. The researchers revealed that soil erosion was influenced
by slope length and steepness (LS) factor (topographic) more than by the K factor (soil
erodibility).

Factor 6 was named as “soil conductivity factor”, which included the hydraulic conductivity
and coarse material content and described 6.31% of the total variation (Table 8). We found a
strong positive loading for CM (0.68) and HC (0.71). In a study [54], land-use effects on soil
compaction considering the saturated hydraulic conductivity (Ks) in a field continuously
growing corn and a hayfield both having clay soil in Canada were evaluated. The Ks-values
for hayfield-growing soils were approximately 10 or 100 times greater than for the corn-
growing soils of which degradation level for upper B horizons had changed from slight to
severe. While there was no difference for B horizons in terms of Ks, their results showed that
the corn yield was reduced by about 50% due to severe compaction and low Ks. The Ks-values
for the 30–50-cm depth can be a reliable indicator for assessing soil structure degradation.

Factor 7, the plant-available water content or “PAWC factor” described 5.7% of the total
variation (Table 8). The PAWC is considered the most critical indicator for land degradation,
especially for dryland farming regions [46]. In dryland regions, spring and summer months
are generally dry, and plant water needs are not met due to low and improper distribution of
precipitation. The PAWC is a limiting factor for root depth [47–49]. Precipitation water is stored
in the soil, depending on soil depth and water-holding capacity. In cases of infiltration rate
lower than rainfall intensity, a portion of rainwater may be lost via surface runoff or ponded
on the surface. The amount infiltrating into soil may be stored depending on soil depth or lost
via deep percolation or underground lateral flow in sloping layered soils. As a result, the
amount of water stored in the soil may be critical in areas where water is the principal growth-
limiting factor [47, 48]. Spatial variability of topsoil (0–30 cm) and subsoil (30–60 cm) in the
Kazova Plain was investigated by factor analysis [55]. Six of 10 variables for both top and
subsoils were loaded in four factors accounting for 94.80 and 92.80% of total variance, respec-
tively. The results showed that the plant-available water content and available phosphorus
content (P) were the most important soil properties for soil management and soil fertility
studies in the study area.

Macroelements K and P were loaded in Factor 8. Factor 8 was named as “macroelement factor”.
The loadings showed a high correlation between these two variables. The imbalance of
macronutrients (e.g., N, P, K, Ca, Mg, and S) and microelements (e.g., Zn, Cu, Mo, B, and Se)
may cause a yield decline in degraded soils. Factor analysis has been used to identify the most
sensitive indicators of some soil characteristics for evaluating soil tillage in Vertisol and Entisols
in the Bafra province of Turkey [56]. The soil physicochemical properties of Vertisols were
grouped in three groups and of Entisols were grouped in two groups. Available water content,
field capacity, soil organic matter, wilting point, and CaCO3 were in the first group; bulk
density, sand, and carbon were in the second group; and penetration resistance was in the third
group for Vertisols. Soil organic matter, available water content, wilting point, field capacity,
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soil organic matter, sand, and bulk density were in the first group and CaCO3, silt, and
penetration resistance were in the second group for Entisols.

Variables Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 Factor 7

Mn, mg kg−1 0.86 0.05 0.11 −0.11 0.07 0.04 −0.19

pH −0.82 0.03 −020 −0.01 −0.22 −0.15 0.00

Fe, mg kg−1 0.82 0.17 −0.03 0.32 −0.09 −0.16 −0.08

Clay, % 0.07 0.93 −0.05 0.09 −0.03 0.00 −0.02

Sand, % −0.08 −0.93 0.09 0.05 −0.19 −0.12 −0.08

#EC, mmhos cm−1 −0.44 0.57 0.04 0.49 0.25 −0.19 −0.10

#HC, cm h−1 −0.24 −0.55 0.54 0.04 0.19 −0.15 −0.07

Zn, mg kg−1 0.34 −0.11 0.75 0.05 0.17 0.20 0.17

P, mg kg−1 0.06 −0.02 0.73 −0.21 −0.29 0.10 0.04

#CM, % 0.14 −0.32 0.45 −0.25 −0.02 −0.33 −0.26

#CEC, cmol kg−1 −0.00 0.02 −0.15 0.86 0.03 −0.05 0.10

Cu, mg kg−1 0.44 0.07 0.00 0.71 −0.37 0.15 0.06

WY, Mg ha−1 0.07 −0.02 − 0.07 −0.03 0.72 −0.09 0.12

Silt, % 0.05 0.19 −0.10 −0.31 0.54 0.29 0.25

#SOM, % 0.07 0.17 0.42 0.10 0.53 0.08 −0.22

K, mg kg−1 −0.05 0.24 0.17 −0.10 −0.12 0.82 −0.06

B, mg kg−1 −0.23 0.31 0.00 −0.18 −0.37 −0.62 0.18

Cd, mg kg−1 −0.04 0.02 0.04 −0.01 0.05 0.08 0.87

#PR, KPa 0.15 −0.02 −0.01 −0.13 −0.07 0.28 −0.58

Variance, % 16.95 16.27 10.96 8.29 7.19 6.88 6.68

Cumulative variance 16.95 33.22 44.18 52.47 59.66 66.54 73.22

#EC, electrical conductivity; HC, hydraulic conductivity; CM, coarse material; CEC, cation exchange capacity; WY,
wheat yield; SOM, soil organic matter; PR, penetration resistance.

Table 9. Factor analysis for subsoil in study area.

Finally, wheat yield and penetration resistance were loaded in Factor 9 and it was named as
“crop yield factor”. The crop yield factor described 4.46% of the total variation. Loadings
showed a high negative correlation (R2 = −0.735) between these two variables in the study area.
Similar results were found elsewhere, PR reduced wheat and soybean yields [57]. Others [58]
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showed that PR had a highly adverse effect on wheat spike number. Results of another study
[59] showed that PR was a limiting factor of soybean yield due to its adverse effect on field
capacity.

In subsoil, 19 variables were grouped in seven factors that accounted for 73.2% of total variance,
as shown in Table 9. Available Mn content, pH, and available Fe content were loaded in Factor
1, which described 16.9% of the total variation in the studied variables. Factor 1 was named as
“microelement factor”. The loadings showed a positive relationship among Mn, Cu, and Fe
contents and a negative correlation between pH and each of these variables. The variables of
clay, sand, EC, and HC were loaded in Factor 2, which described 16.2% of the total variance.
Factor 2 was named as “soil physics factor”. Hydraulic conductivity had a negative loading,
whereas EC and clay had positive loadings in Factor 2, suggesting that contrary to sand, both
clay content and EC had a negative effect on HC. Factor 3 described 10.9% of the total variance.
The variables Zn and available P were loaded in this factor. Hydraulic conductivity was also
loaded in this factor. Factor 4, named “soil chemistry”, included CEC, Cu, and EC and
described 8.3% of the total variance. Wheat yield, silt, and SOM were loaded in Factor 5, which
described 7.2% of the total variance. Factor 5 was named as “yield factor”. Available K and B
were loaded in Factor 6, and Cd and PR were loaded in Factor 7. Factor 6, describing 6.9% of
variance, was named as “soil potassium factor”, and Factor 7, describing 6.7% of total variance,
was named as “soil cadmium factor”.

4. Conclusion

Factor analysis revealed that PR in topsoil had a profound adverse effect on wheat yield,
whereas silt and SOM content in subsoil had a positive effect. A moderate positive correlation
occurred between PAWC and wheat yield. Therefore, insufficient water-holding capacity, low
SOM content, and high PR are the major variables affecting wheat yield in the catchment. These
variables can be controlled by management practices such as residue management, crop
rotation, and use of organic materials in crop production. Soil loss is one of the major contrib-
utors to soil degradation. Our results showed that 89% of the study area is under the influence
of surface runoff to some degree. Conservation tillage (CT) can be adapted to decrease the
potential of surface runoff in the study area. However, CT should be applied carefully to the
areas with high PR, since it can also increase PR.

In combination with crop rotation and variable fertilizer application, these practices can help
restore soil productivity in cultivated areas, which cover 95.4 ha of the study area. Forage crops
should be used in crop rotation to increase SOM content and decrease PR in the study area. It
is likely that increasing SOM and decreasing PR will decrease surface crusting, which would
increase water-holding capacity by increased water infiltration into soil and decreases the
potential for soil loss through surface runoff. The localities covered by grass and shrubs should
be managed properly to avoid further deterioration. This may be accomplished by the
application of rotational grazing, which reduces animal trafficking, in turn decreasing PR in
grasslands.
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