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Preface

The Fracture Mechanics (FM) is one of the most important interdisciplinary areas and has
presented one of the greatest advances in recent decades. It involves areas from the Mechan‐
ical Engineering, Science and Engineering of Materials, Medicine, Dentistry, to automotive,
aerospace and shipbuilding industries.

FM has technological and scientific applications; their most diverse applications, for exam‐
ple, are electronic chips, structural and machinery components, bridges, airplanes, ships,
vessels, tanks, boilers, autoclaves used for storage of fluids under pressure to drive steam
engines and biomedical implants and finally all kinds of elements, objects or structures,
welded or riveted, which can be broken or cracked.

In general, it studies the effect of the presence of failures and defects and their influence on
the mechanical properties of materials and seeks to describe the growth and propagation of
cracks and fracture surfaces under the aspects of loading conditions, stress field, defect dis‐
tribution in the material, types of notch, etc. The understanding of the mechanisms of forma‐
tion and interaction of cracks and fracture surfaces with the microstructure of the material is
also one of its main concerns, which allows us to understand the mechanical properties of
materials and energy dissipation processes in the growth and spread of cracks. FM also
deals with the prediction of the mechanical life of mechanical components and solid struc‐
tures.

There are basically two types of structures and components studied by FM. The first type is
the one made of brittle materials whose failures are dominated by the fracture and the sec‐
ond type is the one made of ductile materials whose failures are dominated by creep or
flow. In the first case, plasticity is located and the types of defects that control resistance are
macroscopic, for example, failures in welds, porosity, surface defects nucleated fatigue
cracking and corrosion (with weight loss). In the second case, the plasticity is widespread
and the types of defects that control resistances to plastic flow are microscopic, for example,
interstitial defects, grain boundaries, precipitates, dislocation networks. In all cases men‐
tioned above, the understanding of the material properties, the path and the crack pattern
formed as well as the materials behavior, summarize the general aspects to be investigated
by the FM. For this reason, we present the edition of one more book on such a broad topic.

This book is a collection of 13 chapters divided into seven sections according to the applica‐
tion field and the fracture mechanics methods. The allocation of chapters to sections indi‐
cates only the main contents of a chapter because some chapters are interdisciplinary and
cover different aspects of fracture.



Section I, "General Foundations of the Stress Field and Toughness", presents the chapter,
Model fractal stress field around a rough crack, the theme of which comprises a new step in
the evolution of the study of stress fields using the fractal model. This new approach is
growing every day and has been using computational and mathematical methods to map
them. This topic forms a basis for a more accurate description of the fracture phenomenon in
addition to achieve better reliability in the manufacture of materials (Chapter 1).

In Section II, "Fractography and Impact Analysis", two chapters are presented, in which the
pattern of fissure formed in samples of Al-Si alloys for automotive alloys by impact tests is
studied (Chapter 2) and the impact assessment ballistic material with multiple layers for
protective vests (Chapter 3) is discussed.

Section III, "Toughness Fracture", presents studies of fracture toughness of ferritic steels in
brittle-ductile transition region (Chapter 4) and low steel toughening alloy by ultrafine-
grained structure, with development of fracture control since design microstructure (|Chap‐
ter 5) and evaluation of toughness and fracture mechanism of brittle thin films in nano-
indentation (Chapter 6). This chapter aims to propose a comprehensive and systematic view
of fracture toughness assessment methods for brittle thin films using nano-indentation
showing specially that stress-based model depends on fracture mechanism of cracking in
the films.

Section IV, "Fracture Behavior", presents an assessment of the behavior to fracture of high-
strength aluminum alloys 7050 and 7075 using V-notched samples (Chapter 7) and assesses
the behavior of fracture by the strain energy release rate for stack of coated conductors with
interface crack (Chapter 8).

Section V, "Natural and Hydraulic Fractures", presents the analysis of the interaction be‐
tween natural and hydraulic fracture (Chapter 9), in addition to laboratory investigations of
hydraulic fractures in naturally fractured formations (Chapter 10), showing the applications
of FM on this interesting research area connected to petroleum exploration and rock pros‐
pects.

Section VI, "Fatigue", presents probabilistic studies of fatigue crack with crack propagation
prediction using strain-based approaches (Chapter 11). This chapter presents an approach to
model the fatigue crack growth rates of metallic materials based on a local strain-life ap‐
proach to fatigue. A probabilistic fatigue crack growth model is developed using probabilis‐
tic strain-life data of the material. The model is applied in this chapter to derive probabilistic
fatigue crack propagation fields (p−da/dN−ΔK−R fields). These chapters demonstrate the ef‐
ficacy of statistical approach and their improved versions in the description of structural fa‐
tigue and fitting of experimental crack growth curves.

Section VII, "Fracture Biomaterials and compatible", includes an investigation of the me‐
chanical behavior of a bioceramic (Chapter 12), in which a method of measuring the me‐
chanical properties of bioceramics, with a novel configuration of the Brazilian test, is applied
and described; the next chapter shows applications of the assay methods fracture-adhesive
dentistry (Chapter 13) used in human tooth tissues such as enamel and dentin.

The themes of this book cover a wide range of guidance for the application of mechanical
analysis of fracture in materials science, metallurgy, rocks prospecting, engineering (me‐
chanical and civil), dentistry and medicine.

XII Preface
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PrefaceVIII

Also within each chapter, you can find a detailed description of the experience reported by
the authors with commercial software used in engineering, which can also be of value to
engineers and scientists who make use of these codes.

The book is aimed to materials scientists, metallurgists, mechanical and civil engineers, doc‐
tors and dentists and can also be well used in education, research and industry.

Lucas Máximo Alves
GTEME - Group of Thermodynamics, Mechanical and Electronic of Materials

Department of Materials Engineering
Ponta Grossa State University

Parana, Brazil
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Chapter 1

A Fractal Model of the Stress Field Around a Rough
Crack

Lucas Máximo Alves, Marcio Ferreira Hupalo,
Selauco Vurobi Júnior and Luiz Alkimin de Lacerda

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/64998

Provisional chapter

A Fractal Model of the Stress Field Around a Rough Crack

Lucas Máximo Alves, Marcio Ferreira Hupalo,
Selauco Vurobi Júnior and Luiz Alkimin de Lacerda

Additional information is available at the end of the chapter

Abstract

This chapter presents a model of a stress and displacement fields around a rough crack
tip in brittle and ductile materials using a pre-fractal model. This approach allows for
a more realistic fractal scaling, of a real fracture. A special stress vector for rugged
surfaces was defined, and it was also shown that the pre-fractal consideration also
results in different asymptotic limits for the singularity degree of the stress field at the
crack tip for  brittle  materials.  The asymptotic  limit  obtained here differs  from the
singularity degrees presented by other authors. Therefore, other consequences such as
fracture instability are also included in the mathematical model presented here.  A
generalization of the stress fields for brittle and ductile materials is proposed. Changes
in geometric shapes of the stress field are due to the roughness at the crack tip as shown
by the mapping of simulated stress fields around a crack tip. The fractal stress field
functions  were  mapped at  different  singularity  power  degrees  indicating  that  the
qualitative aspects of these fields alone, do not sufficient to determine which model
presents the best fit to experimental results. Therefore, the model need a validation
based on quantitative experimental measurements.

Keywords: stress field, fractal fracture mechanics, fractal dimension, Hurst dimen-
sion, stress intensity factor

1. Introduction

In classical fracture mechanics theory, a brittle material has an asymptotic stress field, whose
singularity exponent depends on the distance from the crack tip, which Hutchinson [1] define
as :

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



( ) ( ), ,
, ,

1
~ / 1s

+
=I II III

I II III n
n

K
r p n

r (1)

where  = 1 is the degree of homogeneity of the distribution of the elastic stress field given by
Hooke’s Law. This singularity is part of discussion in the literature on rough fractal cracks are
considered.

Mosolov [2–4] attempted to explain crack growth under compression based on the fractality
of cracks. He was the first researcher to study and theorize about changes in the stress field
singularity magnitude according to the fractality of rough crack surfaces in mesoscale
dimensions. He showed that the stress at the crack tip of a fractal crack under uniform
compressive stress is unique. Mosolov [2–6] stated that the singularity in the stress field in
front of a rough fractal crack should be corrected by means of a fractional exponent. He also
suggested that the elastic field ahead of the crack tip should have a fractional singularity
exponent associated to the asymptotic dependence on the distance, represented by [2–4]:

( ) ( ) ( ), , , ,
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This is because the stress field is primarily responsible by generate the noise of a crack or
fracture surface in a solid body subjected to the action of a strain loading which is transferred
for the formation of new surfaces through of an elastic or elastic-plastic energy releasing rate
in the fracture phenomenon, as follows:

( ) ( ) 2s g® ® effr G L (3)

After Mosolov’s observation [2–6], Borodich [7–8] began to develop a fracture criterion
involving the roughness of a crack based on fractal theory. These two authors established the
mathematical relationships between the elastic stress field around a crack or fracture surface
and the fractal roughness exponent of a fracture surface, using the dependence of the fractional
exponents of singularity of the field at the crack tip and the fractional dependence of the fractal
exponents of the scaling of fracture surfaces. Using the Griffith criterion, and considering the
fact that the actual length of a fractal crack is larger than its apparent size, they came up with
the asymptotic expression for a self-similar fractal crack in Mode I. They did this by comparing
the stress field, as shown in the following equation:

( ) 2 2~ ~ 2 D
L effU L r L U La

g g-D = D (4)
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Where  is the so-called Hausdorff-Besicovitch fractal dimension [9, 10] of a self-similar crack.
Note that there are many definitions for the fractal dimension. All these definitions give the
same fractal dimension for a self-similar fractal.

Cherepanov and Balankin [11–13] attempted to define a relationship between the exponent α
suggested by Mosolov [2–4] and the fractal topology of a rough crack. Later, Balankin [12, 13]
published a series of papers proposing a complete modification of fracture mechanics, from
linear elasticity theory to nonlinear elastic fracture mechanics. Based on a dimensional analysis
such as that shown in (4), Balankin [13] found in self-affine fractal cracks the same degree of
singularity of the stress field as that proposed by Mosolov for a self-similar fractal crack. The
relationship proposed by Balankin [12, 13] was as follows:
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where  is the so-called Hausdorff-Besicovitch [9, 10] fractal box dimension for a self-similar

crack. Thus, Mosolov and Balankin established mathematical relationships between the elastic
stress field around the crack and the roughness parameter of the fracture surface. It should be
noted that Eq. (5) results in  = /2 in the two aforementioned cases. The consequences of this
mathematical result for fracture mechanics could not be fully confirmed through experimental
results. On the other hand, it was also not possible to establish a relationship between the model
Mosolov [2, 3]and the other fundamental consequences he proposed for fractures.

Realizing the limitations of the Mosolov model [2, 3], Balankin [12, 13] and Yavari [14–16]
proposed a new approach to stress field singularity exponents and developed his model to its
ultimate consequences. He even proposed two new fracture modes and a discrete fracture
mechanics that combined the fractal theory with quantum aspects of the fracture described by
Pugno and Ruoff [17]. Yavari [14–16] also discussed the earlier expressions proposed by
Mosolov [7] in (2), as well as the model proposed by Balankin [12]. However, unlike Mosolov
[2, 3], he found a relationship between the singularity exponent using (4) and substituted the
box-dimension  by the divider dimension,  = /. He argued that the stress field at the

fractal crack tip should satisfy the following expression:
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Yavari [14, 15] then proposed a systematic approach for calculating the magnitude of stress
field and singularity degree for fractal cracks, using the force lines method, which is applicable

A Fractal Model of the Stress Field Around a Rough Crack
http://dx.doi.org/10.5772/64998
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to all fracture modes. He considered the three classical fracture modes for fractal cracks and
made a more in-depth investigation of the problem of stress singularity at the crack tip.
Alternatively, however, this chapter proposes a new approach to the problem of stress field
singularity, considering a geometrical instability coefficient, , to correct the Cauchy stress

field around a crack, which is defined in Euclidean geometry, and changing for a fractal stress
field, in the following way:

0ss
b

=
L

(7)

where the new singularity exponent  for the stress field is:
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Eqs. (7) and (8) are consistent with the experimental measurements and mathematical
developments made to date [18–25]. These mathematical results are considered the most
acceptable and realistic corrections and are therefore adopted and developed throughout this
chapter. The proposal presented here is based on the relationship between the rough crack
length and its Euclidean projection, which is given by Alves [18–25], i.e., the rough crack length

was considered as  𑨼𑨼 𑨼𑨼01 − , where 𑨼𑨼0 is the minimum permissible size for the advance of

a crack. Therefore, it was also considered that the box dimension,  is able to portray the

irregularities associated with microregions of strain around a two-dimensional (2D) crack and
the three-dimensional (3D) fracture surface. In terms of the crack length or area of the fracture
surface, our proposal differs from that of Yavari [14–16], who considered that the rough crack

length is of the type:  𑨼𑨼 𑨼𑨼0 1 , using the divider dimension , which represents only the

irregularities on the noisy line of the crack or on the fracture surface, without considering the
effects of strain in the microregions around the crack.

2. Theoretical development: analysis of the influence of the crack
roughness on the stress field at the crack tip

The use of fractal measure theory to model fracture phenomena is of great interest in the
mathematical development of Fractal Fracture Mechanics. The roughness of a real crack
extends within a finite limit ranging from a lower to an upper fractal cut-off scale. However,
the fractal models for fracture proposed by several authors presuppose a fractal crack with an
infinite range of self-affine scales that cannot be verified experimentally. It is known that a real
crack has limits imposed by a finite number of fractal scales ranging from a lower fractal cut-
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off scale to an upper fractal cut-off scale. In a real fracture, the finite limits of fractal scales are
always compatible with the minimum microcrack and with the length of the macroscopic crack
in the sample. Thus, the lower fractal cut-off scale is given by the characteristic size of a
microcrack, while the length of the macroscopic crack on the specimen indicates the upper
fractal cut-off scale. Therefore, fractal models of fracture phenomena require a more realistic
approach that takes into account the limits of scales and singularity exponents, and hence, the
fractal scales that are actually found in a real fracture.

To model the real movement of the crack tip, one must consider a infinitesimal element of
length of a rough crack with its corresponding flat Euclidean projection, as shown in Figure.
Thus, all the quantities previously considered and associated with the projected length of a
crack must be rewritten in terms of the actual rough crack length. Hence, the stress field will
be modified by some function of the type:

( )0 0f L Ls s= (9)

Figure 1. Rough crack with an energy-equivalent flat projection. Figure adapted from Ohr [26].

Consequently, all the other quantities of the fracture mechanics will also be modified analo-
gously. As can be seen in Figure 1, a crack grows with variations in the coordinates of its tip
that follow a rough path, having both a microscopic and a macroscopic velocity, which produce
the surface roughness and its macroscopic path, respectively.

Figure 2 presents experimental results obtained by Ohr in 1985 [26]. These results demon-
strated experimentally that the aspect of the stress field in front of a crack appears deformed
because of its roughness. Also, according to Xin [27], inclined crack models show that the
appearance of the stress field ahead of the crack tip is distorted relative to a non-inclined crack.
This supports the proposal of this chapter that roughness affects both the intensity of the field
as its geometric aspect.
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Figure 2. Influences of surface roughness of a crack and the appearance of the stress field at its tip, shown by a series of
electron micrographs depicting the interaction between a crack and a grain boundary in molybdenum. As the crack
approaches the boundary, a small crack is nucleated and eventually joined the main crack. Figure adapted with per-
mission from Ohr [26].

The geometric instability coefficient of a crack with a fractal roughness, which is given in (7),
can be generalized based on the following arguments: (i) experimental observations; (ii)
previous arguments about the influence of roughness on intensity; (iii) geometric aspect of the
stress field at the crack tip; and (iv) the coherent mathematical development; and a correction
can be proposed for the mathematical solution of the rough stress field, using a quantity .

This quantity, which gives the ratio between rough and smooth lengths for global influence,
multiplied by the ratio of their infinitesimal differences for local influence, can be called the
geometric instability coefficient of the crack, as follows:

{ {0 0

b =L

global local

L dL
L dL (10)

This coefficient reflects the interaction between the local and global aspects of the crack length.

Considering a self-affine fractal crack, according to Alves et al. [18, 22, 23], the coefficient of
geometric instability, which depends on the roughness at the crack tip, is given as follows:

( ) ( )
2 2

0
0 0

0 0 0

1, , 1 2
2

b
-é ùæ ö

ê úº = + - ç ÷
ê úè øë û

H

L
L dL lH l L H
L dL L

(11)

Since there is a relationship between the distance  in front of the crack and the fractality at its
tip in the region of the concentrated stress field, the quantities  and rough length  are closely
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related, following the “principle of equivalence of the closed crack”. Hence, it is possible that
the stress field intensities,  begins to depend on both  and  to the point that a single
dependency arises between these quantities, as shown by Yavari [14, 15]. However, this is only
possible if the asymptotic limits of the crack proposed by Yavari [14, 15] actually occur in a real
crack; otherwise, a simple roughness behaves exactly like a local field strength modifier and
not like a change in the degree of singularity.

In regions near the crack tip (, 0 ∼  ,  0) the term 2 −  0/0 2 − 2 > > 1, hence,

Eq. (11) can be written as:

( ) ( )
2 2

0
0 0

0 0 0

, , 2b
-

æ ö
º = - ç ÷

è ø

H

L
L dL lH l L H
L dL L

(12)

The geometric instability coefficient of a crack in its complex form can be defined as:

( ) ( )
2 2

0, 2b
-

æ ö= - ç ÷
è ø

H

L
lz H H
z

(13)

where the Cartesian coordinates  and  originate at the crack tip. The coefficient of instability

of the fracture surface in its polar form,  = 𝀵𝀵𝀵𝀵𝀵𝀵 can also be written as:

( ) ( ) ( ) ( )( )
2 2

0, , 2 cos 2 2 sen 2 2b q q q
-

æ ö= - é - ù + é - ùç ÷ ë û ë ûè ø

H

L
lH r H H i H
r

(14)

Therefore, one can propose that the complex function of Westergaard,  [28], which depends
on  =  + 𝀵𝀵, should be modified by adding the coefficient of instability of the fracture surface
given in (10) as:

( ) ( )
2 2

21/ 2 0, 2b
-

æ ö= - ç ÷
è ø

H

L
lz H H
z

(15)

Its polar form  = 𝀵𝀵𝀵𝀵𝀵𝀵 is considered as:

( ) ( ) ( ) ( )
2 2

21/ 2 0 2 2 2 2
, , 2 cos sen

2 2
b q q q

-
æ öé - ù é - ùæ ö= - +ç ÷ê ú ê úç ÷ ç ÷è ø ë û ë ûè ø

H

L

H HlH r H i
r

(16)
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The graphic of 1/2 as a function of  + 𝀵𝀵𝀵𝀵 is shown in Figure 3. In this figure, note that there

is a forbidden area with a value of 𑩤𑩤 𑩤𑩤 𑩤𑩤0 and 𑩤𑩤 𑩥𑩥 0, and also an oscillation angle of the crack,min 𑩤𑩤  𑩤𑩤 max, which varies according to the value of the Hurst exponent . For the value = 1.0 that corresponds to a smooth crack, the oscillation angles are zero,min =  = max = 0, because there is no angle variation in a smooth crack. This is in line with

the intuitive idea that a crack generally oscillates around the direction of propagation. The
results shown in Figure 3 confirm a previous mathematical finding that a rough crack has limit
angles of propagation for opening of its angular oscillations [25]. Now, in this chapter, these
limit angles have been related with the Hurst exponent of crack roughness, where the entropy
for a rough line is given by:

( ) ( )
0 0 0

0 0 0

ln
cos cosVp Vp

æ ö æ ö
= - ç ÷ ç ÷ç ÷ ç ÷

è ø è ø

h h lS k
H H L

(17)

for −𝀵𝀵𝀵𝀵 𑩤𑩤  𑩤𑩤 𝀵𝀵𝀵𝀵, where 𝀵𝀵 = 1 − . The complex coefficient of instability, 1/2 of the fractal

stress field, shows that this stress field will be affected in its degree of singularity and in its
intensity as will be shown by the conformal mapping across the plane stress around the crack.

b)

Figure 3. Complex map of the variation in fractal roughness of the crack given by Eq. (16) for: a)  = 0.0 with−𝀵𝀵 𑩤𑩤  𑩤𑩤 𝀵𝀵; (b)  = 0.2 with −0.8𝀵𝀵 𑩤𑩤  𑩤𑩤 0.8𝀵𝀵; (c)  = 0.4 with −0.6𝀵𝀵 𑩤𑩤  𑩤𑩤 0.6𝀵𝀵; (d)  = 0.5 with−0.75𝀵𝀵 𑩤𑩤  𑩤𑩤 0.75𝀵𝀵; (e)  = 0.6 with −0.4𝀵𝀵 𑩤𑩤  𑩤𑩤 0.4𝀵𝀵; (f)  = 0, 8 with −0.2𝀵𝀵 𑩤𑩤  𑩤𑩤 0.2𝀵𝀵 and𑩤𑩤0 = 0, 001, for the interval of −50 𑩤𑩤 𑩤𑩤 𑩤𑩤 50.
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3. Modeling the fractal stress field around a rough crack

There are three independent movements that correspond to the three fundamental fracture
modes, as pointed out by Irwin [29]. These basic fracture modes are usually called Mode I,
Mode II, and Mode III, respectively, and any fracture mode in a cracked body may be described
by one of the three basic modes, or by combinations thereof.

The Airy-Westergaard function for the stress field with fractal roughness can be determined
based on the foregoing arguments about the influence of roughness on the intensity and the
geometrical aspect of the stress field at the crack tip. Based on the mathematical development
performed here, we propose that the Westergaard complex function,  which depends on =  + 𝀵𝀵𝀵𝀵 should be modified by adding the parameter 1/2 = /0 𝀵𝀵/𝀵𝀵0 as follows:

( )( )
( )( )
, ,

, , 1/ 2, ,
2 ,

f b
p b

= I II III
I II III L

L

K
z z H

z z H
(18)

where the three parameters ,  and  are called stress intensity factors that correspond

to the opening, sliding, and tearing (anti-plane shearing) fracture modes, respectively. These
expressions indicate that the stresses have an inverse square root singularity at the crack tip
and that the stress intensity factors ,  and  measure the intensities of the singular stress

fields of opening, in-plane shearing, and anti-plane shearing, respectively. The stress intensity
factor, a new concept in solids mechanics, plays an essential role in the study of the fracture
strength of cracked solids. Substituting (15) in (18), one has:

( )
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2 2 2
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f

p
-

=
é ùæ ö-ê úç ÷

è øê úë û
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H z

lz H
z

(19)

and grouping similar terms, one has:

( )
( )

3 2
2, , 0

, ,
0

,
2 2

f
p

-

æ ö= ç ÷
è ø-

H

I II III
I II III

K lH z
zH l

(20)

Considering the above conditions, we propose the following stress function due to the
dominant term of the stress function around the tip of a fractal crack. Therefore, the poten-
tial function  depends on  =  + 𝀵𝀵𝀵𝀵 and the fractal exponent of the crack is  = 3 − 2 /2 .
By replacing the complex variable  for its polar form, according to Euler,  = 𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵 where 𝀵𝀵 and𝀵𝀵 are the polar coordinates measured from the crack tip, one can rewrite the function  as:
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where , ,    and ´, ,   = 𝀵𝀵, , 𝀵𝀵  are the Westergaard stress functions, which are

holomorphic, i.e., analytical, and satisfy the Cauchy-Riemann conditions.

3.1. Calculation of the stress field with fractal roughness

3.1.1. Solution of stress fields and displacement around the tip of a fractal crack in Mode I𝀵𝀵 𝀵𝀵
In Mode I, one has a two-dimensional tensile stress at infinity ∂:

( ) ( ) ( ), , Re , , Im , ,q f q f qF = +I Ir H r H y r H (22)

Note that we have applied a constant load stress in the -direction in the infinite, which has
no corresponding forces. This particular tensile stress is introduced to simplify the boundary
condition at infinity for a uniform stress state, ∞An additional stress, ∞ produced in the -

direction by this particular tensile stress. This stress is constant because it acts on the crack
plane and is therefore not affected by the internal boundary conditions that would otherwise
be imposed on the surfaces of the crack. This extraneous stress can later be subtracted from
the solution, if desired [32].

Analogous to what Westergaard discussed regarding various Mode I crack problems, these
problems involving fractal roughness can be solved as follows:

( ) ( ) ( ), , Re , , Im , ,q f q f qF = +I Ir H r H y r H (23)

where  = sin 3 − 22  ,   = 𝀵𝀵𝀵𝀵 ,   = 𝀵𝀵𝀵𝀵 , and ´  = 𝀵𝀵𝀵𝀵  are the Westergaard

stress functions, which are holomorphic or analytic and satisfy the Cauchy-Riemmann
conditions.

If the elastic problem can be arranged so that the crack of interest extends over a line segment
of the  axis  = 0  according to Westergaard (1939), the stresses and displacements can be
obtained from the stress function    as
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Note that this particular Westergaard formulation is restricted to solutions that have the
properties of  =  and  = 0 along the -axis  = 0 . Therefore, the biaxial stress boun-

dary condition at infinity  =  = ∞ is needed in order to apply the technique to the
Westergaard Mode I problem.

In addition,

( )
( )

4 1 Re 2 Im

4 1 Im 2 Re

f f

f f

= - +

= + -

Gu k y

Gu k y
(25)

where Re and Im denote the real and imaginary parts of a complex function, and the parameter is defined individually for plane stress and plane strain by:

( ) ( )3 / 1
3 4
ì - +ï= í

-ïî

v v tensão plana
k

v deformação plana
(26)

The term  + 14  which appears in COD calculations can be simplified to 2/´ where´ = / 1 − 2  corresponds to plane strain and ´ =  to plane stress, and also

( )2 1
m =

+
E

v (27)

This term was used to relate  with .

These quantities, in turn, can be substituted in Eq. (24), resulting in the asymptotic solution
associated to the stresses, which is valid for both plane stress and plane strain in Mode I
loading. By applying equations in (24), one has:
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where
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and

( )s s s= +zz xx yyv (32)

Similarly, following the same procedure, in plane stress and plane strain loading conditions,
the asymptotic displacements or deflections  =  , , ,   around the crack tip in Mode I are
determined explicitly from equation (25), as:
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4. Results and analysis of a mapping of the stress field of a rough fractal
fracture

To better illustrate the results obtained by Mosolov [2–4], Yavari [14, 15], and Alves, the classical
fractal and stress fields at the tip of a crack in Mode I loading were mapped in this chapter in
order to compare them qualitatively with the approach of other authors.
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4. Results and analysis of a mapping of the stress field of a rough fractal
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4.1. Mapping based on analytical results of fractal fractures, varying Yavari’s exponent of
singularity for Mode I loading

This section describes the calculation of the stress field for Mode I loading according to the
model proposed by Yavari, where

2 2
2 2

a - -
= =DD H d

H
(35)

where  = / for  = 1, 2 is the divider dimension.

Substituting the values of  = 0.0, 0.2, 0.4, 0.5, 0.6, 0.8 and 1.0 for stress field:
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where  = 0 𑨒𑨒 1 /2 𝀵𝀵𝀵𝀵 .

Figure 4. Stress field 𝀵𝀵𝀵𝀵 of the fractal model for Mode I fracture with singularity 1/. Yavari Model = 0.0, 0.2, 0.4, 0.5, 0.6, 0.8 and 1.0.

A Fractal Model of the Stress Field Around a Rough Crack
http://dx.doi.org/10.5772/64998

15



Figures 4, 5, and 6 illustrate the stress fields around a crack tip with fractal singularity degree: = ‐1.5‐0.25;0.0;0.167;0.375 and 0.5 corresponding to  = 0.0, 0.2, 0.4, 0.5, 0.6, 0.8 and 1.0. Note
that the stress field obtained for  = 0.0, 0.2, 0.4, 0.5 does not show a result compatible with the
reality of the stress field around of a crack tip.

Figure 5. Stress field 𝀵𝀵𝀵𝀵 of the fractal model for Mode I fracture with singularity 1/. Alves Model = 0.0, 0.2, 0.4, 0.5, 0.6, 0.8 and 1.0.

Figure 6. Stress field 𝀵𝀵𝀵𝀵 of the fractal model for Mode I fracture with singularity 1/. Alves Model = 0.0, 0.2, 0.4, 0.5, 0.6, 0.8 and 1.0.
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The idea of determining the degree of singularity of the stress field at the fractal crack tip
proposed by Mosolov [2–4] and later by Yavari [14, 15] starts from the stress field expression.
This, in turn, depends on the radius vector   which measures the distance from the crack tip
to any point within the material. Mosolov generalizes the exponent that correlates the stress𝀵𝀵𝀵𝀵 with  by changing the value of the exponent given by −1/  + 1  for  integer to fractional

exponent −. Balankin [13], and later Yavari [14, 15], made this generalization and found the
singularity exponent based on a dimensional analysis. However, these methodologies should
be further refined, since the results of the numerical simulation of the stress field around a
rough crack reported by Alves et al. [19] indicate that this field is only slightly changed starting
from the field around a smooth crack, obeying the Saint-Venant principle.

The calculations performed by Yavari [14, 15] are mathematically correct, but do not corre-
spond to physical reality, in the interval for Hurst exponent of 0 ≤ 𑩤𑩤 ≤ 0.5, because he consid-
ered the roughness exponent as ∼ 1/𑩤𑩤, and hence, the singularity degree  can be negative,
causing this singularity to disappear, as shown in the mapping for 𑩤𑩤 = 0.0 to 𑩤𑩤 = 0.5 in the
Figures 4, 5, and 6. He considered the rough crack as a true fractal with self-affinity in the range
of scale from 0 ≤  ≤ 𑩤𑩤 therefore, the asymptotic limits are different from a crack whose real

fractality extends within a range of scales of width. It is known from experimental observation
that cracks are not actually mathematical fractals and are called pre-fractals, since their self-

affinity is contained within a limited range of scales: min = 00 ≤  ≤ max = 00  where 0 is the

minimal crack length and 0 is the macroscopic crack length. Thus, Alves et al. [19] propose a

correction for the field around a rough crack, based on the development performed in this
work.

4.2. Mapping based on analytical results of fractal fractures, varying Alves’s exponent of
singularity for Mode I loading

This section describes the calculation of the stress field for Mode I loading according to the
model proposed in this chapter for

3 2
2

a -
=

H
(37)

where 𑩤𑩤 is the Hurst exponent. Substituting the values of 𑩤𑩤 = 0.0, 0.2, 0.4, 0.5, 0.6, and 0.8 the
stress field given by (28), (29) and (30) results in the maps shown in Figures 7, 8, and 9. These
figures show the stress fields around a crack tip with fractal singularity degree correspond-
ing to  = 1.5; 1.3; 1.1; 1.0; 0.9 and 0.7. Note that the results of the stress field obtained for𑩤𑩤 = 0.0, 0.2, 0.4, 0.5 is compatible with the reality of the stress field around of a crack tip.
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Figure 7. Stress field 𝀵𝀵𝀵𝀵 of the fractal model for Mode I fracture with singularity 1/. Alves model for0 = 0.0001,  = 0.0, 0.2, 0.4, 0.5, 0.6 and 0.8.

Figure 8. Stress field 𝀵𝀵𝀵𝀵 of the fractal model for Mode I fracture with singularity 1/. Alves model for0 = 0.0001,  = 0.0, 0.2, 0.4, 0.5, 0.6 and 0.8.
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Figure 9. Stress field 𝀵𝀵𝀵𝀵 of the fractal model for Mode I fracture with singularity 1/. Alves model for0 = 0.0001,  = 0.0, 0.2, 0.4, 0.5, 0.6 and 0.8.

The stress field for  = 1.0 is not shown in Figures 7, 8, and 9 because, in all the models
presented here, the value of  = 0.5 corresponds to the classical Euclidean field.

5. Discussions

A comparison of the fractal model proposed by Alves et al. [23] and the model proposed by
Mosolov-Borodich [2–4, 7, 8] and Yavari [14, 15], published in the literature, leads to the
following conclusions about these three theories.

In the Mosolov-Borodich model [2–4, 7, 8], cracks are treated as true mathematical fractals that
extend within an infinite range of scales: 1/∞ ≤ 𑩤𑩤 ≤ ∞. However, it is known from observation
of nature that cracks are not actually mathematical fractals and are called pre-fractals, since
their self-affinity extends only within a range of scales: 𑩤𑩤min = 0/0 ≤ 𑩤𑩤 ≤ 𑩤𑩤max = 0/0. In the

fractal model proposed by Alves et al. [23], a crack is considered a pre-fractal. In considering
the fractal in the model proposed by Mosolov-Borodich [2–4, 7, 8] and Yavari [14, 15], they
used the coordinated function of the crack, which is a non-differentiable curve (or using
Lebesgue derivative and integral, in this case). On the other hand, the fractal model proposed
by Alves et al. [23], considers a pre-fractal, with a real length function of a real crack  =  0
which is a differentiable function, since it does not use the coordinated function (i.e., it avoids
the problem of non-differentiability, since any length function is differentiable because it
results in an integral, even if the coordinate function of the points is not).

In the model of Yavari a non-root square was took at the Eqs. (15), (16) and (18) until (21),
whereas in the model proposed by Alves et al. [23] an exact root square was took to maintain
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the symmetric dependence of the radius vector  , which measures the distance from the crack
tip to any point within the material.

The model of Mosolov-Borodich [2–4, 7–9], Yavari [14, 15], and Carpinteri [30, 31] at the limit
of small scales, uses the renormalization theory to calculate infinitesimals in order to satisfy
the Griffith criterion. Conversely, the fractal model proposed by Alves et al. [23], at the limit
of small scales, uses the calculation on the min scale to satisfy the Griffith criterion (this avoids

the unnecessary complication of using a highly advanced theory). In the model of Yavari [14,

15], the rough crack length is calculated based on the assumption that 𑨼𑨼 𑨼𑨼 𑨼𑨼01/. The Yavari [14,

15] model divides the rough crack length into intervals :0 ≤  ≤ 1/2 (for ductile materials)
and :1/2 ≤  ≤ 1(for brittle materials), while the fractal model proposed by Alves et al. [23],
the model of rough crack length alternates continuously between brittle and ductile, thus
satisfying what is observed in practice. In the Mosolov-Borodich [2–4, 7, 8] and Yavari [14, 15]
model, the J‐R curve is only locally independent of the path, because the integration of its
radius depends on the form r−D, Conversely, in the fractal model proposed by Alves et al. [23],
the J‐R curve is totally independent of the path because its integration does not depend on
either the radius  or the rough crack length, but on the roughness 𑩡𑩡 𑩡𑩡 𑩡𑩡𑨼𑨼/𑩡𑩡𑨼𑨼0, which is outside

of the J-integral. In the other aspects of the fractal fracture theory, the models agree with each
other.

5.1. Influence of the local roughness of a fracture surface on the stress field at the crack tip

The graph in Figure 10 was created by comparing the values of the Hurst exponent for the
models proposed here by Alves with those of the Yavari model [14, 15]. This graph clearly

shows a discontinuity in the value of the singularity of the field 1/ = 1/2. Considering that
the Alves model is valid for brittle materials and the Yavari model [14, 15] is valid for ductile

Figure 10. Plot of the Hurst exponent as a function of stress field singularity, calculated based on the brittle fracture
predicted by Alves and on the ductile fracture predicted by Yavari.
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materials, the point 1/ = 1/2 on the horizontal axis corresponds to the threshold of brittle-
to-ductile transition, which divides the graph in Figure 10 into two distinct regions.

When a ductile material undergoes stresses before fracturing, it produces defects that interact
with pre-existing defects, causing it to become brittle before it fractures. If the material is
subjected to a high loading rate it can harden even further, creating more defects and producing
a higher level of stress than it displayed its initial stage. This strain hardening, which is the
result of the pile-up and interaction of these defects, mainly dislocations, undoubtedly changes

the degree of singularity, 1/, of the stress field due to the change in the degree of homogeneity
(exponent ) of energy per unit volume at the crack tip. In a region at the crack tip that has

been subjected to sudden loading, an increase in the degree of singularity, 1/, of the stress
field produces a fracture with some roughness, depending on the loading rate. Therefore, these
effects may generate differences in the surface roughness of the newly formed crack. In other
words, as the loading rate increases, the stress level at the crack tip increases because of the

increase in the degree of singularity 1/ thus increasing the tendency of the ductile material
to generate an increasingly less rough crack  1 .

On the other hand, a brittle material does not undergo strain hardening before it breaks. The
material breaks upon reaching ultimate failure. In this case, roughness is simply an effect of
the interaction between the crack and the microstructure of the material, where the crack may
be intergranular, transgranular or mixed, depending on the material's internal mechanical
strength relative to the energy imposed by the load as the crack propagates. However, if the
loading rate on a brittle material is increased, roughness may increase due to the nonlinear
effect of the interaction of the stress field on the microstructure of the material. In this case,
cracks may appear rougher  0  in response to the increase in loading rate, and the loading

level increases due to the increase in the degree of singularity 1/. Therefore, Figure 10 can

therefore explain the behavior of the degree of singularity of the field, 1/, around a crack as
a function of its roughness, based on the surface roughness exponent,  of the fracture that
propagates under different loading conditions or according to different types of materials. In

Figure 10, the horizontal axis represents the level of singularity 1/ and the vertical axis
represents the degree of roughness, given by the Hurst exponent . At  0, namely0 ≤  < 1/2, the crack is rougher (hackle), while at  1, namely 1/2 ≤  ≤ 1, the crack is
smoother (mirror). In the region of  = 1/2, there is a mixed zone.

In a more ductile material, as the stress level increases in response to the emergence of de-
fects in the crack tip, i.e., as the material hardens, this stress level increases due to the in-

crease in the degree of singularity 1/, with a rapid growth of exponent . This means that,
a ductile materials become embrittled, they produce an increasingly less rough crack ( 1)
until they reach the threshold given by the peak of the curve. After reaching this threshold,
the behavior is reversed. In other words, most brittle materials, which require a higher stress
level to fracture compared to ductile materials, show a tendency to produce an increasingly
rough crack ( 0) in response to increasing stress levels at the crack tip. This means that
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the degree of singularity 1/ of these materials increases in response to an increase in the
loading rate. Hence, as can be seen in Figure 10, the threshold of ductile-to-brittle transition
is at its peak when  = 1. The left side of this figure shows a fracture response in the form of
crack roughness in a ductile material, while the right side shows a fracture response in the
form of crack roughness in a brittle material.

6. Conclusions

The proposed model describes the stress field around a crack tip for brittle materials.

The model proposed by Mosolov-Balankin-Yavari is insufficient to portray field intensity
variations around the crack tip due to roughness in the interval for Hurst exponent of0 ≤  ≤ 0.5.

The analysis of stress field fractal models based on the coefficient of geometric instability, , ,  , proved feasible for the definition of a more realistic fractal model.

In the model presented here, the exponent  proposed by Mosolov is given by:  = 3 − 2 /2
In the model proposed by Mosolov-Balankin-Yavari, the analysis of the coefficient of geometric
instability,  , ,   with variation of the Hurst coefficient, 0 ≤  ≤ 1  , did not present a

realistic range of roughness.

The fractal behavior of the stress field can be characterized as a fractal within a finite range of

scales (min = 00 ≤  ≤ max = 00 ).

The asymptotic limit for the singularity of the stress field can lead to other results if the range
of scales is not considered.

The model can provide a narrower reliability limit for the fracture stress of the brittle materi-
als.
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Abstract

Castings were prepared from both industrial and experimental 319.2, B319.2 and A356.2
alloy melts, containing Fe levels of 0.2–1.0 wt%. Stontium-modified (∼200 ppm) melts
were also prepared for each alloy/Fe level. Impact testing of heat-treated samples was
carried out using an instrumented Charpy impact testing machine. At low Fe levels and
high cooling rates (0.4% Fe, dendrite arm spacing (DAS) of 23 μm), crack initiation and
propagation in unmodified 319 alloys occur through the cleavage of β-Al5FeSi platelets
(rather than by their decohesion from the matrix). The morphology of the platelets
(individual or branched) is important in determining the direction of crack propagation.
Cracks also propagate through the fracture of undissolved CuAl2 or other Cu interme-
tallics, as well as through fragmented Si particles. In Sr-modified 319 alloys, cracks are
mostly initiated by the fragmentation or cleavage of perforated β-phase platelets, in
addition to that of coarse Si particles and undissolved Cu-intermetallics. In A356.2
alloys, cracks initiate mainly through the fracture of Si particles or their debonding from
the Al matrix, while crack propagation occurs through the coalescence of fractured Si
particles, except when β-Al5FeSi intermetallics are present, in which case the latter takes
precedence. In the Sr-modified case, cracks propagate through the linkage of fractured/
debonded Si particles, as well as fragmented β-iron intermetallics. In samples exhibiting
low-impact energies, crack initiation and propagation occur mainly through cleavage
of the β-iron intermetallics.
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1. Introduction

Fractography is defined as the study and documentation of fracture surfaces [1]. The purpose
of fractography is to analyze fracture features and attempt to relate the topography of the
fracture surface to the causes and/or basic mechanisms of fracture. The knowledge of fracture
behavior is important in upgrading material specifications, improving product design, and
analyzing failures for improved reliability [2]. A study of the characteristics of fracture surfaces
is often carried out using optical microscopy (viz., light-microscope fractography), particularly
when a low magnification of the fracture surface is adequate. The magnification is usually
selected such that a good resolution is obtained and can range from “macroscopic” or low
magnification fields (up to 50 diameters) to “microscopic” or high magnification fields (50
diameters and above).

When very fine details of the fracture surface, e.g., dimples and microvoids, are required to be
observed, a scanning electron microscope (viz., fractography) is used instead, where the
magnifications can go from about 5 to 240,000 diameters. With a resolution limit of ∼100 Å
and a depth of field about 300 times that of an optical microscope, the SEM is generally
preferred over the latter for the analysis of fracture surfaces.

Four major types of fracture (or failure) modes have been discussed in the literature. Briefly,
these modes and the sources of their occurrence are as follows [3]:

1. Dimpled rupture (or microvoid coalescence) caused by ductile fracture or rapid overload
fracture;

2. Cleavage or quasi-cleavage caused by brittle fracture or premature or overload failure by
catastrophic rapid fracture;

3. Intergranular fracture caused by stress corrosion cracking, hydrogen embrittlement, or
subcritical growth under sustained load; and

4. Ductile striations caused by fatigue cracking or subcritical growth under cyclic load.

The first three types are microstructurally dependent. Complications arise in determining the
failure type when complex microstructures are involved. For example, in aluminum alloys
containing extensive intermetallic compounds, the failure may occur by a combination of
ductile rupture of the matrix and brittle cleavage of the intermetallic particles. Such interme-
tallic compounds (>1 μm) also reduce the alloy toughness. Often, transgranular fracture of the
brittle compounds may also occur. Multiple microstructural phases can lead to numerous
combinations of microscopic fracture modes.

Al-Si alloys are essentially a combination of the high strength, brittle silicon phase, and low-
strength, ductile aluminum matrix containing, in addition, other microstructural features such
as iron intermetallic phases, porosity, and inclusions. While it is natural to assume that the Si
particles play an important role in the fracture behavior, the contribution of these other
microstructural aspects must also be considered, even if their relative importance is affected
by the amount and morphology of the constituents and the interactive effects between them.
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Consequently, the alloying and melt-processing parameters (e.g., strontium modification,
grain refining) and the solidification rates [different dendrite arm spacings (DASs)] which
directly affect the microstructure also come into play.

Figure 1 shows two main types of fracture observed in the Al-Si alloy under tensile overload-
ing. Figure 1(a) illustrates an example of the simple rupture mode of fracture, where the
particles are observed at the bottom of the dimples. These particles are seen to have decohered
from the surrounding matrix. In such cases, where decohesion of the particles takes place, the
resultant fracture surface attains the dimpled appearance as seen in the figure. The alloy is said
to have failed by the process of microvoid coalescence. The microvoids nucleate at regions of
localized strain discontinuity, such as that associated with second-phase constituents, inclu-
sions, grain boundaries, or dislocation pileups [4].

Figure 1. Two main types of fracture observed in Al-Si alloys under tensile overloading: (a) dimple rupture and (b)
cleavage fracture of intermetallics [4].

Figure 1(b) represents an example of the cleavage fracture of intermetallics. Cleavage is a low-
energy fracture that propagates along well-defined low-index crystallographic planes known
as cleavage planes. Theoretically, a cleavage fracture should have perfectly matching faces and
a completely flat and featureless surface. However, as the Al-Si alloys used are polycrystalline
and contain grain boundaries, inclusions, and dislocations, these imperfections affect the
propagating cleavage and alter the perfectly flat characteristics to a certain extent. Sometimes,
the microconstituents present in the path of the propagating crack can result in the alloy sample
exhibiting a mixed fracture mode, as was observed in the present study.

In this chapter, the fracture behavior of Al-Si-Cu and Al-Si-Mg cast alloys as reported by other
researchers in the literature will be reviewed, to obtain a basic idea about the subject. Based
on this, the fracture behavior of selected impact samples tested in the present study will be
discussed. The focus is on alloy sample conditions corresponding to optimum or minimum
impact energy conditions.
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1.1. Si particles

Wang and Caceres [5] studied the fracture behavior of Al-Si-Mg (A356) alloys using tensile
samples of different section sizes and under different conditions (as-cast/heat-treated,
unmodified/Sr-modified), where in situ observations of the surface crack initiation and
propagation using scanning electron microscopy (SEM) were presented. Cracks were found
to initiate the fracture of Si particles at relatively low strain values. Crack propagation also
proceeded by the same mechanism, preferably through the eutectic region of the microstruc-
ture, avoiding the primary Al dendrite cores wherever possible. Continued strain resulted in
localized plastic deformation around the fractured Si particles, which eventually led to the
formation of microcracks in the eutectic region. Further straining caused selected microcracks
to link up with other neighboring microcracks in the same eutectic region to initiate the primary
crack, or to link up with the propagating crack front. The overall fracture paths tended to follow
the eutectic regions in the microstructure.

Ammar et al. [6] described the microstructure of A356 alloys consisting of primary Al-1% Si
dendrites and a eutectic with silicon particles (12 pct volume) embedded in the Al-1% Si matrix.
Room temperature constant amplitude fatigue tests revealed that for a low crack-tip driving
force, the surface fatigue crack propagated primarily through the Al-1% Si dendrite cells. The
silicon particles in the eutectic remained intact and served as barriers at low-fatigue crack
propagation rates. When the fatigue crack crossed the three-dimensional Al-Si eutectic
network, it propagated mainly along the interface between the silicon particles and the Al-1%
Si matrix. Therefore, nearly all of the silicon particles were progressively debonded by fatigue
cracks propagating at low rates, with the exception of elongated particles with a major axis
perpendicular to the crack plane, which were fractured. For a high crack tip driving force,
silicon particles ahead of the crack tip were fractured, and the crack subsequently propagated
through the weakest distribution of prefractured particles in the Al-Si eutectic. Only small
rounded silicon particles were observed to debond at high crack propagation rates. The crack
process in the two cases is schematically depicted in Figure 2.

Figure 2. Schematic of the fatigue crack process through the silicon particle-rich eutectic regions at low and high crack-
tip driving forces [7].
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Hafiz and Kobayashi [8] conducted a study on the microstructure-fracture behavior relations
in Al-Si casting alloys using tensile testing. The main focus was on Si particles, where different
morphologies of the Si particles were obtained using a variety of solidification rates and
different Sr levels. Fracture paths in the mid-sections were examined using optical microscopy,
while the features of the fracture surface were examined using SEM. In general, the voids were
found to initiate at silicon particles. The individual voids then grew and coalesced, creating
microcracks in the eutectic region. These microcracks linked up to form the main crack,
resulting in the final fracture.

Lee et al. [9] observed that the fatigue crack growth in Al-Si-Mg casting alloys occurs either by
the nucleation and linkage of microcracks or voids formed as a result of the decohesion of non-
fractured Si particles from the surrounding matrix (such as those encountered in modified
alloys), or by cleavage or the cracking of silicon particles (such as those occurring in unmodified
alloys), or both. In alloys containing intermediate Si particle size ranges, a mixed fracture
morphology is observed, with both the cleavage fracture of Si particles and particle decohesion
taking place.

Thus, the fracture mechanism proceeds as follows:

1. Cracking of the Si particles or their decohesion from the Al matrix at low strain;

2. Localized plastic deformation with increase in strain, leading to the formation of micro-
cracks in eutectic regions;

3. Microcrack coalescence followed by crack propagation, leading to final fracture [3, 10].

Figure 3 shows a schematic representation of the process.

Figure 3. Schematic illustration of fracture mechanisms based on Si particles. (a) Initiation by Si particle-Al matrix in-
terface decohesion and (b) initiation by Si particle fracture [11].

According to Ma et al. [3] in commercial A356 alloy, the fracture path of tensile-tested speci-
mens proceeds mainly through the largest silicon particles, which constitute less than 1% of
the overall population of silicon particles in the bulk microstructure. Li et al. [10] and Tirya-
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kiolu [12] pointed out that the larger and longer silicon particles are more prone to cracking.
In coarser structures, silicon particle cracking occurs at low strains, while in finer structures,
the progression of damage is more gradual. They also found that in the former case, broken
particles were observed at both cell and grain boundaries, with no evident preference for either,
whereas in the case of finer structures, cracking is initiated on the grain boundaries. Lee et al.
[9] also reported that the fatigue behavior of Al-Si-Mg casting alloys depends on the size,
orientation, and local distribution of the Si particles.

1.2. Strontium modification

As strontium modification is commonly used to alter the morphology of the eutectic Si particles
in Al-Si alloys, the process is expected to affect the fracture behavior of the alloy. Elsebaie et
al. [13, 14] studied the role of microstructure in relation to the toughness of hypoeutectic Al-
Si casting alloys, using unnotched Charpy impact test samples. Additions of 0.017 or 0.03 wt
% Sr were used to modify the alloys. In the unmodified alloy, the fracture followed a path
marked by the eutectic Si, circumventing the primary Al dendrites, where Si particles could
be seen adhering to the sides of the crack path. The detection of submicron cracks showed that
the fracturing of the Si particles corresponded to an early stage of the crack propagation
process, i.e., the Si particles tended to fracture ahead of the main crack. In the modified alloy,
the fracture propagated through both the eutectic region and the Al matrix, with sheared
aluminum cells being detected in the fracture path, and the submicron cracks observed in the
eutectic regions clearly indicated that the interdendritic structure had failed first.

Hafiz et al. [15] observed that in unmodified Al-8% Si alloy, the fracture surface mainly consists
of a complicated array, resembling the Si array in the eutectic region containing cleaved Si
particles. In addition, broken Si particles could also be detected. In the Sr-modified condition,
two main features were observed: dimple colonies which represented the majority of the
fracture surface and a smooth ripple pattern surrounding the dimple colonies, typical of ductile
fracture.

According to several researchers [16–19], even though the fracture details are influenced by
the Si particle morphology and the Al matrix, the basic fracture sequence is independent of
changes in the microstructural characteristics due to the strontium modification. However, the
addition of strontium does increase the amount of strain required to initiate and propagate the
microcracks, particularly with respect to crack initiation.

1.3. Iron intermetallics

Their brittle nature, lateral or faceted growth mode (which makes them poorly bonded to the
Al matrix) and the multiple (001) growth twins (parallel to the growth direction) of the plate-
like β-Al5FeSi iron intermetallic particles make them pro-crack sites. Hrong et al. [20] studied
the fracture behavior of A356 alloys with different iron contents under resonant vibration.
According to them, the cracks were found to initiate and grow along the eutectic Si- and Fe-
rich intermetallic phase particles. The crack paths are propagated predominantly through the
Si particles and occasionally through the Fe-rich intermetallics. When the iron content was
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below 0.57 wt%, the iron intermetallics were mainly α-Al8Mg3FeSi6 or α-Al5Fe3Si2, whereas
above that, the Fe-intermetallics occurred mostly as β-Al5FeSi, which was found to be detri-
mental to the vibration fracture resistance.

According to Taylor [21], directly after the onset of plastic deformation, Al-7Si-0.3Mg sand-
cast alloys display microcracks which are associated with brittle grain boundary cracking and
cleavage of plate-shaped iron intermetallics, although the iron content is as low as 0.1 wt%.
Intermetallics can be seen only in part of the grain boundaries that failed by brittle fracture. In
die-cast alloys, microcracks occur due to fracture of small intermetallic particles located at
interdendritic boundaries. With the increase in strain, Si particles at grain boundaries begin to
fracture, followed by decohesion from the matrix.

Dinnis and Taylor [22] examined the microstructure of Al-7.0% Si-1.0% Fe alloys during tensile
deformation using optical microscopy and in situ SEM. He found that the needle-like β-iron
intermetallics are cracked easily in the earlier stages of deformation, whereas the α-iron
Chinese script intermetallics can withstand a higher stress. When the form of the iron inter-
metallics was changed from Chinese script to needle-like, crack initiation did not occur at the
silicon particles but at the iron intermetallics.

Villeneuve et al. [23] found that in Al-13% Si-Fe alloy castings, cracks appeared within the β-
Al5FeSi platelets rather than at the β/Al interface. This is due to the brittle nature of the β-phase,
whereby the platelets are easily split into two halves.

1.4. Solidification rate

As the solidification rate directly affects the microstructure of an alloy casting, it is expected
to affect the fracture behavior as well. The work of Alkahtani et al. [24] on the tensile testing
of Al-7Si-0.3Mg alloy showed that, in sand-cast alloys, microcracks are associated with brittle
grain boundary cracking and the cleavage of plate-shaped intermetallics and can be observed
only in those parts of the grain boundaries that failed by brittle fracture, indicating an inter-
granular fracture mode. In die-cast alloys, all microcracks observed are due to the fracture of
small intermetallic particles and located at interdendritic boundaries, indicating the fracture
mode to be the transgranular type.

The work of Cáceres et al. [25] on fracture behavior of an Al-7Si-0.4Mg (A356.0) casting alloy
shows that under low cooling rate conditions, when coarse structures are observed, the cell
boundaries are distinct, the cracked particles are located with equal probability in the cell and
grain boundaries, and the fracture mode is of the transgranular type. At high cooling rates
(viz., in fine structures), the cracked particles are preferentially located in the grain boundaries,
and the fracture mode is of the intergranular type.

In a similar study, Wang et al. [26] observed that in large cell-size materials, the fracture tends
to occur along the dendritic cell boundaries (transgranular fracture), while for smaller cell-size
materials, the fracture path runs along grain boundaries in an increasing proportion (inter-
granular fracture). The proportion of intergranular fracture increases from zero at large DAS
values to about 60% for small DASs.

On the Fractography of Impact-Tested Samples of Al-Si Alloys for Automotive Alloys
http://dx.doi.org/10.5772/63409

33



The work of Samuel and Samuel [27] on 319.2 alloys using end-chill castings showed that, in
general, fracture surfaces of alloys obtained at 5-mm distance from the chill (DAS ∼15 μm)
displayed a transgranular mode of fracture, typical of ductile materials. At the highest distance
from the chill (100 mm, DAS ∼95 μm), however, the fracture was of the intergranular type,
customarily associated with brittle, low-ductile materials.

1.5. Porosity

According to Dinnis et al. [28], after the onset of plastic deformation which generates micro-
cracks, intense shear bands commonly form. They are oriented in directions of about 45 de-
grees with respect to the tensile axis and propagate preferentially along grain boundaries.
Microcracks grow and link along these shear bands. The presence of porosity can support
shear band formation but does not initiate shear bands in the absence of the intermetallic
particles. In certain cases, pores can even act as crack stoppers if located at the tips of sharp
cracks.

Estensoro et al. [29] studied the fatigue behavior of two cast Al-7% Si alloys, with magnesium
contents of 0.3 and 0.45%, respectively, and observed a very strong effect of defects (porosity)
on the fatigue life. Fractographic examination showed that the strong scatter in fatigue life was
associated with the amount of porosity in the specimen and determined by the number, size,
and location of the pores in the fatigue specimens. The dispersion was more significant when
the porosity emerged at the specimen surface. They also found that porosity exerts more
influence on fatigue life than chemical composition or heat treatment.

In their investigation of the high-cycle fatigue testing of AlSi11 cast aluminum alloy, La-
dos and Apelian [30] also showed that casting voids reduce the fatigue strength and lead
to early fracturing. Crack initiation occurs at these voids, particularly if the porosity acts
as a stress concentrator. The crack initiation times are strongly influenced by the position
of the porosity, viz., whether it is close to the surface or to the center of the specimen.
Savelli et al. [31] also reported that, in cast AlSi7Mg0.3 aluminum alloys, internal pores
are responsible for the crack initiation of fatigue cracks. Based on this, a mathematical
model was proposed by them to predict the fatigue life using pore dimensions as the
main parameter.

2. Experimental procedure

The primary A356.2 and experimental 319 alloys used in this study were supplied in the form
of 12.5-kg ingots. The chemical compositions of the as-received alloys are listed in Table 1. The
two 319 alloys used differ from each other in their Mg contents, where the B319.2 alloy
contained 0.4 wt% Mg compared to 0.002 wt% in the 319.2 alloy. The Mg level of 319 alloys
used in automotive applications is generally of the order of ∼0.4 wt%.
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Study code AA alloy Element (wt%)
Si Cu Mg Fe Mn Zn Ti Sr Pb Al

EA 319.2 6.06 2.98 0.002 0.12 0.023 0.006 0.007 0.0003 – bal.
IA 319.2 6.12 3.57 0.0719 0.405 0.0939 0.0483 0.138 0.00024 – bal.
IB* B319.2 6.22 3.21 0.40 0.15 0.026 0.0034 0.0075 – – bal.
IC A356.2 6.78 0.02 0.33 0.11 0.04 0.04 0.08 – 0.03 bal.

*IB alloy was prepared from EA alloy where the Mg level was increased to 0.4 wt%.

Table 1. Chemical compositions of 319 and 356 alloys.

Fracture surfaces of impact-tested samples were examined in order to determine the crack
initiation and propagation behavior with respect to the alloy compositions and melt treatment
conditions. Samples were cut approximately a quarter inch from the fracture surface where
the upper part was used for examination. Extra care was taken during the cutting to avoid
contamination of the fracture surface. The bottom of the sample was ground to flatten it and
then mounted on a standard base with a special glue. Several samples were kept together in a
box and classified systematically according to their chemical compositions and melt treatment
conditions before they were placed into the specimen chamber of a scanning electron micro-
scope. The SEM work was carried out using a scanning electron microscope operating at 15
kV.

3. Fractography results

Optical microscopy and SEM were used to examine the facture surfaces of selected impact-
tested samples. In each alloy, samples with the lowest and highest iron levels were taken,
obtained at the highest and lowest cooling rates (i.e., at DASs of ∼23 and ∼85 μm). In each
case, at least two SEM micrographs were taken, one from the edge and one from the central
region of the fracture surface, to observe the crack initiation and crack propagation character-
istics, respectively. In addition, interesting features appearing on the fracture surface were also
examined. Optical micrographs from longitudinal sections (perpendicular to the fracture
surface) of these samples, particularly those of A356.2 alloy, were also obtained, to further
interpret the fracture process.

3.1. SEM fractography

The popular use of a scanning electron microscope for fractography studies is on account of
the fact that it allows for a direct examination of the fracture surface without the need for a
replica, as in the case of transmission electron microscopy. One of the great advantages of the
SEM is its ability to examine specimens at low magnifications of about 50 diameters and then
enlarge regions of special interest to very high magnifications.

Both backscattered electron and secondary electron modes of operation are normally used for
fractographic purposes. The secondary electron image (SEI) offers a better resolution, whereas
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the backscattered electron image (BEI) offers an improved image contrast that is necessary in
the case of smooth specimens and at low magnifications. The high image contrast is, however,
accompanied by a loss of resolution, inherent with the backscattered mode of operation.

Backscattered electrons are electrons with high energy (equivalent to that provided by the
accelerating voltage, which is usually in the range of 20–25 kV). The electrons escape from as
deep as 300 Å in the specimen. Because of scatter within the specimen, the resultant source is
much larger in diameter than the incident-beam diameter. On the contrary, the secondary
electrons that are generated possess energies of about 20–50 eV (maximum), which is no more
than is required for the electrons to escape from the top 100 Å layer of the specimen. A zone
within 100 Å of the surface, then, constitutes the source of secondary electrons that can be
captured by the electron collectors. Secondary electrons generated further within the specimen
do not have enough energy to escape. The difference in the volume of the source for the two
types of electrons accounts for the difference in resolution [32]. Most of the fractographs
presented here are BEIs, to bring out the contrast in the various features observed on the
fracture surfaces of the samples studied.

3.2. Alloys 319.2 and B319.2 (alloys A and B)

The SEM fractographs of the 319.2 alloy sample corresponding to the 0.4% iron level and
highest cooling rate are presented in Figures 4 and 5, taken respectively from the sample edge
where the sample was hit during impact testing and the center of the sample surface.

Figure 4. SEM micrograph showing fracture surface of alloy 319.2 (0.4% Fe, DAS 23 μm, unmodified, edge).

The features exhibited in Figure 4 are typical of cleavage fracture, as is expected to be the case
at high deformation rates during impact loading. The fracture plane changes orientation from
grain to grain. A certain amount of intergranular cleavage is also observed in the form of
secondary cracks. The fracture surface reveals the presence of β-Al5FeSi iron intermetallic
platelets, undissolved CuAl2 or Al7Cu2Fe (insoluble phase) particles (since all alloy samples
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were T6-heat treated), and acicular Si particles surrounding them. The fragmentation of all
three particle types indicates that possibly all three could have acted as crack initiation sites.
The microstructural constituents of interest in Figure 4 and those that follow have been marked
in each case.

Figure 5, taken from the central region of the fracture surface of the same sample, shows a
cracked α-iron script particle, surrounded by brighter Cu-containing phase particles on either
side. The presence of cracks within these particles confirms how crack formation is facilitated
when such intermetallics are present in the microstructure.

Figure 5. SEM micrograph showing fracture surface of alloy 319.2 (0.4% Fe, DAS 23 μm, unmodified, center).

At the highest iron level (0.8%) and lowest cooling rate, the SEM fractograph of Figure 6 reveals
that crack initiation occurs by massive cleavage of the brittle β-Al5FeSi phase. A profusion of
β-platelets is expected to be observed in the alloy microstructure at such Fe levels and, as can
be seen, the crack propagates from one β-platelet across the other, along the direction de-
lineated by the open arrows. In an ordinary two-dimensional optical micrograph, these β-
platelets would appear in the form of branched needles. The much larger dimensions of the
plate-like β-Al5FeSi phase would make it more susceptible to crack initiation compared to the
Si particles, even if the latter occurs in brittle, acicular form in the unmodified alloy.

In cleavage fracture, the fracture path follows a transgranular plane that is usually a well-
defined crystallographic plane, as is judged to be the case by the relatively smooth surfaces of
the β-platelets seen in Figure 6. The central area of the fracture surface of the same sample,
Figure 7, shows instances of the Cu-containing (brighter) phase, precipitated on the β-platelets,
amplifying the likelihood for crack propagation through these locations. The crack propagates
in the direction denoted by the open arrows, along the cleaved intermetallic particles. A
number of secondary cracks are also observed in the vicinity. In keeping with the brittle fracture
features observed in Figures 6 and 7, this sample exhibited a low impact energy of 1.90 J.
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In the case of the modified 319.2 alloy containing 0.4% Fe and obtained at the highest cooling
rate, the SEM fractographs, Figures 8 and 9, revealed considerably different characteristics.
Upon application of a high deformation rate during impact loading, Figure 8, the β-platelet at
the edge of the sample fragmented into several smaller segments, rather than undergoing
cleavage as was observed in Figure 4 for the unmodified alloy. Keeping in mind the effect of
Sr (in the modified alloy) on the dissolution and fragmentation of the β-Al5FeSi phase, the

Figure 6. SEM micrograph showing fracture surface of alloy 319.2 (0.8% Fe, DAS 83 μm, unmodified, edge).

Figure 7. SEM micrograph showing fracture surface of alloy 319.2 (0.8% Fe, DAS 83 μm, unmodified, center).
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deterioration of the β-phase caused by Sr addition would more likely result in the fragmen-
tation of the β-platelets rather than their cleavage (as observed in the case of solid β-platelets
in the unmodified alloy). Consequently, crack propagation would proceed at a slower rate,
leading to higher impact energy, as indicated by the EI, EP, and ET values of 16.39, 14.57, and
30.96 J, respectively. In addition, the transformation of the eutectic Si particles from acicular to
fibrous form would also result in a more ductile fracture mode.

Figure 8. SEM micrograph showing fracture surface of alloy 319.2 (0.4% Fe, DAS 23 μm, modified, edge).

Figure 9. SEM micrograph showing fracture surface of alloy 319.2 (0.4% Fe, DAS 23 μm, modified, center).
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Comparing the much higher magnification image of Figure 8 (2000X) with that of Figure 4
(500X), one may also estimate the much smaller sizes of the β-platelets obtained in the modified
alloy. Figure 9 shows fractured α-iron script and Cu-containing phase (bright) particles. Due
to the surrounding eutectic structure, the fracture surface is more reminiscent of ductile, rather
than brittle fracture, in spite of the cracks observed in the CuAl2 particles.

In summary, therefore, Sr-modified Fe-containing 319.2 alloys would be expected to exhibit a
mixed fracture mode. This is also reflected by their increased ductility, as was observed from
the tensile test results.

Figure 10. SEM micrograph showing fracture surface of alloy 319.2 (0.8% Fe, DAS 83 μm, modified, edge).

Figures 10 and 11 show SEM fractographs taken from the modified 319.2 alloy sample
containing 0.8% Fe and obtained at the lowest cooling rate. Comparing Figure 10 with Figure 6
corresponding to the same alloy in the unmodified condition, the effect of Sr on the β-Al5FeSi
phase is evidenced, in the deteriorated appearance of the latter (see medium gray regions all
over the fracture surface). The small bright spots in Figure 10 correspond to particles of
undissolved CuAl2. In Figure 11, however, the bright regions (marked C) viewed on top of the
β-platelets are Cu-containing phases, most likely Al7Cu2Fe. As observed by Li et al. [10, 33],
this phase is insoluble even after 100 h solution heat treatment at 500°C. Compared to the flat
surface of the β-platelet marked B, the perforated nature of those marked A is quite clear. Due
to the high Fe content of the alloy, the volume fraction of β-Al5FeSi phase, although consider-
able, appears distributed as smaller platelets all over the microstructure. It is interesting to
note from the smooth surface of the β-platelet at B (and that at C below) that the β-platelets
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not modified by Sr cracked by cleavage quite easily, whereas elsewhere, the crack passed
through other regions (e.g., eutectic Si) as well, as evidenced by the intergranular cracking.

Both cleavage fracture and intergranular fracture are characteristically low-energy mecha-
nisms, and the simultaneous operation of both can occur when the resolved stresses for
transgranular cleavage are approximately equal. Also, if the preferred grain boundary fracture
path is not continuous, and if the cleavage stress is relatively low, the regions that do not
fracture intergranularly can fracture by cleavage. Figure 11 shows an example of this type of
fracture.

Figure 11. SEM micrograph showing fracture surface of alloy 319.2 (0.8% Fe, DAS 83 μm, modified, center).

From the overall mode of fracture observed in Figures 10 and 11, the modified alloy exhibits
more resistance to crack propagation than that offered by the unmodified alloy (cf. EI and EP

of 1.30 and 0.60 J with 1.63 and 1.43 J in the unmodified and modified alloys, respectively)
where the brittle fracture/cleave features reflect the ease of crack propagation in that sample.

In what follows, some of the interesting features that were observed in the analysis of the
fracture surfaces of various 319.2 alloy samples studied will be shown. These samples were
selected to highlight other microstructural aspects such as inclusions or porosity, besides the
α- and β-iron intermetallics and Si particles, which could affect the fracture behavior.

The SEM micrograph of Figure 12 shows the cleavage fracture of an α-AlFeSi intermetallic
particle in the modified 319.2 alloy sample containing 0.8% Fe and obtained at the highest
cooling rate. The fracture consists of several cleavage steps that provide an indication of the
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local direction of crack growth. Further above, the cleavage planes followed by the crack show
various alignments, as influenced by the orientations of individual grains.

Another feature of cleavage fracture, the “tongue” appears on cleavage facets as very fine
slivers (see arrows marked T) that result from cleavage across micro-turns formed by plastic
deformation at the tip of the main propagating crack. Around the α-AlFeSi particle, the
surrounding eutectic Si regions are identified by the small microvoids and dimpled nature of
the fracture surface, indicating the mixed fracture mode of the sample. The EI, EP, and ET in
this case are 8.71, 1.31, and 10.02 J, respectively.

Figure 12. SEM micrograph showing fracture of α-AlFeSi intermetallics in alloy 319.2 (0.8% Fe, DAS 23 μm, modified).

It should be mentioned here that the iron intermetallic phases/particles referred to in the
different fractographs presented in this chapter were identified using EDS analysis. The flat
cleaved surfaces of these iron intermetallics facilitated identification. For the Cu-containing
particles, it was difficult to obtain the exact composition of the CuAl2 particles due to their size
and the uneven nature of the surrounding fracture surface. In the case of the Al7Cu2Fe phase,
as it occurred on top of the β-Al5FeSi phase (the precipitation of the Al7Cu2Fe phase follows
that of the β-Al5FeSi phase [34]), its composition could not be verified correctly, as well.

Figure 13 shows another fractograph of the same sample, where the fracture surface consists
of interlinked β-phase regions that would probably correspond to more than one branched
β-platelets. Alpha-Al dendrites appear through parts of the β-phase where dissolution of the
platelets has occurred. Dimpled rupture of the eutectic Si regions interspersed in between is
also observed. The shallow, depressed nature of the dendrite observed near the white arrow,
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together with the darker void region below (black arrow), indicate the existence of a pore in
this area, which would have facilitated crack propagation. The smooth interface between the
β-phase and the α-Al dendrite and the pore linked to them affirms the feedability-related
characteristics of the β-platelet phase, aiding in the formation of porosity.

Figure 13. SEM micrograph showing fracture of β-AlFeSi intermetallics in alloy 319.2 (0.8% Fe, DAS 23 μm, modified).

Figure 14. SEM micrograph showing fracture of both iron and copper intermetallics in alloy B319.2 (0.8% Fe, DAS 23
μm, unmodified).
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Figure 14 shows the fractograph taken from the unmodified B319.2 alloy sample containing
0.8% Fe, obtained at the highest cooling rate. Transgranular fracture of all intermetallics viz.,
the α-Fe, β-Fe, and Cu-containing phases is observed. In this alloy, containing a higher level
of Mg, the Cu-phase would include Al5Mg8Cu2Si6 and Al15(Mn,Fe,Cu)3Si2, in addition to the
CuAl2 phase. The presence of cracked Si particles and associated microvoids are also seen.

A comparison with the fractograph shown in Figure 6 (same Fe level, but lowest cooling rate)
shows how a high cooling rate is more effective than the Fe content in determining the size of
the β-platelets that result and, hence, the nature of the fracture, i.e., fragmentation or cleavage
(this point is further brought out in the context of Figure 16). The corresponding EI, EP, and
ET values of this sample are 6.18, 1.40, and 7.58 J, respectively. However, as Figure 15 shows,
the β-platelet can still fracture by cleavage, particularly in regions where several platelets have
precipitated together. The smooth surface of the various β layers in the figure clearly indicate
that fracture in this part of the specimen occurred by cleavage. It is not hard to imagine the
branched appearance of these several platelets in a two-dimensional optical micrograph.

Figure 15. SEM micrograph showing fracture of β-platelets in alloy B319.2 (0.8% Fe, DAS 23 μm, unmodified).

The SEM fractograph, shown in Figure 16, of the same 0.8% Fe-containing unmodified B319.2
alloy obtained, however, at the lowest cooling rate shows clearly the massive dimensions that
the β-Al5FeSi platelets can attain at the same 0.8% Fe level, depending upon the solidification
conditions. Again, the platelet fractures by cleavage, the open arrow indicating the cleavage
direction. Secondary cracks (white arrows) are also observed when the crack propagates
through the eutectic Si regions.

Figures 17 and 18 are SEM fractographs obtained from modified 319.2 and B319.2 alloys,
respectively, under the same Fe and solidification conditions (0.8% Fe, lowest cooling rate).
The rather large dimensions of the pore observed in Figure 17, as evidenced by the untouched
α-Al dendrites sitting inside, show how the β-phase platelets lodged beside (1) and between
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(2) the dendrites restrict the flow of the liquid metal in the surrounding region and hence lead
to the formation of porosity. The presence of the pore facilitates fracture. In contrast to the
fractured β-platelets (e.g., 3 and 4) around the pore area, the β-platelets within the pore did
not participate in the fracture process and remained quite intact.

Figure 16. SEM micrograph showing fracture of β-AlFeSi intermetallics in alloy B319.2 (0.8% Fe, DAS 83 μm, unmodi-
fied).

Figure 17. SEM micrograph showing the effect of porosity participating in the fracture behavior of alloy 319.2 (0.8% Fe,
DAS 83 μm, modified).
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Figure 18. SEM micrograph showing the effect of porosity participating in the fracture of alloy B319.2 (0.8% Fe, DAS 83
μm, unmodified).

Similarly, Figure 18 shows an example of a pore observed on the fracture surface of the
modified B319.2 alloy. In this instance, the pore appears to be much smaller in dimension and
more shallow than the one depicted in Figure 17 with fragments of cleaved β-phase platelets
on the surrounding fracture surface. The dissolution of the β-platelets due to the effect of Sr is
more evident in this fractograph.

3.3. Alloy A356.2 (alloy C)

As was done for the 319 alloys, the fractographs of A356.2 alloy samples covering the lowest
Fe content—highest cooling rate/optimum property and highest Fe content—lowest cooling
rate/minimum property conditions have been selected for discussion purposes, to bring out
the contrast in their fracture modes and hence comprehend the difference in their impact
properties.

As Voigt and Bye [35] have commented, features appearing on the fracture surfaces of Al-Si-
Mg casting alloys such as A356 alloys can be very difficult to interpret due to the lack of SEM
contrast between the α-Al and the eutectic Si phases appearing on the surface. As Al and Si
are close in their atomic numbers, even the use of SEM techniques such as backscattered
electron imaging cannot provide additional phase contrast. However, the features observed
on the fracture surfaces of A356 alloys can be more clearly interpreted based on a study of the
surface crack initiation and propagation process. Usually, by observing the microstructure just
below the surface that can be observed inside the crack using SEM techniques, or else by
studying longitudinal sections of the fractured samples (perpendicular to the fracture surface)
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using optical microscopy, additional information can be obtained that is useful in analyzing
the fracture behavior.

Figures 19 and 20 are the SEM fractographs taken from the modified A356.2 alloy sample
containing 0.1% Fe and obtained at the highest cooling rate. Figure 19 shows the fracture to
be of the transgranular dimpled rupture type. As mentioned before, the BEI image does not
provide a good phase contrast.

Figure 19. SEM micrograph showing fracture surface of alloy A356.2 (0.1% Fe, DAS 23 μm, modified, edge).

Figure 20. SEM micrograph showing fracture surface of alloy A356.2 (0.1% Fe, DAS 23 μm, modified, center).
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The fractograph of Figure 20 taken from the center of the sample shows these features more
clearly. Note the fine Si particles in the structure. The absence of intermetallics, due to the low
Fe content, together with the fine Si particles obtained under the optimum alloy conditions of
a high cooling rate and Sr modification, results in the sample exhibiting the highest impact
energy (80.88 J).

Figures 21 and 22 depict the SEM fractographs of the unmodified A356.2 alloy sample
containing a high Fe level (0.6%) and obtained at the lowest cooling rate. The presence of
massive β-Al5FeSi platelets in the alloy microstructure under these conditions results in the
brittle fracture of the sample. As Figure 21 shows, crack initiation takes place by the fragmen-
tation of the β-phase at the edge of the sample and some amount of transgranular fracture, as
well, whereas the crack propagates by cleavage fracture, as evidenced by the relatively smooth
surfaces of the β-platelets observed in Figure 22, as also by intergranular fracture. Accordingly,
the impact energy of this sample was 2.45 J.

When the same alloy is modified, crack initiation occurs by fragmentation of the β-Al5FeSi
platelet, followed by cleavage, as seen in Figure 23. Modified silicon eutectic regions around
the β-platelet can also be distinguished. Figure 24 shows that the fracture mode is a mixture
of cleavage and intergranular fracture.

The high magnification SEM fractograph of an unmodified A356.2 alloy sample containing
0.1% Fe and obtained at the lowest cooling rate, Figure 25, reveals the eutectic Si regions much
more clearly, where the fracture is seen to occur by the transgranular brittle fracture of the
acicular Si particles (see circled areas).

Figure 21. SEM micrograph showing the role of β-Al5FeSi intermetallics in initiating fracture in alloy A356.2 (0.6% Fe,
DAS 75μm, unmodified).
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Figure 22. SEM micrograph showing crack propagation in alloy A356.2 (0.6% Fe, DAS 75 μm, unmodified).

Figure 23. SEM micrograph showing fracture surface of alloy A356.2 (0.6% Fe, DAS 75 μm, modified, edge).
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Figure 24. SEM micrograph showing fracture surface of alloy A356.2 (0.6% Fe, DAS 75 μm, modified, center).

Figure 25. SEM micrograph showing fracture of eutectic Si particles in alloy A356.2 (0.1% Fe, DAS 75 μm, unmodified).
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Figure 24. SEM micrograph showing fracture surface of alloy A356.2 (0.6% Fe, DAS 75 μm, modified, center).

Figure 25. SEM micrograph showing fracture of eutectic Si particles in alloy A356.2 (0.1% Fe, DAS 75 μm, unmodified).
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3.4. Optical microscope fractography

Regardless of SEM fractography, it is also quite useful to examine the fracture profile on
sections perpendicular to the fracture surface. This can be carried out easily using an optical
microscope. In this way, the origin of the fracture can be examined to determine if important
microstructural abnormalities are present that either caused or contributed to fracture
initiation. It is also possible to determine if the fracture path at the initiation site is transgranular
or intergranular and to determine if the fracture path is specific to any phase or constituent
present [36]. Some examples of the longitudinal sections of the A356.2 alloy samples are
presented in this section with a view to further clarify the fracture process in these samples as
their SEM fractographs did not display as good a phase contrast as those shown by the 319
alloy samples.

Figure 26. Optical micrographs showing fracture behavior of alloy A356.2 (0.6% Fe, DAS 75μm, unmodified, edge). A
high magnification micrograph of the circled area in (a) is shown in (b).
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The optical micrographs presented in Figure 26 show the polished longitudinal section of the
fractured A356.2 unmodified alloy sample containing 0.6% Fe, obtained at the lowest cooling
rate. In Figure 26(a), the edge of the sample on the left shows how crack initiation occurs by
cleavage and/or transgranular fracture of the Si particles and β-Al5FeSi platelets. The sample
edge corner is relatively straight, indicating that cracking occurred almost immediately, i.e.,
by brittle fracture mode, and the crack propagated along the direction shown.

Figure 27. Optical micrograph showing fracture behavior of alloy A356.2 (0.4% Fe, DAS 23 μm, unmodified, edge,
500×).

A higher magnification micrograph, Figure 26(b), of the fracture surface corresponding to the
circled area in Figure 26(a) shows how the crack propagates further along the fracture surface
by cleavage of the β-iron intermetallic and coarse Si particles. The persistence of such coarse
Si particles, even after solution heat treatment at 540°C/8 h, aids in inducing the brittle fracture
of the sample. Correspondingly, under such alloy conditions, the sample exhibited the lowest
impact energy (2.45 J). Figure 26 provides a good example of how optical microscopy can aid
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in providing a clearer interpretation of the crack initiation and propagation in A356 type Al-
Si-Mg alloys.

Figure 28. Optical micrographs showing fracture behavior of alloy A356.2 (0.1% Fe, DAS 23 μm, Sr-modified, edge).

The optical micrograph in Figure 27, taken from an A356.2 unmodified alloy sample containing
0.4% Fe and obtained at the highest cooling rate, shows the propagation of a secondary crack
(see white arrow) that splits a β-Al5FeSi platelet right through the middle. The crack propagates
to the end of the platelet, till it reaches the aluminum matrix which, being ductile, allows for
stress relaxation at the crack tip by local plastic flow.

On the Fractography of Impact-Tested Samples of Al-Si Alloys for Automotive Alloys
http://dx.doi.org/10.5772/63409

53



Compared to the micrographs shown in Figure 26, those obtained from the A356.2 alloy sample
corresponding to optimum energy conditions (viz., 0.1% Fe, lowest cooling rate, Sr-modified
alloy), Figure 28(a) shows how the sample edge is more curved or rounded , rather than flat
as was observed in the case of the unmodified alloy sample of Figure 26. The curvature of the
fracture surface, also clearly observed in Figure 28(b), indicates a ductile mode of rupture as
the crack propagates through the well-modified Si eutectic regions. The EI, EP, and ET values
in this case are 60.44, 20.44, and 80.88 J, respectively, compared to 1.41. 1.31, and 2.45 J in the
case of the sample shown in Figure 26.

Figure 29. Optical micrographs showing fracture behavior of alloy A356.2 (0.6% Fe, DAS 75 μm, Sr-modified, edge).

However, when the alloy Fe level is increased and the cooling rate decreased to its lowest value,
even in the Sr-modified alloy, the fracture still occurs mainly by cleavage of the brittle β-Al5FeSi
platelets, as seen in Figure 29(a). Note the sharp edge of the sample fracture surface in this
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case, compared to Figure 28. Figure 29(b) shows these features much more clearly at a high
magnification. In instances when the crack propagates through the more ductile Al-Si regions,
the fracture surface is more rounded than sharp. The corresponding EI, EP, and ET values are
3.41, 1.46, and 4.87 J, respectively.

4. Conclusions

The present research was carried out on two of the main alloys used in automotive applications,
namely 319 and 356 alloys, where the effects of iron content, Sr modification, and cooling rate
on the impact properties were studied. The main observations on the fracture behavior in
relation to the impact properties are presented in this chapter and may be summarized as
follows.

1. At low iron levels and high cooling rates (0.4% Fe, 23 μm DAS), and in the unmodified
condition, 319 alloys undergo crack initiation through the fragmentation of Si particles,
β-iron intermetallics, and CuAl2 particles. Crack propagation takes place through the
linking of the fragmented particles. A dimpled structure is observed for the Sr-modified
alloys, indicating ductile fracture.

2. At high iron levels and low cooling rates (0.8% Fe, 83 μm DAS), in the unmodified
condition, crack initiation and propagation occur through the cleavage of β-Al5FeSi
platelets (rather than by decohesion of the β-iron platelets from the matrix).

3. The morphology of the β-iron intermetallic platelets (individual or branched) is important
in determining the direction of crack propagation. Cracks also propagate through the
fracture of undissolved CuAl2 or other Cu-intermetallics such as Al7Cu2Fe, as well as
through fragmented Si particles. In the Sr-modified alloys, cracks are initiated mostly with
the fragmentation or cleavage of perforated β-phase platelets.

4. A small amount of crack initiation can also take place through the fragmentation of coarse
Si particles that have not fully undergone spheroidization or undissolved Cu-intermetal-
lics. Thus, all microstructural constituents contribute to the fracture process.

5. In the A356.2 alloys, in samples obtained under optimum conditions (0.1% Fe, 23 μm DAS,
Sr-modified alloy), cracks initiate mainly through the fracture of Si particles or the
debonding of the Si particles from the Al matrix.

6. In the unmodified condition, cracks mainly propagate through the coalescence of
fractured Si particles, except where β-iron intermetallics are present, in which case the
latter takes priority in fracture propagation.

7. In the Sr-modified condition, more of the Al matrix is involved when cracks propagate
through the linkage of fractured/debonded Si particles, as well as fragmented β-iron
intermetallics. For samples characterized by low-impact energies, crack initiation and
propagation occurs mainly through the cleavage of β-iron intermetallics.
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Abstract

The  impact  protection  systems  have  traditionally  been  developed  with  metallic
materials and structural protection applied in the automotive sector; while personal
protection systems and composite systems evolve very fast, these systems have a large
increase in applications due mainly to the amplitude of the manufacturing process. In
the composite system for impact protection, it exposes both functionality and the rigid
systems, aimed at structural protection, and flexible systems for personal protection.
Nowadays, the development of materials with ballistic applications has emphasized
protection of lightweight materials, for protection against projectiles of high and low
speeds,  among which  are  the  bullets  from weapons,  fragments  of  tempered  steel
grenade hand or aircraft fragments, or a vehicle at high speed directly against housing
and human integrity. It is necessary to investigate the mechanisms of fracture of the
materials  usually  used for  protection against  impact,  thus,  it  is  possible  to  obtain
important design systems that reduce the probability of failure and protect human lives
and reduce damage to  infrastructure  information.  In  this  chapter,  the  behavior  of
laminate sandwich-type systems, made from handcrafted ceramic plates with sheets of
polyethylene  (ultra-high-molecular-weight  polyethylene,  UHWMPE)  against  the
impact of a metallic projectile, has been explored. The experimental work was made of
two groups with different arrangements: the first group with the side that receives the
impact of ceramic material (silicon carbide, SiC)-backed polymeric material and the
second  group  with  the  side  that  receives  the  impact  on  polymer-backed  ceramic
material, the plates had dimensions 200 mm2 of thickness to 5 mm for single plates and
20 mm for double plates. The experimental test was performed following the parameters
of impact of NIJ III A standard. Some mechanisms (morphologies) of dissipation of
kinetic energy received in the components were identified, as cited below, first in the
ceramic material the formation of a crater, fracture, and delamination was observed,

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



formed  in  the  double  and  simple  plates.  Later,  in  the  fabric  polymeric  material
deformation mechanisms, such as the origination of defibrillation, conical geometry
formation, delamination, twisting, and melting fibers due to the tribological contact of
the metal  shell  impact,  were  observed.  The exploration was culminated making a
comparison between the arrangement that had higher energy absorption compared to
an additional system designed with a ceramic (SiC) with less porosity, also aside to this
chapter, it shows some of the deformed projectiles with a basic description of the fracture
obtained after the impact, complementing the overall analysis of the systems used.

Keywords: ballistic impact, UHWMPE, SiC, fractography, delamination

1. Introduction

Currently, the need to use protection systems has increased sudden impacts that may cause
damage to human or structural integrity, for example, the fall of a hammer, splashing chip
result of the fall or 1indirect impact of a solid on a tornado, and the possibility of metallic
projectile impact, in military use. In industry, some of the energy dissipation mechanisms and
phenomena  that  accompany  projectile  impact  environment-specific  materials  are  still
unknown. In order to advance the development of materials or focus on the protection of these
eventual systems, it is important to take steps to identify environmental problems, to advance
the possibility of effective impact protection solutions using known materials, using research
like this, but with effective collaboration to develop solutions and further reducing noise by
lack of resources. It is necessary to obtain collaboration of several entities, such as state and
university-industry scientific and further technological development. The research on ballistic
protection has  restricted nature;  due to  the  qualification of  the  subject  as  strategic,  it  is
necessary to continue in these strategic research for the preservation of life, and the use of
high-tech materials,  call  the  research the development  of  materials  that  have a  minimal
negative impact on the environment, which would be a second function of protecting life.

2. Protection systems

A protection system emerges as an assembly of components where each has its own functions
to protect an item or human being through the absorption of kinetic energy derived from direct
or indirect collision with a projectile. Systems can be flexible, formed by rigid or polymer
fabrics or metals, or ceramic plates and rigid polymers. Systems can be formed by various
materials as sandwich panels; an example applied is usually illustrated in Figure 1. The
penetration mechanism is shown in a system designed by a combination of plastic, center of
ceramic material, with a backrest-purpose flexible application–specific protection material.

The polymers have been occupying spaces where metal and ceramic materials were predom-
inant, now in response to the need for mass reduction, polymeric materials have applications
in light protection such as suits, military [1] hardware, and rigid applications in specific parts
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of helicopters and land vehicles. Compounds systems aim at combining the properties of
individual resistance of each material to obtain a higher property required. In recent years,
with the ultrahigh molecular weight polyethylene (UHWMPE) sheet and addressing, different
fibers get increased kinetic energy absorption [2]. The composite systems may be obtained in
a variety of ways with advanced manufacturing processes [3]; with the fibers such as aramid
and ultrahigh molecular weight polyethylene, it is possible to develop products for protection
against projectiles, whereas ceramic materials without compromising the volume thereof do
not represent effective protection and need to be combined with metal and/or polymers for
designs in areas such as aerospace or personal protective competing with kinetic energy
absorption of steel [4].

Figure 1. Composite panel (1, polymer; 2, ceramic flexible; 3, backing).

3. Materials and methods

The selection of materials was made from knowledge of the properties of polymers and
ceramics used in ballistic applications [5–8]. Silicon carbide (SiC) was selected as the ceramic
material because of the high hardness, high abrasion resistance, and its history in ballistic
applications [9], besides being a commercial ceramic. The properties of SiC are due to the type
of atomic bonding and crystalline structure hexagonal designed that cubic form α– SiC, the
structure obtained depend on the method used for their production; in this case, the powder
of silicon carbide used is produced by the Acheson process, which involves the reduction of
silica sand in contact with petroleum coke or anthracite to a temperature close to 2400°C for
36 h, to form the commercial grade SiC α [10]. The properties of the ceramic used are as follows:

• Grain size: 10–50 μm

• Purity of material: silicon 80%, 20% silica binder based on cellulose apparent porosity of
40%
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• Average true density: 1.60 g/cm3, obtained by making direct mass and volume of samples

• Temperature: 1250°C

• Plate dimensions: 197 ± 197 ± 3 mm × 3 mm × 5 ± 1 mm

• Average mass of plate: 293.4–312.9 g

• Theoretical density of SiC: 3.1–3.2 g/cm3 [11]

• Color: green

• Composed of compaction at atmospheric pressure, subsequently sintered in an electric
furnace at 850°C

Figure 2. Morphology of the ceramic plates.

To determine the porosity of the samples, initially the specimens were dried and sintered in
an oven at 850°C, then these were tested according to the ASTM C1039 standard for the
apparent porosity of 40%; the surface porosity of the plates was 46% obtained using image
analysis software. Image A in Figure 2, the plate obtained is shown unmodified, exhibits the
surface porosity resulting from compaction process. Image B is observed at the surface of the
plate with epoxy resin coating after dipping process, the isometric view. In image C, a portion
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of the plate with magnification 100× microscopy, where the resin has achieved infiltration into
the porous body thereof, image D, as can be seen to the shaped plate bodies, is observed to be
adhered to the polyethylene sheet (UHWMPE).

The flexible material selected for the system embodiment was laminated fabric of ultrahigh
molecular weight polyethylene (UHMWPE) given the properties of high kinetic energy
absorption in ballistic protection systems published in the current literature. In Figure 3, the
morphological composition of the panel, in which each of the layers consisting of parallel
threads, in the configuration of two successive layers in the same orientation panel is observed;
the next two layers are oriented perpendicularly to the direction of previous threads. In
Figure 3, image A, the panel is illustrated with an impact recording, seen isometrically. In
images B and C, the panel approach is illustrated; it is evident that the diameter of each wire
was about 18 μm and the size of the fabric to the development of the system was 200 mm × 200
mm ±3.

Figure 3. Images polyethylene ultrahigh molecular weight used.

The adhesive used in exploration is epoxy resin due to its good response, good heat sink
residual stress, and compression stress [12], with better properties than polyester or phenolic
resins have high hardness and very good adhesion in inhomogeneous materials [13]. Some of
the properties of the epoxy resin used in this work are as follows:
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Density: 1.1–1.4 g/cm3.

Glass transition temperature: 120–190°C.

Viscosity: 113 centipoise at 22°C, viscosity taken in laboratory viscometer Brookfield of the
Instituto Tecnológico Metropolitano, Medellin, Colombia. Main features are as follows: low
shrinkage, good mechanical performance up to 180°C, good chemical resistance, high wear
resistance, and high crack resistance.

3.1. Ballistic essays

As a destructive testing protocol, Ballistic Resistance of Body Armor NIJ Standard-0101.06,
Section 4.2.1.2 [14], where the configuration of ballistics test is conditioned, is considered. In
Figure 4, the graphical representation of the assembly for performing the impact test is
observed. In Figure 5, the projectile used is shown, in side view, according to the standard for
conducting the tests.

Figure 4. Assembly required for testing ballistic impact, NIJ standard.

Figure 5. Longitudinal dimensioning of the projectile used.
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3.2. Fractography

For the characterization of the mechanism fault at macrometric scale, a calliper gauge to
measure the diameters of the input crater and the output crater cone formed in the flexible
phase of the system was used. To observe the cross section of a system, hydrocutting was used
and the impact zone was analyzed, and to observe the details in the deformations through
optical microscopy, the results are presented in the following sequence.

To manufacture the laminated composite systems the following process was carried out: they
were placed, plates and sheets organized by polyethylene, in a cubic container that contains
enough volume to be immersed in the epoxy resin, which was poured manually. The curing
process of the resin is carried out at a room temperature of 19–25°C with a time period of 24 h
because there it was recommended to use furnace having ceramic covered surface plates with
epoxy resin; and the process contraction of the resin may crack the plates.

As a response variables to the impact factors such as diameters generated (input, output, and
plastic cone on flexible material) are considered. In Figure 6, designs for impact analysis are
shown. Group A (see from right to left) corresponds to the arrangement of the system with
main layer receiving the projectile in woven polyethylene with ceramic backing and group B
(see from left to right) corresponds to the arrangement of the system with main layer receiving
the projectile in ceramic-backed polymer fabric. To perform the ballistic test for each impact
system and perform characterization using optical microscopy, the samples were selected
randomly to observe the predominant interaction in each of the systems.

Figure 6. Impact sides. Direction side A: impact through UHWMPE; direction side B: impact through ceramics.

4. Results and discussions

4.1. Case I. Ceramic plate in front and polyethylene flexible as backing

In this case, the experiment was carried out placing the ceramic plate and receiving the metal
projectiles, which were obtained with different morphology of some fractures as cited below.
The bullet entered forming a crater that eroded an area of ≈3 mm around the crater and it is
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recalled that the initial diameter of the projectile was 9 mm. In Figure 7, drilling obtained as a
result of the impact is illustrated in the left panel, the image formation of five cracks with
perpendicular impact is illustrated in the right image; such fractures that move only by the
surface plate without presenting complete rupture were observed. Possibly the presented
erosion was due to the deformation process of the projectile, whereas the drilling system was
due to their characteristics that greater drag is not imposed as a result if a large number of
traces are drilled. The highlighted panel is uniform along the axial symmetrical quasierosion
drilling.

Figure 7. Footprint of the projectile on the ceramic plate.

4.1.1. Fractography of Case I

The footprint of the projectile after passing through the system, the flexible fabric material
ultrahigh molecular weight polyethylene, important evidence deformations caused by the
moving projectile, and fractures shown are reflected in these images.

Figure 8. Images to backing fractography.
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The isometric view of the composite system is observed in Figure 8. The overall damage done
by projectile in the material can be seen in image A; an approach breakage of the fibers is shown
in image B, along with the tag marked with red arrows in the footprint direction taken by
transverse waves, which end with the formation of a neck in the laminate plane (image D),
total rupture of the primary fibers that come into direct contact with the projectile, fracturing
the flexibility scheme delamination near the area impact. The deformation of the polyethylene
layers results in a 12 mm high cone, with almost 40 mm base diameter and 18 mm in the outlet
of the projectile; the fiber tear around the hole and image B together with the cone can be seen;
deformation caused to the projectile as a result of the penetration process.

Figure 9. Output of the projectile.

Figure 9 shows the formation of a neck (necking) in the laminate plane, the total disruption of
the primary fibers that come into direct contact with the projectile; the projectile completely
passes through detailed, they deform the polyethylene layers forming a 12 mm high cone with
resulting delamination process with cross section of the projectile on the system; the defor-
mation petals on the flexible layer is called petaling.

4.2. Case II. Flexible fabric in front and ceramic as backing

4.2.1. Fractography of Case II

Figure 10 shows the location of the plates and the direction of impact test that was obtained
after subsequent analysis of fractography.

In Figure 11, as shown from top to down, the plate is in isometric view, where the penetration
hole of the projectile, in image A, shows the detailed view with increased detail in which the
crater is formed with broken fibers, the shearing caused tissue and adjacent tissues delamina-
tion of the crater. Image B is observed, twisting and fusing the fibers as the result of mechanisms
present after impact stress, image C is detailed in the image cutting and twisting the fibers of
polyethylene during ductile voltage departure.
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Figure 10. Projectile input direction side A, impact thought UHWMPE.

Figure 11. Fractography in the projectile output zone.

In Figure 12, the fractography of a system receiving the projectile double ceramic plate that is
10 mm thick and double back sheet flexible polyethylene is shown; image A is highlighted by
the mark left by the projectile detailed, which enters flexible face with a hole diameter of the
projectile (9 mm), greater penalties, and the rear face forming a crater that is eroded in an
inhomogeneous way around the inlet port, cracks occur, which travel only by presenting
external ceramic plate breakage. Rupture plates with crater formation in stages with the
passage of the projectile are observed. The geometry of the crater [6, 15, 16] has formed in the
radial symmetry breaking evenly.
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Figure 12. Fractures and cone on the plate “Backing”.

In Figure 13, a frontal approach presents originated crater, streaking in the resin layer with a
radial direction and erosion on the area near the impact surface is highlighted. The strain
energy breaks the crater forming cracks from the edge to the back of the panel, which travel
through the ceramic material, the breakage of fibers near the orifice, and close to delamination
contact area.

Figure 13. Crater originated in the double ceramic plate.

In Figure 14, the morphology of the system in cross section cab be observed, which was created
using water jet cutting. The image in the input direction of the projectile, which originated a
large area delamination and spalling inside the plate, and in the radial direction of the projectile
is observed. It is observed that vacuum is created conically. Interlayer resin deformation only
in the input diameter of the projectile in the plate target can be seen; it can be ensured that
achieving attenuate kinetic energy, which is distributed in the ceramic plates, meaning through
spalling, but without stopping the projectile, shows that the resin layer remains intact and
shows good adhesion with the ceramic. It can be stated that the ceramic dissipates energy with
the formation of the crater, along with the flexible system, which is seriously affected.
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Figure 14. Fractography cross-sectional view.

In Figure 15, some failure mechanisms as spalling between the ceramic layers and the resin
layer can be seen in cross-section, which can be realized as the intraseparation and interlaminar
ceramic where the fracture material arrangement similar to leaves is superimposed without
total detachment. Also, the crack initiation deforming plate from contact with the projectile is
observed traveling environment symmetrically radial through the complete system. Some
fractures travel lengthwise through porosity ceramic into contact with the gaps or vacancies
in the resin layer, which ends up slowing the advance of the fracture plate in the bottom plate
continuous plastic deformation with continuity conical-shaped crater to the total output of the
projectile, with the red arrow penetrating the sense indicated.

A detail of the cross section of image A spalling is illustrated in Figure 16, which is mentioned
in the previous paragraph describing environment puncture by the displacement of the plates;
this dislocation of the solid layers is possibly the result of the trip transverse waves of energy
during the compression exerted by the projectile. The eroded layer is the result of pressure and
high temperature as a mark left by the passage of the projectile during contact with the ceramic
plates. In image B, the detailed projectile outlet and a portion of tissue shearing during impact
stress as observed drag is shown.

Figure 15. Fractography double cross view on the ceramic plate.
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Figure 16. Detail of the passage of the projectile by the ceramic body.

4.3. Fracture mechanisms in the epoxy resin layer

In Figure 17, a trace of the passage of the projectile, which crosses the plate, causing a crater
with a diameter greater than the projectile penalties, erosion causes environment entry system,
leaves a marked trace of the shear wave, is observed as deformation caused by high contact
temperature and the velocity of the projectile, which dissipates some of the kinetic energy in
the radial cracks from the impact point.

In Figure 18, the footprint on the plate epoxy resin is shown in detail in image A, the projectile
enters the plate melting the resin perimeter of hole, and waves are formed due to the rapid
solidification of the material before the passage of the projectile with high temperature. In
image B, the morphology of details of one of the waves and the rough texture caused by the
process of rapid cooling of the material is observed. In image B, the crater is observed and
chipping caused in the layer of flexible polyethylene is shown, which solidified with resin
around the crater erosion caused in response to the opposition of the material passage of the
projectile.
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Figure 17. Footprint of the projectile on the layer epoxy resin.

Figure 18. Footprint waves on the layer of the epoxy resin.

4.4. Fracture mechanism in ceramic low-porosity plates in front and UHWMPE as backing

In Figure 19, the result of the impact on a plate of silicon carbide with 5% porosity is closely
illustrated; it was manufactured by means of high pressure and temperature. In image A, a
view of the isometric plate is generally observed, in which in the center the product of impact
deformation can be seen, with the distribution transverse cracks the crater. In image B, the
front view of the crater on the ceramic plate is observed in the joint caused by shear waves that
completely fractured ceramic cracks. In image C, the center of the impact is displayed, which
completely distorts the projectile, completely dissipating the kinetic energy, and the fracture
was complete. The silicon carbide plate was very efficient, it was observed that totally absorbed
kinetic energy of the projectile, the plate with geometric characteristics and low porosity
compared to original plates, was used in the exploration, whereas the rear layer of polymeric
fabric did not present deformation and remained intact against impact, worked to contain
remaining fragments of ceramic originating from direct contact with the projectile.

Fracture Mechanics - Properties, Patterns and Behaviours74



Figure 17. Footprint of the projectile on the layer epoxy resin.

Figure 18. Footprint waves on the layer of the epoxy resin.

4.4. Fracture mechanism in ceramic low-porosity plates in front and UHWMPE as backing

In Figure 19, the result of the impact on a plate of silicon carbide with 5% porosity is closely
illustrated; it was manufactured by means of high pressure and temperature. In image A, a
view of the isometric plate is generally observed, in which in the center the product of impact
deformation can be seen, with the distribution transverse cracks the crater. In image B, the
front view of the crater on the ceramic plate is observed in the joint caused by shear waves that
completely fractured ceramic cracks. In image C, the center of the impact is displayed, which
completely distorts the projectile, completely dissipating the kinetic energy, and the fracture
was complete. The silicon carbide plate was very efficient, it was observed that totally absorbed
kinetic energy of the projectile, the plate with geometric characteristics and low porosity
compared to original plates, was used in the exploration, whereas the rear layer of polymeric
fabric did not present deformation and remained intact against impact, worked to contain
remaining fragments of ceramic originating from direct contact with the projectile.

Fracture Mechanics - Properties, Patterns and Behaviours74

Figure 19. Fractography in the ceramic plate with reduced porosity.

The failure mechanisms generally observed in this exploration have been reported, a brief
description of different types of failure is presented below. The formation of a crater followed
by crack propagation is reported in the rigid ceramic systems; Horsfalla et al. [17] and
Medvedovski et al. [18] found that it was also possible to identify the individual component
in a compound system with different functions during the deformation of the panel in these
publications and that the form of energy dissipation also depends on the materials and the
manufacturing processes. The compaction process and pressing of ceramic powders determine
the porosity in the final product, with these processes it seeks to maximize the mechanical
protection systems with high-capacity energy dissipation properties, characteristic involves
reducing the porosity at least; the pores are small defects that may act as stress concentrators
and initiators for material failure [19].

It has been found that the composite systems surpass the dissipation of energy capacity; at the
conventional systems used without any combination, Sherman and Brandon [20] detected a
sequence in the mechanisms of energy dissipation in a ceramic plate, such as the formation of
radial cracks during traction associated with this downward tensile strength of ceramics.
Cunniff et al. [21] presented the performance of ballistic polymer fiber; they also identified the
mechanisms of fracture in flexible fibers and its potential energy absorption. In the flexible
system, another predominant mechanism in tissue polymers during the dissipation of kinetic
energy is the formation of a conical pyramid backing material; it was observed that the strain
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and deformation are function of the distance of the impact; therefore, the wires are closer,
experience stress failure, whereas the most distant point of impact wires have no tension [22].

4.5. Kinetic energy dissipation

The basis for the model applied to the evaluation of these analyses was developed by Morye
et al., being the most similar characteristics presented for the study [23]. This model analyzes
the tensile failure of the primary fibers, elastic deformation of the secondary fibers, delamina-
tion, breakage of the system matrix, and the formation and movement, which are five defor-
mation mechanisms that contribute to the dissipation of energy from the projectile and are
considered a cone on the rear side of the plate of the composite. The five energy absorption
mechanisms that were applied are as follows:

Equation Application𝀵𝀵𝀵𝀵 = 𝀵𝀵𝀵𝀵𝀵𝀵 + 𝀵𝀵𝀵𝀵𝀵𝀵 + 𝀵𝀵𝀵𝀵𝀵𝀵 + 𝀵𝀵𝀵𝀵𝀵𝀵 + 𝀵𝀵𝀵𝀵𝀵𝀵 Explained in the previous paragraph Eq. (1)

ET = E + W E is the difference between the initial
and residual kinetic energies, this
corresponds to the energy lost by heat
and deformation during impact is
calculated as follows (Eq. (3))

Eq. (2)

𝀵𝀵 = 12𝀵𝀵𝀵𝀵()2𝀵𝀵 = 12𝀵𝀵𝀵𝀵()2 − 𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵 +𝀵𝀵
Vs is the initial velocity, Mp is the mass
of the projectile, and Ms is the plug mass

Eq. (3)

12𝀵𝀵𝀵𝀵()2 + 𝀵𝀵 ++ (𝀵𝀵𝀵𝀵 +𝀵𝀵)𝀵𝀵𝀵𝀵2 The additional kinetic energy (W) can be
lost through deformation during drilling
due to the presence of the circumferential
cutting zone

Eq. (4)

𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵 = 12𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵2 mci is the mass of the cone formed on the
rear face of the composite plate and is
determined by Eq. (5)

Eq. (5)

𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵2 = (𝀵𝀵𝀵𝀵𝀵𝀵2 )(e)() ρ is the density of composite laminate,
e is the flexible laminate (UHWMPE)
thickness

Eq. (6)

𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵 = 12(𝀵𝀵𝀵𝀵𝀵𝀵2 )(e)(ρ)(𝀵𝀵2) Eq. (7)

ET = E + W + Ekci Empiric equation used for this exploration Eq. (8)

Table 1. Equations used in the analysis of kinetic energy dissipation.

The total energy absorbed by the laminate composite in Eq. (1): where EFP is the energy
absorbed by the failure of the primary fibers; SAI, energy absorbed by the elastic deformation
of the secondary fibers; EKC, energy absorbed in the formation and movement of the cone at
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the rear face of the panel; EDL, energy absorbed due to delamination of the material; ERM,
energy absorbed due to breaking of the matrix.

Another model studied was presented by Retch and Ipson [23, 24]; they presented a semiem-
pirical model where a balance of kinetic energy is analyzed and the energy is dissipated by
the generation of the crater during the impact (Eqs. (6) and (7)). For the study of energy, balance
takes into account the following characteristics of the composite system: mass, density, and
dimensions of the system; mass, diameter, and velocity of the projectile; and residual impact
velocity and mass of the plug (product ejected by impact); the energy balance formula is
presented in Table 1.

FMJ (full metal jacket) round tip 9 mm diameter × 19 mm in length with a nominal mass of 8.0 g and a
speed of 436 m/s

Projectile

Case
study

Input
projectile
side

Mechanism observed Kinetic energy
projectile (J)

Kinetic energy
dissipated (J)

Kinetic
energy to
retain (J)

Case A Double flexible fabric in
front and ceramic
double plate as backing

Crater formation on ceramic
backing, ductile fracture in the
fibers, defibrillation 

577.6  342  237 

Case B Ceramic double plate in
front and double Flexible
fabric as backing 

Low crater formation on ceramic
backing, fracture in he fibers
nearly to crater and conic
formation on the UHWMPE
backing 

437.382  140 

Case C Ceramic plate with less
porosity Single in front
and double Flexible
fabric as backing 

Crater formation on the ceramic
plate with multiple fracture,
neither deformation in the
backing face. 

577.6  0 

Table 2. Results of kinetic energy dissipated.

The analysis complemented with the study of flexible and rigid systems, abstracted to
empirical analysis, modeling the energy absorption by the mechanism of formation of the cone
on the rear side of the laminate, whose vertices move at the same speed of the projectile (Vi)
and the depth thereof is equal to the total displacement of the projectile (Di), during contact,
therefore the kinetic energy of the cone Ekci can be determined using Eq. (6). In this model, a
general energy balance where we can analyze the absorption due to the formation of the crater
and the mass displaced by the projectile, valuable information for analysis systems in pre-
dominantly rigid exploration; this model can be complemented performing the model
presented by Morye et al. with Eqs. (6) and (7), assuming that the flexible polyethylene backing
(UHWMPE) remains bonded to the ceramic and can be analyzed as a circular membrane with
an initial mass that is produced in the system by reducing the velocity of the projectile. From
Eqs. (5) to (7), the kinetic energy is obtained due to the formation and movement of the cone
on the rear side of the composite plate. The results are shown in Table 2.

Fractography on Rigid Ceramics with Ultra-High-Molecular-Weight Polyethylene Fabric after Ballistic Impacts
http://dx.doi.org/10.5772/63576

77



5. Conclusions

The fractography found in the ceramic component is defined in the formation of a crater,
erosion, and fracture, while the polymer components were observed as mechanisms for
energy dissipation, delamination, cone formation, petals, breakage, and melting fibers.

A large number of failure mechanisms were observed in the design sandwich double ceramic
plate in the front and double sheet of UHWMPE in the back; they were observed as dissipation
mechanism energy, fragmentation and erosion on ceramic plates, forming petals, delamination
and cuts in polymer sheets; these evidences in the photographs were indispensable data for
the analysis of kinetic energy dissipation using the semiempirical models of Reich and Ipson
and Morye et al.

In this exploration, it was possible to observe the influence of the manufacturing process in a
system of high requirements in terms of dissipation of kinetic energy, which is why the
analyzed total dissipation of energy system was obtained by high pressure and high temper-
ature of case C as compared to cases B and C, which were manufactured by traditional
techniques.
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Abstract

Ferritic  steels,  as  other  materials,  have  different  failure  modes  depending  on  the
temperature. At elevated temperatures, they behave as ductile materials, while at low
temperatures they are brittle. There is an intermediate temperature region where these
alloys have a failure mode resulting from the competition between cleavage and ductile
mechanisms.  This  region  is  known  as  the  ductile-to-brittle  transition  zone.  The
characterization of fracture resistance of ferritic steels in the ductile-to-brittle transition
region  is  problematic  due  to  scatter  in  results,  as  well  as  size  and  temperature
dependences. American Society for Testing and Materials (ASTM) has standardized
the determination of a temperature reference (T0) for the fracture toughness character-
ization  of  ferritic  steels  in  this  region.  This  chapter  presents  the  evolution  of  the
statistical  treatment  of  fracture  toughness  data  until  the  present,  including  some
comments on T0 determination, and some aspects that require a deeper analysis.

Keywords: ductile-to-brittle, fracture toughness, ferritic steels, weakest link, master
curve

1. Introduction

The so-called ferritic steels are, as defined in American Society for Testing and Materials
(ASTM) E1921-2015aε1  [1],  “typically  carbon,  low-alloy,  and higher  alloy  grades.  Typical
microstructures are bainite, tempered bainite, tempered martensite, and ferrite and pearlite.
All ferritic steels have body centered cubic crystal structures that display ductile-to-cleavage
transition temperature fracture toughness characteristics.”
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Ferritic steels, as other materials, have different failure modes depending on the temperature.
At elevated temperatures, they behave as ductile materials, while at low temperatures they
are brittle. There is an intermediate temperature region where these alloys have a failure mode
resulting from the competition between cleavage and ductile mechanisms. This region is
known as the ductile-to-brittle transition zone, where fracture toughness decreases with
decreasing temperatures. Figure 1 shows the fracture behavior of different materials with
temperature, including some that don’t have a transition zone.

Figure 1. Fracture behavior of different materials as a function of temperature.

The characterization of fracture resistance of ferritic steels in this region is problematic due to
scatter in results, as well as size and temperature dependences [2–9].

Size effects imply decreasing of the median value of fracture toughness and a larger scatter in
small specimen than in larger ones. Figure 2 describes schematically the failure probability
density functions for a material in equal conditions but with two different sizes (thicknesses
B1 and BN), using Jc as the fracture toughness parameter.

Figure 2. Weibull probability density function for two specimen sizes.
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Originally, there were two explanations to the size effect. One was based on constraint effects,
while the other made use of statistical weakest link concepts to explain the probability to find
a cleavage initiator site at the crack front.

1.1. Constraint theory

This theory is based on the hypothesis that specimens with larger thickness present larger
constraint than thinner specimens and that the average fracture toughness will be smaller for
larger specimens than for smaller ones [10]. But this theory fails to explain the differences in
scatter for different sizes.

1.2. Statistical theory

According to this theory, there are small areas of low toughness or weak links (possible
initiators of cleavage) randomly distributed in the crack front, so that the brittle fracture would
be a statistical event (Landes and Schaffer [11], Landes and McCabe [12]). The cleavage fracture
is a local fracture process controlled by a critical stress, and it will occur when the critical stress
is reached in one of these weak links. The load required to produce the fracture will depend
upon the location of the weak link and its critical stress.

In addition to the scatter that occurs in the transition region, the weakest link model also
explains the effect of specimen size, since an increase in the length of the crack front enlarges
the highly stressed volume of material at the tip of the crack, also increasing the likelihood to
find a weak link.

Based mainly on the works of Wallin [13–16], with the master curve (MC) methodology, the
ASTM has standardized the determination of a temperature reference (T0) for the fracture
toughness characterization of ferritic steels in this region.

This chapter presents the evolution of the statistical treatment of fracture toughness data,
including some comments on T0 determination, and some aspects that require a deeper
analysis.

2. Evolution of the statistical-based theory

2.1. Weakest link original proposal

Waloddi Weibull [17] proposed a probability distribution function (later called Weibull
distribution). The probability of choosing an individual with a value X less than a given value
x is given by Eq. (1):

( ) ( ) ( )( )1 expP X x P x xj£ = = - - (1)

The function ϕ(x) can have any expression, although the simplest one is
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where

a: threshold parameter

c: shape parameter or Weibull slope

b: scale parameter

Equation (3) results from replacing ϕ(x) of Eq. (1) with Eq. (2):

( ) 1 exp
cx aP x

b
æ ö-æ ö= - -ç ÷ç ÷ç ÷è øè ø

(3)

The probability density function is

( ) dPf x
dx

= (4)

If we have a chain with N links, with each of them having a probability of failure P, the chain
will fail when the weakest link fails, so the "non‐failure" probability of the chain is

( ) ( )1 1 N
NP P- = - (5)

Then, the chain failure probability is

( ) ( )( )1 expNP x N xj= - - (6)

2.2. Landes proposal

In 1980, Landes and Shaffer [11] proposed that the cleavage fracture toughness of a metallic
specimen is controlled by the point of minimum toughness (weakest link) at the crack front.
According to these authors, it would be possible to predict the fracture toughness of large
structures or specimens by testing small specimens. Using a two‐parameter Weibull (2P‐W)
distribution, adapting the names of the variables and parameters, they proposed Eq. (7) as the
failure probability for a specimen thickness B:
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The non‐failure probability is
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For a thickness BN= N.B:

( ) ( )
0

1 1 expN
N

JcP P N
J

bæ ö
æ öç ÷- = - = - ç ÷ç ÷ç ÷è ø

è ø

(9)

The failure probability for a BN thickness results

0

1 expN
JcP N
J

bæ ö
æ öç ÷= - - ç ÷ç ÷ç ÷è ø

è ø

(10)

The problem with this distribution is that the mean Jc value of the sample, Eq. (11), tends to
zero when N tends to infinity (very large thicknesses), which is physically impossible since
every material has a minimum value of toughness:

0
1c
b

JJ
N

= (11)

In order to solve this problem, Landes and McCabe [12] proposed to use a three‐parameter
Weibull function (3P‐W), where the third parameter Jmin corresponds to a threshold parameter.
Figure 2 shows schematically the probability density functions derived from the probability
distribution given by Eq. (12), where the same threshold for both distributions can be observed
for different sizes. If the effect of size is incorporated, Eq. (13) would be applied but considering
b and J0 parameters from the distribution for B size. In this case, the probability density
functions observed in Figure 2 would be coincident.

For thickness B:
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For thickness BN = N.B:

min

0 min

1 exp Jc JP N
J J

bæ ö
æ ö-ç ÷= - - ç ÷ç ÷-ç ÷è ø

è ø

(13)

It should be highlighted that Landes and McCabe [12] found that the weakest link theory
(expressed by a 3P‐W function) described well the thickness effect in the fracture toughness
observed in the ductile‐to‐brittle transition region. But this theory of weakest link does not
have a theoretical basis to justify the relationship between the weakest link and the func‐
tion of Weibull distribution, but it was stated that the latter is adjusted to the experimental
data.

2.3. Kim Wallin proposal

Wallin [13–16] assumed that the crack‐front material presents a random distribution of
potential cleavage initiators. The cumulative probability distribution for a single critical site is
a complex function that depends, among other things, on the size distribution of the initiators,
stress, strain, temperature, loading rate, etc. It is considered that the shape and origin of the
initiators distribution is not important for the case of sharp cracks, and no global interaction
between initiators exists. It is considered that there is no interaction between initiators on a
global scale. It may happen that there is a cluster of initiators to start the macroscopic fracture,
and in this case the cluster is treated as a single site.

By means of theoretical assumptions of the probability distribution of volume elements near
the crack tip and complex mathematical deductions, Wallin obtained the following expression
for the probability of failure:

41 exp constant . B . IP Ké ù= - -ë û (14)

Note that the shape parameter is fixed and equal to 4. The theoretical assumptions of Wallin,
although different to those raised originally by Weibull, are also based on a weakest link failure
mechanism.

Taking into account the existence of a minimum value of toughness, Eq. (14) is modified
introducing a threshold parameter, and taking into account a conditional crack propagation
criterion results in Eq. (15):
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( )4
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Equation (15) is expressed in the form of Eq. (16):

4

min

0 0 min

1 exp JcB K KP
B K K

æ öæ ö-ç ÷= - - ç ÷ç ÷-è øè ø
(16)

where K0 and B0 are normalization constants.

Wallin [18] concluded that, despite the fact that Kmin depends on the temperature and material,
the value that fits the data better using small sample sizes is 20 MPa.m1/2.

2.4. Other proposals

According to Anderson et al. [19], the probability of failure based on the weakest link model
corresponds to a 2P‐W distribution of the type

2

0 0

1 exp CB JP
B J

é ùæ ö
ê ú= - - ç ÷
ê úè øë û

(17)

or, in terms of K:

4

0 0

1 exp JcB KP
B K

æ öæ öç ÷= - - ç ÷ç ÷è øè ø
(18)

Regarding the type of distribution, 2P‐W or 3P‐W parameters, the use of both distributions is
used in the classical literature [20–22]. The trend is to use a distribution with fixed parameters,
which reduces the amount of specimens required to obtain the statistical distribution in a set
of data, as would only have to determine a single parameter of the distribution (Eqs. (19) and
(20)):

2

0

1 exp CJP
J

é ùæ ö
ê ú= - -ç ÷
ê úè øë û

(19)
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(20)

Nowadays, 3P‐W is well accepted in terms of K given by Eq. (20), due to the small sample size
necessary for the estimation of K0. According to McCabe [21], such a practice would only be
suitable for establishing trends in mean toughness, however, because the tails of the fitted
distribution curves would be quite unreliable and not usable to estimate lower‐bound values.

3. Master curve

Kim Wallin [16] proposed that most ferritic steels tend to conform to one universal curve of
median fracture toughness versus temperature for 1‐inch thick specimens (Eq. (21), Figure 3).
The temperature dependence of the 1 T‐C(T) median fracture toughness is based on an
empirical equation calibrated at the T0 temperature that corresponds to a KJc(med) = 100
MPa.m0.5 (Eq. (21)). T refers to the test temperature:

( ) ( )( )030 70exp 0.019Jc medK T T= + - (21)

This curve, named MC, was standardized in 1997 by ASTM, after several decades of scientific
investigations, with the effort of researchers all over the world and the realization of some
round‐robin projects. The last version of the standard is ASTM E1921‐15aε1 [1].

Figure 3. Master Curve.
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The reference temperature (T0) must be known to place the curve in the temperature axis and
then have the fracture toughness characterization of ferritic steels in this region. The standar‐
dized procedure includes a size conversion equation for those situations where different
specimen sizes are used, and some instructions for censoring data for excessive plasticity and
ductile crack growth prior to fracture and for loss of constraint.

As the standard makes use of linear elastic fracture mechanics and the measurement of the
fracture toughness is made by means of the elastic plastic Jc parameter, their values have to be
converted to KJc equivalent values by means of Eq. (22), where E and ν are the Young and the
Poisson modulus, respectively.

2

.
1C

C
J

J EK
n

=
-

(22)

The MC concept is based on a 3P‐W distribution with shape parameter equal to 4 and threshold
value equal to 20 MPa.m0.5, for compact specimens of 1‐inch size (Eq. (20)). In this way, only K0

must be estimated.

ASTM E1921‐15aε1 [1] sets up a procedure for K0 determination. It includes the conversion of
the KJc values obtained for B thickness specimens to 1‐inch size equivalent (KJc(1T)) by means of
Eq. (23), as well as specifications for data censoring:

( )(1 )
420 20

1
Jc T JCK K B= + - (23)

This standard imposes two limits for KJc values: the first one is given by the condition of a high
crack‐front constraint at fracture (Eq. (24)):

( )
0

max 230 1
YS

J
EbK s

n
=

- (24)

The second limit states that KJc values also shall be regarded as invalid for tests that terminate
in cleavage after more than 0.05(W‐ao) or 1 mm (0.040 in.), whichever is smaller, of slow‐stable
crack growth.

The standardized procedure includes some instructions for censoring data for excessive
plasticity and ductile crack growth prior to fracture and for loss of constraint.

K0 is calculated by means of Eq. (25):
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KJc(i) corresponds to the individual KJc (originally 1 inch or converted to 1 inch equivalent), r is
the quantity of non‐censored tests, and N is the total number of tests.

The ASTM E1921‐15aε1 [1] standard also allows the T0 determination for testing speeds other
than static test and for different specimen configurations or geometries, besides the fact that
single or multiple temperature tests are considered.

Prior to the MC, ASME Boiler and Pressure Vessel Code already established the lower‐bound
KIC and KIa curves for the characterization of ferritic pressure vessel steels [23]. The reference
temperature was RTNDT instead of T0 (Figure 4). The implementation of the MC has been a huge
advance in the need to have adequate tools for treating the complexities related to temperature,
size, and scatter in the ductile‐to‐brittle transition region for ferritic steels.

Figure 4. K variation with temperature (ASME code).

4. Some aspects on the statistical data fitting

The relationship between the parameters K and J given by Eq. (22) would lead one to believe
that the Weibull slope in terms of K (bK) is twice the slope (bJ) when J data are used.

It would appear correct to think that bK = 2bJ, so if it is accepted that bK = 4, the bJ value would
be 2. But this is only valid when working with two‐parameter distributions, without a
threshold parameter.
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An analysis about the relationship between Weibull distributions expressed in terms of J and
K was presented in reference [7]. It was shown that if the JC results follow a 3P‐W, their
equivalent KJC values do not exactly fit a 3P‐W function obtained by means of a simple
transformation of the three parameters. Nevertheless, an approximated 3P‐W function in K
terms was proposed. It fits very well with the transformed values and their parameters are
related to the ones expressed in J terms.

Equation (22) is applied to convert Jmin and J0 parameters, resulting in the new parameters of
the K distribution from Eqs. (26) and (27):

min
min

min 2(1 )J
E JK K

n
= =

-
(26)

0
0

0 2(1 )J
E JK K
n

= =
-

(27)

The shape parameter bK must be calculated by means of Eq. (28):

0

0 min

2  K J J
Kb b b

K K
x= =

+ (28)

Figure 5 shows values of ξ as a function of different combinations of K0 and Kmin. As already
expressed, for the particular situation of a 2P‐W, there is an exact equivalence between the
distributions in terms of J and K, being the Weibull slope in terms of K twice the slope in terms
of J (Kmin = 0).

Figure 6 shows an example where a dataset of K values, transformed from Jc, is fitted using
Weibull‐based statistical distributions. The differences among them are the way the three
parameters were obtained and are as follows:

• parameters estimated from KJc values converted from Jc,

• parameters calculated using Eqs. (26)–(28),

• parameters Kmin and K0 obtained using Eqs. (26) and (27); bK = 2bJ.

Clearly, the latter only coincides with the others in zone B, near a failure probability of P = 0.63.
The first two distributions are quite similar for all the probability levels, including zone C (near
the lower‐bound zone) and for high probability levels (zone A).
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Figure 5. Dependence of ξ with K0 and Kmin.

Figure 6. Comparison of cumulative probabilities obtained considering different options.
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5. Unresolved aspects on the transition

The MC is a methodology to deal with the calculation of KJmean in the transition region using
small datasets. Despite the fact that it is a good response to an engineering problem, there are
some aspects of the transition region that must be investigated.

5.1. The real transition region

Perez Ipiña et al. [5] presented a ductile-to-brittle region reinterpretation based on experimen-
tal evidence (Figure 7). They proposed not a single curve but the area involving the scatter
band. This area is limited by two curves, one corresponding to the toughness lower bound
(thickness independent, i.e., material property) and the other fitting to the upper limit of the
scatter band (thickness dependent). In this way, the area is larger for smaller thickness than for
larger ones. Note that the scatter in ductile mechanisms is much lower than in cleavage.

Figure 7. Ductile-to-brittle region scatter band for (a) small specimens and (b) large specimens.

Figure 8 shows that several subregions can be defined in the transition.

Figure 8. (a) Subregion III and (b) subregion III’ in the ductile-to-brittle transition curve.

Fracture Toughness of Ferritic Steels in the Ductile-to-Brittle Transition Region
http://dx.doi.org/10.5772/63410

95



I: All specimens fracture by cleavage without any stable crack growth.

II: Some specimens fracture by cleavage without any stable crack growth, while others fracture
by cleavage after some amount of stable crack growth.

III: No cleavage without stable crack growth occurs. All the specimens fracture by cleavage
after some amount of stable crack growth, or

III: some specimens fracture without stable crack growth, others with stable crack growth, and
others reach the maximum load condition and do not present instability.

III or III´ will be present depending on the crossing of curves JIC with lower‐bound cleavage
and the crossing of Jmax with upper‐bound cleavage curves. When the intersection of JIC with
the cleavage lower‐bound curves and the intersection of Jmax with the cleavage upper‐bound
curves occur at the same temperature, there will be no region III nor III’.

IV: Some specimens fracture after some amount of stable crack growth, while others reach the
maximum load condition and do not present instability.

For higher temperatures, no cleavage occurs and this behavior corresponds to the upper shelf.

Maximum load toughness is size dependent: small specimens present the Pmax plateau close
past the stable crack growth initiation, while large specimens require more stable crack growth
to reach this plateau, giving them larger Jmax than small specimens. Maximum load curves
intersect the cleavage curves—the upper cleavage curve is also size dependent—at different
temperatures for different sizes, Figure 8. Region IV widens and displaces toward higher
temperatures as size increases, making the beginning of the upper shelf also size dependent,
as stated by Wallin [24].

5.2. Stable crack growth and loss of constraint limitations

In subregions where some or all specimens present ductile growth of cracks (DCG), the
probability of failure of a set of data is affected by this stable growth. It may also happen that
conditions of maximum J (Jmax) are violated for small specimens and the fracture toughness of
these samples will increase as a consequence of a loss of constraint. Figure 9 [20] shows
schematically these two effects in the cumulative failure probability.

Consequently, the weakest link model, and the toughness prediction for different thicknesses,
seems not to work well in the superior third of the transition region, where ductile crack growth
and/or loss of constraint are present. There are therefore conditions that must be met for its
implementation. There are various proposals or explanations in the literature of the area of
validity of the model weakest link. Among these is the existence of a single initiator of cleavage
site, and limitations in the stable growth of cracks prior to cleavage (would affect the in‐plane
constraint) and in the thickness of the sample (would affect the out‐of‐plane constraint). The
MC, as mentioned before, introduces censoring under conditions of stable crack growth or loss
of constraint. This censoring scheme, when applied to 3P‐W, gives artificially increased slope
values.
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Figure 9. Effects of ductile tearing and decreasing constraint.

Some authors (Wallin [15] and McCabe et al. [22]) also stated that the model is not valid at
temperatures corresponding to the lower shelf.

The use of small datasets does not allow a correct Kmin and bK estimation. Berejnoi and Perez
Ipiña [4] have shown that the threshold parameter Kmin and Weibull slope bK are clearly
dependent on temperature and different from the values of 20 MPa.m0.5 and 4, which are
considered in the MC. This was found even for 1‐inch size sets with all valid data. Figure 10
shows the MC from the material of the Euro round‐robin [25] obtained with 1‐inch specimens,
corresponding to a T0 = −96°C. The values of KJmean obtained using MC methodology at different
temperatures and sizes are also shown, being clearly different from the MC.

Figure 10. Kmed versus T for different sizes and master curve according to ASTM E1921.
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When only valid datasets of 1‐inch size are considered [4], the values of K0 and Kmed obtained
using a 3P‐W distribution are in concordance with those obtained using ASTM E1921‐15aε1[1],
although bk and Kmin were different. The fixed values stated in ASTM standard could not be
appropriated when a size conversion criterion and/or some censoring procedure are included.

Figure 11 corresponds to datasets from the Euro round‐robin, tested at T = −60°C using 2‐inch
specimens. This temperature is within the range of T0 + 50°C of the material. The original data
were converted to a 1‐inch equivalent size, by means of Eq. (22). This procedure was also
applied considering the 3P‐W distribution with bK = 4 and Kmin = 20 (Eq. (20)).

Figure 11. Probability distributions for T = −60°C and 2T original dataset.

From Figure 11, it is seen that the conversion formula does not work properly, and it is not just
as simple as using a factor N as the weakest link model states for converting toughness values,
nor with 3P‐W, nor with MC. The distributions (MC or 3P‐W) do not fit the toughness values
obtained experimentally using 1T size. Experimental converted‐to‐1T values (green circles in
Figure 11) should be close to the original 1T values (black crosses).

6. Conclusions

The characterization of fracture resistance of ferritic steels in the ductile‐to‐brittle transition
region is problematic due to scatter in results, as well as size and temperature dependences.

Originally, there were two explanations to the size effect. One based on constraint effects and
another that made use of statistical weakest link concepts to explain the probability to find a
cleavage initiator site at the crack front. The first fails to explain the observed scatter.

As the result of many years of investigations, which began in the 1980s decade, and based
mainly on the works of Wallin, ASTM has standardized the determination of a temperature
reference (T0) for the fracture toughness characterization of ferritic steels in this region by
means of a MC. This function gives the variation of KJmean with temperature, for 1T specimen
size, and is based on a 3P‐W probability distribution, with two of them fixed.
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Despite the fact that this MC is a huge technological advantage, there are many aspects that
need a deeper analysis, including

• the relationship between Weibull shape parameters when J or K results are used,

• size effect and validity of the specimen sizes conversion imposed in the ASTM standard,

• the validity of a model based only on statistical effect without taking into account the
constraint.
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Abstract

Microstructural design for improving the strength–toughness balance was studied in
low-alloy steel. Medium-carbon steel bars with microstructures of two types such as an
ultrafine elongated grain (UFEG) structure and an ultrafine equiaxed grain (UFG)
structure were fabricated by multi-pass warm caliber rolling and subsequent annealing.
Conventionally, quenched and tempered steel with a martensitic structure and low-
carbon steel with a ferrite–pearlite structure were also prepared. The tensile and three-
point bending tests were conducted for all samples. In particular, the fracture behavior
after the bending test was observed in detail and investigated, including the effect of
microstructure features. As a result, the strength–toughness balance of the UFEG steel
was excellent compared with that of all other steels. The present results provide useful
guidelines for designing microstructure to improve the strength–toughness balance in
metallic materials.

Keywords: iron and steel, strength–toughness balance, grain refinement, anisotropic
properties, crack propagation

1. Introduction

Strong and tough materials are always needed in order to improve safety and performance
and to reduce weight in transportation and heavy machinery. It is not difficult to achieve high
strength with the help of the current materials science and technology. However, as shown in
Figure 1, strength and toughness in materials have a strong relation, and toughness decreases
with increasing strength, that is, strengthening of materials deteriorate toughness [1]. Few
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structural metallic materials are limited by their strength; rather, they are limited by their
fracture toughness. Unfortunately, most of materials research is still focused on the quest for
high strength.

Figure 1. Correlation between yield strength and Charpy full-size V-notch impact energy at ambient temperature in
structural metallic materials.

It was believed that refinement of crystal grains is an effective method for developing strength
and toughness in metallic materials without the addition of alloying elements; hence, ultrafine-
grained (UFG) materials are very attractive in materials science [2–4]. However, although a
refinement of crystal grain until submicronsized or nanosized grains are obtained normally
leads to higher strength on the basis of the Hall–Petch relation [4, 5], it does not always lead
to the improvement of toughness. Many results [5–9] indicated that the ductile-to-brittle
transition (DBT) temperature of bcc steels accompanied by a change in the fracture mechanism
from void coalescence to cleavage was improved by grain refinement, although the upper-shelf
energy became lower due to a decrease in ductility by strength enhancement. However, for
such UFG steels produced through severe plastic deformation processes, the relaxation of the
triaxial tension toward a state of biaxial tension resulting from the presence of separations of
the crack-divider type (see Figure 2a) appears to be one of the reasons [10, 11]. The fracture of
this type has often been observed elsewhere, such as in rolled steel pipes and plates and Al–
Li alloys, and it leads to the improvement of toughness at low temperatures because of
relaxation of the triaxial tension stresses generated by the localized plastic constraint at the
crack tip. Bourell [12] showed that for low-carbon steel, the separations markedly appeared
with increasing strain and decreasing temperature due to the development of {1 0 0}<1 1 0>
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texture in a rolled sheet. As a result, the upper shelf energy in the sheet decreased and the
lower shelf energy increased. The microstructure in Al–Li alloys used for the main fuel tank
of the space shuttle was pancake-shaped grains elongated in the rolling direction, and the
alloys had high toughness at liquid helium temperatures [13, 14]. This is due to delamination
toughening of crack-divider type, which is caused by the weak sites, such as the segregation
to grain boundaries and coarse Fe–Cu- or Mg–Cu-rich constituent particles.

Figure 2. Fracture types of delamination/splitting in anisotropic material containing specific planes of weakness in one
direction.

Figure 3. Schematic drawing of the caliber rolling with square grooves.

In our studies, warm caliber rolling (WCR) shown in Figure 3 has been proposed as a defor-
mation process to fabricate bulk UFG bars with a length of over 1000 mm, and this process has
already been reported to be effective for producing various metallic materials with UFG
structures. In these studies, a medium-carbon low-alloy steel of 1800 MPa tensile strength level
with ultrafine elongated grain (UFEG) structures showed an inverse temperature dependence
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of toughness in the Charpy V-notch impact tests [2]. In addition, in a low-carbon low-alloy
steel of 800 MPa strength with UFEG structures, the strength increased with the decrease in
thickness of the elongated ferrite grain structures, and the upper-shelf energy was maintained
until a low temperature was reached [15]. These toughening are attributed to mechanisms of
the crack arrester type (see Figure 2b), which arrests the propagation of main cracks. However,
in case of impact toughness such as the Charpy test, it is difficult to clarify the fracture behavior
because the occurrence, propagation, and linkage of microcracks are caused almost simulta-
neously during the impact loads. And, the property of toughness is sensitive to not only the
size of crystal grains but also their orientation and shape. It is of interest to systematically study
the strength–toughness balance on the static fracture toughness in UFG steel, the effect of
microstructure features with respect to its balance and fracture behaviors including crack
propagation.

In this chapter, medium-carbon steel bar with UFEG structure is fabricated by multi-pass WCR,
and steel bar with UFG structure is created by subsequent annealing. Also, two conventional
steels, medium-carbon steel with a martensitic structure and low-carbon steel with a ferrite–
pearlite structure are prepared. First, a three-point bending test is conducted at ambient
temperature, the fracture behaviors of each sample are compared, including bending load–
displacement curves and microstructure observation of crack propagation from the initial
notch. Next, the three-point bending test is conducted at a temperature range from 200 to
−196°C, and the effect of the heterogeneous microstructure is examined based on the strength–
toughness balance as well as fracture behavior.

2. Experimental procedure

2.1. Specimen preparation

A chemical composition of medium-carbon steel used in this study is Fe–0.39C–2.01Si–1.02Cr–
1.0Mo–0.21Mn–0.004Al–0.0022N–0.001O–<0.001P–<0.001S (all in mass pct). A 100-kg ingot
was prepared by vacuum melting and casting, homogenized at 1200°C, and then hot rolled to
a 40-mm-thick plate. A block of 40 × 120 L mm3 was cut out of the plate, solution-treated at
1200°C for 3600 s and then hot rolled into a bar of about 31 mm2, followed by water quenching.
The quenched bar was soaked at 500°C for 1 h, subjected to a caliber rolling simulator [16]
without any lubricant, and then air cooled. Eventually, a 14.3 × 930 L mm3 rolled bar was
fabricated. Hereafter, this sample is designated as the TF sample. To clarify the shape effect of
crystal grains on the strength–toughness balance, the TF sample was annealed at 700°C for 1
h [2]. Hereafter, this sample is designated as the TFA sample. For comparison, conventional
steels of the QT sample and the SM490 sample were prepared. To fabricate the QT sample with
a martensitic structure, a bar was solution-treated at 950°C for 0.5 h, followed by oil quenching,
tempered at 500°C for 1 h and then water cooled. The SM490 sample with a ferrite–pearlite
structure in a chemical composition of 0.15C–0.3Si–1.5Mn was heated to 900°C and held for 1
h, followed by air cooling [15]. The principal axes of the rolled bar in this study are defined as
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2.2. Microstructure and mechanical properties

The appearance of specimens after the three-point bending test was observed through a digital
camera, and fracture surfaces were observed through a scanning electron microscope (SEM)
operated at 15 kV. The microstructures at the central parts in the rolled bars were observed
using the electron backscattered diffraction (EBSD) method in an SEM equipped with a field
emission gun.

Figure 4. (a) Schematic drawing of the caliber rolling used in the present study and (b) position relation between a
rolled bar in a 14.3 mm2, a three-point bending specimen in a 10 mm2, and tensile specimen in round type.

All mechanical test samples were taken from the center in the rolled bars, as shown in
Figure 4b. Tensile tests were conducted with a crosshead speed of 0.85 mm/min (initial strain
rate 5 × 10−4/s) using specimens with a round cross section of 6 mm and a gage length of 30
mm. To prepare single-edge bend specimens in a three-point bending test, rectangular bars of
10W × 10B ×55L mm3 were first machined along the RD, and then a notch with a depth of a0 =
5 mm and a root radius of 0.13 μm as illustrated in Figure 4b was introduced using electro-
discharge machining with fine wire 0.2 mm in diameter. A three-point bending test with a
support distance of 40 mm at a crosshead speed of 0.5 mm/min was conducted at a temperature
range of 23 and −196°C in the QT, TFA, and SM490 samples and a range of 200 and −196°C in
the TF sample. The test was terminated when the specimen fractured completely or the
displacement reached 10 mm, which corresponds to the specimen thickness. Nonlinear
fracture mechanics methods on the basis of ASTM Standard E1820-01 were used to evaluate
the fracture toughness. The apparent fracture energy, J (KJ/m2), was calculated through the
following formula:
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where Apl is the area under the P-u curve, B is the specimen thickness, b is the ligament length
(W-a0), and ua denotes the displacement at which the test was terminated. All the values
presented are an average of two to four measurements.

3. Results

3.1. Microstructure evolution

The orientation maps for the QT, TF, and TFA samples and an SEM image for the SM490 sample
are shown in Figure 5. The QT sample has a martensitic structure of a random crystallographic
orientation, as shown in Figure 5a. On the other hand, the TF and TFA samples have a strong
α-fiber texture parallel to the RD, that is, RD//<1 1 0>, as shown in Figure 5b and c. There are
no significant differences in texture between the TF and TFA samples despite the annealing
treatment. In the TF sample, the average of transverse linear interceptions for the elongated
grains with misorientation angles of more than 10° was 310 nm. Furthermore, spheroidal
nanosized carbide particles of 50 nm and below were dispersed in the elongated grain matrix
[17]. In the TFA sample which resulted in the development of a granular grain structure, the
transverse size of the ferrite grains increased to 660 nm. Relatively large carbide particles (200–
300 nm) appeared to exist on the grain boundaries, while finer carbide particles were dispersed
in the grain matrix. On the other hand, the distributions of Kernel average misorientation,
KAM, which has a strong correlation with the dislocation densities within the cell interior of
the deformed structures, were analyzed from electron backscatter patterns (EBSP) maps shown
in Figure 5b and c. The average value of KAM for the TF and TFA samples was 0.65° and 0.38°,

Figure 5. Orientation maps on cross-sectional plane for (a) QT, (b) TF, and (c) TFA samples by EBSD analysis and (d) an
SEM image of SM490 sample.
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respectively. This indicated that the dislocation density for the TF sample was somewhat larger
than that for the TFA one. In the SM490 sample, the average size of the ferrite grain in Figure 5d
was approximately 20 μm [18].

3.2. Mechanical properties

3.2.1. Mechanical properties at ambient temperature

The static mechanical properties, including fracture toughness, J, at ambient temperature, are
summarized in Table 1. The TF sample with UFEG structure exhibited superior ductility,
despite the high yield strength. Generally, the plastic instability or necking during tensile tests
occurred immediately after the tensile stress reached the yield point by grain refinement.
However, the TF and TFA samples had superior uniform elongation, as well as reduction in
area. Such superior tensile–ductility balance has been seen for other warm rolled steels with
different compositions [15, 19, 20]. Similarly, steel wires with UFEG structures, dominated by
a strong α-fiber texture, exhibit superior tensile ductility despite their high strength [21]. The
steel with UFG structure created by the WCR exhibited superior reduction in area despite
showing an increase in strength and a decrease in uniform elongation [15, 22]. On the other
hand, the presence of finer carbide particles, homogeneously dispersed in the ferrite matrix,
improves the uniform elongation characteristics of UFG steels [23, 24]. These results explain
the superior ductility in the TF and TFA samples.

Strength (GPa) Ductility (%) Toughness
(kJ/m2)

Strength–
toughness
balance (GPa ×
kJ/m2)

0.2% yield
strength
σys

Tensile
strength
σB

Uniform
elongation
εu

Total
elongation
εt

Reduction in
area
δ

Fracture
energy
J

σys × J

QT 1.51 1.82 4.60 9.20 28.3 134 202

TF 1.86 1.86 7.00 14.8 40.2 5433 10105

TFA 0.99 1.06 9.80 22.0 51.3 1376 1362

SM490 0.36 0.53 18.4 30.0 79.0 2157 766

Table 1. Static mechanical properties at ambient temperature.

Figure 6 shows the P–u curves and the appearance of the samples after the bending test at
ambient temperature. The cracks in the QT sample propagated directly across the center
portion of the test bar, and the sample fractured with a peak loading (Pmax) of 12.3 kN, and
showed typical brittle fracture behavior. The fracture surface exhibited a quasi-cleavage of a
martensite structure, as shown in Figure 7a. In the TF sample, the crack branched parallel to
the longitudinal direction of the test bar, that is, the crack propagated vertically to the LD. The
steel was not broken as shown in Figure 6c. The fracture surface for the crack branching planes
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normal to the LD was characterized by a quasi-cleavage, and that for the planes roughly
parallel to the LD was characterized by a fine dimple structure (Figure 7b). Namely, the fracture
surface consisted of the delamination structure (⊥ LD) and the fine dimple structure (// LD).
The TFA and SM490 samples exhibited fully ductile fracture as shown in Figure 6a. In those
samples, shear lip was observed (Figure 6d and e), and the fracture surface consisted of a
dimple structure. In particular, in the TFA sample, a very fine dimple structure was observed
(Figure 7c).

Figure 6. (a) Bending load-displacement curves at ambient temperature. (b–e) Appearance of samples after the bend-
ing test.

Figure 7. SEM micrographs of fracture surfaces of (a) QT, (b) TF, and (c) TFA samples.

3.2.2. Temperature dependence on strength and toughness

Figure 8 shows the yield strength, σys, and the fracture energy, J, as a function of the test
temperature for all samples. In Figure 8a, as is well known, the σys increases with decreasing
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temperature. In Figure 8b, it can be seen that the J of the QT sample is very low due to brittle
fracture, regardless of temperature. The TFA and SM490 samples had a typical energy
transition curve, in which the J decreases with decreasing temperature. Furthermore, the
energy transition curve of the TFA sample is very similar to that of the SM490 sample exhibiting
a DBT from −40 to −100°C, although the J of the TFA sample is lower than that of the SM490
sample due to a difference in strength. The result suggests that it is difficult to improve
toughness by grain refinement only. On the other hand, in the TF sample, the J increased
remarkably as the temperature decreased from 200°C, reached a maximum near ambient
temperature and then decreased. Namely, the steel showed inverse temperature dependence
of the toughness, such as the Charpy impact toughness reported by [2].

Figure 8. Variations of (a) yield strength, that is, 0.2% proof stress and (b) fracture energy with temperature. In (b), data
points with upward-pointing arrows indicate that the specimens did not separate into two pieces.

4. Discussion

4.1. Crack branching and crack propagation behavior

As shown in Table 1, although the σys of the TF sample improved to 1.86 GPa, compared with
the QT sample, its J improved remarkably to 5433 kJ/m2 and was about 40 times higher than
that of the QT sample. On the contrary, the σys of the TFA sample decreased to 0.99 GPa, and,
similarly, its J decreased to 1376 kJ/m2 by annealing, although it improved about 10 times more
than that of the QT sample. Reduction in strength from TF to TFA samples is mainly attributed
to an increase in the sizes of transverse ferrite grains and carbide particles and a decrease in
dislocation density [17]. These samples had superior strength–toughness balance compared
with the QT sample. In particular, the TF sample had excellent strength–toughness balance in
all samples despite its highest yield strength.

Although the first load drop occurred at P1 = 10.1 kN in the TF sample, which was smaller than
the Pmax = 12.3 kN of the QT sample, the steel exhibited a noncatastrophic fracture behavior
with the evidence that the stepwise load increased beyond the P1 and yielded a maximum load
of 14 kN (Figure 6a). Finally, the test was terminated at u = 10 mm. In order to obtain a better
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insight into the mechanism responsible for the zigzag crack propagations, an interrupted bend
test was carried out. The test was stopped at u = 0.74 and 1.58 mm. Figure 9a presents the P–
u curves in the test interrupted at u = 0.74 and 1.58 mm and also, for comparison, the curves
from Figure 6a. Three curves for the TF sample showed the same features. The optical
microscope images near the initial notch at mid-thickness for the interrupted tests at u = 0.74
and 1.58 mm and for the terminated test at u = 10 mm are shown in Figure 9b–f. And Figure 9g
and h shows SEM images of the delaminating cracks in Figure 9e. It is found from Figure 9b
that a crack started to propagate vertical to the LD, from near the initial notch root, and then
the cracks propagated in a zigzag pattern along the longitudinal direction (Figure 9c). At u =
10 mm, many zigzag microcracks branching from the main zigzag crack, starting from the
notch root were observable in the test bars (Figure 9d). Furthermore, some microcracks (⊥ LD
and ∠45°LD) were seen ahead of and near the zigzag cracks (Figure 9e and f) [25].

Figure 9. (a) Bending load variations in a range of u = 1.6 mm or less. OM images near the initial notch at (b) u = 0.74
mm, (c) u = 1.58 mm, and (d–f) u = 10 mm of the TF sample at mid-thickness. (g) and (h) SEM images of the delaminat-
ing crack.

In the case of laminate composites [26] having a weak interface normal to the LD (Figure 2b),
the number of delaminations is dependent on the interfaces between layers. The ideal situation
for high toughness is that all interfaces will delaminate during the applied load. As a general
result, the load drops sharply after it attains the maximum value ((1)→(2) in Figure 10).
Subsequently, a plateau region (3) in which the load becomes constant appears, and the load
drops again. These load drops are due to crack propagation through the block of layers until
the crack is arrested at the interfaces, and delamination along the interfaces appears as the
plateau region. The extension of delamination is characterized by the ductility of the next layer,
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where a new crack is renucleated. This pattern is repeated until the sample is fully fractured.
Therefore, for delamination toughening, it is important to have not only a weak interface but
also a layer with plastic deformation abilities. As seen in Figures 6a and 9a, the load drops in
the TF sample are very small during bending tests, and many small load drops are seen until
u = 5 mm by increasing the load. Lath martensite, the initial microstructure in the TF sample,
shows a complicated hierarchical microstructure consisting of prior austenite grains, packets,
blocks, sub-blocks, and laths [17]. This characteristic is significantly different from laminate
composites. The composites bonded two or more materials through fabrication have relatively
straight and long interface. In the TF sample, the weak site that causes delamination is
predicted to be located in an elongated {1 0 0} cleavage plane and grain boundaries [2, 15, 27].
Furthermore, a UFEG structure with RD//<1 1 0> texture has superior plastic deformation
abilities. The extensive delaminating crack plane was produced with a fine dimple structure,
as observed in Figure 7b. Namely, not only a cleavage plane (crack∠45°LD) related to {1 1 0}
<1 1 0> but also a fracture plane associated with a plastic deformation was induced, together
with crack ⊥ LD related to {1 0 0} <1 1 0> and grain boundaries, during the bending test. Even
if many micro-cracks during the applied load occur by the presence of many cleavage planes,
the propagation of micro-cracks is arrested by many grain boundaries because the UFEG
structures are three-dimensionally intertwined. Under such a phenomenon, the microstruc-
tural damage is not localized, however, rather, is widely distributed over very large dimen-
sions, such as nacre [28, 29] or bio-inspired ceramic composites [30]. In the P–u curve, many
load drops, as shown in Figure 6a, appeared, and the P did not decrease with an increase in
the u by two effects, that is, the stress shielding associated with the interference of multiple
cracks and the improved plastic deformation associated with grain refinement and texture. As
a result, high strength with excellent toughness was achieved in the TF sample.

Figure 10. Typical load–displacement curve of laminate composite during three-point bend test.
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Figure 11. Strength–toughness balance for all samples. Data points with upward-pointing arrows indicate that speci-
mens did not separate into two pieces during the bending load.

Figure 12. Cross-sectional OM images of the TF sample at mid-thickness after the bending test at (a) 200°C and (b)
−196°C.

4.2. Strength–toughness balance

From the results in Figure 8, variations of toughness as a function of strength are obtained.
Figure 11 shows correlation between J and σys for all samples. The results of the QT, TFA, and
SM490 samples exhibited a typical strength–toughness balance. In the QT sample with strength
of more than 1510 MPa, the J showed a low value of below 134 kJ/m2 due to its brittleness at a
temperature range from 23°C to −196°C. In the TF sample, first, the J increases as the σys

increases from 1500 MPa, and then it yields a maximum at near 1860 MPa which corresponds
to yield strength at ambient temperature. Finally, it decreases with increasing σys. This variation
is attributed to unusual fracture behavior related to delaminating crack. The OM images of the
TF sample after the bending test at 200°C and −196°C are shown in Figure 12. At 200°C, fracture
manner exhibited ductile fracture (DF), and the crack propagated across the center portions
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of the test bars, although some delaminating micro-cracks (arrows in Figure 12a) were
observed. At ambient temperature (Figure 9d), a significant delaminating crack propagated
in a zigzag pattern along the longitudinal direction (Delami + DF). This zigzag crack occurred
because crack ⊥ LD and crack∠45°LD were linked, and this behavior was repeated on the basis
of the cleavage delamination mechanism. At −196°C, extensive delamination starting from the
initial notch root and zigzag delaminating cracks is observable in Figure 12b. Macroscopically,
the zigzag fracture paths appeared to have an angle of ±45° to the LD (Delami + BF). As a result,
the TF sample exhibited the excellent strength–toughness balance in all samples.

In Figure 8b, the J for the TFA sample with UFG structure was lower than that for the SM490
sample with coarse grain structure, despite the same ductile fracture. Figure 13 shows the OM
images of the TFA and SM490 samples after the bending test at ambient temperature and SEM
micrographs of fracture surfaces. It is found that the crack path in the TFA sample is relatively
smooth compared with the crack path in the SM490 sample. As seen from SEM micrographs
in Figures 7c and 13a, the fracture surface in the TFA sample consists of a very fine dimple
structure. On the contrary, the dimple structure of the SM490 sample observed in Figure 13b
is larger and deeper than that of the TFA sample. Hence, low toughness of the TFA sample is
attributed to difference in morphology of dimple structures related to grain size. As crystal
grain becomes smaller, decrease in ductile fracture toughness is considered. The plot (DF) at
σys = 1500 MPa for the TF sample shown in Figure 11 leads its prediction.

Figure 13. Cross-sectional OM images of (a) the TFA sample and (b) the SM490 sample at mid-thickness after the bend-
ing test at ambient temperature, and SEM images of fracture surfaces.

In Figure 11, the TF sample exhibited a ductile fracture at σys = 1500 MPa. On the contrary, the
QT sample exhibited a brittle fracture at the same strength. As a result, the J in the TF sample
is about 10 times higher than that of the QT sample. This is attributed to a difference in the
brittle fracture stresses in each direction associated with microstructural features. The brittle
fracture stress, σF, related to weak sites such as the cleavage planes or the grain boundaries is
a function of the crack size (it is replaced by the effective grain size, deff), and it is generally
independent of temperature [31, 32]. Hence, the σF increases with the decreasing grain size.
The grain size dependence of a fracture stress is higher than that of a yield stress [33]. The
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brittle fracture occurs when the tensile stress near the crack tip exceeds the σF. Normaly, the
deff of the steel with a martensitic structure such as the QT sample is reported to be packet or
prior austenite grain. On the contrary, the deff of microstructures such as the TF, TFA, and SM490
samples is ferrite grain size. The tensile direction of the maximum stress near the notch induced
by a bending test corresponds to the RD, as shown in Figure 14 [34]; hence, the crack generally
propagates parallel to the LD. However, in the TF sample with the UFEG structure of dt<<dL,
the σF//RD is very higher than the σF//LD, due to σF//RDαdt

(−1/2) and σF//LDαdL
(−1/2). Hence, the fracture

is dominated by brittle fracture stress, σF//LD, parallel to the LD. If a ductile fracture occurred
before the delaminating crack, the fracture manner exhibits the DF in Figure 11, and the J
becomes larger than that of the QT sample exhibiting the brittle fracture. On the contrary, even
if the delaminating crack of σLD (the tensile stress near the notch parallel to LD) ≤ σF//LD occurred
before a ductile fracture, the delamination relaxes the triaxial tensile stress near the notch and
arrests the propagation crack. As a result, the J remarkably increases by the fracture manner
of the Delami + DF.

Figure 14. Schematic illustrations of (a) tensile stress triaxiality near the notch under the plane strain condition and of
fracture stress for the elongated grains with a strong RD//<110>.

5. Conclusions

Low-alloy steel with an UFEG structure with an average transverse grain size of 300 nm was
fabricated by multi-pass caliber rolling at 500°C, and the steel with an UFG structure with a
grain size of 700 nm was fabricated by subsequent annealing at 700°C. Theses steels have yield
strength, YS, of 1.86 and 0.99 GPa at ambient temperature. For comparison, two conventional
steels, medium-carbon steel (YS = 1.51 GPa) with a martensitic structure and low-carbon steel
(YS = 0.36 GPa) with a ferrite (20 μm)–pearlite structure, were also prepared. They were studied
for the strength–toughness balance, the effect of microstructure features with respect to its
balance and fracture behavior including crack propagation. The main results are as follows:

1. The fracture toughness of the UFEG steel was about 40 times higher than that of the steel
with a martensitic structure, which exhibited a brittle fracture. This result is attributed to
delamination toughening with many zigzag cracks. The UFG steel exhibited a fully ductile
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brittle fracture occurs when the tensile stress near the crack tip exceeds the σF. Normaly, the
deff of the steel with a martensitic structure such as the QT sample is reported to be packet or
prior austenite grain. On the contrary, the deff of microstructures such as the TF, TFA, and SM490
samples is ferrite grain size. The tensile direction of the maximum stress near the notch induced
by a bending test corresponds to the RD, as shown in Figure 14 [34]; hence, the crack generally
propagates parallel to the LD. However, in the TF sample with the UFEG structure of dt<<dL,
the σF//RD is very higher than the σF//LD, due to σF//RDαdt

(−1/2) and σF//LDαdL
(−1/2). Hence, the fracture

is dominated by brittle fracture stress, σF//LD, parallel to the LD. If a ductile fracture occurred
before the delaminating crack, the fracture manner exhibits the DF in Figure 11, and the J
becomes larger than that of the QT sample exhibiting the brittle fracture. On the contrary, even
if the delaminating crack of σLD (the tensile stress near the notch parallel to LD) ≤ σF//LD occurred
before a ductile fracture, the delamination relaxes the triaxial tensile stress near the notch and
arrests the propagation crack. As a result, the J remarkably increases by the fracture manner
of the Delami + DF.

Figure 14. Schematic illustrations of (a) tensile stress triaxiality near the notch under the plane strain condition and of
fracture stress for the elongated grains with a strong RD//<110>.

5. Conclusions

Low-alloy steel with an UFEG structure with an average transverse grain size of 300 nm was
fabricated by multi-pass caliber rolling at 500°C, and the steel with an UFG structure with a
grain size of 700 nm was fabricated by subsequent annealing at 700°C. Theses steels have yield
strength, YS, of 1.86 and 0.99 GPa at ambient temperature. For comparison, two conventional
steels, medium-carbon steel (YS = 1.51 GPa) with a martensitic structure and low-carbon steel
(YS = 0.36 GPa) with a ferrite (20 μm)–pearlite structure, were also prepared. They were studied
for the strength–toughness balance, the effect of microstructure features with respect to its
balance and fracture behavior including crack propagation. The main results are as follows:

1. The fracture toughness of the UFEG steel was about 40 times higher than that of the steel
with a martensitic structure, which exhibited a brittle fracture. This result is attributed to
delamination toughening with many zigzag cracks. The UFG steel exhibited a fully ductile
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fracture, and its toughness was about 10 times higher than that of the steel with a
martensitic structure.

2. The strength and the toughness in the UFEG steel exhibited anisotropic properties. In
particular, the toughness anisotropy was remarkable compared to the strength. The notch
orientation dependence on toughness is due to differences in the spatial distribution of
weak sites, such as {100} cleavage planes and boundaries of elongated grains.

3. The UFG steel and the ferrite–pearlite steel exhibited a typical energy transition curve,
and the J of the UFG steel was lower than that of the ferrite–pearlite steel at a temperature
range from 23 to −196°C. This result suggests that it is difficult to improve toughness by
grain refinement only.

4. The UFEG steel showed an unusual energy curve, that is, inverse temperature dependence
of the toughness, and the steel was not broken into two pieces at a temperature range from
−40 to 100°C due to the fracture manner with delamination and ductile structures. The
strength–toughness balance of the UFEG steel was excellent compared with that of all
other steels.

Acknowledgements

We thank S. Kuroda, Y. Taniuchi, and K. Nakazato for materials processing; T. Kanno and G.
Aragane for sample preparation of three-point bending test including electronic beam
welding; and Ms. Yasuda for her experimental assistance in the microstructural observations.
This study was supported in part by grants from the KAKENHI A (No.26249107) and the
IKETANI Foundation. These grants are gratefully appreciated.

Author details

Tadanobu Inoue

Address all correspondence to: INOUE.Tadanobu@nims.go.jp

National Institute for Materials Science, Tsukuba, Japan

References

[1] Kimura Y, Inoue T, Tsuzaki K: Tempforming in medium-carbon low-alloy steel. Journal
of Alloys Compounds. 2013; 577:S538–S542. DOI: 10.1016/j.jallcom.2011.12.123

Toughening of Low-Alloy Steel by Ultrafine-Grained Structure (Development of Fracture Control from ...
http://dx.doi.org/10.5772/63797

117



[2] Kimura Y, Inoue T, Yin F, Tsuzaki, K: Inverse temperature dependence of toughness in
an ultrafine grain-structure steel. Science. 2008; 320-5879: 1057–1060. DOI: 10.1126/
science.1156084.

[3] Inoue T, Yanagida A, Yanagimoto J: Finite element simulation of accumulative roll-
bonding process. Materials Letters. 2013; 106: 37–40. DOI: 10.1016/j.matlet.2013.04.093

[4] Inoue T, Horita Z, Somekawa H, Ogawa K: Effect of initial grain sizes on hardness
variation and strain distribution of pure aluminum severely deformed by compression
tests. Acta Materialia. 2008; 56(20): 6291–6303. DOI: 10.1016/j.actamat.2008.08.042

[5] Takaki S, Kawasaki K, Kimura Y: Mechanical properties of ultra fine grained steels.
Journal of Materials Processing Technology. 2001; 117(3): 359–363. DOI: 10.1016/
S0924-0136(01)00797-X

[6] Nagai K: Ultrafine-grained ferrite steel with dispersed cementite particles. Journal of
Materials Processing Technology. 2001; 117(3): 329–332. DOI: 10.1016/
S0924-0136(01)00789-0

[7] Song R, Ponge D, Raabe D: Mechanical properties of an ultrafine grained C–Mn steel
processed by warm deformation and annealing. Acta Materialia. 2005; 53(18): 4881–
4892. DOI: 10.1016/j.actamat.2005.07.009

[8] Tsuji N, Okuno S, Koizumi Y, Minamino Y: Toughness of ultrafine grained ferritic steels
fabricated by ARB and annealing process. Material Transactions. 2004; 45(7): 2272–2281.

[9] Fujioka M, Abe Y, Hagiwara Y: Refinning of ferrite grain by using of transformation or
recrystallization induced by heavy deformation. CAMP–ISIJ. 2000; 13: 1136–1139.

[10] Heiser F A, Hertzberg R W: Structural control and fracture anisotropy of banded steel.
Journal of Iron Steel Institute. 1971; 209: 975–980

[11] McNicol R C: Correlation of Charpy test results for standard and nonstandard size
specimens. Welding Journal. 1965; 44: 385–393.

[12] Bourell D L: Cleavage delamination in impact tested warm-rolled steel. Metallurgical
and Materials Transactions A. 1983; 14: 2487–2496. DOI: 10.1007/BF02668890

[13] Rao K T V, Ritchie R O: Mechanical properties of Al–Li alloys. Part 1. Fracture toughness
and microstructure. Materials Science and Technology. 1989; 5(9): 882–895. DOI:
10.1179/mst.1989.5.9.882

[14] Launey M E, Ritchie R O: On the fracture toughness of advanced materials. Advanced
Materials. 2009; 21(20): 2103–2110. DOI: 10.1002/adma.200803322

[15] Inoue T, Yin F, Kimura Y, Tsuzaki K, Ochiai S: Delamination effect on impact properties
of ultrafine-grained low carbon steel processed by warm caliber rolling. Metallurgical
and Materials Transactions A. 2010; 41: 341–355. DOI: 10.1007/s11661-009-0093-x

Fracture Mechanics - Properties, Patterns and Behaviours118



[2] Kimura Y, Inoue T, Yin F, Tsuzaki, K: Inverse temperature dependence of toughness in
an ultrafine grain-structure steel. Science. 2008; 320-5879: 1057–1060. DOI: 10.1126/
science.1156084.

[3] Inoue T, Yanagida A, Yanagimoto J: Finite element simulation of accumulative roll-
bonding process. Materials Letters. 2013; 106: 37–40. DOI: 10.1016/j.matlet.2013.04.093

[4] Inoue T, Horita Z, Somekawa H, Ogawa K: Effect of initial grain sizes on hardness
variation and strain distribution of pure aluminum severely deformed by compression
tests. Acta Materialia. 2008; 56(20): 6291–6303. DOI: 10.1016/j.actamat.2008.08.042

[5] Takaki S, Kawasaki K, Kimura Y: Mechanical properties of ultra fine grained steels.
Journal of Materials Processing Technology. 2001; 117(3): 359–363. DOI: 10.1016/
S0924-0136(01)00797-X

[6] Nagai K: Ultrafine-grained ferrite steel with dispersed cementite particles. Journal of
Materials Processing Technology. 2001; 117(3): 329–332. DOI: 10.1016/
S0924-0136(01)00789-0

[7] Song R, Ponge D, Raabe D: Mechanical properties of an ultrafine grained C–Mn steel
processed by warm deformation and annealing. Acta Materialia. 2005; 53(18): 4881–
4892. DOI: 10.1016/j.actamat.2005.07.009

[8] Tsuji N, Okuno S, Koizumi Y, Minamino Y: Toughness of ultrafine grained ferritic steels
fabricated by ARB and annealing process. Material Transactions. 2004; 45(7): 2272–2281.

[9] Fujioka M, Abe Y, Hagiwara Y: Refinning of ferrite grain by using of transformation or
recrystallization induced by heavy deformation. CAMP–ISIJ. 2000; 13: 1136–1139.

[10] Heiser F A, Hertzberg R W: Structural control and fracture anisotropy of banded steel.
Journal of Iron Steel Institute. 1971; 209: 975–980

[11] McNicol R C: Correlation of Charpy test results for standard and nonstandard size
specimens. Welding Journal. 1965; 44: 385–393.

[12] Bourell D L: Cleavage delamination in impact tested warm-rolled steel. Metallurgical
and Materials Transactions A. 1983; 14: 2487–2496. DOI: 10.1007/BF02668890

[13] Rao K T V, Ritchie R O: Mechanical properties of Al–Li alloys. Part 1. Fracture toughness
and microstructure. Materials Science and Technology. 1989; 5(9): 882–895. DOI:
10.1179/mst.1989.5.9.882

[14] Launey M E, Ritchie R O: On the fracture toughness of advanced materials. Advanced
Materials. 2009; 21(20): 2103–2110. DOI: 10.1002/adma.200803322

[15] Inoue T, Yin F, Kimura Y, Tsuzaki K, Ochiai S: Delamination effect on impact properties
of ultrafine-grained low carbon steel processed by warm caliber rolling. Metallurgical
and Materials Transactions A. 2010; 41: 341–355. DOI: 10.1007/s11661-009-0093-x

Fracture Mechanics - Properties, Patterns and Behaviours118

[16] Inoue T, Yin F, Kimura Y: Strain distribution and microstructural evolution in multi-
pass warm caliber rolling. Materials Science and Engineering A. 2007; 466: 114–122.
DOI: 10.1016/j.msea.2007.02.098

[17] Kimura Y, Inoue T, Yin F, Tsuzaki K. Supporting online material for [2]. www.science-
mag.org/cgi/content/full/320/5879/1057/DC1

[18] Inoue T, Kimura Y: Toughening of low-carbon steel by ultrafine-grained structure.
Transactions of the Japan Society of Mechanical Engineers, Series A. 2013; 79(804): 1226–
1238 (in Japanese).

[19] Tsuchida N, Inoue T, Enami K: Estimations of the true stress and true strain until just
before fracture by the stepwise tensile test and Bridgman equation for various metals
and alloys. Materials Transactions. 2012; 53: 133–139. DOI: 10.2320/mater-
trans.MD201112

[20] Lee T, Park C H, Lee D L, Lee C S: Enhancing tensile properties of ultrafine-grained
medium-carbon steel utilizing fine carbides. Materials Science and Engineering A. 2011;
528: 6558. DOI: 10.1016/j.msea.2011.05.007

[21] Yutori T, Katsumata M, Kanetsuki Y: Bull. JIM. 1989; 28: 313 (in Japanese)

[22] Torizuka S, Muramatsu E, Murty S V S N, Nagai K: Microstructure evolution and
strength-reduction in area balance of ultrafine-grained steels processed by warm
caliber rolling. Scripta Materialia. 2006; 55: 751–754. DOI: 10.1016/j.scriptamat.
2006.03.067

[23] Oh Y S, Son I H, Jung K H, Kim D K, Lee D L, Im Y T: Effect of initial microstructure
on mechanical properties in warm caliber rolling of high carbon steel. Materials Science
and Engineering A. 2011; 528: 5833–5839. DOI: 10.1016/j.msea.2011.04.016

[24] Ohmori A, Torizuka S, Nagai K: Strain-hardening due to dispersed cementite for low
carbon ultrafine-grained steels. ISIJ International. 2004; 44(6): 1063–1071. DOI: 10.2355/
isijinternational.44.1063

[25] Inoue T, Kimura Y, Ochiai S: Shape effect of ultrafine-grained structure on static fracture
toughness in low-alloy steel. Science and Technology of Advanced Materials. 2012;
13(3): 035005. DOI: 10.1088/1468-6996/13/3/035005

[26] Pozuelo M, Carreno F, Ruano O A: Delamination effect on the impact toughness of an
ultrahigh carbon–mild steel laminate composite. Composite Science and Technology.
2006; 66: 2671. DOI: 10.1016/j.compscitech.2006.03.018

[27] Kimura Y, Inoue T, Yin F, Tsuzaki K: Delamination toughening of ultrafine grain
structure steels processed through tempforming at elevated temperatures. ISIJ Inter-
national. 2010; 50: 152–161. DOI: 10.2355/isijinternational.50.152

Toughening of Low-Alloy Steel by Ultrafine-Grained Structure (Development of Fracture Control from ...
http://dx.doi.org/10.5772/63797

119



[28] Meyers M A, Chen P Y, Lin A Y, Seki Y: Biological materials: structure and mechanical
properties. Progress Materials Science. 2008; 53: 1–260. DOI: 10.1016/j.pmatsci.
2007.05.002

[29] Kakisawa H, Sumitomo T: The toughening mechanism of nacre and structural materials
inspired by nacre. Science and Technology of Advanced Materials. 2011; 12: 064710.
DOI: 10.1088/1468-6996/12/6/064710

[30] Munch E, Launey M E, Alsem D H, Saiz E, Tomsia A P, Ritchie R O: Tough, bio-inspired
hybrid materials. Science. 2008; 322: 1516–1520. DOI: 10.1126/science.1164865

[31] Ma H: The effect of stress triaxiality on the local cleavage fracture stress in a granular
bainitic weld metal. International Journal of Fracture. 1998; 89:143. DOI: 10.1023/A:
1007484026645

[32] Kameda J, Nishiyama Y: Combined effects of phosphorus segregation and partial
intergranular fracture on the ductile–brittle transition temperature in structural alloy
steels. Materials Science and Engineering A. 2011; 528: 3705–3713. DOI: 10.1016/j.msea.
2011.01.018

[33] Gillbert A, Hahn G T, Reid C N, Wizcox R A: Twin-induced grain boundary cracking
in b.c.c. metals. Acta Metallurgica. 1964; 12(6): 754–755. DOI:
10.1016/0001-6160(64)90230-5

[34] Inoue T, Kimura Y: Effect of initial notch orientation on fracture toughness in fail-safe
steel. Journal of Materials Science. 2013; 48(13): 4766–4772. DOI: 10.1007/
s10853-012-6874-4

Fracture Mechanics - Properties, Patterns and Behaviours120



[28] Meyers M A, Chen P Y, Lin A Y, Seki Y: Biological materials: structure and mechanical
properties. Progress Materials Science. 2008; 53: 1–260. DOI: 10.1016/j.pmatsci.
2007.05.002

[29] Kakisawa H, Sumitomo T: The toughening mechanism of nacre and structural materials
inspired by nacre. Science and Technology of Advanced Materials. 2011; 12: 064710.
DOI: 10.1088/1468-6996/12/6/064710

[30] Munch E, Launey M E, Alsem D H, Saiz E, Tomsia A P, Ritchie R O: Tough, bio-inspired
hybrid materials. Science. 2008; 322: 1516–1520. DOI: 10.1126/science.1164865

[31] Ma H: The effect of stress triaxiality on the local cleavage fracture stress in a granular
bainitic weld metal. International Journal of Fracture. 1998; 89:143. DOI: 10.1023/A:
1007484026645

[32] Kameda J, Nishiyama Y: Combined effects of phosphorus segregation and partial
intergranular fracture on the ductile–brittle transition temperature in structural alloy
steels. Materials Science and Engineering A. 2011; 528: 3705–3713. DOI: 10.1016/j.msea.
2011.01.018

[33] Gillbert A, Hahn G T, Reid C N, Wizcox R A: Twin-induced grain boundary cracking
in b.c.c. metals. Acta Metallurgica. 1964; 12(6): 754–755. DOI:
10.1016/0001-6160(64)90230-5

[34] Inoue T, Kimura Y: Effect of initial notch orientation on fracture toughness in fail-safe
steel. Journal of Materials Science. 2013; 48(13): 4766–4772. DOI: 10.1007/
s10853-012-6874-4

Fracture Mechanics - Properties, Patterns and Behaviours120

Chapter 6

Toughness Assessment and Fracture Mechanism of

Brittle Thin Films Under Nano-Indentation

Kunkun Fu, Youhong Tang and Li Chang

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/64117

Provisional chapter

Toughness Assessment and Fracture Mechanism of
Brittle Thin Films Under Nano-Indentation

Kunkun Fu, Youhong Tang and Li Chang

Additional information is available at the end of the chapter

Abstract

The nano-indentation technique is an effective tool for assessing the fracture toughness
of brittle thin film. In this chapter, a comprehensive and systematic review of toughness
measurement  methods and fracture  mechanisms in  brittle  film by indentation are
presented. The classic method, the energy method, and the stress-based method are
three major approaches for determining fracture toughness using the nano-indentation
technique. The limits and application ranges of these methods are discussed in detail.
In particular, the stress-based method depends highly on the fracture mechanism of
cracking. This chapter also reviews different types of crack patterns induced by nano-
indentation, such as radial cracks, ring cracks, picture-frame cracks, spiral cracks, and
spalling. The possible mechanisms of the crack patterns are investigated considering
the substrate effect, the indenter shape effect, and the load level effect. Understanding
the fracture mechanism provides guidance in developing a more accurate stress-based
model.

Keywords: fracture toughness, fracture mechanism, brittle thin film, nano-indentation

1. Introduction

Over decades, hard thin film has been extensively utilized as protective layers to minimize
detrimental influences of the environment. However, hard film usually has a brittle character,
and hence fracture failure often occurs in hard thin film when it is subjected to high stress. In
designing a high-performance film, it is of great importance to learn the fracture properties of
the coating.

Because of the size limitation, the fracture behavior of brittle thin films cannot be easily
determined by the standard linear elastic fracture mechanics tension test or the three-point

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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bending test. In this case, nano-indentation may be the only effective technique to quantita-
tively characterize the fracture toughness of the film. Anstis et al. [1] were the first to propose
an indentation method to evaluate the fracture toughness of brittle materials by measuring the
length of radial cracks. In their approach, the assumption was that radial cracks can develop
well without any confinement during loading. This classical method has been successfully
applied to some “thick” film/substrate systems where radial cracks are well propagated [2–5].
However, it is invalid for brittle thin films/substrate systems because the substrate effect is not
negligible and has an effect on crack propagation. For brittle thin films, the energy method
proposed by Li et al. [6] has been widely used in recent years for the measurement of fracture
toughness although it suffers from some deficiencies that require further research. Subse-
quently, a number of studies [7–10] have proposed improvements to this energy method. An
alternative approach for assessing the fracture toughness of brittle thin films is to use a stress-
based model. The most important prerequisite for a stress-based model is understanding the
stress distribution in brittle films. Finite element (FE) analysis [11–13] and simplified analytical
solutions [14, 15] are two efficient ways to predict stress distribution under indentation. It is
evident that stress distribution depends strongly on the indenter shape and the substrate.
Different indenter shapes and substrates can result in various crack patterns. A number of
indentation-induced crack patterns have been reported, such as radial cracks [16–18], ring
cracks [7, 19, 20], picture-frame cracks [21, 22], spiral cracks [23, 24], and spalling [25, 26].
Understanding the mechanism of the above crack patterns by indentation would greatly
support the development of a stress-based model.

This chapter proposes a comprehensive and systematic view of fracture toughness assessment
methods and fracture mechanisms for brittle thin films under nano-indentation. First, we
present a review of the current indentation methods for characterizing the fracture toughness
of brittle films, namely the classical method, energy method, numerical method, and stress-
based method. The limits and application range of each method are discussed. Next, we review
the observation of crack patterns in brittle thin films/substrates under nano-indentation. The
various effects of indenter shape, substrate effects, and load levels on crack formation are
discussed to gain an understanding of the fracture mechanism of cracking. The chapter
concludes with a summary and a roadmap for future trends.

2. Determination of fracture toughness of brittle thin films using nano-
indentation

2.1. Classical method

It is agreed that a Vickers’ pyramid indenter may produce a median/radial crack pattern in
brittle materials. Figure 1(a) shows a schematic representation of the median/radial crack
pattern induced by a Vickers indenter. The average length of the radial cracks is cm, and a is
the impression length. Lawn et al. [27] reported that the elastic/plastic field in material under
indentation can be considered as a residual field in an unloaded solid and an ideal elastic field.
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Then the fracture toughness of materials can be obtained by measuring the length of the radial
crack and the critical indentation load, P, as follows:

c 3/ 2
m

PK
c

c= (1)

where χ is a factor relating to the indenter geometry and material properties of the tested
specimen and is expressed in the form of

2/5E
H

c x æ ö= ç ÷
è ø
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where E and H are the elastic moduli and hardness of the material, respectively. ξ is a constant
depending on the indenter geometry and can be determined by linear fitting of the relation

between P and m3/2. A value of 0.016 ± 0.004 for ξ was reported in [1] by experimentally fitting

P and m3/2 for a great variety of brittle materials.

Figure 1. Schematic representation of the crack pattern induced by Vickers indenter: (a) the radial/median crack and
(b) the Palmquist crack, based on [28].

The Palmquist crack is another commonly observed crack pattern in brittle materials caused
by a Vickers indenter, as shown in Figure 1(b). To assess the fracture toughness of materials
in which the Palmquist crack pattern is detected, Eq. (1) needs to be modified as
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where ξv is a material constant and has the value of 0.015 reported in [29]. l is the average length
of a Palmquist crack.

Although Eqs. (1) and (3) were initially derived from the stress distribution in material under
a Vickers indenter, they can be extended to other types of pyramidal indenters, such as a
Berkovich indenter and a cube-corner indenter. Comparison of the toughness results of various
brittle materials obtained by a Berkovich indenter and a Vickers indenter in [29] showed that
the Berkovich indenter could provide more accurate results at a low load range than those of
the Vickers indenter, as the shape of the Berkovich indenter is sharper than that of the Vickers
indenter. Furthermore, a cube-corner indenter is generally considered the sharpest indenter.
It was reported by Pharr [30], therefore, that the cube-corner indenter can significantly reduce
the cracking threshold, and is most suitable for toughness measurement of brittle materials at
small load compared to other types of pyramidal indenter.

It should be stated that the residual stress in materials has an effect on the elastic/plastic field,
and thus on the results of the predicted toughness. If there is a considerable amount of residual
stress in brittle materials, Eq. (1) should be changed as follows [31]:

m
c 3/ 2

m

2 R
P cK m

c
c s

p
= + (4)

where m denotes a dimensionless factor and σR denotes the residual stress in the materials.

Eqs. (1)–(4) have been successfully utilized with “thick” film/substrate systems [2–5] where
the radial cracks or Palmquist cracks could propagate well. However, the toughness measure-
ment of a “thin” film can be affected by the substrate effect. As a rule of thumb, the substrate
effect is negligible when the indentation depth is less than 10% of the film thickness for a soft
film/hard substrate. If the film thickness is submicro, the maximum indentation depth should
be lower than tens of nanometers in order to minimize the influence of the substrate. However,
for most nano-indenters, it is nearly impossible to keep an ideal pyramidal shape on such a
small scale. Furthermore, the “1/10 principle” is not adequate for a hard film/soft substrate,
which results in an even lower peak depth in order to reduce the influence of the substrate.
Therefore, other methods should be employed to evaluate the fracture toughness of brittle thin
films.

2.2. Energy method

Theoretically, using the energy method to characterize fracture toughness could minimize the
substrate effect. Therefore, the energy method may be the most efficient method for the
toughness measurement of brittle thin films. Li et al. [6] were the first to propose an energy
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where ξv is a material constant and has the value of 0.015 reported in [29]. l is the average length
of a Palmquist crack.

Although Eqs. (1) and (3) were initially derived from the stress distribution in material under
a Vickers indenter, they can be extended to other types of pyramidal indenters, such as a
Berkovich indenter and a cube-corner indenter. Comparison of the toughness results of various
brittle materials obtained by a Berkovich indenter and a Vickers indenter in [29] showed that
the Berkovich indenter could provide more accurate results at a low load range than those of
the Vickers indenter, as the shape of the Berkovich indenter is sharper than that of the Vickers
indenter. Furthermore, a cube-corner indenter is generally considered the sharpest indenter.
It was reported by Pharr [30], therefore, that the cube-corner indenter can significantly reduce
the cracking threshold, and is most suitable for toughness measurement of brittle materials at
small load compared to other types of pyramidal indenter.

It should be stated that the residual stress in materials has an effect on the elastic/plastic field,
and thus on the results of the predicted toughness. If there is a considerable amount of residual
stress in brittle materials, Eq. (1) should be changed as follows [31]:
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where m denotes a dimensionless factor and σR denotes the residual stress in the materials.
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method for assessing the fracture toughness of brittle thin films, and fracture toughness is
given by

1/ 2
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(5)

where Ef is the film modulus, ν is the Poisson’s ratio of the coating, lm is the crack length in the
film plane, Ufr is the fracture energy, t’ is the effective film thickness, and has the form of

/ sin( )t t q¢ = (6)

where t is film thickness and θ is the angle of the crack edge.

The key point of the energy method is to identify the dissipated energy according to the
indentation load-depth curve. First, the correspondence between the load-depth curve and
crack formation needs to be determined. For a perfect “pop-in” as illustrated in Figure 2(a),
there is a definite step in the loading curve suggesting where the crack initiates and ends.
During the crack formation, a significant amount of energy is dissipated, which causes the
discontinuity in the loading curve.

Figure 2. Schematic representation of (a) a perfect “pop-in” and (b) a “sliding pop-in” in load-depth curves [7].

A more general case is a “sliding pop-in” in the load-depth curve when a high-resolution
transducer is used in an experiment. In Figure 2(b), there is a clear starting point indicating
the crack initiation. However, there is no end point in the load curve. Fu et al. [7] developed a
method to define the end point of the “sliding pop-in” in a load-depth curve. They assumed
that ∂P/∂h2 remains constant before and after a circumferential crack formation. Figure 3 shows
∂P/∂h2 as a function of h2. A quick drop of ∂P/∂h2 is observed, indicating the onset point of the
“sliding pop-in” in the load-depth curve and also the initiation of the circumferential crack.
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After the crack is complete, the derivative ∂P/∂h2 becomes stable again and the value is similar
to that before the crack initiation. Accordingly, the end point of the “sliding pop-in” is
identified.

Figure 3. A method to define the end point of a “sliding pop-in” [7].

Figure 4. Schematic representation of a method to obtain the dissipated energy.

After the start point and end point of the crack in a loading curve have been obtained, the
dissipated energy during crack formation may be calculated by different methods. For
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instance, a schematic of the load-depth curve in [6] is illustrated in Figure 4. The crack initiates
at point A and ends at point B. If the crack does not occur, the loading curve follows the trend
of the OA curve and reaches the point C. Hence, the enclosed area SABC is assumed to represent
the dissipated energy during cracking [6]. This method is widely used to evaluate the fracture
toughness of thin films, even though it ignores the change in elastic-plastic stress distribution
of the film before and after crack propagation.

Given the shortcomings of the method in [6], Chen et al. [8] developed another method to
define the dissipated energy by using the curve of total work as a function of displacement.
Figure 5 shows that a crack initiates at A and ends at D. The first work-displacement curve is
extrapolated from A to C, and the second work-displacement curve is extrapolated from D to
B. The work difference between CD and AB is considered to represent the dissipated energy
during the crack formation. The negative or positive of AB relies on the film/substrate system.
This method examines the work difference before and after cracking, and thus the energy
caused by the change of elastic-plastic behavior is excluded. However, the accuracy of this
method is still dependent on extrapolation of the imaginary work-displacement curves.

Figure 5. Schematic representation of a method to determine the dissipated energy CD-AB. Compared to CD, AB is
positive in (a) or negative in (b), depending on the actual coated systems.

There are also a few studies focusing on estimating the bounds of the fracture energy. For
instance, Toonder et al. [9] proposed an approach to evaluate the upper and lower limits of
fracture energy by considering a material as pure elastic or perfect plastic. In Figure 6(a), if the
film/substrate system behaves as an elastic material, all the deformation will recover after
unloading as the dashed curve BO. If the film/substrate system displays perfect plastic
behavior, there is no elastic recovery. The unloading curves before and after the crack will be
AC and BD, respectively. In practice, the film/substrate system is an elastic-perfect plastic
material, and therefore, the dissipated energy should be between the enclosed area of ABO
and ABDC. Hence, the upper and lower limits of the dissipated energy during cracking are
given by
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Figure 6. (a) A method and (b) an improved method to define dissipated energy using load control and (c) displace-
ment control.

Further, Chen et al. [10] enhanced the method in [9] by performing a more reliable analysis of
the unloading curves, as shown in Figure 6(b). The bounds of the fracture toughness are
expressed as
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Similarly, an approach to calculate the bounds of fracture energy of the film system under a
displacement control is shown in Figure 6(c). The dissipated energy is given by [10]
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The energy method is efficient for obtaining the fracture toughness of brittle thin films because
there is no need for information about crack propagation, such as crack size. However, the
accuracy of the energy method depends highly on either the extrapolated imaginary load-
depth curve or the imaginary total work-displacement curve. In experiments, it is impossible
to know the accuracy of the imaginary extrapolated curve as the trend of the loading curve
can be affected by many factors, such as roughness of the surface, defects in the films and the
ratio of indentation depth to film thickness.

2.3. Stress-based method

The stress-based method is a straightforward approach for assessing the fracture toughness of
brittle thin films. It is based on stress distribution in the brittle thin film under an indenter. To
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date, some analytical solutions have been derived for stress distribution in an incompressible
elastic coating [32], compressible elastic coating/rigid substrate [33], and elastic film/elastic
substrate [34, 35]. However, due to the complex elastic-plastic properties of film and substrate
and the boundary condition of the indenter and film, it is not feasible to derive an analytical
solution for evaluating the stress distribution in the brittle film/elastic-plastic substrate system.
FE analysis is a useful tool for obtaining the fracture stress in film under indentation. Hence,
stress distribution in a film is usually determined using FE analysis. For example, for a brittle
film on a ductile substrate, the stress distribution under a conical indenter is obtained by FE
analysis and is shown in Figure 7. A high tensile radial stress occurs at the surface of a film,
which can open a crack.

Figure 7. Radial stress in film at the surface for various ratios of indentation depth h and film thickness t [7].

Figure 8. Stress applied to a crack during indentation: (a) constant stress and (b) linear stress [15].

When the stress distribution in a film has been obtained, the fracture toughness can be obtained
by assuming the stress on pre-existing cracks as a uniformly distributed crack and a linearly
distributed crack as shown in Figure 8(a) and (b). Based on the linear fracture mechanics,
fracture toughness is expressed as
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I1 1 21.12 0.439K s c s cp p= + (10)

where s1 is a constant stress, s2 is the highest stress in a linear stress distribution, b is the crack
length, and 1.12 and 0.439 are the geometric factors in Figure 8(a) and (b), respectively.

An initial short crack may grow to a circumferential channel crack by self-adjusting to a curved
shape when the energy release rate Gps by linear fracture mechanics is the same at each point,
as reported by Steffensen et al. [11]. The energy release rate for the circumferential channel
crack, Gss, is given by
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Then the fracture toughness can be obtained by calculating the maximum of Gss as proposed
by Madsen et al. [12],

c ssmax( ( ))G G c= (13)

An alternative method for determining the fracture stress and thus the fracture toughness is
to use a simplified stress-based model. The simplified model can give an explicit expression
of fracture stress for a particular type of coated system. For example, Morasch and Bahr [14]
developed a method to identify stress distribution of a brittle film/ductile substrate under an
axisymmetric indenter. In their model, they believed that the ring crack was mainly induced
by the film bending. Thus, the indentation load is assumed as a pressure with a radius of ac,
and the plastic zone is considered as a uniform distributed pressure. The bending moment by
these two types of pressure is given by
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Then the bending stress can be obtained as
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where z is the distance from the middle surface of the circular plate. It is clear that the maximum
radial stresses occur on the surfaces z = ±t/2 of the plate. This coincides with observations from
the literature [7] that circumferential cracks initiate from the top surface of the brittle film.
When the radial stress on top of the film surface reaches the strength, circumferential cracks
initiate and begin to propagate along the interface between the film and the substrate. Figure 9
shows the pressure distribution in the coated system with a modulus ratio of 14.0–69.8 under
a spherical indenter and a conical indenter by FE analysis; however, it has been found that the
pressure caused by the plastic zone is clearly not uniform.

Figure 9. Pressure distribution in the interface under a conical indenter with a half-included angle α of (a) 56.3°, (b)
60.0°, and (c) 70.3°, and a spherical indenter with a radius R of (d) 100 nm, (e) 500 nm, and (f) 1000 nm [15].
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Figure 10. Schematic representation of a stress-based (a) model I and (b) model II.

In view of that, Fu et al. [15] proposed two stress-based models, as shown in Figure 10. The
film is modeled as a circular elastic plate clamped at its edge. The radius of the circular plate,
a, equals that of the plastic zone of the substrate beneath an axisymmetric indenter. A plastic
zone of the ductile substrate beneath the film is considered as distributed pressure. Then the
bending moments in films for model I and model II are given by
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where P is the indentation load and r is the radial distance from the center. Subscripts 1 and 2
indicate models I and II, respectively.

The radial stress can be predicted by substituting the bending moment into Eq. (15). The
normalized stresses (predicted radial stress divided by the maximum radial stress) predicted
by models I and II are shown in Figure 11. It is clear that there is a high tensile stress outside
the contact radius. Moreover, the highest compressive stress occurs at the center, which causes
the radial crack. The stress obtained by the proposed models is comparable to the FE results
and experimental observations [15].

After the stress distribution has been obtained, fracture toughness is obtained using linear
fracture mechanics and a crack channeling criterion according to Eqs. (10)–(13) and Eq. (15).
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It should be worth noting that the stress-based model is valid for a particular coated system
only, that is, the brittle film/ductile substrate. In the next section, we introduce the mechanism
of cracking in a brittle film on a ductile substrate to support the stress-based model.

Figure 11. Normalized stress as a function of rr/rp (ring crack radius/plastic zone radius) predicted by the model I and
model II (Poisson’s ratio is assumed to be 0.21).

3. Fracture mechanism of brittle thin films under nano-indentation

Toughness measurement using a stress-based method depends strongly on the fracture
mechanism of cracking. Understanding the mechanism of the crack pattern in brittle thin films
could provide guidance in developing a more accurate stress-based model for toughness
assessment of the film. In this section, the fracture mechanisms of various crack patterns under
indentation are discussed in detail.

A number of types of crack pattern induced by an indentation in brittle thin film have been
reported, such as radial cracks [16–18], ring cracks [7, 19, 20], picture-frame cracks [21, 22],
spiral cracks [23, 24], and spalling [25, 26]. The crack patterns are dependent on the substrate
effect, indenter shape, and the indentation load level. Regarding the substrate effect, the coated
system can be divided into two types, namely the brittle film/hard substrate system and the
brittle film/ductile substrate system, depending on the effects of the substrate on cracking.
Accordingly, we discuss the fracture mechanisms in these two types of coated system under
different types of indenter.

3.1. Crack patterns in brittle film/hard substrate

In a brittle film on a hard substrate, it has been found that cracks often occur at the contact
edge of the indenter due to the stress concentration. For example, three radial cracks were
detected in a diamond-like carbon (DLC) film/silicon substrate with a film thickness of 115 nm
under a Berkovich indenter, as shown in Figure 12(a). The radial cracks were mainly caused
by the stress concentration at the contact edge. Also, a significant pileup was found around
the impression. Due to the confinement of the substrate and the pileup, the radial cracks did
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not propagate along the edge. Therefore, it would be invalid to use a classical method to
characterize the fracture toughness of the film. For a ZnO film on an architectural glass
substrate, picture-frame cracks were detected inside the impression, as shown in Fig-
ure 12(b). Meanwhile, radial cracks along the indenter edge were also detected. Bull [36]
argued that the picture-frame cracks were caused by the high contact stress. In addition, the
FE result in Figure 18(a) shows that a high stress occurs around the edge of the indenter, which
supports the argument of Bull [36].

Figure 12. (a) Radial cracks and (b) picture-frame cracks [21] in a brittle film/hard substrate.

With an increase in the peak indentation load, the film on a hard substrate usually ends up
with a failure of spalling, as reported in [25]. In their work, ring-like cracks together with
spalling failure were observed in a DLC film caused by a conical indenter. The film outside the
ring-like cracks was detached from the silicon substrate. Also, the crack pattern in a DLC film/
silicon substrate caused by a cube-corner indenter was also shown in [25]. It is evident that
radial cracks, ring-like cracks, and spalling occur in the films. Around the impression, the film
is not detached from the substrate because of the high compressive contact stress. The spalling
occurs outside the impression. It is shown that spalling occurs with a relatively higher load,
regardless of the type of indenter.

Figure 13. Schematic representation of various stages of indentation-induced cracking in a brittle film/hard substrate
system.
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The spalling that usually occurs in a brittle film/hard substrate follows three stages, as
illustrated in Figure 13. First, a ring-like crack initiates and propagates toward the interface
due to the high contact stress. In the second stage, delamination occurs owing to the weak
bonding between film and substrate. Then the film begins to buckle because of the delamina-
tion caused by the extrusion of the indenter. In the last stage, the buckled film results in a high
tensile stress. When the tensile stress reaches the film strength, the film begins to break, and
spalling forms. During the formation of spalling, a significant energy release occurs, which
leads to a perfect “pop-in” in the load-depth curve. Then we could measure the released energy
according to the “pop-in” in the load-depth curve as described in Section 2.2.

3.2. Crack patterns in brittle film/ductile substrate

In a brittle film on a ductile substrate, the crack pattern and fracture mechanism are quite
different from those in a brittle film/hard substrate system. For example, Figure 14(a) and (b)
shows the crack patterns in a DLC film/polyether ether ketone (PEEK) substrate under a conical
indenter and a Berkovich indenter, respectively. In Figure 14(a), a few radial cracks and a ring
cracks are observed. The radial cracks do not reach the ring crack, which indicates that the two
types of crack are independent of each other. Examination of the stress distribution in the films
in Figure 15 shows that there is a high tensile stress on the surface of the film, and a plastic
zone occurs in the substrate underneath the indenter. In the FE analysis, we found that the
position of the ring crack was between the contact radius and the plastic zone, as shown in
Figure 16. The stiffness difference between plastic zones caused the film to bend. As a result,
a high tensile radial stress, which caused the ring crack formation, occurred on the surface of
the indenter. It should be noted that the radial tensile stress consisted mainly of a bending
stress, as well as a stretching stress in the thin film due to the contact load. If the modulus ratio
of film and substrate, Ef/Es, was significantly high, the stretching stress was negligible. In other
words, the ring crack was caused mainly by film bending, which made the position of the ring
crack move toward the plastic zone side. On the other hand, if Ef/Es was low, the ring crack ran
to the indenter edge. These conclusions confirmed the feasibility of the present stress-based
model in Section 2.

Figure 14. (a) Ring crack and (b) picture-frame crack [22] in a DLC film/PEEK substrate.
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Figure 15. FE results of (a) maximum in-plane principal stress and (b) equivalent plastic strain distribution [7].

Figure 16. Fracture mechanism of a brittle film on a ductile substrate by indentation [15].

Figure 17. (a) Energy release rate of the plane strain crack Gps propagating through the film and energy release rate of
the channel front Gss for indentation depth, and (b) illustration of a channel crack propagating through the film.

The FE analysis gives the stress distribution of film under an axisymmetric indenter, which
can provide information about crack initiation. To fully understand the formation process of
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a ring crack, more detail is necessary. Prior to the indentation, it is highly improbable that a
circular defect exists in the film. The crack channeling criterion may be the best explanation
for the formation of a ring crack. Figure 17(a) shows the energy release rate by a linear fracture
mechanics and a crack channeling energy release rate. In the first stage, a pre-existing short
crack exists as shown in Figure 17(b). As the stress in the film increases, the crack begins to
propagate toward the interface when the energy release rate by linear fracture mechanics
reaches the fracture toughness. With the increase in crack length, the energy release rate by
the linear fracture mechanics decreases. When it reaches the critical energy release rate for a
channeling crack, the channeling ring crack initiates. The short crack adjusts its own curvature
to form a ring crack because the Gps at each point around the circle is the same. After that, the
ring crack propagates and stops at the interface. Hence, we could obtain the fracture toughness
of the brittle film on a ductile substrate if a ring crack is observed using Eq. (13).

In Figure 14(b), three radial cracks were detected and two picture-frame cracks were observed
outside the contact region. Also, no delamination occurred. The FE results in Figure 18 show
that the radial crack is induced by the high compressive stress due to the contact stress, which
is the same as the observation in a brittle film/hard substrate. However, a high tensile stress
occurs outside the contact region. With an increase in Ef/Es, the high stress in a film surface
moves outward to the contact area. The film bending by a Berkovich indenter is also controlled
by the plastic zone below. After the critical stress is reached, the crack may propagate to the
interface or parallel to the edge of the indenter, depending on the value of the energy release
rate using the channeling crack criterion or linear fracture mechanics.

Figure 18. Maximum principal stress distribution in a brittle film on a ductile substrate (dashed lines indicate projected
contact edges) with a modulus ratio of (a) Ef/Es = 2.3, (b) Ef/Es = 14.0, and (c) Ef/Es = 41.9 [22].

If we keep increasing the indentation load in a brittle film/ductile substrate system, multiple
ring cracks sometimes appear on the surface. Figure 19 shows multiple ring cracks in a DLC
film/PEEK substrate. The film thickness is 140, 400, and 1300 nm, respectively in Figure 19(a–
c). The peak indentation load is 10 mN. It is evident that, in all the films, there are a few radial
cracks in the middle and a few ring cracks outside the radial crack. When the thickness
increases to 400 nm, we can also observe a similar radial crack and ring crack pattern. In a
brittle film with a high thickness, however, the crack pattern changes to a combination of both
ring crack and spalling in Figure 19(c). In other words, ratio of indentation depth and film
thickness also affects the crack patterns. In a thin film, the ring crack is controlled by the plastic
zone in the substrate under the indenter. The contribution of the plastic zone is less when a

Toughness Assessment and Fracture Mechanism of Brittle Thin Films Under Nano-Indentation
http://dx.doi.org/10.5772/64117

137



thick film is tested because the critical depth is much smaller than the film thickness. The
substrate effect might not be dominant in crack formation, and the fracture mechanism is
similar to that in the bulk brittle material.

Figure 19. Multiple ring cracks in a DLC film/PEEK substrate with film thickness of (a) 140 nm, (b) 400 nm, and (c)
1300 nm.

Given the mechanism of ring crack formation, FE analysis integrated with cohesive elements
can be used to simulate the formation of a ring crack. We ignore the channel crack formation
here. The simulation steps are as follows:

Step 1. An FE analysis is performed without using cohesive elements. When the tensile
stress in a surface reaches the tensile strength, the analysis stops, and the position
of the peak tensile stress is recorded.

Step 2. Cohesive elements are inserted into the FE model at the recorded position along
the thickness.

Step 3. The FE analysis is rerun, and when the tensile stress in the film surface equals the
strength, a ring crack (represented by the cohesive elements) begins to initiate and
propagates toward the interface. When the stress outside the first ring crack
reaches the tensile strength, the position of the peak tensile stress is recorded again.

Step 4. Repeat Step 2 to insert another group of cohesive elements for the second ring
crack formation.

It is seen that the FE results agree well with the experimental observations in Figure 20.
However, it is noted that the drawback of this FE model is that it cannot simulate the propa-
gation of a channeling crack.

Another specimen is a 100 nm Al2O3 film on a PEEK substrate. After indentation, there was
still a multiple ring crack pattern under a conical indenter as shown in Figure 21(a). We
recorded the critical load and the ring crack diameter. We found the linear relation between
the critical load and the diameter of the ring crack shown in Figure 22. In a bi-layer film, a
much more complex crack pattern, a flower-shaped crack, was induced. For instance, we found
that the crack pattern became a flower-shaped crack in the surface of a TiO2/Al2O3 film/PEEK
substrate system, as illustrated in Figure 21(b). That crack is induced by the combination of
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propagates toward the interface. When the stress outside the first ring crack
reaches the tensile strength, the position of the peak tensile stress is recorded again.

Step 4. Repeat Step 2 to insert another group of cohesive elements for the second ring
crack formation.

It is seen that the FE results agree well with the experimental observations in Figure 20.
However, it is noted that the drawback of this FE model is that it cannot simulate the propa-
gation of a channeling crack.

Another specimen is a 100 nm Al2O3 film on a PEEK substrate. After indentation, there was
still a multiple ring crack pattern under a conical indenter as shown in Figure 21(a). We
recorded the critical load and the ring crack diameter. We found the linear relation between
the critical load and the diameter of the ring crack shown in Figure 22. In a bi-layer film, a
much more complex crack pattern, a flower-shaped crack, was induced. For instance, we found
that the crack pattern became a flower-shaped crack in the surface of a TiO2/Al2O3 film/PEEK
substrate system, as illustrated in Figure 21(b). That crack is induced by the combination of
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substrate effect and the interaction of the two brittle films. For instance, the confinement of
TiO2 film causes uncertainty of channeling crack formation.

Figure 20. Focused ion beam observation of multiple ring crack and (b) simulation results of maximum principal
stress, modified from [37].

Figure 21. Crack pattern in (a) an Al2O3 film/PEEK substrate, and (b) a TiO2/Al2O3/PEEK substrate.

Figure 22. Critical load Psc versus the diameter of ring-like crack dr (solid lines indicate the trend) [38].
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Figure 23. A spiral crack after unloading.

The spiral crack is another crack pattern induced by indentation. In Figure 23, a spiral crack is
shown in a DLC film on a PEEK substrate. Under a conical indenter, a high equivalent stress
arises near the interface owing to the film bending. Then a small defect grows to a spiral crack
in the film. Once the indenter begins to withdraw, the increasing equi-biaxial stress field
provides the driving force for a spiral crack extension due to the film bending curvature effect
as reported in [23].

4. Summary

In this chapter, several methods for the measurement of fracture toughness of brittle film/
substrate systems were presented and detailed. Fracture mechanisms for some particular crack
patterns were introduced to give a better understanding of the stress-based model. The
conclusions are as follows:

The classic method was a widely used method for toughness measurement in “thick” films
where a radial crack was well developed. The energy method was an efficient method for
determining the toughness of thin films and depends on obtaining the dissipated energy
during cracking. The stress method was a straightforward method based on stress distribution
and the fracture mechanism in brittle films under indentation. In particular, the fracture
mechanism in brittle films depends on the substrate effect, indenter shape, and load level,
which can result in different crack patterns. The FE method may be the most efficient tool to
characterize the evolution of stress under indentation.

To date, there is still no generally accepted method for the measurement of brittle thin films
using nano-indentation. Each method mentioned above has its limitations. In future, with a
better understanding of each crack pattern, it is expected that a general stress-based solution
for the toughness measurement of thin film will be developed.
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In the meantime, a more detailed numerical model is needed to investigate the complex
experimental observation. An example might be an FE model that can simulate the indentation
process considering the combination of a channeling crack and delamination.
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Abstract

The fracture behaviors of high-strength 7050 and 7075 aluminum alloys (AA7050 and
AA7075) were investigated using small size, V-notched tear specimens. In accordance
with ASTM B871-01 standard test method, the thickness and notch angle were selected
as 6.35 mm and 60°, respectively. All tear specimens (also called Kahn specimens) were
machined in L-T orientation and the mechanical tests were conducted at RT. To evaluate
crack  propagation  route  during  failure  process,  interrupted  tear  tests  were  also
conducted on AA7075. The subsized cylindrical tension test specimens were machined
in L direction of the bulk materials to study the elastic-plastic behavior of the alloys in
accordance with ASTM B 557M-98 standard test method. The microstructures of T73651
and T6 heat-treated alloys were examined using optical microscopy and SEM. The
precipitate characterization of heat-treated specimens was performed using Clemex
image analysis software. The rupture mechanisms were also studied by examination
of specimen fracture surfaces using SEM. According to the results, the amount, size and
distribution of intermetallic particles have been identified as the important factors on
failure of the examined alloys. Both examined alloys show the same damage initiation
mechanism; however, the failure mechanism is different to some extent. Depending on
the  stress  condition,  two  major  failure  micromechanisms,  i.e.,  “internal  necking
mechanism” and “void sheet mechanism,” are prevailing for both alloys. The results
of mechanical tests and determination of tear strength to 0.2% tensile yield strength
ratio made it  possible to evaluate specimens’  notch toughness.  The comparison of
specimens’  resistance  to  stable  crack  propagation  and  subsequent  fracture  in  the
presence of crack-like stress concentrator was provided using tear test data.

Keywords: aluminum alloys, V-notched tear specimen, microstructure, precipitates,
notch toughness
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1. Introduction

In aerospace industry, wings-, tail-leading edges and fuselage materials require high crack
initiation  and  propagation  resistance  under  applied  loads.  In  design  consideration,  the
material should be identified and examined to provide service requirements such as high
specific strength, fatigue resistance, fracture toughness, high crack initiation and propagation
energies, reproducibility, reliability and safety. Aluminum alloys of the 7xxx series (Al-Zn-Mg-
Cu alloys) show an exceptional combination of static tensile properties, failure resistance and
good machine-ability.  On this  account,  they are  used exceedingly in  aerospace industry,
particularly in upper and lower wing skins in some planes [1–4]. AA7050 guarantees the same
resistance to stress corrosion and exfoliation corrosion at higher strength levels compared to
AA7075 [5]. Typical applications of AA7050 plates are in fuselage frames and bulkheads, while
AA7050 sheets are used for wing skins. AA7050 is also used to produce extrusions, forgings
and fasteners. Examples of application of 7xxx aluminum alloys in the aerospace industry are
presented in Figure 1 [5]. Higher Zn and Cu contents in alloy 7050, in comparison with alloy
7075, compensate the strength loss caused by over aging to T7 condition in order to improve
stress corrosion resistance as well as fatigue crack propagation resistance. “Replacement of Cr
by Zr makes the alloy less quench sensitive. The ability to be quenched at a reduced rate while
retaining adequate strength is an asset for an alloy intended to be used in heavy sections where
thermal conductivity limits quench rate or to be quenched at slower rate to minimize thermal
stresses” [6]. Reduction of Fe and Si improves fracture toughness.

Figure 1. Examples of application of 7xxx aluminum alloys in the aerospace industry (adapted from [5]).

As mentioned above, wing and fuselage materials are expected to show high resistance against
development and propagation of cracks initiated under normal load spectrums [7, 8]. There-
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fore, among all the property requirements, the fracture toughness is often the limiting design
consideration [7, 9].

There are various testing methods to determine material toughness. Designers may apply
ductile crack growth resistance test, referred to as R-curve test conducted on either the middle-
cracked tension (MT) or the compact tension (CT) specimen, or the crack line wedge loaded
(CW) specimen, according to the ASTM E561-86 standard [10]. Another standard test is also
suggested for fracture toughness testing of aluminum alloys [11]. Of all the above methods,
the plane strain compact tension test CT is considered to be one of the most accurate methods
to measure KIC [12]. However, CT specimens are costly and time consuming to construct.
Moreover, it is difficult to obtain valid KIC with respect to test specifications [10, 13]. Small-size
specimens, i.e., tear specimens, the so-called “Kahn specimens,”1 provide several numerical
results such as unit initiation and propagation energies, tear strength, notch toughness or TYR
(tear strength to 0.2% yield strength ratio) [7, 13–15]. In the tear test, a V-notched specimen
with the notch radius less than 60 μm is subjected to static tensile loading until a crack develops
at the root of the notch and passes through the width of the specimen [13, 14]. Such specimens
have superior advantages as low cost, short time of preparation and low material consumption.
In addition, no fatigue precrack is required and the sharp notch (V-notch having root radius
less than 60 μm) acts as a stress concentrator and, therefore, it may replace to others requiring
fatigue precrack. According to the work results of Bron et al. [7] on two grades of 2024
aluminum alloys, similarity of fracture surfaces and identical failure mechanics in Kahn
specimens and precracked large middle-cracked tension M(T) panels make it possible to
predict the cracking behavior of large M(T) as well as actual structures using experimental
results on small ones.

The extraordinary combination of properties in 7xxx series of aluminum alloys as mentioned
above is attributed to the proper microstructures obtained by the aging processes, which is
applicable due to the presence of different alloying elements in the alloy composition [3, 15].
The microstructure of heat-treated specimens could contain coherent, semicoherent and even
incoherent precipitates which affect the physical and mechanical properties. Many investiga-
tions have been performed on the microstructure evolution during aging of 7xxx Al alloys [16–
20] and some research works have been conducted to study the relationship between aging
patterns and mechanical properties [21–27]. Deshpande et al. [24] have studied the evolution
of toughness with aging time in AA7050. Dumont et al. [26] have also investigated the influence
of the microstructure on strength and toughness in AA7050 aluminum alloy. Srivatsan [27] has
evaluated the influence of the microstructure on fatigue and fracture behavior of the aged
AA7050 alloy. The multistage aging heat treatment contributes to better distribution of
precipitates and is also consistent with industrial practice [21, 26]. Moreover, secondary aging
at elevated temperatures provides microstructure stability, i.e., mechanical properties of an
age-hardened alloy remain unchanged for an indefinite period if used in service at close to the
ambient temperature. Referring to Lumley et al. [28], multistage heat treatments, like T73
temper, provide a means for improving the properties of aged aluminum alloys by modifying

1 N.A. Kahn has firstly used a very sharp notch, in place of the key-hole notch, in samples to facilitate the crack initiation
at relatively low energy levels and increase the ability to measure accurately the required crack propagation energy.
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the size, composition, species and distribution of precipitate particles. Additionally, the T73
temper increases the stress-corrosion resistance of 7xxx series (Al-Zn-Mg-Cu) wrought alloys
by modifying the microstructure. However, there is a significant sacrifice in tensile properties,
compared with the single-stage T6 temper. Considering Dungore and Agnihotri [29] state-
ments, by application of various tempers such as T73, T76 and T39, it is possible to overcome
some drawbacks of high-strength heat-treatable aluminum alloys like reduced ductility and
fracture toughness in the short transverse direction and enhanced stress corrosion cracking
(SCC) susceptibility. T73 temper is used to improve the corrosion resistance. However,
referring to Kumar et al. [30] work results, the post weld heat treatment of AA7075 alloys at
overaged (T73) temper is accompanied with a loss of strength about 10–15% compared to T6
temper. Therefore, retrogression and re-aging (RRA) treatment can be used as an alternative
treatment to recover the strength of 7xxx series alloys without impairing the corrosion
resistance of the material. Post weld treatment to RRA leads to the dissolution of the less stable
precipitates (GP zones and η′) inside the grains and the increase of grain boundary precipitates
(GBPs). In this work, the fracture behavior of two popular 7xxx series aluminum alloys, i.e.,
AA7050 and AA7075, was examined after multistage and single-stage precipitation hardening
(age hardening) heat treatments and the fracture mechanisms of smooth and notched speci-
mens were compared.

2. Experimental

Two types of high-strength aluminum alloys of 7xxx series, i.e., AA7075 and AA7050, were
provided for this investigation. The chemical compositions of test materials in weight percent
are presented in Table 1. The dimensions of provided plates were 200 cm×100 cm×11 cm in the
case of cold rolled AA7050 and 60 cm×10 cm×7 cm for extruded AA7075. Since overaging T7
temper provides the best resistance to exfoliation corrosion and SCC as well as enhancement
of fatigue crack growth resistance, the multistage T73651 temper is suggested for AA7050. In
addition, this aging treatment contributes to dimensional and thermal stability of the part
besides better distribution of precipitates. It is also consistent with industrial practice. There-
fore, multistage T73651 temper which was applied to AA7050 by manufacturer [31] consisted
of the solid solution treatment (homogenization) at 477°C, followed by quenching at warm
(65°C) water and finally two aging stages. The initial artificial aging was performed at 120°C
for 24 hours and the final artificial aging at 163°C for the same period of time. Alternatively,
the AA7075 alloy, after 1-hour solution treatment at 468°C, was quenched in water to room
temperature. This was followed by artificial aging at 120°C for 24 hours. It can be considered
as T6 heat treatment.

Metallographic specimens were prepared, polished and etched in Keller’s solution for 10–18
seconds [32]. The microstructures of specimens were examined using optical microscopy and
SEM. The Brinell hardness measurement was performed with 62.5 kg load using steel ball with
2.5 mm diameter in different orientations. The subsized cylindrical tension test specimens were
machined in L direction of the bulk materials to study the elastic-plastic behavior of the alloys
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in accordance with ASTM B 557M-98 standard test method [33]. The tests were carried out on
a House field H 10 KS testing machine with crosshead speed of 0.5 mm/min.

Alloy Elements
Zn Mg Cu Mn Cr Si Fe Zr Ti Al

AA7050 5.7–6.7 1.9–2.6 2.0–2.6 0.1 max 0.04 max 0.12 max 0.15 max 0.08–0.15 0.06 max Balance
AA7075 5.1 1.8 1.24 1.65 0.25 0.61 0.18 <0.1 <0.1 Balance

Table 1. The chemical compositions of AA7050 and AA7075 in wt.%.

All tear specimens were machined in L-T orientation and the mechanical tests were conducted
at RT on a Universal Instron-6027 tension testing machine with especially low crosshead speed
of 0.1 mm/min up to the fracture point. A displacement gauge was attached to the fixtures to
monitor the displacement values. For crack route detection, interrupted tear tests were also
performed on AA7075. For this purpose, four specimens were tested. For each specimen, the
test was interrupted in a specific point (load). The crack route was detected by penetration of
ink into the crack area before final specimen rupture. The V-notched specimens with 6.35 mm
thickness, 36.5 mm width and 57.15 mm length are shown schematically in Figure 2a. The L-
T orientation, which corresponds to the loading of specimens in L direction and the crack
propagation in T direction, is presented in Figure 2b. In this designation L and T represent
rolling and long transverse direction, respectively. It has been reported that when the speci-
mens are loaded in rolling direction, resistance against crack propagation increases. This is
contributed to formation of larger shear lips and therefore higher fracture toughness [34]. Varli
and Gürbüz [35] have pointed out that 6013 aluminum alloy exhibits the highest resistance to
fatigue crack growth in the L-T orientation. The notch root angle was selected as 60°, in
accordance with ASTM B871-01 standard test method for tear testing of aluminum alloy
products [14]. The root radii of sharp V-notches, which act as a stress concentrator, were
selected as 20 and 60 μm.

Figure 2. (a) The geometry and dimensions of tear test specimen and (b) location of tear test specimens in different
orientations (L = longitudinal rolling direction, T = long transverse direction and S = short transverse direction).
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3. Results and discussion

3.1. Microstructure

The microstructures of AA7050 and AA7075 alloys in L-T orientation are shown in Figure 3.
The microstructures mainly consist of equiaxed grains and some elongated grains in rolling
or extrusion direction, with the areas of partial recrystallized grains where coarse interme-
tallic (IM) particles are mostly found. In L-T orientation, average grain area is 10×4 μm2 in
AA7050 and 45×12 μm2 in AA7075. The presence of coarse intermetallic particles in recrys-
tallized grains location suggests that the recrystallization has occurred mainly with particle
stimulated nucleation (PSN) mechanism which is also stated by other researchers [15, 20,
36–38]. However, small precipitates (particularly Al3Zr) in some areas have prohibited the
recrystallization to develop. Deshpande et al. [24] have also mentioned that presence of Zr
in AA7050 leads to formation of the Al3Zr dispersoids which retard the recrystallization
process. Cvijović et al. [39], in studies on microstructural dependence of fracture toughness
in high-strength 7xxx forging alloys, have also pointed out to the unrecrystallized grain
structure due to appreciable amounts of Cr, Mn and Zr which are known to be efficient in
the formation of dispersoids as recrystallization inhibitors. It is stated that, in 7075 alumi-
num alloy, Al12Mg2Cr is a common dispersoid [40]. The voids of both alloys, which are evi-
dent on micrographs in BS mood, are presented in Figure 4. In these micrographs,
precipitates are appeared white, voids black and the matrix gray. The density of voids was
determined 0.9 and 1.7% in AA7050 and AA7075, correspondingly. Regarding the less
amounts of voids in comparison to precipitates, they may have far less important role in
crack initiation process. Nevertheless, there is also a possibility for partly void formation in
the polishing practice. In general, microstructural features affect some mechanical proper-
ties of 7xxx series alloys such as strength, fracture toughness as well as corrosion resistance.
Therefore, the properties of the heat-treated 7xxx series aluminum alloys depend on grain
size, void content, as well as dispersoids, intermetallic (IM) compounds, constituent parti-
cles, the matrix precipitates (MPs), grain boundary precipitates (GBPs) and precipitate-free
zones (PFZs) [41]. According to the selected optimized process of heat treatment, the com-
bined properties can be obtained by the cooperation of the above-mentioned microstructur-
al features. The microstructures of two popular 7xxx series aluminum alloys, i.e., AA7050
and AA7075, after multistage T73651 and single-stage T6 precipitation hardening (age hard-
ening) heat treatments include fine and coarse precipitates which are evident on the as-pol-
ished micrographs in Figure 5. The results of EDAX studies on fracture surfaces, which
have been reported elsewhere [42], showed that besides stable phase (MgZn2), the coarse
intermetallic particles can be Al7Cu2Fe, Al(Fe,Mn)Si, Al2CuMg and Al2Cu, Mg2Si, Al2CuMg
in AA7050 and AA7075, respectively. Xie et al. [16] have found Sigma (Al,-Cu,Zn)2Mg, S
(Al2MgCu), θ (Al2Cu), Mg2Si, Al7Cu2Fe and Al13Fe4 in the structure of solidified aluminum
7050 alloy. According to Srivatsan [26] work, the intermediate η′ (MgZn2) precipitate is the
most important strengthening phase in age hardenable Al-Zn-Mg 7xxx series alloys, where-
as the β′ (Al3Zr) dispersoids (f.c.c.-based L1 structure) appear due to the presence of the
grain-refining element zirconium, hinders the recrystallization. According to SEM/EDS
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studies of Cvijović et al. [39] on overaged 7000 alloy forgings, the coarse IM particles,
aligned in the direction of prevailing deformation, are η-Mg(Zn,Cu,Al)2, S-Al2CuMg associ-
ated with Zn, Mg2Si (as soluble IMs) and Al3(Cu, Fe,Mn), Al7Cu2Fe, plus a little of Al7(Cu,
Fe,Mn,Cr) (as insoluble IMs). Andreatta [5] has also concluded that the most abundant inter-
metallics in AA7075 are the Cu- and Fe-rich intermetallics such as Al7Cu2Fe and
(Al,Cu)6(Fe,Cu), while the Mg2Si intermetallic is present in smaller quantity.

In Figure 6, image analysis results related to precipitate size distribution are shown. The
dimensions and shape factors of the precipitates, which are determined by Clemex image
analysis software, are also presented in Table 2.

Figure 3. Optical micrographs of (a) AA7050 and (b) AA7075.

Figure 4. SEM micrographs revealing the presence of voids in (a) AA7050 and (b) AA7075 in BS mood.
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Figure 6. The size distribution of precipitates in (a) AA7050 and (b) AA7075.

Referring to Pao et al. [43], the formation of coarse precipitates at grain boundaries, due to the
ready diffusion of solute atoms into the boundary, depletes the solid solution in their imme-
diate surroundings. This leads to creation of a precipitate-free zone (PFZ). Moreover, depletion
of vacancies to levels below that needed to assist with nucleation of precipitates at the particular
aging temperature should be also considered as a reason for PFZ formation [44].

Occurrence of intermetallic particles in the grain and subgrain boundaries would result in low
mechanical properties and resistance to fracture for two main reasons: firstly, these particles
are the appropriate sites for crack initiation within the microstructure and secondly, the
formation of coarse precipitates will create precipitate-free zone at both sides of grain boun-
dary. PFZs are regions with low strength and so preferred areas for crack propagation.
According to the work of Cai et al. [45] on AA7050 alloy, the precipitation-free zone (PFZ) is
very narrow for double-step hot rolling (DHR)-treated alloy, which is beneficial to the
mechanical properties. According to Polmear [44] statements, for higher solution treatment
temperatures, faster quenching rates (both of which increase the excess vacancy content) and
lower aging temperatures, the PFZs are narrower. However, continuous GBPs and narrow PFZ

Figure 5. The microstructure of (a) AA7050 and (b) AA7075 in polished condition.
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increase the SCC susceptibility of the alloy (e.g., in T6 condition) and the discrete GBP and
wide PFZ (e.g., attaining after RRA treatment consisting of pre-aging, retrogression and re-
aging) can improve the SCC resistance of the alloy and decrease its SCC index [41].

Alloy Specifications

Precipitate

content (%)

Max. length

(μm)

Min. length

(μm)

Ave. length

(μm)

Roundness Aspect ratio

AA7050  2.9 9.8 0.12 1.24 0.81 1.75

AA7075 3.5 28.6 0.25 2.35 0.79 1.76

Table 2. The dimensions and shape factors of precipitates detected in L-T plane of AA7050 and AA7075 alloys.

Figure 7. Showing (a) continuous GBPs plus narrow PFZ in AA 7075 alloy in T6 condition and (b) the discrete GBPs
plus wide PFZ after RRA treatment (adapted from [29]).

Referring to Ranganatha et al. [46], by retrogression and re-aging (RRA) heat treatment, the
resistance to SCC is enhanced without losing yield or tensile strength. “The longer retrogres-
sion time during the RRA treatment leads to a combination of grain boundary η precipitate
coarsening, which resembles the precipitates formed in the T73 temper and the η-η′ precipitates
distribution in the matrix which looks like the precipitates formed in the T6 temper. This
combination results in good performance with respect to resistance to stress corrosion cracking
and the thermodynamic stability as well as mechanical strength” [46]. The TEM study results
of Kumar et al. [30] on AA7075 in different heat treatment conditions show the dispersion of
precipitates η′ and η in the alloy matrix along with coexistent coarser and sparsely distributed
η precipitates locating at the grain boundaries, together with precipitate-free zones (PFZs),
Figure 7. Goswami et al. [47] have related the SSC resistance to the increase in Cu content of
the Mg(CuxZn1-x)2 precipitates at grain boundaries and, therefore, depletion of both zinc and
copper in the PFZ relative to the matrix, in the overaged (T73) and RRA conditions. “The
electrochemical potential of the intermetallic Mg(CuxZn1-x)2 compound increases with the
increase in Cu content. This decreases the driving force for anodic dissolution with respect to
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matrix, particularly for the overaged condition where the Cu level is highest. As the dissolution
rate decreases with increasing Cu content, the alloy becomes less susceptible to SCC” [47].

In the present work, application of two different precipitation hardening heat treatments can
also affect the mechanical properties, due to the above-mentioned reasons.

3.2. Hardness measurements and tension test results

The results of hardness measurements and tension tests of both alloys are given in Tables 3
and 4. Considering the results of hardness testing, it is believed that the formation of texture
has a little effect on hardness and, therefore, the slightly higher hardness value in S-T orien-
tation can be due to higher density of grain boundaries and the fact that precipitation ensues
preferably in these areas.

Alloy Hardness

HB (kgf/mm2)

L-T plane S-T plane L-S plane

AA7050 151.5 155.1 150.0

AA7075 165.4 169.6 167.8

Table 3. The average Brinell hardness values of AA7050 and AA7075 in different orientations.

Alloy Property

UTS (MPa) σ0.2 (MPa) E (GPa) εf (%)

AA7050 606 430 86.2 23.06

AA7075 582 406 62.8 22.98

Table 4. The average tensile properties values of AA7050 and AA7075 in L direction.

In respect of tension tests which were performed on the cylindrical specimens in L direction,
it emerges that the elastic-plastic behaviors of both alloys are almost alike and slightly better
strength of AA7050 may be attributed to the effects of the finer grains, low preliminary void
content. However, large interparticle spacing and wide PFZs in the T73 temper could be
unfavorable to the strength of material. Sarkar et al. [48] studies on AA5754 showed that when
interparticle spacing is fairly large, the alloy fails in a typical cup and cone mode (ductile
failure). However, the small interparticle spacing promotes linking of voids associated with
coarse particles and leads to failure by void sheeting.

3.3. Tear test results

After applying the static tensile load on tear test specimen, a crack develops at the root of notch
and travels across the width of the specimen. The study on AA7050 and AA7075 shows that
two different forms of load-displacement curves can be achieved as a result of a tear test. In
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the first one that we denote the specimen as “A” in this article, after maximum value of load,
there is a large spontaneous decrease in sustained load. This phenomenon was referred to as
“Pop In” in some other articles [13, 49]. In this situation a crack initiates at the point of
maximum load. In other curves, referred to specimen as “B”, the load decreases smoothly, after
its maximum point and the crack initiation occurs somewhat before the maximum load. This
occurrence has also been reported in the case of specimens with thickness of less than 5 mm
[13, 49]. Nevertheless, in this study, the only variable is the specimen notch root radius (NRR)
value which leads to this diversity. In the case of type “A”, NRR is about 20 μm while in “B”
it equals to 60 μm. So, it can be concluded that the effect of the NRR decrease is quite similar
to the increase in thickness which leads to plane strain condition prevailing [13]. Figures 8 and
9 illustrate load-displacement curves as primary results of tear tests performed on type ″A″
and ″B″ specimens in both aluminum alloys. In Table 5, the related results such as tear strength,
notch toughness initiation energy (IE) and propagation energy (PE) are presented for both
alloys.

Figure 8. Load-displacement curves as primary results of tear tests performed on type ″A″ specimens of (a) AA7050
and (b) AA7075.

Figure 9. Load-displacement curves as primary results of tear tests performed on type ″B″ specimens of (a) AA7050
and (b) AA7075.
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Alloy Property

Specimen designation NRR

(μm)

Tear

strength (MPa)

Notch1

toughness

IE2

(N.m)

PE3

(N.m)

UIE4

(kN/m)

UPE5

(kN/m)

AA7050 A 20 628.20 1.46 24.30 8.00 150.70 50.10

AA7050 B 60 449.84 1.05 6.74 11.56 41.80 72.27

AA7075 A 20 716.50 1.76 33.80 4.10 209.40 25.90

AA7075 B 60 531.66 1.32 7.93 10.58 49.20 65.63

1Tear strength/σ0.2 (notch toughness).
2Crack initiation energy.
3Crack propagation energy.
4Unit initiation energy.
5Unit propagation energy.

Table 5. The tear test results of AA7050 and AA7075 specimens, containing different NRRs, in L-T orientation.

It can be noticed that for both types of curves in Figures 8 and 9, the maximum load values of
AA7075 are higher than those of AA7050 alloy which consequently lead to the occurrence of
higher notch strengths. This could be considered as a direct result of higher content of
precipitates in this alloy and probably narrower PFZs. Clearly, the lower σ0.2 yield strength of
AA7075 could be related to coarser grains and higher primary void content. Additionally, these
curves show that crack initiation energy (IE) of AA7050 is lower than that of AA7075 regardless
of specimen type (“A” or “B”). In contrary, the crack propagation energy (PE) is higher for
AA7050 which can be due to slanted or blunted crack tip in this alloy. Obviously, the large
precipitates can be considered as nucleation sites for voids in the crack initiation stage as well
as void growth and coalescence sites during crack propagation process.

Figure 10. Load-displacement and energy dissipation curves for type ″B″ tear specimens of (a) AA7050 and (b)
AA7075.
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In Figure 10, the amount of dissipated energies during failure process for type “B” tear
specimens is shown. The slopes of these curves represent the energy dissipation rates during
rupture process. The maximum of dissipation rate in both alloys belongs to crack initiation
stage and minimum to crack propagation stage. Furthermore, in AA7050, the energy dissipa-
tion rate exceeds that of AA7075 in crack propagation stage and reverse situation exists in crack
initiation stage.

Figure 11. Load-displacement curve for interrupted tear tests performed on AA7075 and related fracture surfaces (a–d)
after ink penetration and reloading.

For crack route detection during failure process, the interrupted tear tests were performed
on AA7075. In Figure 11, the interrupted tear test points and the successive positions of
the crack front after penetration of ink into the crack areas are presented. The points A
and B correspond to crack initiation and maximum load conditions, respectively. The
points C and D show the situations where the load exceeds the maximum value and
crack length is equal to or more than half of the specimen net width. Figure 12 shows
load-displacement curves exactly at the test interruption points. At the right side of these
curves, the specimens’ reloading curves for full failure purpose, after interruption and ink
penetration, are presented.
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Figure 12. Load-displacement curves for interrupted tear tests at points A–D (left) and reloading curves for full failure
purpose (right).

In resultant macrographs of interrupted tear tests, a small triangular zone having its base on
the notch root and its normal parallel to the loading direction can be seen, Figure 11a and b.
This area can be considered as failure initiation zone at the notch root. After load increase and
reaching the maximum value, it has been reached almost both sides of the specimen. Moreover,
the phenomenon called “tunneling”, in which the crack front in the middle of flat region
advances more than lateral zones, is also evident in these micrographs. As mentioned by Born
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the notch root and its normal parallel to the loading direction can be seen, Figure 11a and b.
This area can be considered as failure initiation zone at the notch root. After load increase and
reaching the maximum value, it has been reached almost both sides of the specimen. Moreover,
the phenomenon called “tunneling”, in which the crack front in the middle of flat region
advances more than lateral zones, is also evident in these micrographs. As mentioned by Born
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et al. [7], at this stage, the crack length is bigger in the middle of the specimen. The slanted
zone can be also seen out of the triangle area, Figure 11c and d. Referring to Bron et al. [7], in
thin specimen and presence of plane stress condition, after maximum load only slanted
fracture could exist. Nevertheless, in the present study, as mentioned previously, the thickness
of samples equals to 6.35 mm which implies that plane strain condition is prevailing. Thus,
after maximum load, the triangle zone is followed by lateral slanted zones (sides) and rough
flat (central part) zone, see Figure 11c and d. The growth of triangular and slanted zones is
also evident. Eventually, the whole crack front is slanted and slightly curved.

3.4. Fractography

Figures 13 and 14 show the fracture surfaces of tension test specimens. These fractographs
indicate that the void nucleation, growth and coalescence are dominant mechanisms in the
fracture of specimens. The fracture surfaces in both alloys are mainly covered with dimples
which appear around particles. Considering the higher magnification of micrograph in
Figure 14a comparing to Figure 13a, the size of dimples is different in two alloys, being smaller
in the case of AA7075. In some parts of fracture surfaces, smooth areas without any dimple
are visible, Figures 13b and 14b. This is attributed to the friction during rupture process, which
has been also mentioned in other articles [7, 15, 49]. It should be noted that the fracture surface
in macroscopic scale was inclined at 45° to the loading direction.

Figure 13. The fractographs of AA7050 tension test specimens illustrating (a) dimple covered area and (b) flat area.

Figure 14. The fractographs of AA7075 tension test specimens illustrating (a) dimple covered area and (b) flat area.
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In Figures 15 and 16, the fracture surface appearance of type “A” tear test specimens is shown
for both alloys. It should be noted that in the flat triangle (dimpled) area, the void formation
and void coalescence around second-phase particles are dominant. The diameter of the
dimples is slightly bigger than that of the particles which indicates on the void growth after
nucleation. On the fractograph of AA7050, the smooth areas representing intergranular
fracture are also evident. This mechanism is mainly reported in underaged materials in which
low-strength precipitates are seen and there is a high possibility of particles shearing [15, 26].
The sharp V-notch, with low NRR, in type “A” specimens acts as stress concentrator which
leads to stress triaxiality condition. In the presence of stress triaxiality, applied stress on the
voids operates in three dimensions, which accordingly leads to enhancement of void growth
and void coalescence named as “internal necking mechanism” [7, 49]. On this account, the
decrease of NRR results in the decrease of alloy’s resistance to rupture. On the other hand, the
change in rupture mechanism and occurrence of flat areas can cause the dissipation of energy
in the specimen and increase in the material’s resistance to rupture [49]. At low stress triaxiality
ratio, voids tend to coalesce rapidly according to a “void sheet mechanism” which creates
smaller dimples in the intervoid ligaments in slanted area, see Figures 15b and 16b.

Figure 15. SEM fractographs of type ″A″ tear specimens for AA7050: (a) flat triangular area and (b) slanted area.

Figure 16. SEM fractographs of type ″A″ tear specimens for AA7075: (a) flat triangular area and (b) slanted area.
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Figure 17. SEM fractographs of type ″B″ tear specimens for AA7050: (a) flat triangular area, (b) and (c) slanted area and
(d) flat area (far from notch root).

In Figures 17 and 18, the fractographs of type “B” tear specimens are shown for both alloys.
In flat triangle area, the growth of voids is contributed significantly to material rupture. As can
be seen in related fractographs, large dimples are present around intermetallic particles. The
chemical composition of these particles is cited in previous parts. The most particles in front
of the notch are damaged in the first stages of plasticity, see Figures 17a and 18a. The size of
dimples observed in triangular area is less than 10 μm in AA7050 and more than 10 μm in
AA7075. The slight difference is due to the alteration in the precipitate size and density. The
growth of primary dimples will be prevented as it needs high amount of energy. Therefore,
after a certain limit, the secondary voids would nucleate around smaller particles. The size of
secondary dimples is about 1 μm in both alloys which corresponds to the size of dispersoids.
In slanted zone, the “void sheet mechanism” has significant influence on the material rupture
and consequently the size of dimples is smaller than triangular area. In flat area, outside the
triangular area, almost the same rupture mechanism alike triangular zone is detected.
However, in addition to nucleation and growth of voids, decohesion of coarse particles can be
observed, see Figures 17d and 18d. Therefore, fractographs prove two major failure micro-
mechanisms. Primary voids are first initiated at intermetallic particles. In flat triangle area, i.e.,
near the notch root, void growth is promoted and rupture is caused by “internal necking” due
to void coalescence. In slanted regions these voids tend to coalesce rapidly according to a “void
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sheet mechanism” which leads to the formation of smaller secondary voids at dispersoids like
(Al3Zr) in the ligaments between the primary voids.

Figure 18. SEM fractographs of type ″B″ tear specimens for AA7075: (a) and (b) flat triangular area, (c) slanted area and
(d) flat area (far from notch root).

4. Conclusions

The following conclusions can be made from the results of this investigation:

• The tear test provides an incredibly valuable variety of information as notch toughness (tear
strength to yield strength ratio), crack initiation and propagation energies and notch
resistance as unit crack-initiation (UIE) and -propagation (UPE) energies.

• The intermetallic particles act as void nucleation and damage initiation sites.

• The amount, size and distribution of intermetallic particles have been identified as the
important factors on failure of the examined alloys.

• Both examined alloys show same damage initiation mechanism, however, the failure
mechanism is different in some extent.
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The following conclusions can be made from the results of this investigation:

• The tear test provides an incredibly valuable variety of information as notch toughness (tear
strength to yield strength ratio), crack initiation and propagation energies and notch
resistance as unit crack-initiation (UIE) and -propagation (UPE) energies.

• The intermetallic particles act as void nucleation and damage initiation sites.

• The amount, size and distribution of intermetallic particles have been identified as the
important factors on failure of the examined alloys.

• Both examined alloys show same damage initiation mechanism, however, the failure
mechanism is different in some extent.
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• In tear specimen, failure initiates at the notch root in a flat triangular zone perpendicular to
the loading direction.

• Depending to the stress condition, two major failure micro-mechanisms i.e. ″internal
necking mechanism″ and ″void sheet mechanism″ are prevailing for both alloys.
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Abstract

Due  to  the  ability  of  transporting  huge  current  in  the  stack  of  high-temperature
superconducting  conductors,  the  electromagnetic  body  force  generated  by  the
interaction  of  magnetic  field  and  current  may  affect  the  mechanical  stability  of
structure. In this paper, the fracture behavior of the stack of coated conductors which
contains an interface crack is studied for increasing field and decreasing field. The body
forces are obtained with variational formulation for the Bean’s critical state model.
Based on the virtual crack closure technique (VCCT), the strain energy release rate of
the stack of coated conductors with an interface crack is determined. The strain energy
release rates are compared for different crack positions, crack lengths, magnetic fields
and the thicknesses  of  substrate,  respectively.  These results  may be useful  for  the
practical application.

Keywords: strain energy release rate, stacked conductors, interface crack, magnetic
field, superconductor

1. Introduction

Due to the ability of transporting high critical current density and trapping magnetic field,
high-temperature superconductors have been expected to be used in the transmission cables,
transformers, motors and maglev system [1–5]. A typical application is the stack of high-
temperature superconductor coated tapes for power engineering [6]. However, the applica-
tion of tape is limited for the reason that the superconductor is a brittle material, which cannot
withstand large mechanical loadings [7, 8]. Meanwhile, the manufacturing process is complex

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



for high-temperature superconductor.  Thus,  the cavity and microcracks are inevitable in
superconductor  [9,  10].  The  electromagnetic  body  force  induced  by  the  interaction  of
electromagnetic field may result  in the extension of crack in superconductor under high
magnetic fields, which will finally give rise to the fracture of superconductor [11]. Cracking
can  reduce  the  critical  current  density  of  superconductor  and  mechanical  stability  [12].
Recently,  significant  efforts  have  been  made  to  study  the  mechanical  behavior  of  the
superconductors with the development of critical current density.

Since the electromagnetic behavior in superconductor is complex, several different theoretical
models were presented to describe the constitutive relation, such as Bean model, Kim model
and E-J relation [13–15]. In recent years, the relationships between mechanical response and
magnetic field have been concerned [16, 17]. The general procedure is that the current and
magnetic field distributions are obtained based on the constitutive model. After deriving the
electromagnetic body force, we will find the mechanical characteristics of superconductor. The
superconductor will undergo mechanical deformation in magnetic field which is regarded as
magnetostriction. The magnetostriction is dependent on the amplitude of magnetic field and
critical state model [16, 17]. For the superconductors during the magnetization, the body force
induced by the flux pinning evolves from initially compressive to tensile as the external field
changes from increasing to decreasing. It was pointed out that the stress and strain induced
by flux pinning show obvious irreversible behavior. In other words, the stresses are different
for increasing field and decreasing field cases [18–20]. Moreover, two different cooling
processes (zero field cooling and field cooling) are discussed. The quantitative analysis on the
magneto-elastic problems in bulks and strips was made for different critical state models, such
as the Bean model and Kim model [18–31]. For superconducting strip with transport current,
the magnetostriction curve is not a closed loop [32]. The stress and magnetostriction in many
complex structures also have attracted many attentions [33–37].

The crack problem is another challenge for the superconductors because the electromagnetic
body force and thermal stress are important driving forces for crack growth. During the cycles
of the applied magnetic field, the tensile and compressive stress will be generated alternately
and cracking of superconductor usually occurs as the field is decreased to zero [38]. This is
because the crack is prone to advance under the tensile stress. The linear elastic fracture theory
was widely used to investigate the fractures behaviors of the thin film and bulk superconduc-
tors [39–47]. The collinear cracks, transverse crack and crack-inclusion problems in supercon-
ductors were also studied recently [48–50]. Superconductors are usually metal composites
which consist of several components. Then, the crack problems in inhomogeneous supercon-
ductors were studied extensively [51–57]. Recently, the dynamic fracture behaviors in super-
conductors were analyzed with the finite element method [58].

Compared to the bulk superconductor, coated conductors have better mechanical strength [59].
As is known to us, the coated conductor structure is made up of several layers deposited onto
the substrate. In the coated conductor structure, the interface crack may be generated by lattice
mismatch, thermal expansion and chemical reactions during the deposition progress of the
coated structure [60]. The delamination of superconducting layer is easy to take place at the
interface between dissimilar materials [61]. Unlike the internal or edge crack problems, the
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compressive stress can also lead to the propagation of interface crack [62]. Thus, it is necessary
to analyze the fracture behavior of interface crack to predict the mechanical instability in the
coated conductor structure.

The fracture behavior of interface crack between superconducting film or tape and substrate
was studied in magnetic field or with transport current [62–64]. However, there are few works
on the crack problem in stack of conductors. In this paper, we consider the interface crack in
the stack of high-temperature coated tapes. The effect of copper and substrate on the shielding
current and magnetic field distributions in the superconducting layer is neglected. Based on
the simplified geometrical and material assumptions, linear elastic equation is used. We carry
out an in-depth investigation on the strain energy release rate for interface crack in different
magnetic fields, crack lengths, substrate thicknesses with virtual crack closure technique
(VCCT). The results may provide guidance for the design of stack of coated conductors.

This paper is organized as follows. In Section 2, we introduce VCCT to calculate the strain
energy rate at the crack tip. Section 3 computes a bimaterial plate with a central interface crack
to verify the accuracy of VCCT. In Section 4, we discuss the body force distribution in super-
conducting tape. In Section 5, the interface crack in stack of tapes is analyzed under perpen-
dicular magnetic field. In Section 6, we draw a conclusion from the above work.

2. Strain energy release rate of interface crack using VCCT

In this section, we will first verify the accuracy of the numerical computation. Here, we only
consider the linear elastic fracture behavior. For the interface crack problem, the stress intensity
factor or strain energy release rate can be determined with the virtual crack closure technique
(VCCT). VCCT is a well-established method for computing the crack problem [65], which was
proposed by Rybicki and Kanninen for two-dimensional problems [66].

Figure 1. Calculating model of the strain energy release rate using VCCT.

Figure 1 shows the mesh model for computing the strain energy release rate with VCCT,
where u and v stand for the displacement along x and y directions, respectively. Each mesh
is a square and Δa is the side width. On the basis of assumption given in reference [66], we
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define the opening displacement behind the tip of virtual crack (Δv2,3 and Δu2,3) as the ac-
tual crack opening displacement for determining strain energy release rate with VCCT. The
strain energy release rate represents the change of elastic strain energy per unit area of
crack extension [67]. Then, the strain energy release rates for different fracture modes can
be expressed as follows:

2,3 2,3
I II,

2 2
D D

= =
D D

y xF v F u
G G

B a B a
(1)

I IIG G G= + (2)

where Fx and Fy are the nodal forces and B is the thickness of the body with crack. VCCT is an
effective method which does not need integration and it is insensitive to mesh.

3. Verification of numerical results

In order to verify the simulation results, we study the fracture behavior for bimaterial plate
with an interface crack, as shown in Figure 2. It is well known that for the interface crack, there
is the coupling between the tensile fracture mode and shear fracture mode even for mode I
loadings. In addition, the oscillation of stress singularity will occur at the crack tip [65]. In this
model, the interface crack is located in the center of the bimaterial plate and a uniform
tension load σ0 is applied on the top and bottom edges of the plate. The parameters used for
numerical analysis are as follows [68]: 2w = 100 mm, 2l = 200 mm, a/w = 0.4, E1 = 2.058 × 105

MPa, 
12 = 1 ∼ 100, v1 = v2 = 0.3, σ0 = 9.8 MPa.

Figure 2. A finite bimaterial plate with interface crack under a uniform tension.
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We use finite element software Abaqus to solve the interface crack problem. A 4-node bilinear
plane stress quad-dominated structured element is used and mesh width is given as Δa = 1mm.
It is convenient for us to use VCCT to compute the strain energy release rate. For the sake of
comparing our results with those of Yu et al. [69], Nagashima et al. [70], Miyazaki et al. [71],
we use the formulation proposed by Suo and Hutchinson [72]. For bimaterial interface crack
problem, the relation between stress intensity factor and strain energy release rate is as follows
[72]
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in which β is the parameter proposed by Dundurs to describe the mismatch of material 1 and
material 2 [73], and μ is the shear modulus.

Table 1 shows the comparison of strain energy release rates for present work and the results
given by others when a/w = 0.4. These results show that there is little difference between our
work using VCCT and other methods. The difference is smaller than 1% and this verifies the
accuracy of the numerical method.

E1/E2 Yu Nagashima Miyazaki This work
1 0.0361 0.0361 0.0362 0.0358

2 0.0531 0.0529 0.0231 0.0526

3 0.0688 0.0685 0.0690 0.0683

4 0.0841 0.0835 0.0843 0.0834

10 0.1725 0.1699 0.1727 0.1711

100 1.4652 1.4264 1.4642 1.4529

Table 1. Comparison of the strain energy release rate G (N/mm).
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4. Body force distribution in tape under magnetic field

Next, we turn our attention to the body force distributions in superconducting tape. Figure 3
shows the configuration of the stack of superconducting conductors. The conductors consist
of three tapes and these tapes are separated by the insulation layers (green). Generally, the
superconducting layer (black) is attached to the substrate in each tape. In addition, copper
layer is deposited on the superconducting layer which can also transport current. The thick-
nesses of the insulation layer, copper layer, superconducting layer and substrate are hIns = 25
μm, hCop = 40 μm, hSC = 1 μm, hSub = 50 μm, respectively [74]. Then, the total thickness of stacked
conductors is h = 373 μm and the width is 200 μm. The mechanical behavior is based on the
electromagnetic body force and we will first calculate the field and current distributions. For
simplicity, we use the Bean’s critical state model, i.e., the critical current density is a constant
which is independent of the magnetic field.

Figure 3. The configuration of the stack of superconducting conductors.

The distributions of shielding current are plotted in Figure 4. As the conductor is under
magnetic field, the current will be induced to shield the external field. From Figure 4 (a), we
can find that the tape is divided into two parts and the current direction is opposite in two
parts for increasing field case. As the external field is decreased, the shielding current will
redistribute. The conductor can be divided into four parts for decreasing field case. However,
it is interesting to see that the direction of shielding current is antisymmetric.

Figure 4. The current distribution in superconducting layer under magnetic field. (a) Increasing field case and (b) de-
creasing field case.
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Figure 5. The distributions of body force along x direction. The magnetic field is increased from zero to Be (upper). The
field is decreased from Be to zero (lower).

Using the variational formulation derived by Prigozhin [75], the electromagnetic responses of
superconducting layer are obtained in the external field. The body force f = j×B can be deter-
mined with the flux density and current. Figures 5 and 6 present the body forces fx and fy per
unit volume for various stages of magnetization process. It is obvious that the body forces
along x direction are very close for the bottom, middle and top layers. Moreover, the value of
fx for the increasing field is larger than that for decreasing field. The body force fy is much
smaller than fx. This is due to the reason that the magnetic field is mainly along y direction.
Thus, it can be expected that shear loading is important than the tensile loading. As external
field Be is larger than the full penetration field, the value of fy for increasing and decreasing
field is also very close.
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Figure 6. The distributions of body force along y direction. The magnetic field is increased from zero to Be (upper). The
field is decreased from Be to zero (lower).

5. Interface crack problem for the stacked conductors structure

The structure of the stack of high-temperature superconducting conductors in perpendicular
magnetic field is shown in Figure 7. The lower insulation layer which is located at the bottom
is fixed. That is to say that the displacements of x and y directions at the bottom of conductors
are zero. The stacked conductors consist of three superconducting tapes. The central interface
crack is located between the superconducting layer and substrate, and is assumed to be through
the length of conductor.

Although copper is an elasto-plastic material, we neglect the plastic deformation. Thus, the
focus will be on the linear fracture mechanics problem. All constituent materials are isotropic,
linearly elastic and homogeneous. The effects of copper and substrate on the distributions of
magnetic field and current density in the superconductor layer can be ignored and the stack
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of superconducting conductors is placed in a magnetic field B parallel to the y direction. Since
the interface crack is parallel to the direction of current flowing, the crack will not disturb the
current density and field distributions. Moreover, the width of the stacked conductors is much
smaller than the length of the tape along z direction. For the 2D dimensional analysis, a plane
strain condition can be assumed.

Figure 7. Schematic drawing of the stacked conductors with an interface crack in the perpendicular magnetic field.

During the following simulations, the used parameters are given as follows. We assume that
the current density j is no larger than the critical current value jc = 3×104 A/mm2. Besides, the
applied maximum field is equal to Be = 8μ0jct, t is the thickness of the total superconducting
layers and μ0 is permeability in vacuum. The strain energy release is normalized by

0=(1 − 2)𝀵𝀵𝀵𝀵𝀵𝀵𝀵𝀵 0𝀵𝀵2𝀵𝀵𝀵𝀵𝀵𝀵 2
.

E(MPa) Poisson’s ratio

Copper 117×103 0.35

YBCO 178×103 0.3

Hastelloy 200×103 0.3

Insulation 3.5×103 0.3

Table 2. Parameters of the materials of the coated tapes [74].

We consider the magnetization process in which the field is increased from zero to maximum
and subsequently decreased to zero. As discussed earlier, the body force direction will change
for increasing field and decreasing field. Since the total strain energy release rate for increasing
field is larger, we mainly discuss the increasing field case. We can assume GI = 0 when the
interface crack is closed [62]. For the sake of simplicity, the contact and friction effects between
crack surfaces are not considered. The parameters used are given in Table 2.
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Figure 8. The variation of strain energy release rates with magnetic field as the interface crack is in (a) top tape, (b)
middle tape and (c) top tape. The strain energy release rates are compared in (d).

Figure 9. The strain energy release rates for the crack lengths of 50 μm and 100 μm during increasing magnetic field.

Next, we will calculate the strain energy release rates for the stacked conductors with the
interface crack. Figure 8(a)–(c) shows the variation of strain energy release rate with the
magnetic field, i.e., the field is increased from zero to maximum. The central interface crack is
located at the bottom, middle or top tape. It can be found that all the strain energy release rates
increase with the increasing field. Although the body force is compressive for increasing field
case, GI is smaller than GII and this trend is similar to the results given in reference [62]. The
strain energy release rates with interface crack in different tapes are compared in Figure 8(d).
It can be found that the strain energy release rate reaches the largest value as the interface crack
is in the top tape during the increasing of field, while the value is the lowest as the crack is in
the middle tape. We can draw a conclusion that the central interface crack in the top tape is
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most dangerous during an increasing magnetic field. This may be due to the reason that the
penetration field is largest in the top tape. In Figure 9, it is to be noted that the strain energy
release rate for the crack length of 100 μm is always larger than that of 50 μm when the magnetic
field rises. However, since the shielding current reverses, the trend of strain energy release rate
becomes complicated for decreasing field case, as shown in Figure 10. At the beginning of the
decreasing field, both the strain energy release rates for the crack lengths of 100 μm and 50
μm reduce. It is obvious that the reduction for longer crack length is faster. With the decreasing
external field, the strain energy release rate reaches the local minimum and begins to increase.
The longer crack firstly reaches the local minimum at B/Be = 0.88. Finally, the strain energy
release rate will decrease again, and the value is very close to zero as external field vanishes.
Comparing the values for increasing field and decreasing field (see Figure 11), we can find that
the strain energy release rate is larger for increasing field case. Thus, the highest possibility of
cracking may happen during the increasing field, which is opposite to the bulk superconductor.

Figure 10. The strain energy release rates for the crack lengths of 50 μm and 100 μm during decreasing magnetic field.

Figure 11. The comparison of strain energy release rates for increasing field and decreasing field.
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Figure 12. The change of strain energy release rate with the crack length and as the field is increased from zero to 0.5Be.

Figure 13. The strain energy release rates with different thicknesses of substrate.

For the central interface crack problem, it can be expected that the strain energy release rate
increases with the length of the crack for a fixed magnetic field, as shown in Figure 12. The
effect of substrate thickness on the strain energy release rate during increasing field is pre-
sented in Figure 13. One can find that with the increase of substrate thickness from 20 μm to
50 μm, the strain energy release rate also rises. In addition, the increasing strain energy release
rate is more obvious in high field. However, the difference is very small as the thickness of
substrate is larger than 40 μm. Thus, it is reasonable to reduce the thickness of substrate to
improve the mechanical stability of stacked conductors structure.

6. Conclusions

In this paper, we considered the interface crack in the stack of high-temperature supercon-
ductor coated conductors with VCCT. A simple interfacial crack problem in bimaterial was
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sented in Figure 13. One can find that with the increase of substrate thickness from 20 μm to
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rate is more obvious in high field. However, the difference is very small as the thickness of
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6. Conclusions

In this paper, we considered the interface crack in the stack of high-temperature supercon-
ductor coated conductors with VCCT. A simple interfacial crack problem in bimaterial was
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calculated to verify the accuracy of numerical method. On the basis of the linear elastic fracture
theory, the strain energy release rates for the stack of coated conductors with interface crack
were presented for different magnetic fields, crack lengths, substrate thicknesses. The strain
energy release rate increases monotonically with the increasing external field. However, the
trend for decreasing field case is not monotonic. When the interface crack is located in the top
tape, the strain energy release rate is the largest. In addition, the thickness of hastelloy substrate
also has an effect on the strain energy release rate, and larger thickness leads to the higher
energy release rate. When the thickness of the substrate is larger than 40μm, the effect of
thickness becomes negligible. This study may provide a better understanding on the mechan-
ical instability of the stack of coated conductor structure during the magnetization process.
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Abstract

The behavior of natural fractures at the hydraulic fracturing (HF) treatment is one of
the  most  important  considerations  in  increasing the  production from this  kind of
reservoirs. Therefore, considering the interaction between the natural fractures and
hydraulic fractures can have great impact on the analysis and design of fracturing
process. Due to the existence of such natural fractures, the perturbation stress regime
around the tip of hydraulic fracture leads to some deviation in the propagation of path
of hydraulic fracture. Increasing the ratio of transverse stress to the interaction stress
results in a reduction in the deviation of hydraulic fracturing propagation trajectory in
the vicinity of natural fracture. In this study, we modeled a hydraulic fracture with the
extended finite element method (XFEM) using a cohesive-zone technique. The XFEM is
used  to  discrete  the  equations,  allowing  for  the  simulation  of  induced  fracture
propagation; no re-meshing of domain is required to model the interaction between
hydraulic and natural fractures. XFEM results reveal that the distance and angle of
natural fracture with respect to the hydraulic fracture have a direct impact on the
magnitude of tensile and shear debonding. The possibility of intersection of natural
fracture by the hydraulic fracture will increase with increasing the deviation angle
value. At the approaching stage of hydraulic fracture to the natural fracture, hydraulic
fracture tip exerts remote compressional and tensile stress on the interface of the natural
fracture, which leads to the activation and separation of natural fracture walls.

Keywords: hydraulic fracturing, natural fracture, interaction, debonding, stress
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1. Introduction

Hydraulic fracture plays different roles in naturally fractured (NF) reservoirs compared with
non-fractured reservoirs. Hydraulic fracture propagation in fractured porous media leads to
an alternation next to all mechanisms of fracture and propagation characteristics because of
the interaction between the weak interface of the natural fracture. The behavior of hydraulic
fracture at the collision stage to the natural fracture may lead to the intersection, diversion,
or containment. The hydraulic fracture interaction at the interface of the natural fracture is an
important  factor  on  the  fracture  propagation  further  direction  in  rock.  Natural  fracture
orientation has to be determined before the operation. Many parameters can influence on the
properties of crack at the fracturing process such as pore pressure of the reservoir, rock and
fluid properties, state of stress, and many other factors. The coupling of hydraulic fracturing
and complex fracture network deformation plays a key role in the naturally fractured porous
media.

The creation of complex fracture networks in the naturally fractured media depends on the
mechanism of interaction between the induced fracture and the preexisting fracture. Many
authors have investigated the effect of NF on the geometry and propagation of induced
fracture and some solutions have been provided by most of them for predicting the interaction
mechanism [1–4]. Hubbert and Willis specified the minimum fracturing pressure with respect
to the state of stress concentration around the borehole [5]. The difference of pore pressure
and fracturing fluid pressure effects on the fracturing direction initiation [6]. Other research
established correlations between the magnitude of horizontal stress and natural fracture
characteristic in the generation of complexity network during fracturing operation [7]. The
displacement of the adjacent blocks in edge-to-edge contact in shearing and slipping mode is
a significant parameter in hydraulic fracturing propagation in naturally fractured porous
media [8]. The extended finite element method (XFEM) is a novel technique for tracking the
fracture propagation in naturally fractured reservoirs, which have been extensively used in
order to facilitate fracturing interaction mechanism as no–re-meshing domain [9]. Belytschko
and Zi used the extended finite element method (XFEM) and cohesive modeling to model
crack-propagation paths by the division of the crack tip into the cracked and uncracked
regions [10]. Taheri Shakib et al. showed that hydraulic and natural fracture characteristics
and situations affect the production rate of fractured reservoirs [11]. They also showed the
effect of horizontal stress orientation in stochastic fracture distributed at the hydraulic fracture
operation [12]. Also, the interaction scenario of hydraulic fracture propagation in orthogonal
and non-orthogonal approaching angle has been investigated [13].

The present paper aims to model the propagation of hydraulic fracture in the naturally
fractured reservoirs by the implementation of XFEM. The governing equation of XFEM has
been described in this paper. We represent the propagation of hydraulic fracture and the
interaction between the hydraulic and natural fractures by XFEM. The research results will
provide a theoretical and industrial basis for the application of hydraulic fracturing technology
in the effective development of naturally fractured reservoirs.
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2. XFEM as a component of interaction between fractures engineering

The methodology of extended finite element method was first proposed by Belytschko and
Black to simulate plane-strain fracture propagation problems and modeling discontinuities by
using enriched function with the degree of freedom. In extended finite element method, the
re-meshing technique in order to track hydraulic fracture propagation and capture the evolved
fracture surface is eliminated [14]. The extended finite element form in order to compute the
displacement field can be expressed by the following expression:

( ) ( ) ( ) ( ) ( ) ( )
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where Ω is the set of all nodes, Ωτ is the nodes intersected by the fracture, Ωt are the nodes
contained and intersected by the tip of the fracture,    and N(x) are the nodal shape function
to capture jump across the discontinuities; ui is the nodal displacement vector of degree of
freedom, Fl(r, θ) are the asymptotic function of fracture tip which is used to capture singularity

of the strain around the hydraulic fracture tip, aj and   are the additional enriched degree of

freedom, and H(x) is the Heaviside jump function, which can be expressed as the following
form:
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where x is the sample point on the fracture, x is the closest located on the fracture, and n is the
unit normal to the fracture. The asymptotic function to model the displacement field at the tip
of the fracture can be approximated by
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Here, (r, θ) are the polar coordinate locations at the fracture tip.

In this study, fracture modeling is carried out using cohesive behavior at the crack tip.
Barenblatt modeled cracking as a cohesive behavior in a model that predicted a nonlinear zone
at the crack tip to overcome the limitation within Griffith’s theory. This model can estimate the
uncracked structure behavior which is a defect in many other models. Moreover, the cohesive
model does not regard singularities in stress behavior as necessary, and removes them from
the initial consideration which is a great advantage [15]. In this model, the cohesive crack zone
is specified by the relation between the displacement of the fracture face and the cohesion stress
applied to the interface. By assuming singular crack propagation within a fractured medium
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and an advancement of the crack at the tip of the hydraulic fracture, cohesive modeling can
be used to calculate nonlinear fracture behavior. The criterion for a fracture to propagate at the
cohesive zone is that the energy-release rate must overcome the dissipation-energy rate [16,
17]. Assuming the cohesive zone within the propagated hydraulic fracture, three distinct zones
will contribute in the fracturing stage, which are the fully opened zone, partially damaged
zone and non-damaged zone.

Figure 1. The elastic model of mass rock applied by the dynamic modulus.

The fully opened zone is the section that fully separates the upper and lower parts of the crack
from the fluid flow. The partially damaged zone or process zone is located around the crack
tip where the total stress acts to this zone lower than the critical stress (Figure 1). In addition
to the two mentioned zones, non-damaged zone is located beyond the process zone and with
no possibility of fracturing fluid.

The tension at the cohesive fracture tip  can be expressed by the cohesion law [18–20]:

yt
¢

¶
=
¶f x

(4)

Here,  is the displacement jump and ψ is the energy density.

The hydraulic fracture propagation in cohesive zone model can be applied by the traction-
separation law:
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where tn is the normal traction component, τs and τt are the shear and tangential traction

component, respectively, 0 is the peak value of tensile strength of the interface,  and  are
the shear and tangential strength of the rock interface. Macaulay bracket < > represents a pure
compressive deformation. Stress component is influenced by the evolution of the damage (′)
which can be expressed by

(6)

where  is the stress component without any damage initiation. Damage factor increases from
0 to 1 for non-damage to the fully cracked one. Damage variable developing linearly can be
approximated by the following equation:
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Here, 0, , and max represent the initial, final, and the maximum relative displacement,
respectively. Total displacement in mixed-mode stage (δm) can be obtained by

2 2 2d d d d= + +m n s t (8)

3. Interaction between induced and natural fractures

Hydraulic fracture in naturally fractured reservoirs is faced with a unique situation which may
increase the possibility of deviation from symmetrical propagation. Experimental results
reveal that three scenarios may occur at the propagation stage and beyond the collision stage
of fluid-driven in hydraulic fracture interaction with the natural fracture, namely diversion,
penetration, and containment. Diversion is the situation in which the collided hydraulic
fracture has an effective stress too low to initiate new fracture at the front wall of preexisting
joint, and as a result the fluid-driven propagates along the natural fracture axis. Many studies
have been investigated in order to specify the possibility of occurrence of these scenarios.

Hanson et al. and later Shaffer et al. represented that the magnitude of difference between the
young modulus of the two intersected interface has significant influence on increasing the
possibility of arresting hydraulic fracture [21, 22]. Based on their experimental reports, as the
hydraulic fracture propagates from higher modulus into lower interface, the arresting
phenomena increase. In addition to the young modulus, experimental results and numerical
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analysis reveal the effect of the frictional coefficient on the containment of hydraulic fracture.
These results show that if the hydraulic fracture propagates from higher frictional coefficient
pathway and collides to lower frictional coefficient interface at the natural fracture, the strain
increases parallel to the hydraulic fracture due to the increase in the motion rate at interface
region. This increase may result in an abrupt fracture seizing. Daneshy also discussed about
the possibility of seizing the growth of hydraulic fracture at the intersection stage based on the
opening interface of the natural fracture [23]. Another significant parameter that can influence
the crossing criteria of hydraulic fracture is the approaching angle. Blanton using different
angle-approaching experiments concluded that the presence of high differential stress and
high intersection angle can improve the crossing of hydraulic fracture.

The hydraulic fracture can keep on planar propagation beyond the collision point. However,
because of the energy dissipation at the contacting stage, the crossing criteria cannot exactly
determine if the hydraulic fracture will penetrate through the other side of weakness plane.
The fluid-driven energy must be high enough in order to separate the natural fracture bonding
at the intact side of the wall. However, breakage at the other side of the wall might have some
offset with the collision point, which originates from the preexisted flaw or mini-cracks along
the intact side. Based on Blanton’s results, the reduction of the stress anisotropy and treatment
pressure may lead to increase in the possibility of diversion and dissipation of fluid-driven
along the natural fracture path and also to complex natural fracture network [24, 25]. Later,
Beugelsdijk using laboratory experimental results concluded that at high principle stress
difference, the hydraulic fracture may have no interaction with the preexisting discontinuities
and may turn around them [26]. In addition to the mentioned scenarios, hydraulic fracture
may also cause dilation, long slippage along the natural fracture interface, or may turn around
and bypass discontinuities. Inclined weakness plane at the propagation path of induced
fracture has high tendency to divert the fluid-driven. However, all of the mentioned scenarios
can only be estimated and visually represented using an experimental method. The contain-
ment stage is the only stage which can approximate the interaction on the natural fracture and
fluid-driven. Beyond this stage, no other method can exactly approve the crossing criteria or
diversion.

Hydraulic fracture propagation in the naturally fractured reservoirs plays a different role than
the conventional porous media. As the hydraulic fracture passes beyond the induced stress of
drilled well, the hydraulic fracture propagation reorientates through the maximum stress
principle. The hydraulic fracture propagation in homogeneous porous media is approximately
near to the straight path; however, in a real reservoir rock media, because of discontinuities
and inhomogeneity, the induced fracture trajectory waver is perpendicular with the minimum
compressional stress. The hydraulic fracture tip tends to propagate through the local direction,
which has the maximum energy release rate and minimum resistance. Still, there is the
possibility of curving and increasing the deviation of hydraulic fracture from straight trajectory
by increasing the shearing intensity factor. As long as the induced fracture propagates in
opening mode, its fracture trajectory is near to the straight line. When the fracture faced the
two materials with different Young’s modulus, the angle of deflection tends to rematch the tip
direction in accordance with the lower Young’s modulus material. By increasing the hydraulic
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fracture length by the propagation of the tip of the hydraulic fracture away from the wellbore,
the curvature of hydraulic fracture tends to be decreased. In addition to the rock mechanic
properties, the fracturing fluid properties and flow rate injection also have a great impact on
the straightness stability. Also, increasing the fracturing fluid viscosity will decrease the leak-
off rate and tortuosity of the fracture, but it requires a higher rate of treatment pressure [27].
However, increasing the fluid viscosity in fracturing treatment leads to an abrupt increase in
fluid pressure at the fracture path and reduces the flow rate at the fracture tip, because of the
uniformity in pressure profile within the hydraulic fracture path. High rate of pressure
difference between the fracture tip and the mouth region causes an inhomogeneity in the
geometry of the fracture path and lowers the rate of growth [28]. Unlike the high viscosity,
lower viscosity will cause a uniform pressure profile within the hydraulic fracture path
increasing fluid leakage rate to the adjacent layer. Increasing the fluid leak-off rate will cause
a perturbation in the local stress regime and increase the possibility of zigzag fracture pattern.
Natural fractures have different response in alteration of the rate of injection and fracturing
fluid properties. In the naturally fractured reservoir, increasing the flow rate injection will
increase the leak-off rate to the adjacent layer and subsequently cause debonding of the natural
fracture in tensile mode [29]. From the studies, reducing the fluid flow injection rate and
viscosity of fracturing fluid in fractured media will greatly reduce the possibility of complex
fracture network generation [30].

4. Coalescence of hydraulic and natural fractures

After initiation and propagation stage of hydraulic fracture beyond the far-field stress region,
the hydraulic fracture tries to rematch its orientation by the maximum stress principle. The
hydraulic fracture direction is almost parallel with the orientation of maximum stress principle
but not exactly perpendicular to the minimum compressional stress, because it tends to orient
its trajectory in porous media along the path of minimum resistance. Despite the stress
direction in the local field, the induced fracture trajectory may have a wavy shape because of
the inhomogeneity of the porous media along its path. The local stress component at the
neighborhood of the fracture tip can be expressed by the following equation:
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where (r ∧ α) are the polar coordinates of the location from the crack tip, and KI ∧ KII are the
opening and shearing mode intensity factors, respectively, which is applied to state the stress
around the crack tip, for a penny-shaped crack. This crack can be expressed as

( )2 2
1 32 sin coss b s b

p
é ù= - +ë ûI ff

LK P (10)

( )1 3 sin 2s s b
m

= -II
LK (11)

where Pff is the fluid pressure within the fracture, L is half the length of the fracture, and β is
the angle between the fracture and the far-field stress [31]. As the hydraulic fracture propagates
all the way into the natural fracture interface, it exerts compressional and tensional stress to
the natural fracture, which may lead to reactive the natural fracture in the opening or shearing
mode.

In numerical modeling, we can only predict the local displacement within the natural fracture
only at the coalescence level. Prior to intersection and activation stage, the natural fracture
interface is approximately closed; however, the permeability of the preexisted joint is higher
than the matrix element. The stress regime alteration around the induced fractured tip results
from the perturbation of location by the natural fracture. Induced fracture tip at the
approaching stage, exert compressional and tensional force to the natural fracture interface
which lead to debonding in normal and shearing mode. Coalescence of the hydraulic fracture
to the natural also may cause other results such as increasing the fluid leak-off rate around this
area, lowering the fluid pressure within the induced fracture path, and changing the
permeability axis around this area. At the intersection point of, we can observe a higher rate
of hydraulic fracture aperture size because of the alteration and increasing the fluid at this
region. In tensile-failure mode, for normal displacement to occur at the natural fracture
interface, the tensile stress acting on the interval must exceed the tensile strength of the natural
fracture. The effective stress (σe exerted on the natural fracture interface is given by

s s= -e n pP (12)

where Pp is the pore pressure. In the cohesive model, the normal displacement at the fracture

interface results from the cohesive interface forces 𝀵𝀵𝀵𝀵 :

= DCs
n n nF K u (13)
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where Kn is the normal stiffness and Δun is the normal displacement. In addition to tensile
stress, shear stress results in the slippage of natural fracture walls, as specified by shear
displacement. At the shear-slippage threshold, the shear stress acts at the natural fracture
surface to dominate the shear strength of the natural fracture:

( )0t t h s³ + -s n P (14)

where τs is the shear stress, η is the friction coefficient, and τ0 is the shear strength. The normal

displacement at the crack interface caused by the shear forces 𝀵𝀵𝀵𝀵  can be defined as

= DCs
s s sF K u (15)

where Ks is the shear stiffness and Δus is the shear displacement along the crack interface in
shear slippage [32]. Normal and shear displacement both simultaneously take place at the
natural fracture interface, however the shear slippage is a complex function of normal
displacement which have nonlinear incremental behavior; this displacement is due to the rule
that increasing the normal displacement of the natural fracture interval will decrease the
natural fracture wall interaction and increase shear displacement. All of the mentioned
phenomena are located at the coalescence stage, which means the fluid front at the time of
collision has no invasion through the natural fracture debonding interface. At the touching
time of the natural fracture by hydraulic fracture, the rate of compressional or tensioning at
the natural fracture interface highly depends on the collision angle. From the result, at the
inclined approaching angle, if the acting stress not enough in order causes shearing failure at
the natural fracture tip, the lower part of the natural fracture will react in the negative direction
way.

5. Interaction between induced fracture and natural fracture with various
positions

As mentioned earlier, when the hydraulic fracture propagates through the 90° natural fracture,
at the early stage of approaching, the natural fracture is almost closed. By approaching the
hydraulic fracture to the natural fracture interface, some activation may occur which may
change the local physical properties at that region. In addition to the hydraulic fracture acting
stress, the natural fracture also perturbs the stress regime around its area, which is directly
proportional to its length. In reality, we cannot represent that if the approaching angle is 90°,
then the collision angle is orthogonal too. This is due to the fact that the local perturbation and
acting stress in coalescence process are mutual. Natural fracture by acting stress to the tip of
the hydraulic fracture will cause deviation on its overall propagation, which may lead to
deviation from the 90°. The magnitude of this stress can be expressed by the following
equation [33]:
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( )1s= +sI C P (16)

where σ1 is the maximum principle stress, Cs is the fracture shape factor, and P is the pressure
within the natural fracture.

From Figure 2, assume that the approaching angle is the same as collision angle which is 90°.
As seen in Figure 2, the hydraulic fracture approaches the natural fracture in an orthogonal
angle. The tensile and shear debonding can be evaluated at the approaching stage of the
hydraulic fracture tip to the natural fracture interface in a, b and c areas. a and b areas are
located, respectively, at 10- and 5-cm distances from the 50-cm length natural fracture interface,
and c area is precisely located at the collision point of the hydraulic fracture to the natural
fracture. Stress condition is assumed to be isotopic.

Figure 2. Evaluated areas for debonding of natural fracture when induction fracture is 90° angle.

The maximum opening and shearing displacement in perpendicular approaching stage
approximately occurs at the 20-cm distance from the north tip of the natural fracture. The
maximum tensile and debonding size and location in the orthogonal approaching stage are
the same. Moreover, debonding evaluation indicates that the minimum debonding size occurs
at the 30-cm distance from the north of the natural fracture tip. As already mentioned, in the
realistic-induced fracture propagation, debonding displacement alteration in tensile and
shearing mode happens because changing the propagation angle at the perturbed stress region
is not monotonic.

Perturbation of stress regime around the approaching hydraulic fracture tip will lead to the
activation of natural fracture interface prior to the collision stage. In normal opening mode
prior to the collision stage, debonding occurs at the time that the pore pressure within the
natural fracture dominates the normal closure stress of the natural fracture (P > σn). At the “a”-
approaching region, the remote stress acting on the natural fracture interface is not sufficient
to cause tensile opening of the interface. As the induced fracture propagates at the perpendic-
ular direction to the preexisting fracture interface, the remote normal opening stress increases.
Tensile stress at the natural fracture interface is maximum as the tip of hydraulic fracture
reaches the “c” region. In shearing slippage, the remote shearing stress, which acts to the
natural fracture from the region “a”, is not sufficient to debond in shearing mode. During the
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induced fracture propagation and approaching the “b” and “c” zones, the tensile and shear
stress acting on the natural fracture can overcome the threshold dilation stress, which leads to
increasing the aperture and permeability of fractured blocks. Shear permeability of natural
fracture interface will increase dramatically by approaching the acting stress to the dilation. If
the pore pressure of the natural fractures cannot expose sufficient stress to dominate closure
stress, the fracture interface will have displacement in shear rather than debonding in tension.
At the 90° angle, the maximum debonding occurs near the collision point. Figure 3 represents
the debonding size along the natural fracture and is independent of the rock tightness; the

Figure 3. Tensile and shear displacements along the deboned zone shown in Figure 2.
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stress dominant of the induced fracture is independent of rock elastic properties. To investigate
the phenomenon of debonding, when a natural fracture with a 45° angle is placed in the
hydraulic fracture path as same as 90°, we assumed in three regions (Figures 3 and 4).

Figure 4. Approaching stage of hydraulic fracture and shear dilation caused by remote stress around induced fracture.

Another main approaching angle, which can be investigated in our study, is an inclined
natural fracture with the 45° angle with respect to the propagated hydraulic fracture. In an
inclined mode, the lower rate of energy is required in order to reactivate the natural fracture
interface at the same distance compared with the perpendicular mode (Figure 5). Unlike
many earlier models, the hydraulic fracture is propagated through the interface of the natural
fracture, which means that the touching moment of the left side is the same as the right side.
Tensile and shear displacements along the debonded crack (45°) are shown in Figure 6. When
the induction with 45° angle is close to the natural fracture in the c area, tensile failure
phenomenon is such that the natural fracture had an angle of 90°, because the middle area
of the natural fracture becomes debonded and the maximum value of debonding occurs at
the collision point. But with less distance between the natural and induced fractures, the
condition is slightly different. When the hydraulic fracture approaches the 10-cm distance
from the natural fracture, the 12-cm distance from the north tip of the natural fracture
becomes compressed and the other part becomes debonded. The maximum value of
debonding is at the collision point but the symmetry of the debonding zone in the natural
fractures with 90° angle does not take place here. After the cutoff point, the natural fracture
by hydraulic fracture (c area) of the upper part of the kink point becomes debonded and the
lower part becomes compressed (Figure 6). In 45° angle propagation angle, the shear
displacement magnitude has a higher value than the tensile opening. In this case, the lower
part of the coalescence point has the tendency to bind because of the compression and the
upper part in tension turns into debonding (Figure 7).
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Figure 5. Areas of study for debonding investigation when natural fracture with a 45° angle relative to the hydraulic
fracture spread.

Figure 6. Tensile and shear displacements along the debonded zone shown in Figure 5.

In low approaching angle (45°) at the isotropic stress ratio, the shearing displacement is much
larger than the tensile mode; however, with an increase in the stress ratio the difference
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between shearing and tensile opening remains closed to each other [34]. The natural fracture
length increases the remote stress caused by the tip of the hydraulic fracture that has a tendency
to increase the debonding of the natural fracture [35, 36].

Figure 7. Debonding induced by the approaching hydraulic fracture to natural fracture.

The approaching stage of the hydraulic fracture was not fully investigated and carried out in
a numerical way. As mentioned previously, considering stress regime perturbation around the
natural fracture location will cause a deflection on the approaching angle of the hydraulic
fracture. As the hydraulic fracture grows toward the natural fracture, influenced by the
interaction stress of the natural fracture, the nearest tip edge will be active in a shorter time
leading to the propagation of hydraulic fracture in a mixed mode. By increasing the shearing
intensity factor, the hydraulic fracture path tends to be more kinked and deviates through the
natural fracture interface. The following equation can compute the deflection angle of induced
fracture (α) under mixed-mode propagation:
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The curvature of the hydraulic fracture by the propagation of the hydraulic fracture will
dramatically increase in stress-perturbed zone [33]. If the opening mode dominates in the tip
of the hydraulic fracture, the fracture trajectory will tend to be more singular and straight. The
rate of the hydraulic fracture deflection highly depends on the treatment pressure, leak-off
rate, length of the natural fracture, and stress anisotropy. In this study, we assume that the
hydraulic fracture is subjected to an isotropic principle stress. At the early stage of deviation,
the natural fracture walls tend to stick together and are almost completely closed. In parallel
natural fracture case, in addition to the distance parameter, the alteration of the approaching
angle is another factor which was considered. Figure 8 shows the distance from the deviated
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of the hydraulic fracture, the fracture trajectory will tend to be more singular and straight. The
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rate, length of the natural fracture, and stress anisotropy. In this study, we assume that the
hydraulic fracture is subjected to an isotropic principle stress. At the early stage of deviation,
the natural fracture walls tend to stick together and are almost completely closed. In parallel
natural fracture case, in addition to the distance parameter, the alteration of the approaching
angle is another factor which was considered. Figure 8 shows the distance from the deviated
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hydraulic fracture tip on the natural fracture at 10 (a) and 5 m (b) and the exact coalescence (c)
of the hydraulic and natural fractures. When the hydraulic fracture reaches the point a, the
natural fracture reaches the activation threshold. When the hydraulic fracture approaches the
natural fracture (Figure 8b and c), normal displacement occurs, and the natural fracture
interface nearly fully separates. As seen in Figure 8, the approaching of the induced fracture
will lead to an abrupt increase in the propagation angle and oriented near to perpendicularly.
Increases in the values for the deviation angle and interaction stress increase the possibility of
natural fracture collision.

Figure 8. Approaching stage of induced fracture and shear dilation caused by remote stress around hydraulic fracture.

If the collision point in the approaching stage of the hydraulic fracture is assumed to lie at the
midpoint of the natural fracture in the isotropic principle stress situation, the tensile displace-
ment is as shown in Figure 9. At the approaching stage, the shear displacement increases
nonlinearly because, at a constant shear stress, the shear displacement is also a function of the
normal displacement. By increasing the normal displacement of natural fracture interface, the
shear displacement has lower resistance to shearing. Moreover, because of continuous
changing of approaching angle besides the distance, the shearing, and opening displacement
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both of them have non-monotonic behavior. As the hydraulic fracture approaches the natural
fracture, the approaching angle of the hydraulic fracture increases with respect to the natural
fracture location, which leads to a decrease in shearing compression. Surprisingly, the influence
of the approaching angle on the shear slippage as the hydraulic fracture approaches the natural
fracture is greater than the influence of the distance. As Figure 9 shows, the approaching angle
of the hydraulic fracturing tip is 66 (a), 49 (b), and 34° (c). As seen in Figure 10, the deviation
of the intersection angle from the perpendicular will result in discrepancies in the natural
fracture tip displacement. As the hydraulic fracture interacts with the natural fracture, the pore
pressure within the natural fracture changes, which leads to compression and extension within
the natural fracture.
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Figure 10. Deviation of the intersection angle from the perpendicular will result in discrepancies in natural fracture tip
displacement.

6. Discussions

Formerly, re-meshing technique has been greatly implemented in order to align the mesh with
the tip of the hydraulic fracture for tracking the propagating direction. However, in our study
by utilizing the XFEM as no-re-meshing tools can greatly track the hydraulic fracture trajectory
to capture the stress and strain field around the tip of the hydraulic fracture. The accuracy of
fracture propagation trajectory by refining the mesh around the crack tip can be improved.
Stress singularity at the fracture tip is eliminated by the implementation of cohesive zone
model in XFEM. Refining the mesh can provide more accurate calculation in the propagation
of hydraulic fracture through natural fractures based on shearing or opening mode by
computation stress concentration around the fracture tip. The number of iteration to reach
convergence in our fracture tip is 5–7. The error between our numerical result and the analytical
result is lower than 1%.

7. Conclusion

Natural fractures can have a significant effect on the hydraulic fracture growth and achieve
successful treatment. Spacing and trajectory of natural fractures in fractured blocks with
respect to the induced fracture propagation has a significant effect on the accuracy of interac-
tion prediction. Numerical analysis of hydraulic fracturing propagation in the naturally
fractured reservoir and the interaction between the induced fracture and the natural fracture
are the main objectives of this paper. Numerical simulation can be used as a tool to solve this
engineering problem.

In this paper, the extended finite element method (XFEM) has been implemented to simulate
the coalescence stage of hydraulic fracture and natural fractures. Analysis of interaction
between the induced and natural fractures in the fractured reservoirs was discussed in this
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study. The interaction between the induced and natural fractures depends on the collide angle.
Induced fracture causes the opening of the preexisting natural fractures. The tensile and shear
debonding of natural fractures in 90 and 45° displayed different behavior caused induced and
variations in stresses at the natural fractures. A critical point in interaction between the
hydraulic fracture and the natural fractures is the dilation caused by shearing and opening
from the northing to the southing along the natural fracture in both degrees which play
different scenarios. Decreasing the approaching angle from perpendicular to 45° intensifies
the displacement by shearing much more than tensile. In low collision angle, the top stage of
the interception point has the maximum debonding in shearing mode and the lower stage has
the maximum bonding.
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Abstract

Researchers have recently realized that hydraulic fracture networks are significant for
the exploitation of unconventional reservoirs (tight gas, shale gas, coalbed methane,
etc.). Laboratory experiments are proposed to study the evolution of fracture networks
in natural fractures. The density of natural fractures and injection rate were selected
as  the  primary dominating factors.  It  was  concluded that  the  interaction between
reopening and connecting of  natural  fractures  led  to  hydraulic  fracture  networks,
which can be detected by pressure fluctuations. The fracture network is composed of
multiple  fractures,  resembling  an  ellipsoid  with  the  major  axis  different  from the
maximum horizontal  stress  direction.  The treatment  pressure will  be  substantially
raised by both the great natural fracture density and high injection rates.

Keywords: hydraulic fractures, naturally fractured formation, fracture initiation, in‐
terferences

1. Introduction

Natural fractures have substantial effects on hydraulic fracture propagation, since hydraulic
fractures will  interact with the natural fractures during propagation, leading to complex
growth patterns of fracture systems.

Researchers employed both experimental [1–5] and numerical [6–12] means to investigate the
interaction between hydraulic and natural fractures. It is found that the controlling factors
include horizontal stress difference, the angle of approaching, and treatment pressure [2–4].
The interaction between hydraulic fracture and natural fractures can be categorized into four
types. Hydraulic fracture can cross natural fractures, as if natural fractures do not exist. The

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



hydraulic fracture may be completely hindered or arrested at the natural fractures, either by
opening natural fractures or causing both faces slipping. Or, hydraulic fractures may start new
fractures to form fracture branches. And hydraulic fracture might follow natural fractures for
a short distance and initiate a new fracture on natural fractures along the maximum stress
direction [1, 2, 13–15]. Multiple hydraulic fractures were also observed in field experiments
[16–19], inducing abnormally high treating pressure and implying reduced fracture width. The
reduced width of each fracture is caused by competition among multiple fractures [9].

The effect of natural fractures on hydraulic fracture was realized and investigated very early
[3, 20, 21], with the emphasis on a single natural fracture. De Pater and Beugelsdijk [22]
investigated the effect of the injection rate on fracture propagation, with Portland cement
model blocks containing heating‐induced prefractures. The tests showed that a high flow rate
or viscosity was necessary for generating new fractures. Zhou and Xue [23] conducted similar
tests, and they found three types of fracture geometries: a vertical main fracture with various
branches; radial fractures around a wellbore; and one wing vertical fracture with branches.
However, heating‐induced fractures are not easy to control to simulate natural fractures, thus
causing much uncertainty in pinpointing the factors for hydraulic fractures. Olson et al. [24]
used cast hydrostone blocks embedded with planar glass sheet to study the effects of cemented
natural fractures on hydraulic fracture propagation. They found that oblique natural fractures
will divert a hydraulic fracture more easily than the orthogonal natural fractures.

Laboratory experiments are considered as the direct way to investigate fracture propagation,
because numerical simulation needs to be further improved in terms of constitutive modeling,
boundary conditions. Meanwhile, it is very costly and hard to retrieve cores for research
purposes, and the size of cores is usually too small to meet the needs of laboratory tests for
hydraulic fracturing. Therefore, researchers tend to select outcrops and artificial specimens for
laboratory tests of hydraulic fracturing. And homogeneous and continuous blocks are often
used, in which no natural fractures are included. However, natural fractures are present
frequently in formations, and in laboratory tests it seems necessary to consider the effects of
natural fractures on hydraulic fracturing. Many researchers [4, 22–24] proposed different
methods to take natural fractures into consideration.

Natural fractures seldom are found alone, however, several groups of natural fractures exist
in reservoir formations. La Pointe and Hudson [25] presented methods for describing param‐
eters of natural fractures, such as spacing, density, and trace length. As per Lachenbruch [26],
there are two types of fracture intersection: orthogonal and nonorthogonal, which can be
divided into three sets: all continuous; part continuous and part discontinuous; and all
discontinuous. In this study, laboratory experiments were conducted with natural and artificial
specimens, which contain natural fractures or prefractures to investigate the influence of
natural fracture on the hydraulic fracture propagation behaviors.

In this chapter, laboratory work is conducted on specimens of coal, shale, and artificial
hydrostone, for simulating hydraulic fracturing in naturally fractured reservoirs. The equip‐
ment used in the laboratory work is capable of applying independent stresses along three
directions, while injecting pressurized fluid into the specimens. Hydraulic fractures induced
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during the experiments can be observed directly either by slicing the specimens or just splitting
along the fractures.

2. Experimental setup and procedures

2.1. Experimental equipment

The hydraulic fracturing experiments reported here were conducted using a true tri‐axial
hydraulic fracturing test system (Figure 1).

Figure 1. Schematic of the true tri‐axial hydraulic fracturing test system.

All of the external stresses are applied using a set of hydraulic stabilizer, and the injection
pressure is provided by a servo‐controlled hydraulic pump of MTS 816. Up to 28 MPa of
external stresses and injection pressures of up to 140 MPa can be supplied to cubic samples
whose side is 300 or 400 mm long. Various injection scheme of pumping fracturing fluids can
be supported. The experimental implementation and data collection are conducted using
software on a PC computer. Various testing materials and fracturing fluids were used to initiate
and propagate hydraulic fractures.

2.2. Experimental arrangements

2.2.1. Hydraulic fracturing experiment of coal

Fractures occur in nearly all coal seams. Coal fractures have been investigated since the early
days of coal mining, and published descriptions and speculation on the origin of fractures date
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from early in the nineteenth century [27]. Over the years, many different terms were used for
natural fractures in coal, people prefer to the ancient mining term: cleats [28].

In coal‐seam, water and gas flow in the cleat system, which is composed of two or more sets
of parallel or subparallel fractures. However, natural fractures are irregular discontinuities.

The coal specimens for the hydraulic fracturing were cut from the outcrop, Shenmu, China.
Usually, the blocks from outcrops should be much larger in size than the required, for there
are many weak discontinuities inside. Therefore, the coal blocks were cut and finished with a
saw‐cutter into cubes of 300 mm on each side.

After being cut, further treatments of polishing the surface are needed to fit the loading frame
dimensions, and a borehole of 20 mm in diameter, 160 mm in depth is prepared, before a metal
casing of 10 mm in diameter is inserted and cemented. An open borehole of 200 mm interval
at the end of the block should be left for easy fracture initiation.

During testing, the true tri‐axial equipment was used to load the cubic specimens by three
independent flat jacks to simulate three orthogonal stresses. And thin Teflon sheets were also
inserted between the specimen and the flat jacks, for reducing shearing stress [22]. A normal‐
faulting stress regime was adopted in our experiments, and the three orthogonal stresses were
applied hydrostatically to the minimum stress level firstly, and the other two stresses were
raised to the designed levels respectively (see Table 1). About 30 min were allowed to hold at
the predefined stresses before the hydraulic fracturing tests begin [29].

Test βa

degree

Vertical

stress

σv, MPa

Maximum

horizontal

stress

σH, MPa

Minimum

horizontal

stress

σh, MPa

Injection

rate of

the fracturing

fluid Q, ml/min

Fracturing

fluidb

1 5 18 7 5 20 Guar‐based gel

2 7 18 7 5 20 Guar‐based gel

3 10 18 7 5 20 Guar‐based gel

4 11 18 7 5 20 Guar‐based gel

5 20 18 7 5 20 Guar‐based gel

6 39 18 7 5 20 Guar‐based gel

aβ is the angle between the face cleat and the maximum horizontal stress, degree.

bFracturing fluid is mixed with luminous yellow fluorescent dye.

Table 1. Parameters used in the experiment for the Shenmu coal.

2.2.2. Hydraulic fracturing experiment of shale

The shale specimens for the tests were cored from outcrops of Longmaxi formation of shale in
Sichuan, China. The outcrops obtained in the field were irregular in shape and could not be
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used directly in the experiments. Therefore, in the experiments cubic specimens of 400 mm in
lateral were used, and broken parts along the boundary were repaired with cements. A hole
of 18 mm in diameter was made up to 210 mm deep, and then a metal casing was put and
cemented in the hole, leaving about 20 mm open interval for fracture initiation. Figure 2 shows
a picture of a specimen.

Figure 2. The shale specimen for hydraulic fracturing test.

For each experiment, fracturing fluid with luminous yellow fluorescent dye was injected at a
constant flow rate (see Table 2). The fracturing fluid used was a guar‐based gel mixed at 5 g
gel powder/1000 ml water. This gel has an apparent viscosity of about 24.75 cP. The fluorescent
dye is nonpenetrating and therefore shows the created fracture surface.

Test βa

degree

Vertical

stress

σv, MPa

Maximum

horizontal

stress

σH, MPa

Minimum

horizontal

stress

σh, MPa

Injection

rate of the

fracturing fluid

Q, ml/min

Fracturing

fluidb

1 – 15 12 10 10 Guar‐based gel

2 – 20 15 13 10 Guar‐based gel

3 – 20 15 13 20 Guar‐based gel

aβ is the angle between the face cleat and the maximum horizontal stress, degree.

bFracturing fluid is mixed with luminous yellow fluorescent dye.

Table 2. Parameters used in the experiment for the Sichuan shale.

In the experiments, the friction between the specimen and flat jacks can be great, leading to
substantial shear force on the boundary. In order to minimize the shear forces [22], a thin Teflon
sheet covered on both sides with Vaseline was inserted between the block and flat jacks. After
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each test, observation of friction scratch on the block surface was necessary for evaluation of
shear force along the boundary. Before testing, the confining stresses along the three orthogonal
directions were kept for about 30 min, allowing stress equilibrium inside the specimen [29].

After a test, the specimen was opened with a hammer and chisel along the expected orientation.
Under ultraviolet light, the luminous yellow fluorescent dye can clearly show the traces of
hydraulic fracture.

2.2.3. Hydraulic fracturing experiment of artificial specimens

In this part, we used paper as the separating agent embedding the blocks for simulating a
single natural fracture. There were types of paper: type one is rice paper of 0.06 mm thick, type
two printing paper of 0.11 mm thick, and type 3 wrapping paper of 1.2 mm thick.

When the hydraulic fracture was approaching a natural fracture, the interaction between the
hydraulic fracture and the natural fracture was determined by several factors, including the
approaching angle, stress difference, and net pressure inside the hydraulic fracture. All the
experiments were conducted with vertical wellbores. And horizontal stress difference along
with stress regime was designed from the beginning of the tests. For each test conditions, three
tests were performed to ensure the repeatability of the results.

In fracturing tests, red‐dyed water was injected at a constant flow rate (see Table 3). The
dye is nonpenetrating and therefore highlights the fracture surface generated by the experi‐
ment.

Test Fracture

spacing

(mm)a

Vertical

stress

σv, MPa

Maximum

horizontal

stress

σH, MPa

Minimum

horizontal

stress

σh, MPa

Injection

rate of the

fracturing

fluid Q, ml/min

Fracturing

fluid

1 30 15 8 5 6 Red‐dyed water

2 35 15 8 5 6 Red‐dyed water

3 40 15 8 5 9.6 Red‐dyed water

4 45 15 8 5 9.6 Red‐dyed water

5 50 15 8 5 9.6 Red‐dyed water

6 40 15 8 5 19.8 Red‐dyed water

aThe distance between two adjacent cemented fractures in the specimens, mm.

Table 3. Parameters used in the experiment for the artificial cement paste.

Six cubic specimens of 300 mm in lateral were used in the experiments, made out of a mixture
of cement and 20–40 mesh siliceous sand. Small cuboid blocks of various sizes were prepared
to assemble into a final specimen. And the scheme is shown in Table 4.
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Test Size (length × width × height)a Amount/setb Setsc Amountd

1 30 mm × 30 mm × 200 mm 49 1 49

2 35 mm × 35 mm × 200 mm 49 1 49

3 40 mm × 40 mm × 200 mm 25 2 50

4 45 mm × 45 mm × 200 mm 25 1 25

5 50 mm × 50 mm × 200 mm 25 1 25

aThe three dimensions of the cuboid blocks.

bThe amount of cuboid blocks in one set.

cThe amount of sets which composed by a certain number of cuboid blocks.

dThe amount of cuboid blocks which prepared for tests with a certain size.

Table 4. Experimental parameters and results of the artificial specimens with continuous orthogonal prefractures.

When simulating closed natural fractures, cement paste was used to glue neighboring small
blocks to form a big cuboid block. And mechanical properties were obtained through standard
test procedures. For the open natural fractures, the small blocks were left intact, and they were
simply arranged according to the designed scheme. Then the big cuboid block was put in the
central part of the metal mould, with the internal dimensions of 300 mm × 300 mm × 300 mm.
The cement paste between the small blocks was weaker than the small blocks, which can be
seen as a group of continuous cemented fractures, perpendicular to each other. Figure 3 shows
a schematic of the facture system.

Figure 3. Schematics of the fracture system.
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3. Results

3.1. Experiment results of coal

The geometry of the hydraulic fractures was observed and analyzed by cutting the specimens
after each test. The results showed a similar feature compared to that in naturally fractured
rocks, however, hydraulic fractures in coal seam may initiate from opening cleats intersected
by the wellbore.

3.1.1. Initiation from cleats

A main vertical fracture was usually observed along the maximum horizontal stress, as shown
by specimen C1. And the fracture was also rather straight and planar overall. The fracture
surface was quite rough (Figure 4(a)), caused by a large number of cleats and microfracture.

Figure 4. The main fracture (a) and cross‐section (b) of specimen C1.

Figure 4(b) shows the photo of a specimen after testing. The specimen was split apart along
the horizontal plane. And the vertical plane of the hydraulic fracture did not cross the borehole
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straight. The hydraulic fractures did not start along the maximum horizontal stress, instead
the minimum horizontal stress direction was followed. Fracture section A met a face cleat when
it was 30 mm away from the one side, then it coincided the face cleat. Fracture section B just
propagated along its initial direction and did not meet any face cleats and the propagation
halted after fracture section A connected the face cleat.

3.1.2. Hydraulic fracture initiation in coal matrix

In specimen C2, no cleats and cracks around the borehole were found, thus the hydraulic
fracture started in the coal matrix along the maximum horizontal stress.

In Figure 5, the specimen was split for direct observation with the vertical main fracture of
elliptic area along the maximum horizontal stress around the borehole. To the left, the
hydraulic fracture met a face cleat about 60 mm away from the wellbore and then it extended
along the face cleat surface until the boundary of the specimen was reached. To the right, the
hydraulic fracture propagated approximately 90 mm.

Figure 5. The controlled fracture of specimen C2.

The hydraulic fracture height was confined by bedding during propagation. The fractures were
mainly distributed in the range of 60–200 mm away from the bottom of the specimen.

The fracture geometry characteristics of specimen C5 are almost the same as specimen C2,
except that both wings of the fracture encountered the external surface and multiple fractures
initiated at the borehole (see Figure 6).
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Figure 6. Multiple fractures around the borehole of specimen C5.

3.1.3. Reorientation of hydraulic fractures

When a vertical fracture initiates along the direction other than the maximum horizontal stress,
the fracture will change its direction gradually to the maximum horizontal stress, due to strong
control by the stress difference. Such phenomenon also was overserved in cases of hydraulic
fracturing of coal seam tests.

The hydraulic fractures are shown in Figure 7 for specimen C3, after being opened along the
horizontal directions. It was obverses that there was a hydraulic fracture of S shape.

At the upper part, there were two fractures which propagated initially subparallel and
subsequently coincided into one fracture. Both fractures connected the cleats during reorien‐
tation. The hydraulic fracture ultimately turned to the maximum horizontal stress and reached
the specimen boundary. At last, the width of the fracture network increased to 45 mm.

At the lower part, there are three hydraulic fractures at the wellbore, one of which propagat‐
ed 50 mm, and the other two intersect a cleat and extend straight along the cleat to the speci‐
men boundary. There is 59° apart between the opened cleat and the maximum horizontal
stress.
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Figure 7. View of cross‐section of specimen C3.

3.1.4. The influence of cleats on hydraulic fractures

The hydraulic fracturing of coal specimens shows complicated results, compared with the
conventional single fracture. Usually, the specimens will be cut and split for visual examination

Figure 8. The distribution of the hydraulic fractures in the central horizontal plane for the tested specimens.
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of the hydraulic fractures. Figure 8 shows the hydraulic fracture patterns are very diverse, and
they are not just a single planar fracture, but multiple fracture system connected to cleats.

The results of tests, in Figure 8, show that hydraulic fractures in coal seam can be started along
directions other than the maximum horizontal stress. For example, hydraulic fractures could
initiate from face or butt cleats, under the combined influences of stress state, coal mechanical
properties, and borehole positions. There are three types of hydraulic fractures in coal seam.

Type 1. The hydraulic fracture extended along a face cleat (Figure 9). For example, type 1
includes specimen C4, where there is a long face cleat, intersecting the borehole. As in
Table 1, the angle β is 11° and the hydraulic fracture started along an open cleat. Here, much
low fluid pressure is required to open the cleat (Eq. (1)).

Figure 9. The observed three possible types of hydraulic fracture initiation and propagation patterns.

b1 bE h H t3s s s< = - + -p p p (1)

where pb1 is the tested breakdown pressure for case 1 type systems; 𝀵𝀵𝀵𝀵 is the breakdown

pressure predicted by the elastic model [30]; ℎ the minimum horizontal stress;  the

maximum horizontal stress;  the tensile strength of coal; and p the pore pressure. The
breakdown pressure for specimen C4 is 8.8 MPa.

Type 2. The hydraulic fracture started inside a butt cleat, almost parallel to the minimum
horizontal stress, then propagated along a face cleat (Figure 9, type 2), including specimens
C1, C3, and C6. The fluid pressure in the wellbore is higher than the breakdown pressure of
type 1 (Eq. (2)), and not sufficient to create a new fracture.

b1 b2 bE h H t3s s s< < = - + -p p p p (2)

where pb2 is the breakdown pressure for type 2.

For type 2, a new fracture can form along H much easier than those along h to propagate, if3h − H + t < 3H − h.
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Type 3. Figure 9 shows type 3 of fracture propagation (specimens C2 and C5), in which the
hydraulic fracture initiated along the maximum stress, as depicted by hydraulic fracturing
theory. If follows from Figure 9 that the hydraulic fracture tends to extend the cleat if the
propagation direction is close to the maximum horizontal stress (<20°). Hubbert and Willis [30]
proposed a breakdown pressure model for impermeable rocks (Eq. (3))

bE h H t3s s s= - + -p p (3)

For type 3, it is known that:

b3 bE=p p (4)

where pb3 is the measured breakdown pressure for case of type 3.

The pressure records during tests of specimens C2 and C5 give the breakdown pressure of 24.2
and 32.8 MPa. In our tests, pore pressure is not applied inside the specimens, and tensile
strengths of 16.2 and 24.8 MPa can be determined for coal.

The tensile strengths determined above are much greater than those reported (0.2–3.7 MPa)
for coal [31]. The reported tensile strengths were possibly obtained through rock mechanical
tests (like Brazilian test or uniaxial tension test), with the specimens be limited in size, not
many cleats included. As has been depicted for type 3, the tensile fracture initiated from the
wellbore does not meet any cleats, implying initiation of hydraulic fracture on an intact surface.
Furthermore, it has been recognized that coal shows significant scale effect, therefore the small‐
scale borehole (10 mm in diameter and 20 mm high) may also affect the tensile strength.
Additional factors may contribute to the abnormal high breakdown pressures. However, there
is currently insufficient research to address this question and it remains a topic for future
investigation. Although the reason that our experiments derived such high tensile strengths
is undetermined, it is evident that the breakdown pressure and derived tensile strength cannot
be used directly at a field scale.

All of the above three types of hydraulic fracture initiation and propagation patterns indicate
that the cleats near the borehole have a significant influence on the initiation of hydraulic
fractures. When the fracturing fluid is continuously injected into the borehole and the fluid
pressure is greater than the minimum fracture pressure of coal, cleats in coal open and probably
leading to multiple hydraulic fractures near the borehole simultaneously. There may be
uncertainty for the initial fracture orientation, and the final orientation is determined by cleat
distribution and stress state. The initial fracture orientation is uncertain and determined by
the distribution of the cleats on the borehole wall and the stress condition around the borehole.
As the hydraulic fractures extend further, the number and appearance of the hydraulic
fractures evolve, leading to multiple hydraulic fractures to the end.

There are many cleats in coal seam to be hydraulically fractured, which affect the propagation
of hydraulic fractures. Following conventional hydraulic fracturing, the hydraulic fractures
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always extend along the maximum stress, where the least pressure is required. If cleats, in
other directions, are connected by the hydraulic fractures, additional pressure is needed to
prop those cleats, causing more cleats to be connected. At last, multiple hydraulic fractures
will be induced, much like a network of hydraulic fractures in coal seam.

Since stress states are more responsible for the initiation and growth of the hydraulic fractures
than cleats, the hydraulic fractures concentrate on a dominant direction, along with fracture
branches of various complexities. If the approximate outline of such complex fractures in coal
seam is made, an ellipse can be drawn on the horizontal plane, with the major axis following
the maximum stress.

3.2. Experiment results of shale

3.2.1. Combination of vertical and horizontal fracture

Hydraulic fracturing experiments of shale specimens in laboratory were made to consider
stress states, bedding, and natural fractures, and it is found that the hydraulic fractures of
shales are usually combined by vertical, horizontal, and oblique fractures.

Figure 10. Hydraulic fractures of specimen S1.
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Specimen S1 of shale after hydraulic fracturing is outlined in Figure 10. There are two sets of
hydraulic fractures as shown in Figure 10, one set being multiple vertical fractures of various
shapes and orientations. It is conceivable that one long fracture extends along the maximum
horizontal stress, and three other small fractures along the minimum horizontal stress. The
other set of hydraulic fractures in shale is following the beddings, or horizontal hydraulic
fractures. It is not clear to tell how such fracture system developed in time only by visual
checking the final fractures.

It is reasonable to postulate the possibilities of initiation and propagations of the multiple
vertical and horizontal fractures. The hydraulic fractures are vertical on the wellbore at the
beginning and extend to reach the beddings, where hydraulic fractures deviate from planar
vertical to horizontal, and the beddings’ effect becomes obvious.

Figure 11. (a) The outside surfaces of specimen S2; (b) view of each cross‐section; (c) the multifracture between cross‐
section 1 and cross‐section 2.
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3.2.2. Multiple hydraulic fractures

Multiple hydraulic fractures are also observed, shown in Figure 11. Along the beddings and
horizontal fractures, the specimens are disintegrated for specifying hydraulic fractures. As
depicted in Figure 11, fracture extension tends to extend in the maximum horizontal stress, in
accordance with the least resistance. However, in south and north directions, there are multiple
fractures, with much closely‐spaced multiple fractures in the north direction. And the hy‐
draulic fractures in the south are radiating from the wellbore and become subparallel later up
to the side of the specimen, about 30 mm apart.

The hydraulic fractures in the north are sub‐parallel with the maximum horizontal stress, with
20° of angle. Currently, stimulated reservoir volume is becoming popular in industry, espe‐
cially in shale and tight reservoir stimulations, and we believe that the hydraulic fractures in
shale specimens can be an indicator for evidence.

3.2.3. Oblique hydraulic fractures

In the fracturing experiments of shales, other than vertical, horizontal, and multiple fractures,
twisted oblique fractures are also present, shown in specimen S3.

Figure 12. View of each cross‐section of specimen S3.
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In Figures 12 and 13, along the fractured faces, specimen S3 is pull apart for observation. On
cross‐section 1, branched fractures appear along N‐W directions; on cross‐section 2, subvertical
fracture and oblique fracture occur simultaneously. And cross‐section 3 shows a horizontal
fracture along the bedding. The most distinct result is found from the south direction,
characterized by a curved surface of hydraulic fractures, originated from the well bore,
extended outward in S shape.

Figure 13. The oblique fracture between cross‐section 2 and cross‐section 3.

3.3. Experiment results of artificial specimens

In this part, we used cementation specimens in the experiment, for apparent reasons of easy
preparation of specimens of various natural fractures. Emphasis is put on natural fracture
density and the injection rate.

3.3.1. Hydraulic fractures of artificial specimens

The direct observation of the hydraulic fractures can provide useful information on the
influences of testing conditions. As in Figure 14, the specimen can be split easily along the
natural fracture for the cases of orthogonal natural fractures.

1. Spatial configuration of hydraulic fractures

The projections of the hydraulic fractures in the horizontal plane are shown in Figure 15.
Figure 15 shows that the hydraulic fractures are interconnected by the natural fractures, and
their dimensions varied with locations. The overall affected zone by hydraulic fractures
appears to be a horizontal ellipse.
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Figure 14. Dismantled specimen.

Figure 15. Height variation by projection onto the horizontal plane.

The major axis of the fracture swarm ellipsis is not the same as the maximum horizontal stress
and the fracture height decreases gradually away from the wellbore, as shown in specimens
A1–A5. In accordance with the conventional fracturing, in a homogeneous formation the
hydraulic fracture is a planar along the maximum horizontal stress. And the major axis is not
along the maximum stress in our experiments, implying that the natural fractures have
apparent effects on the hydraulic fractures, through stress redistribution.
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2. Area of hydraulic fractures

The hydraulic fractures are composed of a system of complicated branched fractures, and it is
not easy to have a simple calculation for area of hydraulic fractures, each of which varies with
locations in terms of length and height. In the calculation of areas, a process of scanning and
digitization is employed to get an entire spatial geometry of the fracture network, as in
Figure 16. The fracture set 1 (fractures 1, 2, 3 …) and fracture set 2 are parallel to the maximum
and minimum stresses, respectively.

Figure 16. The geometry of the hydraulic fracture network in 3D space.

The final shape of multiple fracture system created in tests of natural fractured blocks, show
an approximate ellipsoid envelope, with three orthogonal axes, in which the major one
corresponding to fracture length along the maximum horizontal stress, the minor one corre‐
sponding to fracture width along the minimum horizontal stress, and the third one along the
vertical direction. Such an ellipsoid embraces two groups of hydraulically induced fractures,
most of which are along the natural fracture. And the three orthogonal axes are not exactly
along the stress directions, i.e., there are some deviations between stress directions and the
three orthogonal axes. This means that both in‐situ stress state and multiple natural fractures
determine the hydraulic fracture network at the same time.

Due to the weak cementation of the natural fractures, the hydraulic fractures mainly extend
in the natural fractures, and at the beginning the hydraulic fracture started in the central block
(no. 25 in specimens A1 and A2 and as no. 13 in specimens A3–A6, in Figure 17). Different
from single hydraulic fracture, a complicated hydraulic fracture network results.
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Figure 17. Block units and cemented fractures with numbers on the top of the specimens. (Notes: numbers in red are
block units, letters in red are the orientation of the specimens, and those in black are cemented fractures).

Figure 18. Injection pressure versus time for the specimens.
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Here, we present the physical explanation on the possible fracture extension process in the
natural fractured blocks, because it is difficult to conduct an accurate measurement of the
initiation of fracture growth in a routine test. And in the next paragraph, will discuss to
characterize fractures by acoustic emission. In testing of specimen A3 as no. 13 in the upper
right quadrant of Figure 17, a vertical fracture initiated in the central block, and extended along
E‐W direction until the natural fractures C and D were encountered, with the fracture tips
touching the adjacent bounders of blocks 12 and 14, and no obvious penetration. Such
observation can imply the hydraulic fractures became blunt when intersecting with natural
fracture C or D, and then fracture propagation paused for 10 s. The rapid drop of fluid pressure
(Figure 18) also confirmed the assumed behavior of hydraulic fracture, indicating the initiation
of a hydraulic fracture or shear slipping between both fracture faces.

Acoustic emission was used to locate breaking events, caused during rock failures in hydraulic
fracturing. It was applied in fields to provide real‐time fracture propagation in terms of length
and height [32–35]. There are also many different arguments for or against the mechanism of
acoustic emission for locating failure events. Rock failures can be roughly categories into two
types, tensile, and shear failures. There is no consensus that acoustic receivers collect tensile
or shear failures, however, tensile and shear failures both emit acoustic signals. Shear slippage
caused by injection of water pressure is a process of a local stress redistribution, which could
accommodate fracture branching or dendritic. Many fracture branches at different locations
could lead to a volume of reservoir stimulation, with each local failure indicating an acoustic
emission.

Figure 19. Variations of the hydraulic fracture areas with their positions. (The origin is located on the borehole axis,
north to south and west to east is positive.)
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In order to calculate the area and the geometry of the fractures, the area of each hydraulic
fracture swept by dyed fracturing fluid. In Figure 19, the fracture areas for specimens A1–A5
after tests are shown. In our tests, all hydraulically induced fractures are along the natural
fracture, due to weak mechanical properties of natural fractures.

Next, the calculated total fracture area was compared with the total volumes of injected fluid.
Figure 20 depicted the relationship between the total fracture area and the total volumes, and
it was shown that the total fracture areas of specimens A1 and A2 are less than others, even
though the total volumes of injected fluid were quite similar. In our tests, the permeability of
all specimens are very slight, then the specimens A1 and A2 are much wider than those of
specimens A3, A4, and A5, based on material balance.

Figure 20. Hydraulic fracture area and injection fluid volume of each specimen.

3.3.2. Influences of natural fracture and injection rate

Figure 18 shows the pressure records of all the six specimens. These records can be classified
into two types according to the fluctuation features: (1) The pressure records changed very
slowly and smoothly (specimens A1 and A2) after initiation. (2) The injection pressure changed
abruptly in the entire process (specimens A3, A4, A5, and A6). It can be attributed to the
influences of both the natural fracture and the injection rate.

(1) Natural fracture

Pressure records can be seen as a measure of the influences of fracture density on fracture
propagation. From Figure 18, it seems that the extension pressure of specimens A1 and A2 are
greater than A3 and A5, less than specimen A4.

Fracture Mechanics - Properties, Patterns and Behaviours236



In order to calculate the area and the geometry of the fractures, the area of each hydraulic
fracture swept by dyed fracturing fluid. In Figure 19, the fracture areas for specimens A1–A5
after tests are shown. In our tests, all hydraulically induced fractures are along the natural
fracture, due to weak mechanical properties of natural fractures.

Next, the calculated total fracture area was compared with the total volumes of injected fluid.
Figure 20 depicted the relationship between the total fracture area and the total volumes, and
it was shown that the total fracture areas of specimens A1 and A2 are less than others, even
though the total volumes of injected fluid were quite similar. In our tests, the permeability of
all specimens are very slight, then the specimens A1 and A2 are much wider than those of
specimens A3, A4, and A5, based on material balance.

Figure 20. Hydraulic fracture area and injection fluid volume of each specimen.

3.3.2. Influences of natural fracture and injection rate

Figure 18 shows the pressure records of all the six specimens. These records can be classified
into two types according to the fluctuation features: (1) The pressure records changed very
slowly and smoothly (specimens A1 and A2) after initiation. (2) The injection pressure changed
abruptly in the entire process (specimens A3, A4, A5, and A6). It can be attributed to the
influences of both the natural fracture and the injection rate.

(1) Natural fracture

Pressure records can be seen as a measure of the influences of fracture density on fracture
propagation. From Figure 18, it seems that the extension pressure of specimens A1 and A2 are
greater than A3 and A5, less than specimen A4.

Fracture Mechanics - Properties, Patterns and Behaviours236

Firstly, for rate of 0.1 ml/s, the total fracture areas and injection fluid volumes are quite close
for specimens A1 and A2, however, the extension pressure of specimen A1 (13.63 MPa) is much
higher than that of specimen A2 (11.28 MPa) (Figure 21a). Such difference can reflect that
fracture spacing affects the interaction between multiple fractures. When fracture opens, it will
exert additional stresses on the neighboring fractures, so less fracture spacing can improve
fracture interference. Figure 21b for specimens A3 and A5 show the same results.

In Figure 21, the extension pressure of specimen A4 was much higher than expected. The
cementation between failed fracture faces is still strong, in specimen A4. Stronger cementation
applies more restriction on fracture extension.

Figure 21. Injection pressure records: (a) injection rate 0.10 ml/s, (b) injection rate 0.16 ml/s.

(2) Influences of injection rates

The pressure records can also as the indication of changes in injection rate, and then some
useful information can be obtained from response pressure caused by injection rate.

If the injection rate is less than 0.1 ml/s, in Figure 18, changes in flow rate do not cause great
change in extension pressure.

However, if the injection rate is high (up to 0.16 ml/s), changes in extension pressure are
frequent and great.

If the injection rate is higher than 0.33 ml/s, the changes in extension pressure is more frequent,
however is more mild.

The laboratory tests show that injection rate can influence the extension pressure to a great
degree. The extension pressure can become more frequent.

3.4. Result comparisons

Laboratory experiments are conducted with three types of rocks: coal seam, shale, and artificial
rock, which include natural fractures or simulated natural fractures. It is found that natural
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fractures play an important role in hydraulic fracturing. Hydraulic fractures always extend
and follow the natural fractures, since natural fractures in rocks usually are weaker in
mechanical properties than rocks. However, it seems the difference between natural fractures
and rocks also affect the behavior of hydraulic fracturing. The mechanical properties of coal
seam, artificial rock, and shale become stronger, so it is much easier for hydraulic fractures in
shale to follow the natural fractures, and in coal seams, hydraulic fractures not only follow the
natural fractures, but also extend in coal matrix.

4. Conclusions

Natural fractures are complicated, composed of multiple cracks of different origins and
mechanical properties. Usually, the cracks or natural fractures are weak in mechanical
properties. And natural fractures present themselves in various configurations. In coal seams,
two orthogonal groups of natural fractures, butt and face cleats, determine the overall
properties of coals. In shales, natural fractures are distributed more or less at random, filled
with minerals or open, mostly controlled by geological processes. For artificial rocks, natural
fractures can be designed in terms of geometrical and mechanical properties.

In this chapter, laboratory tests were conducted, with three rocks with natural fractures. Even
though the rocks are different, shales, coals, and artificial rocks, experiments suggested a strong
influence of natural fractures and injection rates.

The process of hydraulic fracture networks is definitely complex, however, in our laboratory
tests we can infer from our testing data that hydraulic fracture networks are caused by
interaction between hydraulic fracturing and natural fractures.

(1) Cleats, the natural fractures in coal seam, have significant influence on hydraulic fracture
initiation. Because of low strength of cleats, hydraulic fracture in most cases takes the extension
path as the cleats. So, stress state underground and cleat parameters can affect the interactive
process of natural fractures and hydraulic fractures.

(2) Hydraulic fractures in shale in laboratory can be vertical, horizontal, or combinations of
both cases. And we can infer that the stimulated reservoir volume in shale can be seen as a
group of different hydraulic fractures, and much of which are augmented by the natural
fractures.

(3) Based on influences of stress difference and natural fracture directions on hydraulic
fractures, the conditions for hydraulic fracture crossing the natural fractures can be obtained
experimentally as 𝀵𝀵𝀵𝀵 = 90°/𝀵𝀵𝀵𝀵 𝀵𝀵 2MPa are 𝀵𝀵𝀵𝀵 = 60°/𝀵𝀵𝀵𝀵 𝀵𝀵 4MPa.

(4) Hydraulic fractures, or stimulated reservoir volumes, is the combined effects of reopening
of natural fractures and interaction between hydraulic fracture and natural fractures. In
naturally fractured formations, fracture network can be characterized by a three dimensional
ellipsoid, with its three axes being aligned the orthogonal stresses approximately, but the
deviation can be substantial.
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Abstract

This chapter proposes an evaluation and extension of the UniGrow model to predict the
fatigue crack propagation rate, based on a local strain-based approach to fatigue. The
UniGrow model, classified as a residual stress-based crack propagation model, is here
applied to derive probabilistic fatigue crack propagation fields (p-da/dN-ΔK-R fields)
for P355NL1 pressure vessel steel,  covering distinct stress R-ratios.  The results are
compared with available experimental data. The required strain-life data are experi-
mentally achieved and evaluated. The material representative element size, ρ*, a key
parameter in the UniGrow model, is assessed by means of a trial-and-error procedure
of inverse analysis. Moreover, residual stresses are computed for varying crack lengths
and minimum-to-maximum stress ratios. Elastoplastic stress fields around the crack
apex are evaluated with analytical relations and compared with elastoplastic finite-
element  (FE)  computations.  The  deterministic  strain-life  relations  proposed  in  the
original  UniGrow model  are  replaced by the probabilistic  strain-life  fields  (p-ε-N)
proposed  by  Castillo  and  Canteli.  This  probabilistic  model  is  also  extended  by
considering  a  damage  parameter  to  allow for  mean stress  effects.  In  particular,  a
probabilistic Smith-Watson-Topper field (p-SWT-N), alternatively to the conventional
p-ε-N  field,  is  proposed  and  applied  to  derive  the  probabilistic  fatigue  crack
propagation fields.

Keywords: fatigue crack propagation, fracture mechanics, local fatigue approaches,
probabilistic models, P355NL1 steel
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1. Introduction

Research about the fatigue behaviour of materials and structures has engaged both academia
and industry. Fatigue has been investigated since the industrial revolution and remains an
unsolved research topic due to the lack of reliable predictive models and the continuous
emergent materials and applications [1]. The knowledge on fatigue crack propagation is not
fully accomplished, despite the great advances achieved in the last decades. In particular,
probabilistic approaches are still lacking.

Paris et al. [2] were the first to establish a correlation between the fatigue crack propagation
rates and the stress intensity factor, suggesting the well-known and widely accepted Paris’ law.
Since this contribution, the pioneer Paris’ law has been used extensively to model fatigue crack
growth under constant amplitude loading but also under random loading. However, Paris’
law shows some limitations, as it only models the stable crack propagation regime, excluding
near threshold and near unstable fatigue crack propagation phases, and the stress ratio effects
are not accounted for. Further, it is a deterministic approach for fatigue crack propagation.
Many other fatigue crack propagation relations have been suggested in the literature to solve
the shortcomings of the Paris’ law including enhanced prediction of fatigue crack growth
under variable amplitude loading [3]. The assortment of fatigue crack propagation models
available in the literature differs in the number of variables and parameters involved and the
application domains. However, their use requires the evaluation of expensive time-consuming
fatigue crack propagation tests in order to identify their constants.

Local fatigue strain-based approaches [4–7] represent an alternative to the fracture mechanics
fatigue crack propagation once the former being very often applied to model the fatigue crack
initiation on notched components [8]. They are usually complemented with fracture mechanics
models to allow full fatigue life assessments.

Figure 1. Crack discretization according to the UniGrow model: (a) crack and discrete elementary material blocks and
(b) crack shape at the tensile maximum and compressive minimum loads [11].
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Some authors, as Glinka [9], Peeker and Niemi [10], Noroozi et al. [11–13] and Hurley and
Evans [14], have applied local strain-based fatigue models to represent fatigue crack propa-
gation. Glinka was one of the precursors of modelling fatigue crack propagation using a strain-
based fatigue relation [9]. The crack was assumed to have a notch with a tip radius, ρ*, and the
material ahead of the crack tip was assumed to be divided into elemental blocks of finite linear
dimension, ρ* (see Figure 1). The crack growth was assumed as the failure of the successive
elemental blocks, the fatigue crack growth rate being defined by the following relation:

(1)

where  represents the number of cycles to fail the elemental block of dimension, ρ*. This

approach allowed the fatigue crack growth rate to be directly expressed by the strain-life
relation constants.

Figure 2. Crack discretization with elements according to the model proposed by Peeker and Niemi [10].

Similarly, the model proposed by Peeker and Niemi [10] allowed the near threshold fatigue
crack propagation data and the stable crack growth to be described (see Figure 2). For the near
threshold fatigue crack propagation, the authors derived the following analytical relation
functions of the strain-life constants:

(2)

For the stable crack growth, the above authors derived the following alternative relations that
use the cyclic stress-strain constants besides the elastoplastic strain-life constants:
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(3)

The superposition of the two previous relations leads to the following analytical expression
for the fatigue crack propagation law covering both fatigue propagation regimes I and II:

(4)

The application of the local approaches to fatigue on fatigue crack growth simulation requires
the definition of a crack path discretization. The size of the elements used to discretize the crack
path should account for two criteria: (a) the size must be large enough to represent the local
material properties by their mean values using continuous variables and (b) its size should be
related to micro-structural material parameters, such as the material grain size. For structural
steels, and according to reference [10], the criteria result in an average element size of 0.1 mm
= 100 μm.

In general, elastoplastic stress analysis at the crack vicinity is required and very often analytical
approaches are applied. Nonetheless, Hurley and Evans [14] proposed the use of elastoplastic
finite-element analysis. The fatigue life of the process zone was computed using the Walker
strain that was correlated directly with the fatigue life from the experimental data using a
power relation. This Walker strain is defined according to the following relation:

(5)

where σmax is the maximum stress, E is the Young modulus, Δ is the strain range and w is a

constant varying between 0 and 1. These authors applied the following definition of the cyclic
plastic zone that is assumed equal to the fatigue process damage zone under plane strain
conditions:

(6)

where 0 is the cyclic yield stress and Δ is the stress intensity factor range computed from

the numerical model. The resulting approach is much simpler than those proposed by previous
authors. It is supported by numerical models disregarding analytical aspects that allowed

Fracture Mechanics - Properties, Patterns and Behaviours248



(3)

The superposition of the two previous relations leads to the following analytical expression
for the fatigue crack propagation law covering both fatigue propagation regimes I and II:

(4)

The application of the local approaches to fatigue on fatigue crack growth simulation requires
the definition of a crack path discretization. The size of the elements used to discretize the crack
path should account for two criteria: (a) the size must be large enough to represent the local
material properties by their mean values using continuous variables and (b) its size should be
related to micro-structural material parameters, such as the material grain size. For structural
steels, and according to reference [10], the criteria result in an average element size of 0.1 mm
= 100 μm.

In general, elastoplastic stress analysis at the crack vicinity is required and very often analytical
approaches are applied. Nonetheless, Hurley and Evans [14] proposed the use of elastoplastic
finite-element analysis. The fatigue life of the process zone was computed using the Walker
strain that was correlated directly with the fatigue life from the experimental data using a
power relation. This Walker strain is defined according to the following relation:

(5)

where σmax is the maximum stress, E is the Young modulus, Δ is the strain range and w is a

constant varying between 0 and 1. These authors applied the following definition of the cyclic
plastic zone that is assumed equal to the fatigue process damage zone under plane strain
conditions:

(6)

where 0 is the cyclic yield stress and Δ is the stress intensity factor range computed from

the numerical model. The resulting approach is much simpler than those proposed by previous
authors. It is supported by numerical models disregarding analytical aspects that allowed

Fracture Mechanics - Properties, Patterns and Behaviours248

previous authors to verify the relation between these local approaches to fatigue and the
fracture mechanics approaches for fatigue crack propagation.

In all previous studies, the fatigue crack growth process has been modelled as a continuous
damaging process consisting of successive failure of material elements along the assumed
crack path. These crack propagation approaches have provided accurate correlations of crack
propagation data from several sources that included the stress ratio or mean stress effects.
These crack propagation approaches are local fatigue approaches, where the stress-strain fields
ahead of the crack tip are computed supported by elastoplastic stress-strain analyses. The
resulting elastoplastic stress-strain fields are used in fatigue damage analysis performed for
each material element in the crack path. Analytical methods such as the ones proposed by
Neuber [15] and Moftakhar et al. [16] may be applied to perform the elastoplastic analysis
taking into account the elastic stress-strain fields computed around the crack tip, using
available linear elastic fracture mechanics solutions [11, 16, 17].

This chapter proposes an evaluation and extension of the model proposed by Noroozi et al.
[11–13] to predict the fatigue crack propagation rates, based on a local strain-life fatigue
approach. This model denoted that the UniGrow model is a residual stress-based crack
propagation model [18]. The model is adapted in this work to derive probabilistic fatigue crack
propagation fields (p‐da/dN‐ΔK‐R fields) for P355NL1 pressure vessel steel, covering distinct
stress R-ratios. The procedure proposed has been already applied to other available experi-
mental data [19–21]. The required strain-life data is experimentally evaluated and can be found
in the literature [21]. The material representative element size, ρ*, a key parameter in the
UniGrow model, is assessed by means of a trial and error process. The residual stress field at
crack tip vicinity is investigated for various crack lengths and minimum-to-maximum stress
ratios. The elastoplastic stress-strain fields evaluated at the vicinity of the crack tip, using
analytical solutions, are compared with the stress-strain fields computed using nonlinear
elastoplastic finite-element analyses of the tested compact tension (CT) specimens considered
in a fatigue crack propagation experimental program.

Deterministic strain-life relations proposed in the UniGrow model are replaced by the
probabilistic strain-life fields (p‐εa‐N) proposed by Castillo and Canteli [22]. This probabilistic
model is also extended by considering a damage parameter able to account for mean stress
effects. In particular, a probabilistic Smith-Watson-Topper field (p‐SWT‐N) is proposed
alternatively to the p‐εa‐N and applied to derive the probabilistic crack propagation fields.

2. Overview of the deterministic UniGrow model

The UniGrow model, originally developed by Noroozi et al. [11], rest on the following
premises:

• A continuous material is discretized into elementary finite particles (dimension ρ*), below
which material continuity is no longer assured, (Figure 1a).
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• The fatigue crack tip geometry exhibits a finite radius equivalent to a round notch of radius
ρ*, (Figure 1b).

• The fatigue crack growth is decomposed into successive crack increments, each one of equal
size—the material elementary finite particle size. Therefore, this damaging process can be
assumed as a continuous crack initiation process occurring at the material element levels
characterized by the size ρ*.

• The fatigue crack growth rate can then be computed using Eq. (1) and the number of cycles
required to completely crack the material elementary particles can be computed by a local
fatigue relation such as the ones based on a strain-life approach.

Noroozi et al. [11] proposed the application of the Smith, Watson and Topper fatigue damage
parameter (SWT damage parameter) [7] in the form of the following fatigue life relation:

(7)

Peeker and Niemi [10] propose, alternatively, the use of the Morrow's equation [6] to compute
the failure of the material's representative element:

(8)

The Morrow's equation is derived from the following Coffin-Manson relation [4, 5] of the
material, in order to include mean stress effects:

(9)

In particular, Eq. (7) is derived by the multiplication of the Coffin-Manson Eq. (9) by the Basquin
relation [23], for a fully reversal stress ratio, i.e. R (σmin/σmax) = –1, given by

(10)

In the previous two equations, ′  and b represent, respectively, the fatigue strength coefficient

and exponent; ′  and c represent, respectively, the fatigue ductility coefficient and exponent

and E is the Young modulus. The maximum stress, σmax, mean stress, σm, and the strain range,
Δε, are computed and averaged over the material elementary size ρ* using an elastoplastic
analysis. According to Noroozi et al. [11, 12], the elastoplastic analysis can be performed,
following the steps below, in order to estimate the stresses and strains at the elementary
material elements placed along the crack path:
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i. Application of the Creager-Paris solution [24] to evaluate the elastic stresses in the
material region surrounding the crack tip.

ii. Application of analytical elastoplastic formulae such as the Neuber's [15] or Glinka's
approaches [25] to transform the elastic stress field into actual elastoplastic stresses
and strains ahead of the crack tip. Procedures by Moftakhar et al. [16] and Reinhard
et al. [17] may also be applied to perform multi-axial elastoplastic stress-strain
analysis.

iii. Determination of the residual stresses along the y-axis direction (normal to crack face)
and along the crack path direction (line ahead of the crack tip), using the actual
elastoplastic stresses computed at the end of the first load reversal and subsequent
cyclic elastoplastic stress range, that is

(11)

iv. Assuming the residual stress distribution computed ahead of the crack tip to be
applied on the crack faces, behind the crack tip, in a symmetric way with respect to
the crack tip (x = 0), the loading process generates a plastic zone at the crack tip that
does not vanish completely during unloading, leading to a cyclic plastic zone, which
is controlled by compressive stresses ahead of the crack tip and to some amount of
crack opening displacement just behind the crack tip (crack faces does not close
completely just behind the crack tip). One way to model crack opening consists in
assuming that the compressive residual stress field acting ahead of the crack tip is
applied in a symmetrical way, behind the crack tip, directly on crack faces. This
compressive stress distribution acting on crack faces is equivalent to a residual stress
intensity factor being used to correct the applied stress intensity factor range leading
to a total (effective) stress intensity factor range that excludes the effects of the
compressive stresses. It is proposed by Noroozi et al. [11, 12] to calculate the residual
stress intensity factor, Kr, using the weight function method [26]:

(12)

where  ,   is the weight function and  is the residual stress field.

v. The applied stress intensity factor values (maximum and range) are corrected using
the calculated residual stress intensity, resulting the total Kmax,tot and ΔKtot values [11,
12]. For positive stress R-ratios, which corresponds to the range covered by the
experimental data used in this research, Kmax,tot and ΔKtot may be computed as follows:

(13)
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where Kr assumes a negative value corresponding to the compressive stress field. For
high stress R-ratios, the compressive stresses ahead of the crack tip may be neglected
and the applied stress intensity factor range is assumed fully effective and for low
stress R-ratios, the compressive stresses increase and the effectiveness of the applied
stress intensity factor range decreases.

vi. Using the total values of the stress intensity factors, the first and second steps (steps
(i) and (ii)) are repeated to determine the corrected values for the maximum actual
stress and actual strain ranges at the material's representative elements. Then, Eq. (7)
is applied together with Eq. (1) to compute the fatigue crack growth rates in the
original UniGrow model proposition.

The above fatigue crack propagation methodology does not provide close-form expressions
for the fatigue crack propagation rates. Nevertheless, considering the material to behave
according to dominant elastic or plastic behaviours at the crack tip, close-form solutions for
the fatigue crack propagation rates are viable, leading to fatigue crack propagation relations
based on two crack-driven parameters with the following form [11, 12]:

(14)

where C, p, q and γ are constants that can be related with the ones characterizing the cyclic
elastoplastic behaviour of the material at the crack tip and the plasticity or elasticity dominance.
The dependency of the fatigue crack propagation rates with both the maximum and range of
stress intensity factors, Kmax and ΔK, allows the mean stress effects to be conveniently accounted
on fatigue crack propagation rates. This type of fatigue crack propagation model based on the
combination of two parameters crack driving force has recently being proposed by several
authors [27, 28].

In this chapter, the methodology proposed by Noroozi et al. [11] is followed with some
variations. Material cyclic/fatigue properties are required. In addition, the UniGrow model
introduces the material element size, ρ*, which consists in an additional model parameter that
in most of the situations needs to be computed by means of a trial and error iterative approach,
in order to result in a good fitting of available experimental fatigue crack propagation data.
The analytical elastoplastic analysis, supported by the Creager-Paris [24] elastic solutions and
the Neuber's multi-axial approach [15–17], is applied to evaluate the elastoplastic stress-strain
field at the first material element at the crack tip. Concerning the residual stresses along the
crack path line, it is computed using a nonlinear elastoplastic finite-element analysis over-
coming discrepancies verified in the analytical residual stress distributions, as demonstrated
later in the chapter.
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3. Modelling cyclic plasticity

In the following an elastoplastic constitutive model based on the von Mises yield criterion (J2
plasticity) and associative flow rule is selected to model compact tension specimen's elasto-
plastic behaviour and particularly to compute the residual stresses at the fatigue crack region.
Multi-linear kinematic hardening is used, which is crucial for the cyclic plasticity simulation
and in particular the Bauschinger effect description. The von Mises yield criterion points out
a yield function, f, defined as follows:

(15)

where Sij is the deviatoric stress tensor defined as

(16)

Xij is the back-stress tensor that defines the translation of the yield surface,  is the yield stress

of the material, 𝀵𝀵𝀵𝀵 is the stress state of the material, ℎ is the pressure or hydrostatic stress

state and 𝀵𝀵𝀵𝀵 is the Kronecker delta operator. The plastic flow occurs according to the associative

flow rule, which means that the plastic strain increment can be computed from the derivatives
of the yield function with respect to the stress tensor:

(17)

where  is the plastic multiplier related to the amount of plastic deformation. The adopted
kinematic hardening rule is based on the Besseling model that is a sub-layer or overlay model
[29] with the material behaviour, being composed of various portions (or sub-volumes), all
subjected to the same total strain but each sub-volume having a different yield stress. Despite
each sub-volume shows a simple stress-strain response, when combined, the model can
represent multi-linear stress-strain curves. The following phases are performed in the plasticity
calculations [30]:

i. The portion of total volume (the weighting factor) for each sub-volume and its
corresponding yield stress are computed.

ii. For each sub-volume, the respective increment of the plastic strain is determined,
assuming that each one is subjected to the same total strain.

iii. The individual increments in the plastic strain are summed up using the weighting
factors determined in step (i) to result the total or apparent increment in plastic strain.

iv. The plastic strain is updated and the elastic strain is evaluated.
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The weighting factor and yield stress for each sub-volume are determined by fitting the
material response to the uniaxial stress-strain curve. A perfectly plastic material based on von
Mises criterion is assumed. The weighting factor for sub-volume k given by

(18)

where  is the weighting factor for sub-volume k and is evaluated sequentially from 1 to the

number of sub-volumes Nsv and 𝀵𝀵 is the slope of the kth segment of the uniaxial cyclic stress-

strain curve. The yield stress for each sub-volume is given by

(19)

where (,) is the breakpoint in the uniaxial multi-linear cyclic stress-strain curve. The

number of sub-volumes corresponds to the number of breakpoints specified for the definition
of the multi-linear stress-strain material relation. Each sub-volume follows the von Mises yield
criterion with the associative flow rule and the plastic strain increment for the entire volume
is computed according to

(20)

In the plastic computation algorithm, if the equivalent (von Mises) stress predicted using an
elastic trial exceeds the material yield stress given the yield function, then plastic strains will
occur. Then a plastic correction will be required, which means that plastic strains reduce the
stress state so that it satisfies the yield criterion (return to mapping procedures). The followed
scheme for the integration of the elastoplastic constitutive equations consisted of an elastic trial
and a return mapping procedure, as proposed by Simo and Taylor [31]. ANSYS commercial
code was used in this study with the cyclic plasticity model being already part of the software
capabilities [30]. The stabilized cyclic stress-strain curve of the material under consideration
in this study is used for the identification of the plasticity constants. In particular, the cyclic
stress-strain curve was replaced by a multi-linear representation, the resulting breakpoints
being inputted in the model built in the ANSYS commercial code.

4. Probabilistic fatigue damage models

The application of the UniGrow model requires a fatigue damage relation to compute the
number of cycles to fail the elementary material blocks. In this section, probabilistic fatigue
damage models are proposed rather than the deterministic SWT‐N, Coffin-Manson or Morrow
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stress state so that it satisfies the yield criterion (return to mapping procedures). The followed
scheme for the integration of the elastoplastic constitutive equations consisted of an elastic trial
and a return mapping procedure, as proposed by Simo and Taylor [31]. ANSYS commercial
code was used in this study with the cyclic plasticity model being already part of the software
capabilities [30]. The stabilized cyclic stress-strain curve of the material under consideration
in this study is used for the identification of the plasticity constants. In particular, the cyclic
stress-strain curve was replaced by a multi-linear representation, the resulting breakpoints
being inputted in the model built in the ANSYS commercial code.

4. Probabilistic fatigue damage models

The application of the UniGrow model requires a fatigue damage relation to compute the
number of cycles to fail the elementary material blocks. In this section, probabilistic fatigue
damage models are proposed rather than the deterministic SWT‐N, Coffin-Manson or Morrow
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models. The probabilistic εa‐N model proposed by Castillo and Canteli [22] is used. However,
since the probabilistic εa‐N model does not take into account the mean stress effects, a new
probabilistic SWT‐N field is also proposed, as an extension of the p‐εa‐N field suggested in [22],
to include the mean stress influence.

4.1. p‐ε‐N model

Based on physical and statistical considerations, such as the weakest link principle, stability,
limit behaviour, range of the variables and compatibility, Castillo and Canteli [22] derived a
probabilistic Weibull model to describe the strain-life field using the same formulation as that
proposed by the authors for modelling of the stress-life field. Details of each derivation are
found in Castillo et al. [32, 33], where the stress version of the model proves to be successfully
applied to different cases of lifetime problems. This leads to the following Weibull strain-life
model [33]:

(21)

where p is the probability of failure, N0 and εa0 are normalizing values, and λ, δ and β are the
non-dimensional Weibull model parameters. Their physical meanings (see Figure 3) are as
follows:

N0:  threshold value of lifetime,

εa0:  endurance limit of εa,

λ:  parameter defining the position of the corresponding zero-percentile curve,

δ:  scale parameter and

β:  shape parameter.

Note that the strain-life model (Eq. (21)) has a dimensionless form and reveals that the

probability of failure p depends only on the product ** , where * = log /0  and* = log /0 , that is

(22)

i.e. **  follows a Weibull statistical distribution.

This model provides a complete analytical description of the statistical properties of the
physical problem being dealt with, including the quantile curves as curves representing the
same probability of failure. The model shows, with respect to the conventional strain-life
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Coffin-Manson relation, some important advantages. Specifically, it resulted from sound
statistical and physical assumptions and not from an empirical arbitrary hypothesis, provides
a probabilistic definition of the complete strain-life field without the need of splitting the total
strain in its elastic and plastic components but dealing with the total strains directly, includes
the run-outs also in the analysis and, finally, also facilitates fatigue damage analysis.

Figure 3. Probabilistic εa‐N field.

4.2. p‐SWT‐N model

The SWT (=σmax.εa) parameter is proposed by Smith et al. [7] in order to take into account the
mean stress effects on fatigue life. Any combination of maximum stress and strain amplitude
supplying the same value of the SWT parameter should lead to the same fatigue life. The
SWT‐N and εa‐N fields exhibit similar characteristics. Therefore, the p‐ε‐N field proposed by
Castillo and Canteli [22] may be extended to represent the p‐SWT‐N field as

(23)

where p is the probability of failure, N0 and SWT0 are normalizing values, and λ, δ and β are
the non-dimensional Weibull model parameters. Their physical meanings (see Figure 4) are

N0: threshold value of lifetime and

SWT0: fatigue limit of SWT,
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and the Weibull parameters λ, δ and β with the same meaning as discussed above.

Note that Eq. (23) has a dimensionless form and reveals that the probability of failure p depends

only on the product *SWT*, where * = log /0  and SWT* = log SWT/SWT0  that is

(24)

i.e. *SWT* follows a Weibull distribution.

The parameters log N0 and log εa0 of the p‐εa‐N model, and log N0 and log SWT0 of the p‐
SWT‐N model can be estimated by the least square method. The Weibull parameters may be
estimated by the maximum likelihood method [32, 33].

Figure 4. Probabilistic SWT-Nf field.

5. Procedure to generate probabilistic fatigue crack growth rates

A procedure proposed by Correia et al. [34–39] to derive probabilistic fatigue crack propaga-
tion fields, based on the UniGrow model, may be summarized into three steps, as follows (see
Figure 5):

1. Estimation of the Weibull parameters for the p‐SWT‐N or p‐εa‐N models, described in
Section 4, using experimental εa‐N or SWT‐N data from smooth specimens tested under
low-cycle fatigue uniaxial tensile loading.
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2. Application of the UniGrow model with probabilistic fatigue damage models.

3. Computation of the p‐da/dN‐ΔK‐R field.

The UniGrow model is programmed in an Excel workbook, using Visual Basic for Applications
(VBA) macros. The problem of the CT specimen geometry was addressed by the code devel-
oped [34–39]. The required data are the material properties, loading parameters and geometric
dimensions of the CT specimen, including the initial and final crack sizes to be simulated. Also,
the elementary material element size, ρ*, is an input that after the first trial may be iteratively
corrected to result in a satisfactory fit between the experimental and numerical data. Figure 3
gives a general overview of the procedure.

Figure 5. Procedure to generate probabilistic fatigue crack propagation fields.
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Neuber and Glinka's approaches for the elastoplastic analysis are both possible to be applied
to the cracked CT specimen [15, 25] and a multi-axial elastoplastic calculation as suggested by
Moftakhar et al. [16] and Reinhard et al. [17] are programmed. This multi-axial approach is
supported by Hencky's total deformation equations that proved to yield reliable predictions
for the stress-strain field at notched details under proportional loading. Besides the crack tip
material element analysis, the UniGrow model also requires the computation of the elasto-
plastic stress-strain response along the crack path, in order to facilitate the residual stress
assessment. However, the above referred analytical multi-axial elastoplastic approaches are
not able to model the stress redistribution due to yielding, which may lead to inconsistent
predictions of the residual stresses. To overcome this limitation of the analytical approaches,
in this research the residual stresses are computed preferably using an elastoplastic finite-
element approach, the results being verified against those coming from the referred analytical
solutions. The residual stresses play a central role in the UniGrow model; therefore, the
accuracy of the residual stress evaluation method is vital for attaining consistent fatigue crack
growth rate predictions.

The probabilistic fatigue crack propagation fields are alternatively assessed using the proba-
bilistic εa‐N and SWT‐N fields. For each fatigue damage model, independent material ele-
ment sizes, ρ*, are identified and compared.

6. Basic fatigue data of the P355NL1 steel

The P355NL1 steel is a pressure vessel steel, the fatigue behaviour of which has been already
analysed [21, 35, 39, 40]. This section presents the cyclic elastoplastic fatigue data and the
fatigue crack growth data obtained for the P355NL1 steel [21]. The strain-life behaviour of the
P355NL1 steel is evaluated through fatigue tests of smooth specimens, carried out under strain-
controlled conditions, according to the ASTM E606 standard [41]. Two series of specimens, 19
and 24 specimens, are tested under distinct strain ratios, Rε = 0 and –1, respectively. The cyclic
Ramberg-Osgood [42] and Morrow [6] strain-life parameters of the P355NL1 steel are sum-
marized in Table 1, for the conjunction of both strain ratios [21, 35, 39, 40]. The Ramberg-
Osgood properties are represented by the cyclic strain hardening coefficient, K' and the cyclic
strain exponent, n'. The fatigue ductility coefficient εf', the fatigue ductility exponent c, the
fatigue strength coefficient σf' and the fatigue strength exponent b are parameters of the
Morrow strain-life relation. The elastic and monotonic tensile properties of this pressure vessel
steel under investigation, as represented by the Young modulus E, Poisson ratio ν, the ultimate
tensile strength fu and upper yield stress fy, are shown in Table 2.

Material σ’f b ε’f c K’ n’

MPa – – – MPa –

P355NL1 1005.50 −0.1033 0.3678 −0.5475 948.35 0.1533

Table 1. Cyclic elastoplastic and strain-life properties of the P355NL1 steel, Rε = –1 and Rε = 0.
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Material E v fv fy
GPa – MPa MPa

P355NL1 205.20 0.275 568.11 418.06

Table 2. Elastic and tensile properties of the P355NL1 steel.

Figure 6. Fatigue crack propagation data obtained for the P355NL1 steel.

Fatigue crack growth rates of the investigated materials are also evaluated for several stress
R-ratios, using CT specimens, following the recommendations of the ASTM E647 standard
[43]. The CT specimens of P355NL1 steel are defined with a width, W = 40 mm and a thickness,
B = 4.5 mm [21, 35, 39, 40]. All tests are performed in air, at room temperature, under a
sinusoidal waveform at a maximum frequency of 20 Hz. The crack growth data derived for
the P355NL1 steel, for three tested stress ratios, Rσ = 0.0, Rσ = 0.5 and Rσ = 0.7, are illustrated
in Figure 6. The crack propagation rates are only slightly influenced by the stress ratio. Higher
stress ratios provide higher crack growth rates. Figures 7 and 8 show the p‐SWT‐N and p‐εa‐
N fields, respectively, which are identified for the P355NL1 pressure vessel steel, using the
experimental data from the fatigue tests on smooth specimens. The constants of the Weibull
fields are also shown in the figures, in particular the threshold constants (B and C) and the
Weibull parameters (β, λ and δ). The extrapolations using the Weibull field should be avoided
mostly for very low-cycle fatigue regimes. It is verified in this study that the number of cycles
to fail the material's representative element, in the fatigue crack propagation regime II, is
generally in the low- to very low-cycle fatigue regimes. Thus, it is decided to enhance the
Weibull field in this region postulating some fatigue data at the low- to very low-cycle fatigue
regimes, using the available deterministic Morrow's equation. The Morrow's equation does
not show the vertical asymptote as verified with the Weibull field, being physically more
consistent when performing extrapolations for very low number of cycles.
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Figure 7. p‐SWT‐N field for the P355NL1 steel.

Figure 8. p‐εa‐N field for the P355NL1 steel.
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7. Prediction of the probabilistic fatigue crack propagation fields

The prediction of the probabilistic fatigue crack propagation fields is performed through the
application of the UniGrow model to CT specimens. Additionally, the elementary material
block size, ρ*, is required and is evaluated by a trial and error procedure in order to achieve
good agreement between the predicted and experimental da/dN versus ΔK data, for the
P355NL1 steel under consideration. The probabilistic fatigue crack propagation fields are
evaluated using, alternatively, the probabilistic p‐εa‐N and p-SWT‐N fields (see procedure
described in Section 6).

7.1. Numerical FE simulation of the compact tension specimens

Two-dimensional numerical models of the CT specimens are developed using nonlinear
elastoplastic finite-element modelling. These models were useful to assess the accuracy of
residual stress estimation using the simplified elastoplastic analysis. A very refined finite-
element mesh at the crack tip region is used to model conveniently the crack tip geometry with
a notch radius, ρ* (refer to Figure 1b for geometric details). Figure 9 illustrates the finite-element
mesh of the CT specimen along with the respective boundary conditions. One-half of the
geometry is modelled, taking advantage of the existing symmetry. 2D plane stress elements
are used since the specimens’ thickness is relatively thin (B = 4.5 mm for the P355NL1 steel).

Figure 9. Typical finite-element mesh of the CT specimen.
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Quadratic triangular elements (six-noded elements) are selected and applied with a full
integration formulation. The pin loading used in the CT testing is simulated with a rigid-to-
flexible frictionless contact, the pin being modelled as a rigid circle controlled by a pilot node.

Figure 10. Cyclic stress-strain relation obtained for the P355NL1 steel [39].

Maximum stresses Mesh 5 Mesh 4 Mesh 1 Mesh 2 Mesh 3

σy (MPa) 1367.9 1420.1 1495.8 1605.3 1606.7

Dev. (%) −14.79 −11.54 −6.82 – 0.09

σx (MPa) 347.4 370.3 363.9 354.2 354.1

Dev. (%) −1.93 4.57 2.74 – −0.03

Table 3. Maximum elastic stresses for distinct finite-element mesh densities for the P355NL1 steel (Fmax = 1634.1 N, ρ* =
30 Âμm).

All numerical simulations are carried out using the ANSYS® 12.0 code [30]. The six-noded
plane element adopted in the finite-element analyses is the PLANE181 element available in
the ANSYS® 12.0 code library. The contact and target elements used in the pin-loading
simulation are, respectively, the CONTA172 and TARGE169 elements available in ANSYS®

12.0 code [30]. A parametric model is built using the APDL language. The surface of the holes
is modelled as flexible using CONTA172 elements. The augmented Lagrangian contact
algorithm is used. The associative von Mises (J2) yield criterion with multi-linear kinematic
hardening is used to model the plastic behaviour. The multi-linear kinematic hardening uses
the Besseling model, also called the sub-layer or overlay model, so that the Bauschinger effect
is included. The plasticity model was fitted to the stabilized or half-life pseudo-stabilized cyclic
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curve of the materials. The von Mises yield criterion with multi-linear kinematic hardening is
adopted to model the plastic behaviour.

The finite-element model is initially applied to perform elastic and elastoplastic stress analyses
in order to allow us the comparison between the elastic and elastoplastic stress distributions
as resulting from the Creager-Paris solution [24] and the multi-axial Neuber approach [15],
respectively.

One important assumption of the UniGrow model consists in applying the compressive
residual stresses that are computed ahead of the crack tip, in the crack faces, in a symmetric
way with respect to the normal to crack face that passes through the crack tip. The resulting
residual stress intensity factor Kr is computed using the weight function method [26], for each
of the stress ratios covered by the testing program.

Figures 9 and 10 show the finite-element mesh of the CT geometry and the cyclic stress-strain
curves adopted in the plasticity model of the P355NL1 steel, respectively [39]. The Ramberg-
Osgood relation [42] is compared with the response of the finite-element model reproducing
a uniaxial stress state in Figure 10. Table 3 presents the maximum elastic stresses (σx and σy)
ahead of the crack tip, resulting from distinct mesh densities illustrated in Figure 11. The mesh
2 is adopted for residual stress computation. Results presented in Table 3 compare the mesh
2 with the other meshes.

Figure 11. Finite-element meshes used in the convergence study performed for the CT specimen.

Figure 12. Comparison between analytical and numerical results of the elastoplastic stress distribution ahead of the
crack tip and along the crack line (y = 0) for CT specimens made of the P355NL1 steel (Fmax = 1643.1 N, ρ* = 30 μm): (a)
σy stress distribution and (b) σx stress distribution.

Figures 12 and 13 illustrate the elastic and elastoplastic stress distributions for the P355NL1
steel, respectively. In these figures, the numerical and analytical solutions for the CT specimens
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are computed for a crack tip radius, ρ* = 30 μm, which is found to be the best value for the
P355NL1 steel. This ρ* parameter gives the best predictions of the fatigue crack growth rates,
using the Morrow relation as referred in [6]. Figure 14 shows the residual stress distributions
for the P355NL1 steel for distinct crack sizes and stress R-ratios. The residual stress distribu-
tions are computed by means of the analytical and numerical solutions using an elementary
material block size, ρ* = 30 μm [39]. Figure 15 illustrates the stress and strain fields along the
y- (load) direction obtained for the CT specimens using the elastoplastic finite-element analysis
and the properties of the P355NL1 steel, for a material's representative element ρ* = 30 μm, a
crack size a = 14 mm, a maximum load Fmax = 1634.1 N and a stress R-ratio Rσ = 0.0. The stress
and strain fields are shown at the end of the first loading reversal and at the end of the first
unloading reversal. Figure 16 presents the residual stress intensity factor range for an elemen-
tary material block size ρ* = 30 μm [39] as a function of the applied stress intensity factor range
obtained with the numerical analysis.

Figure 13. Comparison between analytical and numerical results of the elastoplastic stress distribution ahead of the
crack tip and along the crack line (y = 0) for CT specimens made of the P355NL1 steel (Fmax = 1643.1 N, ρ* = 30 μm): (a)
σy stress distribution and (b) σx stress distribution.

Figure 14. Comparison between analytical and numerical results of the residual stress distribution ahead of the crack
tip and along the crack line (y = 0) for CT specimens made of the P355NL1 steel (Fmax = 1643.1 N, ρ* = 30 μm).(a) Rσ = 0.0
and (b) Rσ = 0.5.
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Figure 15. Stress and strain fields for the load direction, obtained for the CT geometries made of P355NL1 steel, result-
ing from elastoplastic finite-element analysis (Fmax = 1634.1 N, ρ* = 30 μm, a = 14 mm, Rσ = 0.0). (a) Stress field (MPa) at
the end of the first loading reversal. (b) Stress field (MPa) at the end of the first unloading reversal. (c) Strain field at the
end of the first loading reversal. (d) Strain field at the end of the first unloading reversal.

Figure 16. Residual stress intensity factor as a function of the applied stress intensity factor range.

The elastic stress distribution sustains a very good agreement between the analytical and
numerical results, for several crack sizes, within a small distance from the crack tip. The
analytical solutions lead to higher maximum absolute stresses than the elastoplastic FE
analysis. The analytical solution does not show plastic zone behaviour, which is a clear
limitation of the analytical approach. The increasing of the stress ratio affects the compressive
residual stresses that decrease progressively with increasing stress ratio. This trend is respon-
sible for increasing the effectiveness of the applied stress intensity range as a crack driving
force. The extension of the compressive residual stresses increases for higher crack lengths.
The numerical compressive stress region is always lower than the one obtained by the
analytical analysis. Therefore, the numerical solution, for the residual stresses, is adopted in
the crack propagation prediction, based on the UniGrow model. A very high linear correlation
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analysis. The analytical solution does not show plastic zone behaviour, which is a clear
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sible for increasing the effectiveness of the applied stress intensity range as a crack driving
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The numerical compressive stress region is always lower than the one obtained by the
analytical analysis. Therefore, the numerical solution, for the residual stresses, is adopted in
the crack propagation prediction, based on the UniGrow model. A very high linear correlation
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between the residual stress intensity factor and the applied stress range is verified for each
stress R-ratio. This linear relation agrees with the proposition by Noroozi et al. [12] based on
analytical analysis.

7.2. Results and discussion

Finally, in this section, the UniGrow model is applied to compute the fatigue crack propagation
rates for the same fatigue crack propagation data described in Section 6. As detailed before,
the residual stress intensity factor is calculated using a compressive residual stress distribution
computed from numerical analysis and the weight function technique [26]. The strain range
and maximum stress, needed by the probabilistic strain-life or SWT-life fields, are evaluated
using an analytical calculation applied over the first material element ahead of the crack tip,
keeping the original structure of the UniGrow model. Average strain and stress values, along
the first elementary material block, are used instead of peak values. The analytical solution
produces reliable results at the crack tip notch root as verified in previous section. The original
structure of the UniGrow model presents some advantages: (i) provides a direct correspond-
ence with fracture mechanics based analyses, which facilitates the physical understanding of
the process, (ii) allows close-form solutions for fatigue crack propagation laws to be achieved
in the same format as that of existing fracture mechanics approaches and (iii) requires
inexpensive computations.

Figure 17. Probabilistic prediction of the fatigue crack propagation based on the p-SWT‐N field for the P355NL1 steel
(ρ*= 3 × 10−5 m): (a) Rσ = 0.0 and (b) Rσ = 0.5.

The probabilistic εa‐N and SWT‐N fields are used to derive the probabilistic fatigue crack
propagation fields (p‐da/dN‐ΔK‐R fields). For each case, an independent identification of the
elementary material block size, ρ*, is performed. Figure 17 shows the probabilistic fatigue crack
propagation fields obtained for the P355NL1 steel, using the p‐SWT‐N material fields. Figure 18
illustrates the probabilistic fatigue crack propagation fields predicted for the P355NL1 steel,
resulting from the p‐εa‐N material fields.
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Elementary material block size of 3 × 10−5 m is found adequate for the P355NL1 steel, resulting
from the application of the p‐ε‐N fields. The elementary material block size found for the
P355NL1 steel is higher than those proposed by Noroozi et al. [13] for the 4340 steel (ρ* = 2 ×
10−6 m). So far, there are no conclusive studies relating the micro-structural grain sizes with
the elementary material block sizes. Nevertheless, it can be anticipated that ρ* can be indirectly
dependent on the micro-structural features of the analysed material (e.g. grain size) but it
cannot be uniquely associated with any specific micro-structural particle size. Therefore, the
material grain size may be considered just one of the possible micro-structural features
affecting the definition of ρ*.

Figure 18. Probabilistic prediction of the fatigue crack propagation based on the p‐εa‐N field for the P355NL1 steel (ρ* =
3 × 10−5 m): (a) Rσ = 0.0 and (b) Rσ = 0.5.

Concerning the probabilistic fatigue crack propagation rate fields of the P355NL1 steel, it is
clear that the use of the p‐SWT‐N model overestimates the effects of the stress R-ratio. Using
the probabilistic SWT‐N model, the stress ratio effects are accounted twice, through the
residual stress intensity factor (compressive residual stresses effects) and through the mean
stress of the cycle. Nevertheless, the number of cycles required to crack the material element
fall within the very low- to low-cycle fatigue regimes at which a rapid cyclic mean stress
relaxation is verified. However, the multi-linear kinematic hardening model used in the
investigation is not capable of simulating the cyclic mean stress relaxation. The predictions
based on the p‐εa‐N model are satisfactory. First, they define lower and upper bounds for the
available experimental data. Secondly, the major influence of the stress ratio is verified when
it changes from 0 to 0.5. In the damage computations presented in the chapter, the prior loading
history on crack tip elements is not considered. Preliminary calculations performed consider-
ing the prior loading history on a set of elements ahead of the crack tip, forming a process zone,
show only a marginal influence on da/dN predictions, mainly in the propagation regimes I and
II. Nonetheless, the computational costs associated to simultaneous damaged elements
increases very significantly.
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8. Conclusions

An assessment of the UniGrow model is presented in this chapter, based on available experi-
mental data for the P355NL1 steel under consideration. The UniGrow model is also extended
to predict probabilistic fatigue crack propagation fields, replacing the deterministic SWT‐N
relation proposed in the original UniGrow model by the p‐SWT‐N or p‐εa‐N fields. In the
present chapter, the p‐SWT‐N field is first proposed as a generalization of the p‐εa‐N field, in
order to take into account the mean stress effects. Both p‐SWT‐N and p‐εa‐N fields led to
satisfactory correlations of the experimental data available for the P355NL1 steel under
investigation.

The multi-axial analytical Neuber elastoplastic analysis proposed in the UniGrow model to
compute the residual stress distribution is assessed using elastoplastic finite-element analysis.
Inconsistent compressive residual stress distributions, mainly for Rσ = 0, are found using this
approach. The multi-axial Neuber model does not take into account stress redistribution due
to yielding and therefore does not provide the dimensions of the plastic zone. The residual
compressive stress intensity factor, computed with the compressive residual stress field from
the finite-element analysis, exhibits a linear relation with the applied stress intensity factor
range, which confirms the typical trend documented in literature of linear increase of the
residual stress intensity factor with the applied stress intensity factor range, for a specific stress
R-ratio.

The p‐da/dN‐ΔK‐R fields predicted for the P355NL1 steel, based on material p‐εa‐N field,
produce satisfactory results, since this material shows crack propagation rates with relatively
small sensitivity to the stress R-ratio. The elementary material block size for the P355NL1 steel
is found to be about one order of magnitude higher than the value proposed by Noroozi et al.
[14] for the 4340 steel. The ρ* can be indirectly dependent on the micro-structural features of
the analysed material (e.g. grain size) but it cannot be uniquely associated with any specific
micro-structural particle size.
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Abstract

In order to find a convincing method to measure bioceramics fracture toughness, tensile
strength and modulus, a novel configuration of the Brazilian test was applied and
described in the experimental work. The flattened Brazilian specimens, which are in the
shape of discs having parallel flat ends, are subjected to compression for determination
of opening mode I fracture toughness KIC. Experiments were done by using tricalcium
phosphate-fluorapatite composites, which were tested by compressive loading on the
parallel flat ends. The loading angle corresponding to the flat end width is about 2α =
20° in order to guarantee crack initiation at the centre of the specimen according to the
Griffith criteria. Fracture toughness was also performed by using semi-circular bend
“SCB”. Finite-element program, called ABAQUS, is used for numerical modelling for
finding  stress  intensity  factors.  The  effects  of  fluorapatite  additives  and  fracture
toughness were studied. Fracture toughness values of tricalcium phosphate-fluorapatite
composites were found to increase with increasing addition of fluorapatite until an
appropriate value. It is shown that there is a good agreement among the experimental,
analytical and numerical results.

Keywords: composite, toughness, mechanical properties, flattened Brazilian test,
semi-circular bend, numerical modelling

1. Introduction

The development of the ceramic material industry poses the necessity for determining the
stress intensity factor (SIF) of bioceramic cracking. Researchers are still studying to find a
simple and accurate standard method to determine fracture toughness, which is an important
parameter to determine the stress required to drive a pre-existing crack which generally exists
in materials. However, the International Society for Rock Mechanics (ISRM) has suggested
some methods to determine fracture toughness, listed in Ref. [1]; examples include (1) Chevron
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and reproduction in any medium, provided the original work is properly cited.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Bend (CB)  specimens,  (2)  Short  Rod (SR)  specimens  and (3)  Cracked Chevron Notched
Brazilian Disc (CCNBD).

Some methods were previously used to find mode I fracture toughness, KIC, such as Modified
Ring (MR) test [2, 3], Diametral Compression Method (DCM) [4], Semi-circular Core in three-
point Bending (SCB) [5] and finally Brazilian Disc Test (BDT) [6, 7].

(a) (b)

Figure 1. (a) Flattened Brazilian specimen and (b) flattened Brazilian specimen with a central straight-through crack
(CSTFBD).

In order to define the mode I elastic modulus, tensile strength and fracture toughness of
biomaterials, the central straight through flattened Brazilian disc “CSTFBD” test is ideal for
specimens for pure mode I fracture and the well-known test configurations for determining
the parameters previously mentioned in just one test. The disc specimen (Figure 1) is designed
by introducing two equal-width parallel planes in the sample, which are prepared specifically
for load application. The loading angle conforming to the flat end width 2α must be greater
than a critical value 2𑩥𑩥 𑩥𑩥 20°  in order to guarantee crack initiation at the centre of the disc [8].
The obtained numerical results are compared with experimental and analytical ones.

Semi-circular bend (SCB) specimens presented in Figure 2 were used to investigate experi-
mentally the mode I fracture toughness KIC . The SCB specimen was prepared by introducing
a straight crack in the semi-disc, which is prepared specifically for measuring KIC.

In this study, we used the commercial tricalcium phosphate (β-CTCP) reinforced with the
fluorapatite (Fap) with different amounts of additives (13.26, 19.9 26.52, 33.16 and 40%) sintered
at 1300°C. The objective is to determine the stress intensity factors for modified Brazilian test
and SCB specimen with analytical formula and numerical simulation. A range of specimen
geometries having various crack lengths (a) were modelled and analysed with ABAQUS finite-
element program. Fracture toughness values with varying geometric parameters were
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analysed. The mode I crack growth behaviour of Fap-β-CTCP sample is investigated experi-
mentally and theoretically using both CSTFBD and SCB specimens.

Figure 2. Semi-circular bend specimen (SCB).

2. Materials and methods

In order to elaborate CTCP-Fap, the materials used are the commercial tricalcium phosphate
(Fluka) and synthesized fluorapatite. The Fap powder was synthesized by the precipitation
method [9]. The approximate representatives Fap-β-CTCP were, respectively [(13.26 wt%,
86.74 wt%), (19.9 wt%, 80.1 wt%), (26.52 wt%, 73.48 wt%), (33.16 wt%, 66.84 wt%) and (40 wt
%, 60 wt%)]. Estimated quantities of each powder were milled with absolute ethanol and
treated by ultrasound machine for 20 min. The milled powder was dried in a low temperature
oven at 80°C to eliminate the ethanol and generate a finely divided powder. Powder mixtures
were molded in a metal mould and uniaxially pressed at 67 MPa to form cylindrical compacts
with a diameter of 30 mm and a thickness of about 5 mm. The green compacts were sintered
in a horizontal resistance furnace (Pyrox 2408) at 1300°C for 1 h 30 min. The heating and cooling
rates were 10 and 20°C min−1, respectively.

In this study, we used three different geometries for sample construction: The basic dimensions
of the FBD, CSTFBD and SCB specimens were considered to be the same and were as follows:

D = 30 mm and B = 5 mm, with D is the diameter and t is the thickness.

While the SCB and CSTFBD specimens were being added a crack of 4 mm. A LLOYD model
test machine is used for the Brazilian and bending tests for the measurement of the fracture
toughness, elastic modulus and tensile strength.
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3. Determination of mechanical properties of the ceramics specimen using
modified Brazilian tests

The mechanical properties of the compacts were measured by Brazilian test. The maximal
rupture strength σr is given by the following equation [10, 11]:

2 .r
P
Dt

s =
p

(1)

where P is the tensile strength, and D. and  are the diameter and the thickness of the sample,
respectively.

Yet, in the flattened Brazilian disc, the previous formula is no longer valid. After choosing an
appropriate value of 2α, the rupture strength σr can be determined by the following equation
[8]:

2 ,c
r

Pk
Dt

s =
p

(2)

where Pc is the critical load (the maximum load during the test) applied on the flat ends and k
is the coefficient which is closely related to the loading angle 2α. When 2α = 0°, we have k = 1,
and hence the previous formula corresponds to the original Brazilian disc. For the given value
of 2α, the value of k can be determined by finite-element analysis. According to the Griffith
criterion, at failure, we have  =  so:

,
2

Gk
P Dt
s

=
p (3)

where  is the equivalent stress based on the Griffith strength criteria. To calculate , we used

an approximate formula:

2
3 sin sin2cos cos 8 cos

sin
k a a aa a a

a a a
æ ö æ ö= + + +ç ÷ ç ÷
è ø è ø

(4)

For 2 = 20°, we have  = 0.9644.

The elastic modulus E is determined with the modified formula adjusted by Wang et al. [8]:
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This formula is inspired from the slope of the load-displacement record before the maximum
load, where

• P is the resultant of the uniformly distributed force applied via the flat end (Figure 1)

• ∆w is the displacement (mm)

• μ is the Poisson’s ratio

• sin = 2
• E is the elastic modulus

In this study, as shown in Figure 1a, the two parallel flat ends were introduced into the disc
for load bearing [8]. The additional flat ends were designed with a special mould for the
proposed specimen; thus, the flatness and parallelness of the flat ends are important for a
successful test. A crack was adjusted in the precedent geometry to realize the second one as
seen in Figure 1b.

Research works have proven that only when the load angle satisfies the condition 2 𑩥𑩥 19.5°,
the centre crack initiation can be guaranteed. This condition should be accomplished for
loading the Brazilian disc specimen in the composite fracture toughness test [7]. Then, 𝀵𝀵𝀵𝀵 is
determined using the proposed expression in [8], [7] and [12] as:

IC max ,minPK
t R

= Æ (6)

where min is the minimum load, ∅max is the maximum stress intensity factor and R is the
radius of the disc.

Hence:

IK, .P t
R

a
R

aæ öÆ =ç ÷
è ø (7)

According to Wang and Xing [12], the SIF ∅ is calculated by the following formula:

7 6 5 4
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If the record indicates that the test is valid (Figure 3), then the fracture toughness 𝀵𝀵𝀵𝀵 can be

given using the following formula [8],

min
IC 0.789 2 20 ,

R
PK for

B
a= = ° (9)

where 0.789 is ∅max for a loading angle 2 = 20° calculated with Formula (8), which corre-

sponds to the critical dimensionless crack length c/ = 0.73 as illustrated in Figure 4.

Figure 3. An example for a valid test record for the flattened Brazilian specimen.

Figure 4. The dimensionless SIF versus dimensionless crack length for the flattened Brazilian disc with a central
straight-through crack.
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As mentioned previously, when 2𑩥𑩥 𑩥𑩥 20° the crack can be initiated at the centre of the sample,
then the crack expands along the diameter. The value of the SIF gradually rises from zero (crack
initiation) to the maximum where ∅max is obtained, after that ∅ decreases until the final rupture

of the disc. The critical point corresponds to ∅max, and the minimum load min is a turning

point between the stable and unstable regions of crack development. This point coincides with
the local minimum load immediately succeeding the peak load.

For brittle materials such as bioceramics, the fracture toughness 𝀵𝀵𝀵𝀵 can be considered as a

material property. In fact, it requires a valid test that contains the two regions as previously
mentioned and characterized with the critical point, which is the unique critical turning point
immediately succeeding the top load.

4. Determination of fracture toughness of the ceramics specimen using
bending test “SCB”

A new method called the cracked semi-circular bend specimen method, presented in Figure
2, is developed for mode I fracture toughness determination using ceramics cores. This method
has recently received much attention by researchers and can be used as an alternative to the
ISRM standard specimens in determining fracture mode I toughness of brittle materials
because of its inherently favourable characteristics, such as simplicity, minimal machining
requirements, and easy testability through the application of three-point compressive loading
using a standard test frame [13–15].

Figure 5. Semi-circular bending (SCB) specimen geometry and loading configuration.

Chong and Kuruppu [16] were among the first who suggested this specimen for conducting
fracture tests on brittle materials. Since then, the SCB specimen has been employed frequently
to investigate mode I fracture for composite materials. The sample has a simple geometry and
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can be prepared from typical ceramic cores. Little machining operations and easy test set-up
procedure can be considered as major advantages of the SCB specimen.

As shown in Figure 5, the sample is a semi-circular disc of radius  with a single edge notch
of length a manufactured from the centre of the semi-circle. Fracture test is performed by
subjecting the specimen under three-point bending.

The mode I stress intensity factor I for the SCB specimen is often written as follows [17]:

IC , , ,
2 I

P a a SK Y
Rt R R

qp æ ö= ç ÷
è ø

(10)

where  is the compressive applied load and  is the thickness of specimen, the mode I stress
intensity factor  is the function of crack length ratio /, half-span-to-radius ratio / and

the crack angle  (the angle between the crack line and the vertical direction). For the pure
mode I,  is zero deg.

Chong et al. [18] also developed a formula for  by using both the strain energy release rate

method and the elliptical displacement approach.

I
P ,k

aK Y
Dt
p

= (11)

where  is the dimensionless stress intensity factor as a function of the dimensionless crack

length /, with  being the disc diameter.  can be calculated by a third-order polynomial

as follows:

2 3

4.47 7.40 106 433.3k
a a aY
D D D
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è ø è ø è ø

(12)

The precedent formula (eq. 12) is proven for:

0.05 ≤  ≤ 0.4 and  = 0.25, 0.305, 0.335 or 0.4 with “s” being the loading span (Figure 5).

In our case, the fracture toughness 𝀵𝀵 values of SCB with straight crack are calculated with

the following formula:

max
IC

P , .
2 I

a a SK Y
Rt R R
p æ ö= ç ÷

è ø
(13)
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where max is the maximum load,  is the dimensionless stress intensity factor, , R and a are

the thickness, radius of SCB sample and crack length, respectively. , equally known as a

geometry factor, is a function of the ratio of crack length over the semi-disc radius /  and
the ratio of half-distance between the two bottom supports “S” over the semi-disc radius (SR),
which can be written as the following relation [5]:

( )2 3 52.91 54.39 391.4 1210.6 1650 4 875.9 ,I
sY
R

a a a a a= + - + - + (14)

where  is  .

A phosphate calcium-based composite was selected for fracture toughness tests, for these semi-
disc specimens of TCP-Fap having a single straight crack were subjected to three-point bending
loads (Figure 6). Specimens were prepared by a special mould. A straight notch of 4 mm was
introduced in each specimen of 15 mm radius and 5 mm thickness, the crack-length-to-
diameter ratio was 0.13. The samples were placed on the loading platform, such that the
span ratio / was 0.36, and then were tested to failure under load-line displacement control
and at a loading rate of 0.075 mm/min. The load and load-point displacement (LPD) was
recorded as a function of time during each test. A LLOYD machine with a capacity of 5 kN
was used for conducting the fracture tests on the SCB specimens.

Figure 6. Semi-circular bend (SCB) test specimen.

As shown in the above figure (Figure 6), the test procedure in SCB specimens seems easy and
cost effective and permits the determination of IC3 for investigating the material behaviour

under loading.
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5. Numerical computations

Modelling work was done by using ABAQUS finite-element program. In this part, to evaluate
the stress intensity factor around the crack tip, a contour integral region is defined and I values
in this region are computed. In fracture modelling, crack tips are regions of high stress
gradients and high stress concentrations, and these concentrations result in theoretically
infinite stresses at the crack tip [19]. Hence, to get accurate stresses and strains near the crack
tip, finite-element mesh must be refined around the crack tip. The final  value at the crack

tip is calculated by averaging the  values determined for a user-specified number of crack
tip concentric mesh rings in the contour integral region.

The mechanical properties were chosen to represent the composite specimens, for which elastic
modulus and Poisson’s ratio are 31.3, 38.5, 44.5, 60.7 and 66.4 GPa and 0.242, 0.203, 0.286, 0.228
and 0.273, respectively.

5.1. CSTFBD model

Numerical modelling is used for estimating stress intensity factors for Brazilian disc geometry.
The flattened Brazilian specimens with a central straight-through crack were used for numer-
ical investigation of mode I fracture in the shaped notches. Since the flattened Brazilian tests
do not need 3D modelling the 2D analyses were conducted. To simplify the model, half of it
was drawn and the symmetry option was used.

Figure 7. (a) Boundary conditions of the specimen and (b) FE grid generation for the flattened Brazilian specimen with
a central straight-through crack.

2DTwo-dimensional-plane strain analyses were performed in this work with a total number
of 37,953 Quad 8 elements to simulate the specimen. Figure 7a shows the ABAQUS model with
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different boundary conditions. A large number of elements were used near the crack tip due
to its high stress gradient. Figure 7b shows a sample FE grid pattern used for the simulation
of flattened Brazilian specimen with a central straight-through crack.

Figure 8. Stress distribution for the flattened Brazilian disc: Distribution of the stress from the crack tip to the parallel
flat.

The stress distributions for the flattened Brazilian test and the change of vertical stress while
moving away from the crack tip to the parallel flat are revealed in Figure 8. These distributions

allow the identification of the most stressed area under tensile stresses. The vertical stress 𝀵𝀵𝀵𝀵
is the largest at the crack tip, and it decreases while moving away from the crack tip in the
direction of crack propagation. Therefore, the initiation of the crack by tension arises in the
disc centre. Actually, many factors contribute to the fact that cracks can be initiated in any place
other than the disc centre like material inhomogeneity, which causes local strength variation
and the accuracy of specimen preparation, especially the degree of parallelism and loading
boundary conditions. All these factors may influence the crack initiation point.

The value of stress intensity factor  is given for all compositions for different crack lengths

(see Figure 9).

The numerical calculation shows that the variation of SIF is similar for all compositions. We
have the same trend for every curve. The stress intensity factor  increases gradually to reach

the maximum. When  reaches its maximum value, we have the critical dimensionless crack

length  corresponding to 0.73. Finally, the  decreases until the final breakage of the disc.

It is clear that the curve is formed of three regions where 𝀵𝀵𝀵𝀵, which corresponds to the

fracture toughness for every sample, constitutes the intermediate region. In the first region,
when  increases progressively, we have also an unstable crack growth because of the

evolution of the crack when the load is held constant. In the third region, after the achieve-
ment of 𝀵𝀵𝀵𝀵,  decreases and the crack growth becomes stable [7].
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Figure 9. The stress intensity factor versus dimensionless crack length for the flattened Brazilian disc with a central
straight-through crack with different percentages of Fap.

5.2. SCB model

In order to compute the stress intensity factor , it is necessary to create an appropriate finite-

element model of the specimens that are considered for performing the fracture tests. In this
part, the cracked semi-circular (SCB) specimens were performed for numerical calculation of
mode I. Two-dimensional modelling of the SCB is used in this work to simulate the specimen
and calculate the distribution of stress intensity factor at the crack front, and a large number
of elements were used near the crack tip due to its high stress concentration. A typical 2D
finite-element modelling of the SCB sample can be seen in Figure 10a. Approximately, 5800
Quad 8-node 2D elements were used to mesh this model. As mentioned previously, because
of singularity at the crack tip, the elastic singular elements and finer mesh were used around
the crack tip as shown in Figure 10b.

Figure 10. 2D modelling of the SCB specimen.
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As the CSTFBD specimen, the vertical stress 𝀵𝀵𝀵𝀵 is the largest at the crack tip and it decreases

while moving away from the crack tip in the direction of crack propagation. Therefore, the
initiation of the crack by bending test also arises in the centre. After the crack starts from the
semi-circular bend centre at the maximum load, the crack propagates symmetrically ahead the
loading direction.

The distribution of the stress intensity factor along the crack front for all compositions for
different crack lengths is plotted in Figure 11.

Figure 11. The numerical calculation of the SIF in the SCB specimen versus dimensionless crack length.

As shown in Figure 11, the same trend was repeated for different compositions of the ce-
ramic elaborated: The variation of SIF is similar for all compositions. It can also be observed
from this figure that the stress intensity factor of the SCB specimen with straight crack first
increases until / = 0.2 and then decreases when the dimensionless crack length exceeds
0.2. In fact, due to the high stress gradient at the crack tip of the specimen, the crack grows
sub-critically at first; then after reaching a critical value ( = 0.2), unstable crack growth oc-

curs rapidly and final failure takes place in the sample. For α > 0.8,  reaches negative val-

ues which affirmed the notice reported by Ayatollah and Aliha [14] that the mode I stress
intensity factor in SCB specimens becomes negative for higher values of /.
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6. Analytical results and discussion

6.1. Determination of elastic modulus E and tensile strength σt for valid flattened test

In this part, we used the flattened Brazilian disc without crack. By applying the previous
formula Eq. (5), the elastic modulus E is calculated for different percentages of fluorapatite
additive.

Figure 12. Elastic modulus versus percentage of Fap under optimal conditions.

The calculated values are compared with those found by ultrasound [20], which, as shown in
Figure 12, was found to be in good compromise.

Figure 13. Mechanical resistance versus percentage of Fap of β-CTCP wt% Fap composites sintered at 1300°C for 1 h 30
min.
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Figure 13 illustrates the evolution of the mechanical resistance in relation to the percentage of
Fap under optimal conditions. According to the work of Bouslama [20], the previously used
composite samples reached their optimum at 1300°C, which justifies our choice of sintering
temperature. This is attributed to the influence and effect of Fap in the mechanical resistance
of the sintered composites. In addition, Fap has good sinterability and mechanical resistance
[21]. Ben Ayed et al. (2000a, 2001b, 2006c) have illustrated that the mechanical resistance of Fap
increases with temperature and reaches its maximum value at about 14 MPa [9, 21, 22].

In treating the experimental data, the mechanical properties of composites were determined
as a function of the sintering temperature. At 1300°C, the rupture strength increases with the
percentage of Fap and reaches a maximum value of 33.16% (15 MPa) at 1300°C. Bouslama et
al. [23] explained the fall of tensile strength for 40% Fap by the important intergranular porosity
existing in the composite’s microstructure. It is obvious that the mechanical properties of TCP-
Fap composite are also affected by different parameters and operative conditions like temper-
ature, the cycle of sintering, heating time, atmosphere and the presence of micro-crack.

6.2. Determination of the fracture toughness using CSTFBD test

It should be noted that we used different samples sintered under optimal conditions. An
experimental–numerical method is proposed to measure bioceramic fracture toughness for
flattened Brazilian disc with a central straight-through crack.

Figure 14. Fracture toughness versus %wt Fap for the CSTFBD specimen.

After the crack starts from the disc centre at the maximum load, the crack propagates sym-
metrically ahead the loading diameter. Then, the specimen develops into the flattened Brazilian
disc with a central straight-through crack, for which there is no stress intensity factor solution
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in the literature [8]. Thus, we used the finite-element method for the computation of the stress
intensity factor. Analytical analysis for this specimen is performed by using Eq. (9). Toughness
fracture variation is presented in Figure 14.

The fracture toughness values of CTCP-wt% Fap composites range between 0.9 and 2.7 MPam.
The lowest toughness (0.9 MPam) is obtained with the 13.26 %wt Fap, while the highest one
is approached with the 33.16 %wt fap (2.7 MPam). These results agree well with the mechanical
properties evolution of a similar sample sintered under optimal conditions (Figure 13), in
which the rupture strength reaches maximum when 33.16 wt% Fap are added to the ß-CTCP.

Since Eq. (7) is created, any load P and its corresponding crack length / can be placed in this
equation to determine the fracture toughness. Luckily, as mentioned above, for the flattened
Brazilian disc with a central straight-through crack, the evolution of its stress intensity factor
over crack propagation is unique. Indeed, referring to Figure 4, ∅ has a maximum value
« ∅max», which should correspond to a minimum value of load min (Figure 3), which can be

easily detected from the load-displacement record.

From the above observation, we come to the conclusion that the assumption of elastic behav-
iour is determined for the flattened Brazilian test. In fact, the crack initiates from the disc centre
and propagates mostly along the loading diameter until the two flat ends. In this way, the disc
is broken into two parts as presented in Figure 15, while the vacant regions close to the two
flat ends involve the existence of crush zones. However, these crush zones developed after the
crack initiation at the centre and below the propagation along the diameter. The validity of the
flattened Brazilian test is thus further justified experimentally.

Figure 15. (a) CSTFBD before testing and (b) failure mode of CSTFBD specimens.

6.3. Determination of the fracture toughness using bending test

The tests were carried out using the SCB sample configuration shown in Figure 5. It should be
also noted that bending tests were performed by employing different specimens sintered under
optimal conditions. An experimental-analytical method is proposed to investigate the mode I
bioceramic fracture toughness for the SCB specimen. Analytical analysis for this geometry is
accomplished by using Formula 13. Figure 16 presents the test results for the calculation of the
fracture toughness for the same crack length with different percentages of Fap. Six specimens
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iour is determined for the flattened Brazilian test. In fact, the crack initiates from the disc centre
and propagates mostly along the loading diameter until the two flat ends. In this way, the disc
is broken into two parts as presented in Figure 15, while the vacant regions close to the two
flat ends involve the existence of crush zones. However, these crush zones developed after the
crack initiation at the centre and below the propagation along the diameter. The validity of the
flattened Brazilian test is thus further justified experimentally.

Figure 15. (a) CSTFBD before testing and (b) failure mode of CSTFBD specimens.

6.3. Determination of the fracture toughness using bending test

The tests were carried out using the SCB sample configuration shown in Figure 5. It should be
also noted that bending tests were performed by employing different specimens sintered under
optimal conditions. An experimental-analytical method is proposed to investigate the mode I
bioceramic fracture toughness for the SCB specimen. Analytical analysis for this geometry is
accomplished by using Formula 13. Figure 16 presents the test results for the calculation of the
fracture toughness for the same crack length with different percentages of Fap. Six specimens
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were performed at each percentage additive. Results of experiments were compared with the
results of well-known mode I fracture toughness testing methods.

Figure 16. Fracture toughness versus %wt Fap for the SCB specimen.

The fracture toughness values of CTCP-wt% Fap composites range between 1.06 and 2.9
MPam. The lowest toughness (1.06 MPam) is obtained with the 13.26 wt% Fap, while the
highest one is approached with the 33.16 wt% Fap (2.9 MPam).These results agree well with
the numerical computation effected in the precedent section (Figure 11), in which the stress
intensity factor reaches maximum when 33.16 wt% Fap are added to the β-CTCP. The mode I
fracture toughness measured using SCB specimens is closer to that measured in the precedent
section using a flattened Brazilian disc with central straight-through crack (CSTFBD) speci-
mens (2.7 MPam).The variation of the fracture toughness value was due to the differences in
the size of the fracture process zone (FPZ) [16]. Aliha et al. [24] reported that the fracture
toughness heavily depends on the geometry and loading conditions of the test specimen, for
that the fracture toughness of the composite measured using the CSTFBD sample was a little
less than that measured using a SCB specimen. Advantages of this new method included easy
sample preparation and testing procedure and smaller fracture process zone.

7. Conclusion

The aim of this work is to study the fracture behaviour of the Fap-β-CTCP.

One of the specimens to determine the fracture toughness of bioceramics is the semi-circular
bend (SCB) with straight crack. Stress intensity factor at the crack front is an important
parameter to find the fracture toughness. On the other hand, a CSTFBD sample is an ideal
specimen to be also used for measuring the fracture toughness.
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A finite-element modelling study was conducted to evaluate crack propagation in the SCB and
CSTFBD specimen during loading. The numerical modelling results are validated by compar-
ing with experimental ones which showed the same outcome for both methods.

Based on the results of both experimental and numerical investigations, the following con-
cluding remarks for the novel configuration Brazilian test can be noticed:

• Three parameters (, and IC) can be determined in only one test record. E is obtained from
the approximate analytical solution for the displacement of the loaded flat end, and when
the Poisson’s ratio μ is known, the elastic modulus is calculated from the slope of the section
of loading-displacement record just before the maximum load. Furthermore, tensile strength
is measured from Formula (2) by inserting max and the coefficient  . Finally, the fracture
toughness IC is determined using the clearly local minimum load min corresponding to
the maximum value of dimensionless stress intensity factor ∅max and Eq. (6) is applied.

• The guarantee of the centre crack initiation for the loading angle which satisfies the
condition of 2𑩥𑩥 𑩥𑩥 20° : the centre crack initiation being important for test validity.

• The effectiveness and reliability of the new test method for bioceramics fracture test have
been demonstrated.
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Abstract

Bond strength between adhesive systems and the tooth structure is influenced by a
large number of variables. The bond strength tests are important tools for improving
resin-tooth  adhesion  to  increase  the  service  life  of  dental  resin–based  composite
restorations. This chapter discusses the materials used in adhesive dentistry and test
methods applied for evaluating bond strength between tooth structure and adhesive
materials.

Keywords: adhesion, adhesive dentistry, bond strength, fracture strength, tooth

1. Introduction

Adhesion or bonding is the process of forming an adhesive joint,  which consists of two
substrates  joined together  [1].  Adhesives join materials  together  to  resist  separation and
transmit loads across the bonds [2]. In dentistry, the adherend is the substrate to which the
adhesive—enamel and dentin, rarely cementum—is applied [1]. The mechanisms of adhesion
to the inorganic and organic components of teeth have relied primarily on the evaluation of
morphologic relations of materials with tooth substrates [2]. In 1952, Kramer and McLean
published an article about adhesion, in which altered impregnation of dentin surface, resulting
from the interaction with glyrecophosphate dimethacrylate, was observed [3]. After few years,
the pioneering work of Michael Buonocore marked the beginning of successful “adhesive
dentistry”. Buonocore’s discovery of the acid-etch technique has led to major changes in recent
dental practice. He showed that the treatment of enamel with phosphoric acid resulted in a
porous surface, which could be infiltrated by resin material, to produce a micromechanical
bond [4]. On the other hand, chemical bonding was developed by Smith and resulted in the
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introduction of polycarboxylate cement into the dentistry. The basic bonding mechanism was
an ionic attraction between cement and enamel or dentin [5].

2. Adhesion to tooth structure

Tooth is composed of enamel, the pulp-dentin complex, and cementum (Figure 1). Enamel
covers the anatomic crown of the tooth and varies in thickness in different areas. Enamel is
composed of hydroxyapatite, organic matrix proteins, and water. Enamel has high elastic
modulus, high compressive strength, low tensile strength, and supports dentin to withstand
masticatory forces. Dentin and pulp tissues are specialized connective tissues. Dentin forms
the largest portion of the tooth structure, extending almost the full length of the tooth. Human
dentin is composed of approximately 50% inorganic material and 30% organic material by
volume [6]. Dentin is considerably more complex and consists of solid and porous phases. The
porous phase consists of numerous fluid-filled tubules emanating from the pulp. They
transverse the dentin to the dentino-enamel junction, making dentin a highly permeable tissue.
Each dentinal tubule is surrounded by a collar of hypermineralized, peritubular dentin [7].
The structure surrounding the peritubular dentin is intertubular dentin, which is approxi-
mately 9% less mineralized than peritubular dentin. The intertubular dentin is a biphasic
biologic composite that contains mineral and organic components [8]. The humidity and
organic nature of dentin makes bonding to this hard tissue extremely difficult [1]. Dentin has
a low elastic modulus, high compressive strength, and high tensile strength and increases the
fracture toughness of enamel. Externally, dentin is covered by enamel on the anatomic crown
and cementum on the anatomic root. Cementum is a thin layer of hard dental tissue covering
the anatomic roots of teeth. Cementum is slightly softer than dentin and consists of about 45–
50% inorganic material (hydroxyapatite) and 50–55% organic matter and water by weight.
Internally, dentin forms the walls of the pulp cavity (pulp chamber and pulp canals). The dental

Figure 1. Structures of tooth.
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pulp occupies the pulp cavity in the tooth and is a unique, specialized organ of the human
body [6]. The pulp contains nerves, arterioles, venules, capillaries, lymph channels, connective
tissue cells, intercellular substance, odontoblasts, fibroblasts, macrophages, collagen, and fine
fibers [9].

During the past decades, restorative concepts have been continually changing and adhesive
technology has become more important. Adhesion to enamel was followed by adhesion to
dentin [10]. Adhesion to tooth structure primarily depends on the displacement of inorganic
tooth substrate with the resinous materials [11]. In this circumstance, there are two steps. In
the first step, inorganic part of tooth (calcium, phosphate) is removed from enamel and dentin
surfaces to create microporosities. In the second step, when resin materials are applied to these
surfaces, they infiltrate into these microporosities and subsequently polymerized. This process
is named as ‘hybridization’. This is a mechanical interlocking between the tooth structure and
resin material and depends primarily on the diffusion mechanism of the resin material into
the microporosities of tooth structure. Although it is believed that micromechanical interlock-
ing has a primary role on achieving a clinically good bonding, there are chemical interactions
between functional monomers and tooth components that have a potential benefit on addi-
tional bond strength [12].

3. Classification of adhesive materials

3.1. Bonding agents

One of the greatest challenges in restorative dentistry is to obtain an effective seal of the tooth-
restoration interface. Adhesive restoration (composite resin, etc.) rely on bonding systems that
form a micromechanical bond with the tooth structure [13]. During the tooth preparation with
burs or other instruments, smear layer (composed of hydroxyapatite and altered collagen)
forms a coating on enamel and dentin, reducing the permeability of dentin [14]. The smear
layer acts as a physical barrier against the penetration of adhesive monomers into the dentin
tubules. Therefore, for adhesive penetration into dentin surface, it must be dissolved or made
permeable [1]. Contemporary adhesives interact with the dental substrates using one of the
two different bonding strategies in order to remove or alter smear layer: (1) the etch and rinse
technique, which requires smear layer removal before the use of dentin adhesive, and (2) the
self-etch technique, in which the smear layer is maintained as a substrate for bonding. In
addition, these two bonding strategies may be classified according to the number of application
steps (step 1 to step 3) required to couple the resin composites to dental substrates. Etch and
rinse adhesives require a separate etching step. Thus, an inorganic acid (mostly 30–40%
phosphoric acid) is applied to dental substrates and then rinsed off. This step is followed by a
priming treatment, wherein amphiphilic functional resin monomers are applied to dental
substrates to make them prone to receiving a mixture of relatively more hydrophobic resin
monomers that will complete the bonding procedure. This sequence of events exemplifies a
three-step application procedure. Simplified two-step etch and rinse adhesives combine the
primer and adhesive resin into a single application step. On the other hand, self-etch adhesives
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no longer require a separate etching step. This approach requires the use of nonrinse acidic
monomers that simultaneously etch and prime dentin. The bonding procedure with self-etch
adhesives can be achieved using either two- or one-step systems, depending on whether the
etching/primer agent is separated from the adhesive resin or combined with it to allow a single
application step [15].

3.2. Glass-ionomer cements

Glass-ionomer cements were introduced to the profession 20 years ago and have been shown
to be a very useful adjunct to restorative dentistry [16]. Glass-ionomer cements remain as the
only materials that are self-adhesive to tooth tissue, without any surface pretreatment. Glass
ionomers are composed of organic acid and glass component and set with an acid-base
reaction [17]. The major advantages of glass-ionomer cements are a continuing fluoride release
throughout life of the restoration and the ion exchange adhesion to both enamel and dentin.
However, apparent lack of physical strength and translucency are disadvantages of glass-
ionomer cements. Small additions of resin increase the physical properties to a degree and
allow for a light-initiated setting mechanism [16].

3.3. Compomers

This material is a polyacrylic/polycarboxylic acid–modified composite. Polyacid-modified
resin-based composites or compomers combine the characteristics of both composites and
glass ionomers into a single component. It is an attempt to take advantage of the desirable
qualities of both materials: the fluoride release and ease of use of the glass ionomer cement
and the superior material qualities and aesthetics of the composites [18]. They contain 72% (by
weight) strontium fluorosilicate glass and the average particle size is 1.5 μm [19]. The me-
chanical properties are superior to glass-ionomer cements as clinically demonstrated by lower
fracture rates. Furthermore, wear does not seem to be critical after short-term [20].

3.4. Composite resin materials (CRMs)

CRMs are the universally used tooth-colored direct/indirect restorative materials in dentistry.
CRMs were developed by combining dimethacrylates (epoxy resin and methacrylic acid) with
silanized quartz powder in 1962 [21]. They have taken over some restorative materials
depending on their properties and advantages. CRMs are composed of resin matrix (organic
content), fillers (inorganic part), and coupling agents. Bis-GMA (bisphenol-A glycidyldime-
thacrylate) and TEGDMA (triethylenglycol-dimethacrylate) constitute resin matrix of CRMs.
The fillers are made of quartz, ceramic, or silica. With increasing filler content, the polymeri-
zation shrinkage, the linear coefficient, and water absorption are reduced and the compressive
and tensile strength, and the modulus of elasticity and wear resistance are improved [22]. The
coupling agent is a molecule that connects resin and inorganic matrix of composites [23].

Choosing a suitable composite resin material for a restoration requires functional properties,
including excellent mechanical properties such as high strength, fracture toughness, surface
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hardness, optimized modulus of elasticity, low wear, low water sorption and solubility, low
polymerization shrinkage, low fatigue and degradation, and high radiopacity [24].

3.5. Root canal sealers

A successful root canal treatment depends on proper diagnosis, adequate cleaning, shaping,
and finally, the three-dimensional (3D) obturation of the root canal system. The complete
obturation of the root canal system and the creation of a fluid tight seal have been proposed
as a goal for successful endodontic treatment [25]. Gutta-percha and root canal sealers are
usually used for obturation of root canals. Improvements in adhesive technology directed their
attention toward the characteristics of the filling material, for increasing the adhesion of the
endodontic sealers to root canal walls. The adhesion between root canal walls and resin-based
sealers is the result of a physicochemical interaction across the interface, enabling the union
between the filling material and root canal walls [26]. Several resin-based sealers, such as AH
26, AH Plus, EndoREZ, Real Seal, and Epiphany, etc., have become available in dental markets.
The aim of these resin bonding systems is to allow for the adhesion of the obturation material
and to form a hermetic seal [27].

3.6. Postcore restorations and luting cements

Endodontically treated teeth are more susceptible to fracture possibly due to extensive loss of
tooth structure which may be arising from extensive decays, previous large restorations, broad
access cavities, aggressively flared, and overinstrumented canals [28, 29]. When a significant
coronal tooth structure has been lost, a full crown may be restoration of choice. More frequently,
the cementation of a post inside the root canal is necessary to provide attention for the core
material and the crown. The core is anchored to the tooth by extension by the root canal through
the post and replaces missing coronal structures. The crown covers the core and restores the
esthetics and function of the tooth. The post’s ability to anchor the core is also an important
factor for successful reconstruction. Finally, luting material used to cement the post, the core,
and the crown to the tooth will also influence the longevity of the restoration. The post, the
core, and adhesive materials together form a foundation restoration to support the future
crown [30] (Figure 2).

In recent years, nonmetalic posts, such as zirconia, fiber-reinforced posts, and polyethylene-
woven fiber-reinforced posts, have become quite popular. Among these posts, glass fiber-
reinforced posts are most popular. These posts could be made from glass or silica fibers (white
or translucent) but the most commonly used fibers are silica based. The matrix for this post is
an epoxy resin [31]. The clinical success of fiber-reinforced post systems is due to their
presenting good retention properties under mechanical strain as a result of their low elastic
modulus (17.5–21.6 GPa), which is similar to that of dentin (14.0–18.6 GPa) [32]. Therefore, by
using a fiber post with a modulus of elasticity very similar to that of dentin, tooth-postcore
monoblock can be achieved instead of an assembly of heterogeneous materials. This can help
to distribute masticatory loads to homogenously reduce stress during function [33].
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Retention is important for the use of intracanal posts in endodontically treated teeth [34]. The
major factors affecting post retention are their dimensions (length, diameter), shape (conical,
cylindrical), type of surface (serrated, screw, and smooth), intracanal shape preparation, type
of cement, and operator skills [35].

Adhesive resin-based cements contain 4-methyacrylate-ethyl-trimethyl-anhidride that reacts
chemically with the oxide metallic layer increasing post retention compared to nonadhesive
resin cements [36]. The capacity of different cements to retain posts is related to mechanical
properties, adhesion capacity to dentin, and durability [37]. The elastic modulus of resin
cements is close to dentin and fiber post, and its stress concentration in dentin is low. Therefore,
roots reinforced with posts that are cemented with dentin adhesives and resin cements are
more fracture resistant than those cemented with other cements [33].

Figure 2. Schematic presentation of a postcore and crown restoration.

3.7. Ceramic crown restorations

Dental crowns are used to replace the natural crowns of teeth when the enamel and dentin are
lost through dental caries, tooth wear, root canal treatment, or trauma. The aims of a dental
crown are to restore function, occlusion, and contact points with adjacent teeth and aesthetics.
In addition, a full coverage crown may be used to prevent further controlled loss of tooth
substance by catastrophic fracture of weakened tooth cusps [38]. All ceramic restorations have
gained more popularity due to their high esthetic, high improvement in their fracture strength,
and good biocompatibility properties [39]. These restorations are luted in position with a resin
cement to tooth structure after using bonding agent [40]. Micromechanical retention of the
luting cement to the restoration is obtained by etching the fitting surface of the crown with
hydrofluoric acid. In addition, the ceramic surface is treated by a silane bond enhancing agent.
These agents have been suggested to use for improving the bond strength to resin-based
cements [41]. This luting procedure is used to provide bonding at both the dentin-luting cement
and luting cement-ceramic crown interfaces [42].
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4. Test methods in adhesive dentistry

Laboratory tests are useful for testing new operative techniques and materials before they are
clinically implemented. The methods employed, however, should meet the following require-
ments (FDA 1978): The results must be reproducible, the parameters which influence the test
results must be known, the variability of the measured values must be low and within an
acceptable range and if devices are employed for the test itself and/or to measure parameters
and posttesting conditions of the specimens, then these devices must be suitable for the given
purpose, that is, they must be qualified. These requirements were described for medical devices
and compiled under the name “Good Laboratory Practice” [43].

Flexural strength, composite resin 699

Flexural strength, fiber post 50

Flexural strength, ceramic 491

Elastic modulus, composite resin 570

Elastic modulus, fiber post 96

Elastic modulus, ceramic 518

Shear bond strength, composite resin 2240

Shear bond strength, fiber post 30

Shear bond strength, ceramic 853

Tensile bond strength, composite resin 2222

Tensile bond strength, fiber post 95

Tensile bond strength, ceramic 497

Dynamic fatigue, composite resin 24

Dynamic fatigue, fiber post 5

Dynamic fatigue, ceramic 51

Push-out, composite resin 191

Push-out, fiber post 217

Push-out, ceramic 58

Pull-out, composite resin 52

Pull-out, fiber post 40

Pull-out, ceramic 54

Fracture toughness, composite resin 261

Fracture toughness, fiber post 9

Fracture toughness, ceramic 422

FEA, composite resin 345

FEA, fiber post 96

FEA, ceramic 562

Table 1. Searching PubMed with chosen keywords (March, 2016).
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Nowadays, numerous new adhesive systems are put on dental markets. In vitro test methods
are necessary to evaluate test materials’ suitability for the clinical and physical properties
within reasonable conditions. Table 1 shows the PubMed analysis of adhesive materials and
test methods used in dentistry with chosen key words.

Adhesion quality of adhesive materials on enamel and dentin may be quantified using several
methodologically distinct approaches [44], roughly divided into macro- and microsetups,
depending on the size of adhesion area. The macrobond strength can be evaluated with shear
or tensile mode, a push- or pull-out methods at a bonded area larger than 3 mm2 [45]. The
ability of microbond strength tests is to evaluate the effect of local tooth structure on bond
strength [46, 47] and to allow depth profiling of different substrates [45].

4.1. Flexural strength and elastic modulus

The flexural or bending strength is a measure of the fracture resistance of a material. For
restorative materials in occlusion bearing areas, the ISO standard demands a flexural strength
of at least 80 MPa [48]. For this test, bar-shaped specimens (25 × 2 × 2 mm) are made, stored in
water for 24 h and at 37°C, and loaded until failure in a universal testing machine (crosshead
speed 0.75 mm/min [±0.25]). The flexural strength in three-point bending test is calculated with
the following formula:

2BF  3 / 2Fd wh=

where F is the maximum force, d is the distance between the two anchors, w is the width of the
specimen, and h is the height of the specimen.

Because the flexural strength changes after water storage, the value at 24 h only provides
limited information. Reliable data on the behavior of the material are obtained when the value
after 1-day storage is compared to that after 1 month of water storage [49].

Figure 3. Schematic presentation of a three-point bending test.
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The elastic modulus of the dental restorative materials should be close to that of the enamel
and dentin to allow better stress distribution. The existence of large modulus gradient between
restorative materials and dental hard tissues may lead to fracture [50]. Elastic modulus
represents the stiffness of a material within the elastic range when tensile or compressive forces
are applied [51]. A bar-shaped sample fixed at three points is loaded to failure in a testing
machine at a crosshead speed of 0.5 mm/min (Figure 3). The elastic modulus can be read from
the stress-strain diagram [49].

4.2. Shear bond strength measurement

In macroshear strength tests, composite cylinders with a diameter of about 3 or 4 mm are
adhered to flat ground tooth tissue (dentin or enamel) surfaces after application of the adhesive
systems and then sheared off with a special testing machine (Figure 4).

Figure 4. Schematic presentation of a shear bond strength test.

The force in Newtons required to debond the composite cylinder from the substrate is
measured. Finally, this force is applied parallel to the area of the bonding surface to yield the
bond strength in megapascals (MPa = 1 N/mm2) [49]. The stress distribution is seen as a
disadvantage in shear strength testing. For instance, enormous forces are exerted on the site
at which the shearing blade contacts the specimen [52]. The absolute bond strength also
depends on whether the shearing blade is flat or if it bears a notch which surrounds half of the
specimen [53]. After preparing samples, test is applied immediately, after 24 h or after up to
several months of water storage at 37°C [45].

Special jigs have been prepared which have different configurations such as wire loops,
notched chisels, and knife edges are used to apply shear force. A knife-edge chisel causes severe
stress concentration at the force application area; however, wire loop and the notched chisel
render a more even stress distribution at the edge of the bonding area [52]. Peak stress during
application of force by blunt knife edges may explain the frequently observed cohesive
composite failure close to loading point [54].

Microshear bond strength test is applied on bonded cross-sectional areas of 1 mm2 or less [55].
This test permits efficient screening of adhesive systems, regional and depth profiling of a
variety of substrates and conservation of teeth. Aqueous storage durability studies are also
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possible microshear bond strength due to the relatively short diffusional distances (0.02–0.05
mm) from the cavosurface [56]. In the microshear bond strength, specimen is prestressed prior
to testing only mold removal. The use of the mold for restorative materials placement can lead
to introduction of flaws and different stress concentrations upon shear loading [57]. Microshear
bond strength tests are influenced by a number of factors including the thickness of adhesive
layer, size of bond area, cross-head speed, the mechanical properties of adherent and adhesive
and debonding procedure [55, 58]. The failure of this test method is attributed to crack initiation
by tensile forces as well as shear forces that imply that a fracture mechanics approach may also
be important [59].

4.3. Tensile bond strength measurement

In a tensile test, composite cylinders are adhered flat dentin or enamel surfaces and tensile
force may be exerted on composite cylinders using chucks or conical composite plugs em-
ployed instead of cylinders [60]. The macrotensile bond strength test was used as frequently
as the macroshear bond strength test, in 1991 to 2001 [61]. The specimen can be held by active
or passive gripping technique. Active gripping technique involves mechanical locking of
specimen to gripping device, such as glue or clamps, whereas in passive gripping technique,
specimen is placed in a testing machine without the aid of glue or clamps or mechanical
gripping [62]. Currently, the macrotensile bond strength test is not common, but it is still
important to measure bond strength to restorative materials such as ceramics and metal alloys
[63, 64].

It was observed that tensile bond strength is inversely related to bonded surface areas and that
although much higher bond strengths were measured, most failures still occurred at the
interface between tooth substrate and adhesive [55, 65].

For specimen preparation, the adhesive is applied to prepared dentin and a large restorative
material plug incrementally polymerized onto adhesive. After storage duration, this assembly
is sectioned using precision circular saws into 1-mm thick slices, which are then cut into sticks
of about 1 × 1 mm [45]. Some approaches trim such sticks to dumbbell or hourglass shapes [66,
67]. After specimen preparation, specimens are mounted on a variety of jig designs using fast
setting glues to standardize sample fixation to the universal testing machine for loading [68,
69] (Figure 5).

Figure 5. Schematic presentation of a microtensile bond strength test.
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The advantages of this method are that, only a few extracted teeth are required, regional dentin
differences can be examined and it is easier to distinguish between different materials, the
better stress distribution at the true interface, ability to test irregular surfaces and very small
areas and facilitates microscopic examinations of the failed bonds due to smaller areas [70,
71]. The major disadvantage of microtensile bond strength test is the rather labor-intensive,
technically demanding and relatively fragile sample preparation technique. Sawing and
trimming of the test samples appear to be the most technique sensitive part of microtensile
bond strength test [70]. Interfacial stress during sample preparation is reflected by the number
of pretest failures, as often occurs with lower-performance adhesives or on brittle substrates
[45]. Special care should be taken to avoid/reduce the production of microfractures at the
interface during specimen preparation. They may weaken the bond and, thus, reduce the actual
bond strength [72].

4.4. Dynamic fatigue measurement

Fatigue can be defined as the failure of mechanical properties after repeated applications of
stresses, at a level well below the ultimate fracture strength of the material interface [73].
During the restoration survived in mouth, a restoration is sustained to cyclic loading, in the
long term this loading may possibly lead to marginal deterioration and loss of the restoration
[12]. Therefore, fatigue testing of dental adhesives is expected to better determine their
performance. But also, there is no standard fatigue test for dental adhesives. Possible methods
are a cyclic shear test [74], a cyclic tensile test [75], or a cyclic push-out test [76]. Another
possibility is loading not only the interface but the whole tooth until the tooth-restoration
complex fails [77]. A microrotary fatigue device has been developed for dynamic tests of tooth-
composite interfaces [78]. In this method, bar-type samples prepared with a rounded, con-
stricted interface were clamped in a pin-chuck and connected to a stepping motor with the free
end loaded with a certain weight. By rotating the specimen, each spot at the outer surface of
the interface undergo compressive and tensile loading [79].

4.5. Push-out and pull-out test methods

Push-out method was first described by Roydhouse in 1970 [80]. Conical preparations are made
in teeth and filled with restorative material. Beginning at the pulpal axial wall, dentin is
removed up to the level of restoration, which is pushed out with the testing machine’s plunger.
Specimen preparation is also simplified by cutting dentin into disks and making conical
preparation in it. Then the disk is placed on a glass plate and the restorative material is inserted
into the cavity [49] (Figure 6).

The advantages of this method are the simultaneous testing of marginal seal and adhesive
bond on the same specimen [81], and taking into account the effect of polymerization stress
might have in the clinical situation [74]. The disadvantage of this method is that minor degrees
of composite swelling upon water storage can induce a significant amount of friction, inde-
pendent from the adhesive performance [45].
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Figure 6. Schematic presentation of a push-out test.

In this method, the plunger must provide near complete coverage of the testing material
without touching the root canal walls. This method is very commonly used in the analyses of
post and root canal sealers adhesion in root canals. The bond strengths of cements for ceramic
restorations are also measured with this method [49].

Micro push-out test is a modification of push-out test where the specimen thickness is less than
or equal to 1 mm2. Micro push-out is more dependable than microtensile bond strength test
while evaluating the bond strength of luted fiber posts [82]. Castellan et al. showed that a
modified push-out and microtensile bond strength test revealed higher values than traditional
conventional push-out and pull-out tests [83].

A novel approach to the pull-out test was designed to eliminate the region of weakness in the
postcement system, which was elsewhere reported to be sometimes the predominant failure
modes. The pull-out method allows comprising the whole length of the root canal because the
focus was not on regional differences in bond strength. The postcemented roots were not

Figure 7. Schematic presentation of a pull-out test.
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sectioned, so potential artifacts or premature failures caused by preparation of the specimens
could be avoided [84] (Figure 7).

4.6. Fracture toughness

Interfacial material properties, such as crack growth resistance, are described by linear elastic
fracture mechanics. Fracture mechanics is well established in the engineering community to
describe the properties of monolithic materials and is becoming increasingly common to
investigate the interface of dissimilar materials [85, 86]. Fracture toughness can be defined as
a measure of the material’s resistance to crack propagation [73]. Fracture toughness relates a
loaded sample’s ability to resist flaw propagation to its mechanical durability. Flaws appear
as cracks, voids, metallic inclusions, weld defects, design discontinuities, or a superimposition
of the above, and are considered an unavoidable consequence of specimen processing,
fabrication, or service of a material/component. Fracture toughness of materials is described
by the stress intensity factor (K) that combines load, crack size, and structural geometry. A
Roman numeral subscript is used to indicate fracture mode. Mode I fracture is the most
common mode and attributed to a crack plane orthogonal to the highest tensile load. The stress
intensity factor is represented by the following equation:

IK s pab=

where σ is the applied stress (MPa), α is the crack length (m), and β is the individual geometry
factor.

According to the differences in mechanical properties, the stress distribution between the joint
components follows complex patterns. In vitro analysis of dental adhesives is further compli-
cated by residual polymerization stress, in homogeneity of the tooth substrate and interface
(adhesive layer, hybrid layer, prism, tubule orientation, etc). Even tensile stress distribution
occurs only if none of the involved components deforms laterally under tension, or if the same
deformation results from tensile stress applied orthogonally to the adhesive [45].

The concept is to initiate and propagate in a stable manner a crack through the bonded interface
using either the chevron notch short rod or bar design [87–89] or a modification of the chevron
notched short rod known as the notchless triangular prism [90, 91] or the single-edge notched
beam [89].

Differently sized specimens, even when of identical proportions, give different values for KI

stress intensity factor, since stress acting adjacent to a flaw of a given size is influenced by
specimen dimensions up to a critical dimension. Beyond this critical dimension, the value KI

becomes a true material property called the plane strain fracture toughness (KIC). The stress
intensity KI represents the level of stress at the tip of the crack, and the fracture toughness KIC

denominates the highest stress intensity a material under plane strain conditions can withstand
without fracture. Fracture toughness or the strain energy release rates are tests that are
considered more meaningful to measure the energy or work to separate the adhesive resin
from its bond to dentin [92].
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Specimen preparation for fracture toughness test is difficult and no standard procedure for
dental adhesives is available [73]. Also, it is not possible to prepare multiple specimens from
the same tooth. One point of concern is presence of resin flashes extending out of the chevron,
if the required notch is prepared with Teflon tape. These flashes may increase the values
measured [89, 93] also can be avoided if groove cuts are prepared afterward [94]. On the other
hand, the prepared grooves are more apt to microcracks, which may act as crack initiators and
so lower the interfacial fracture toughness [73].

In all studies on fracture toughness, failure analyses revealed primarily interfacial failures, in
accordance with observed clinical failure modes [95].

4.7. Finite-element analysis

The finite-element analysis (FEA) is an upcoming and significant research tool for biomechan-
ical analysis in biological research. It is an ultimate method for modeling complex structures
and analyzing their mechanical properties. FEA has now become widely accepted as a
noninvasive and excellent tool for studying the biomechanics and the influence of mechanical
forces on the biological systems. It enables the visualization of superimposed structures, and
the stipulation of the material properties of anatomic craniofacial structures [96]. It also allows
to establish the location, magnitude, and direction of an applied force, as it may also assign
stress points that can be theoretically measured. Overall stress distribution within the tooth/
restoration complex is determined by not only geometry and material arrangement, but also
material properties, fixation, and loading conditions determine stress distributions [97].

FEA is an analyzing method for stresses and deformations in the structures of any given
geometry. In the FEA method, the computational model is developed based on the modular
principle and is made from many finite size elements, thus, it is well adapted to the real
structures. This procedure is called discretization [98]. The steps followed are generally
constructing a finite-element model, followed by specifying appropriate material properties,
loading and boundary conditions so that the desired settings can be accurately simulated.
Various engineering software packages are available to model and simulate the structure of
interest [99].

Most models consider isotropic behavior, since it is not possible to quantify the whole
anisotropic structure of a bone, organ with current techniques [100]. The load is applied either
to the tooth or to the bone as required. Although, the muscle activity and craniofacial mor-
phology affect the occlusal load in actual clinical situation, it is presently difficult to simulate
individual muscle forces to FEA modeling. So, usually vertical or oblique load on the teeth or
materials is used as an input load in FEA [101, 102].

FEA has been useful to predict stress distributions within teeth and at the interface of adhesives
and dentin. This modeling requires knowledge of the strength of materials vs. the strength of
mineralized dental tissues and the differences in elastic moduli of materials versus dental
tissues. Then 3D stress distribution within these structure can be calculated during varies types
of loading [70].
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The results of an FEA are expressed as stresses distributed in the structures under investiga-
tion. Using FEA during adhesive testing, applied stresses may be shear, microshear, tensile,
microtensile, compressive, etc., or a combination known as von Misses stresses. von Misses
stresses depend on entire stress field and are a widely used indicator of the possibility of
damage occurrence [103] (Figure 8).

Figure 8. Distribution of von Misses stresses (MPa) in the post and core systems. Blue to red colors represent stress
values from lower to higher, respectively. (Dr. N. Güven, Dr. Ö. Topuz).

5. Conclusion

During the past decades, restorative concepts have been continually changing and adhesive
technology has become more important. In adhesive dentistry, many kinds of adhesive
materials have been using in order to restore damaged tooth structures. Although the materials
used in adhesive dentistry approach the properties of enamel and dentin, it is not always
possible to replicate their mechanical behaviors. For evaluating adhesive materials’ suitability
for the clinical and physical properties within reasonable conditions, in vitro test methods are
necessary. The similarity of elastic modulus and flexural strength between restorative materials
and tooth structures is important. The elastic modulus of materials can be tested by a three-
point bending test. The macrobond strength can be evaluated with shear or tensile mode, a
push- or pull-out methods at a bonded area larger than 3 mm2. The ability of microbond
strength tests is to evaluate the effect of local tooth structure on bond strength and to allow
depth profiling of different substrates. Finite-element analysis is useful to predict stress
distributions within teeth and interface of adhesives and dentin. This modeling requires
knowledge of the strength of materials vs. the strength of mineralized dental tissues and the
differences in elastic moduli of materials versus dental tissues. These test methods used in
adhesive dentistry are useful for testing new operative techniques and materials before they
are clinically implemented.
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