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Preface

Over the past few decades, exciting developments have taken place in the field of combus‐
tion technology. Pollutant emissions and environmental impact have been reduced greatly
while environmental-friendly waste combustion has been made possible despite the ever-
stringent environmental legislation.

Despite the fact that coal combustion remains a key player in the thermal power market, bio‐
mass and waste combustion have risen as promising alternatives. Biomass and waste combus‐
tion pose several challenges largely due to the considerable variability found in the fuel
properties. A considerable amount of research has been directed towards reducing pollutant
emissions with both experimental and numerical techniques at the epicenter of such efforts.

Other technological trends include combustion of biofuels in reciprocation engines, chemical
looping and catalysis. In parallel with the gradual transition to renewable energy, fluidized
bed boiler and reciprocating engine technology are continuously adapted to conform to new
challenges such as pollutant emission legislation and the introduction of biofuels.

The present edited volume intends to cover recent developments in combustion technology
and to provide a broad perspective of some of the aforementioned challenges that character‐
ize the field. The target audience for this book includes engineers involved in combustion
system design, operational planning and maintenance. Manufacturers and combustion tech‐
nology researchers will also benefit from the timely and accurate information provided in
this work.

The volume is organized into five main sections, comprising 15 chapters overall:
• Coal and Biofuel Combustion
• Waste Combustion
• Combustion and Biofuels in Reciprocating Engines
• Chemical Looping and Catalysis
• Fundamental and Emerging Topics in Combustion Technology

The editor is indebted to all the colleagues from across the world who have contributed to
this volume with their latest research, to Jan Skvaril, for joining this effort as co-editor, to
several combustion experts who volunteered as reviewers, as well as to InTech, for giving
me the opportunity to work on this volume and its members of staff for their constant sup‐
port during its preparation.

Prof. Konstantinos G. Kyprianidis
Future Energy Center

Department of Energy, Building and Environment
Mälardalen University, Västerås, Sweden

Jan Skvaril
Mälardalen University (MDH), Sweden
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Chapter 1

Combustion of Biomass Fuel and Residues: Emissions

Production Perspective

Emília Hroncová, Juraj Ladomerský, Ján Valíček and

Ladislav Dzurenda

Additional information is available at the end of the chapter
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Provisional chapter

Combustion of Biomass Fuel and Residues: Emissions
Production Perspective

Emília Hroncová, Juraj Ladomerský, Ján Valíček and
Ladislav Dzurenda

Additional information is available at the end of the chapter

Abstract

This article provides possibilities for minimising the emissions from eight types of biomass
combustion boilers given by virtue of continuous emission measurement. The measure‐
ments were carried out on various types of one‐ or two‐stage combustion devices. In all
investigated modes of combustor operation, the concentration of nitrogen oxides in the
whole cycle of fuel combustion was without marked deviations and far lower than the
emission limit of 650 mg/mn3. Concentrations of carbon monoxide (CO) and total organic
carbon (TOC) are extremely variable at some operating schedules of combustion boilers.
The variability of these concentrations indicates that there are unstable aerodynamic
conditions in the combustion device. The causes of this aerodynamic instability have been
studied. The mode with stable aerodynamic conditions, for which emission concentra‐
tions of CO and TOC are relatively stable, has been determined.

Keywords: biomass, residues, combustion, emission, measurement

1. Introduction

The combustion plants,  especially  for  the  wood fuel,  wood residues  and other  biomass
combustion, are often located near residential homes and therefore they are under a direct visual
control of the inhabitants. The plants take an interest in reducing their negative impact or negative
impression (of the black smoke) of the inhabitants without a more distinct investment.

Wood represents one of the oldest materials used for heat and energy generation via direct or
indirect burning. As fuel, wood can be evaluated similarly to any other solid fuel in accordance
with the following criteria:

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



1. chemical composition

2. combustion heat and calorific value

3. volatile matter content

4. ash content

The chemistry of wood combustion is a complex process. In a flame, there are many thermo‐
degradation and oxidation reactions accompanied by the formation and interactions of
radicals. However, as a result of these reactions, in the flue gas created during the wood
combustion not only carbon monoxide (CO) and NOx are present but also some other dan‐
gerous substances: CO2, H2O, N2, and unreacted surplus O2. Moreover, in the imperfect
oxidation of volatile matter products in the combustion chamber, the flue gas of wood contains
different hydrocarbons, which concentration can be—from the point of view of the emission
standards—expressed as total organic carbon (TOC). Wood contains more hydrogen than any
other fuel which is the reason why significantly more hydrocarbons are created during its
combustion. For this reason, the problem of hydrocarbon emissions from combustion can be
considered to a certain degree as a specific problem related to the wood combustion process.

Other harmful substances, such as, for example, polycyclic aromatic hydrocarbons (PAU), are
not represented in wood structure. Their presence in flue gases is clear evidence of synthetic
reactions in a flame. The original loosely connected cyclic hydrocarbons of wood are loosened
in a flame and they condense at higher temperatures. In different furnaces, these PAU can
reach a significant ratio from the total hydrocarbon emissions in flue gas [1]. Combustion of
wooden waste with chlorine is a particularly serious problem. Such waste comprises residues
of chipwood boards on a urea–formaldehyde (UF) resin basis with a NH4Cl catalyser as well
as surface materials (polyvinyl chloride, PVC). The aforementioned catalyser until recently
was almost the only hardener of UF resins used. In 1 kg of particle board is there from 1 to 3.5
g of Cl. Theoretical calculation leads to chlorine concentration values (or HCl, resp. Cl−) in flue
gas from 100 to 400 mg/m3 [2]. These concentrations significantly exceed present emission
limits.

Fuels with the compound ratio of phenol character and chlorine are the reason for a high
probability of dioxin formation. Theoretically, a very low concentration of chlorine in fuel is
sufficient for the formation of a trace concentration (in ng/m3) of these toxins. Possible ways
of such formation are suggested by [3].

In order to monitor the quality, optimisation and regulation of the wood combustion process,
the most advantageous way is to use the measurement of CO and NOx concentrations and the
O2 content in flue gases [4].

The quality of wood and wood waste combustion in an enclosed combustion chamber depends
on the water content and chemical composition of the wood itself and on combustion param‐
eters. Combustion parameters of particular importance include:

• temperature in the combustion chamber,

• manner in which the individual phases of burning are separated,

Developments in Combustion Technology4
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• the surplus of air and its distribution into primary, secondary and even tertiary combustion
processes,

• the thoroughness with which flammable gas mixes with air, and

• time (retaining period) during which flammable gas components are mixed with oxygen at
the required reaction temperature (homogeneous oxidation).

The impact of the above‐mentioned factors influencing the combustion quality and the harmful
substances formation is detailed in Figure 1.

Figure 1. Impact of the factors influencing the combustion quality and the harmful substances formation (ratio of the
equipment capacity in relation to the nominal capacity).

For energy generation from wood and wooden waste, different types of combustion equip‐
ment are used, which can be divided into:

• single stage

• two stage.

Single‐stage combustion equipment can be characterised by one common space for the thermal
decomposition and combustion of formed gaseous flammable products. According to the
construction and characteristics of the burned wood, they can be divided into the combustion
equipment for:

1. combustion of dry wood with humidity of W < 30%, the most suitable here is grate
combustion equipment;

Combustion of Biomass Fuel and Residues: Emissions Production Perspective
http://dx.doi.org/10.5772/63793
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2. combustion of wet wood with humidity of W > 30%, where combustion equipment with
lower fuel supply and fluid ones are mostly used.

Two‐stage combustion plants burning wood and wood waste comprise a preheating firebox
(first stage) and secondary combustion chamber (second stage). The wood is partially broken
down by pyrolysis and gasification in the preheating firebox through oxidation. In the second
stage, the gaseous products from the first stage (primarily carbon monoxide and hydrocar‐
bons) are burned with an appropriate surplus of air. The two‐stage combustion equipment is
mostly suitable for combustion of dry (W < 30%) pieces of wood and wooden waste or wood
chips.

Experimental combustion tests are highly important for boiler operation regulation optimisa‐
tion and accomplishment of the lowest emissions possible from wood and waste [5, 6]. Practical
boiler regulation is varied from manual to various levels of automation and sophisticated
solutions [7]. The boiler regulation demands operation optimisation and also regulation from
the viewpoint of emissions [8].

From the viewpoint of minimising emissions, the request for correct biomass and varied wood
waste (postconsumer wood, medium fibreboard (MDF) bound by UF resin, particleboards
bound by UF resin, particleboards bound by UF resin with lamination coating on the basis of
melamine‐urea‐formaldehyde resin) in boiler operation is particularly characteristic. Values
of contaminating substance concentrations in waste gases are influenced not only by combus‐
tion technique, fuel humidity and calorific value of fuel but also by the method of fuel feeding,
its dimensions, composition, etc. [9, 10]. One problem in minimising emissions is also the high
percentage of volatile combustibles in biomass. In fact, there is no universal wood combustion
device that can be used for every kind of biomass. Wood‐based waste processing materials
that have been processed with different types of adhesives, coatings and preservatives are
extremely difficult to recycle as a raw material [11]. The authors of the work [12] spring
harvested corn stover used for direct combustion in a 146‐kW dual chamber boiler designed
for wood logs. Combustion trials were conducted with corn stover and wheat straw round
bales in a 176‐kW boiler [13].

New combustion plants generating electricity from biomass must comply with best available
techniques (BAT) requirements. Detailed knowledge of the impact of combustion parameters
on the formation of emissions is critical when developing such plants and in efforts to achieve
additional reductions in emissions from existing plants. Emissions are minimised over the long
term by using the lessons learned from monitoring emissions across a broad range of com‐
bustion plants fuelled by various types of biomass. This chapter is focused on resolving
problems related to minimising emissions from the combustion of biomass.

The aim of this chapter is to analyse the process of the biomass fuel and residues combustion
and the emission production on the basis of emission measurements during the model
combustion testing, and to propose solutions for minimising the emission of the investigated
combustion plants.

After preliminary evaluation of the structural design of the combustion plant and analyses of
the biomass fuel or residues, it was decided to analyse in detail the process of combustion on

Developments in Combustion Technology6
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the observed combustion plants. On the basis of proper measurements and in the context of
the theoretical and practical knowledge of the combustion, we will:

• analyse the time behaviour for emissions from four types of wood boilers,

• specify the causes of the negative influences of operating the combustion plant on polluting
the atmosphere,

• evaluate the possibilities for reducing emissions on the basis of time behaviour hereof and
propose in what ways and means (the proposal of alternative solutions) it would be possible
to co‐ordinate outputs of the sources of the air pollution with the requirements of the Air
Quality Act and belonging regulations,

• modify the usual mode of boiler operation, so that considerable reduction of ambient air
burden by emissions is achieved,

• define how as much as possible to reduce the impact of the plant on the neighbouring
residential area with respect to the requirement of the reasonable expenses for the imple‐
mentation.

2. Experimental

The results of producing the pollutants were achieved in the different combustion plants of
low and medium capacity when burning various kinds of biomass fuel or residues. The
generalisation of the results will be realised on the basis of comparing the experimental results
with the results of producing the pollutants in the standard wood combustion plants.

2.1. Materials

Cuttings of dry native wood, other biomass and waste from fibreboards, particleboards and
other wood materials were used as fuel. The kind of combusted biomass fuel and residues
during the emission experiments in combustion plants:

• residues of a Sorghum biocolor var saccharatum (L.) Mohlenber,

• residues of dry native wood with lengths up to 0.75 m,

• residues of beech and pine lumber, and cuttings after drying,

• large‐surface residues of medium fibreboards (MDFs) bound by the UF resin,

• large‐surface material (waste of particleboards bound by the UF resin) with lamination
coating on the basis of melamine‐urea‐formaldehyde resin (two sorts),

• large‐surface residues of particleboard bound by the UF resin with lamination coating on
the basis of the melamine‐urea‐formaldehyde resin,

• residues of plywood bound by the UF resin,

Combustion of Biomass Fuel and Residues: Emissions Production Perspective
http://dx.doi.org/10.5772/63793
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• crushed briquettes produced from a mixture of waste from particleboards (90%) and natural
wood (10%),

• the two‐stage combustion equipment for wood and wood waste combustion comprise a
pre‐furnace chamber, where the wood pyrolyses/gasifies by partial oxidation; subsequently,
in the second phase the gaseous products and the carbon monoxide are burned with the
respective air surplus for gaseous fuel. The two‐stage combustion equipment is mostly
suitable for combustion of dry (W < 30%) pieces of wood and wooden waste or wood chips.

2.2. Methods

Boilers with discontinuous and continuous feeding were monitored. The broader characteristic
of these boilers will be described in this chapter.

There were eight types of boilers used as the subject of research interest:

Boiler 1: a boiler with a stationary horizontal grate with thermal input of approximately 200
kW for heat production for a small manufactory shop. The remains of a Sorghum biocolor var.
saccharatum (L.) Mohlenber shrub had originally been burnt in the boiler. Black smoke and
unmeasurably high concentrations of CO and total organic carbon (TOC) emissions led to a
boiler shutdown. An effort was made to keep this shop in a marginal zone and to verify the
possibility of using another type of fuel with the aim of reducing emissions. An experiment
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500 kg/h was the original nominal fuel capacity of boilers. The original boiler was adapted in
such a way that a primary combustion chamber was added to it and the original combustion
chamber served as a secondary combustion chamber. Types of firewood and waste wood were
as follows:

• Beech and pine waste lumber, and cuttings after drying;

• Large‐surface waste of medium fibreboard bound by UF resin;

• Large‐surface waste of particleboards bound by UF resin;

• Large‐surface material (waste of particleboards bound by the UF resin) with lamination
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Boiler 4: an automated warm‐water boiler for waste wood combustion with a thermal input
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were produced on the basis of urea–formaldehyde resins or phenol–formaldehyde resins and
were laminated with melamine resin and ABS foil. Edge‐forming bands of polyvinyl chloride
(PVC) were not used.

Boiler 5: a two‐stage combustion boiler with capacity of 0.6 MW. In the pre‐furnace chamber,
the dosed fuel comes to a slope grid where it is pre‐dried. Subsequently, the fuel falls to a
horizontal grate where it is gasified by the substochiometric content of primary oxygen. The
flammable gases formed burn out after mixing with the secondary air in the afterburning
chamber under the boiler. Dosing of the fuel into the boiler can be automated or manual,
therefore it is ideal for studying the operation modes.

Boiler 6: a two‐stage combustion boiler with capacity of 4.1 MW with partial recirculation of
flue gas. In the primary combustion chamber, there is a slope grate under which the strictly
regulated primary combustion air is driven. Secondary combustion air and recirculated flue
gas are driven to the entrance to the secondary combustion chamber. The boiler power and
the addition of the combustion air are automatically regulated by variators on the basis of
measurement of actual thermal parameters in different points of the combustion chambers and
pressure.

Boilers 7 (MA 23) and 8 (PU 25) for case study: The object of power, emission and safety
operational testing was hot water boiler MA 23 for gasification of wood logs with nominal heat
output of 23 kW (Figure 2(a)), and hot water boiler PU 25 with automatic feed fuel with nominal
output of 23 kW (Figure 2(b)).

Figure 2 (a) Gasification boiler MA 23 and (b) automatic boiler PU 25.

The boilers are equipped with electronic temperature controller and a temperature safety fuse.
Condition of the boiler and of its accessories was tested in accordance with the standardly
supplied technical documentation. During testing, the influence of the conditions of fuel
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combustion on emissions was experimentally verified, as well as resistance to thermal
overloading of the boiler and of equipment for removal of excess heat. Spruce wood with a
moisture content of 10% and a calorific value of 15,266 MJ/kg was used as a test fuel, and for
the boiler 25 PU we used pellets with a calorific value of 16.5 MJ/kg [14–17].

2.3. Emission measurements during the wood waste combustion

Measurement of gas emissions was executed in line with standards (STN EN 15058:2007; STN
EN 14789:2006; STN EN 12619:2013; STN ISO 7935:1992).

CO, NOx and O2 concentrations were quasicontinual measured with automatic analyser of
furnace gases—ECOM SG‐Plus from the RBR COMPUTERTECHNIK (Germany) on electro‐
chemical principle and continuously measured with a HORIBA Enda 600 and Pg analyser
(Japan), acting on the physical principle of non‐dispersive infrared (NDIR) spectroscopy.

Organic substance emissions expressed as total organic carbon (TOC) were continuously
measured with a BERNATH ATOMIC analyser (Germany), acting on the principle of flame
ionization detector (FID) and ThermoFid analyser.

Calibration gases were delivered came from the delivery of the Linde Gas k.s. Slovakia.

Solid pollutant emissions were measured using a gravimetric method after a representative
isokinetic sample was taken in accordance with STN EN 13284‐1. Before the representative
sampling process, at the measuring point, a speed profile of the air mass was measured in the
piping using a Prandtl tube. The representative sample taking process at the measuring point
was executed at several measuring points of the piping cross section. The measuring points
were selected in order to ensure an objective sample taking from the whole piping cross section.

Smoke darkness measurements were conducted according to opacity in the Bacharach scale
with a BRIGON company appliance (Germany).

3. Results and discussion

Model combustion testing and measurements of emissions have analysed the process of
production of pollutants in the process of biomass fuel and residues combustion. The partic‐
ularities of various kinds of biomass manifest themselves also through various thermochem‐
ical characteristics, affecting the combustion and pyrolysis processes [18, 19]. Many
combustion devices are manually regulated and/or do not have regulation of biomass
combustion parameters in combination with emission values of contaminating substances (°C,
concentrations of CO2, CCO, CTOC and CNOx). The knowledge of biomass—combustion technique
—combustion conditions—emissions interactions is an essential prerequisite in these cases for
minimising emissions from manually regulated combustion devices.

When combusting the remains of a Sorghum biocolor var. saccharatum (L.) Mohlenber shrub in
boiler 1 with a stationary horizontal grate, we were searching for the causes of low‐quality
burning. The remains of the shrub were thin and burned quite rapidly. As a consequence of
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large burning velocity, no complete oxidation of burning products took place. We supposed
for this reason that the CO and TOC emissions were above the measurement ranges of
analysers (˃10,000 ppm). We have not yet encountered a similar case in professional sources.
Recognition of the causes of high concentrations of CO and TOC in flue gases enables the
identification of solutions to minimise emissions from small boilers that currently are a long
way off from the state of the art.

A reduction of burning velocity can be achieved through addition of native wood briquettes.
Native wood briquettes have a high density (approximately 1.1 kg/dm3) that is incomparably
higher than the density of the shrub (approximately 0.29 kg/dm3). When combusting native
wood briquettes in this boiler, a marked reduction in black smoke and gaseous contaminating
substances (Figure 3) was achieved. At smaller differences in the biomass density, such marked
differences probably would not have become evident. Results from the combination of
thermogravimetric and differential thermal analysis (TG/TGA) of six species of wood show
that there is no connection between the wood density and the parameters characterising the
burning process [20].

Figure 3. Trend in the emissions of CO, TOC and O2 during combustion of wood briquettes.

The time behaviour of contaminating substance emissions (in recalculation to reference
oxygen, 11% O2) was monitored within the whole interval, starting with fuel feeding. Mean
values of CO, NOx, TOC and O2 concentrations were recorded in 1‐min intervals. The time
behaviour of smoke darkness was monitored in 5‐min intervals.

Measuring points were located in a vertical duct system behind a waste gas fan.
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It can be seen that after briquette feeding, the CO concentration increases sharply. Then, a
stable phase of briquette burning sets in at oxygen contents in waste gases of approximately
9–13%. An emission extreme at a burning time of 35–40 min can indicate unstable aerodynamic
conditions in the furnace, for example, collapse of a uniform fuel layer in the furnace. Moris‐
sette et al. [13] measured average emissions of CO, NOx and SO2 for burning corn stover 2725,
9.8 and 2.1 mg/m3 and average emissions of CO, NOx and SO2 for burning round bales 2210,
40.4 and 3.7 mg/m3. It is interesting that changes in nitrogen oxides were correlated with
changes in oxygen content (Figure 4) [13].

Figure 4. Trend in the emission of NOx and O2 during combustion of wood briquettes.

As emerged from these results, an acceptable solution could be more frequent feeding of a
smaller fuel quantity at shorter intervals. This was confirmed by consequent analysis of the
causes of dark smoke formation in the gasifying boiler with a nominal output of 99 kW. An
experimental laboratory investigation was carried out to study the NOx formation and
reduction by primary measures for five types of biomass (straw, peat, sewage sludge, forest
residues/Grot and wood pellets) and their mixtures in the work [21]. They found that NOx

emission levels were very sensitive to the primary excess air ratio and an optimum value for
primary excess air ratio was seen at about 0.9. Conversion of fuel nitrogen to NOx showed
great dependency on the initial fuel‐N content, where the blend with the highest nitrogen
content had lowest conversion rate.

The gasifying boiler 2 with a nominal output of 99 kW often produced dark smoke. A demand
was made to elaborate a proposal of technical‐organisational measures for at least partial
elimination of this negative aspect of power‐producing use of piece rests of dry native wood
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residues with lengths of up to 0.75 m from the furniture production. The boiler was expected
to fulfil a single emission limit smoke darkness. The boiler operator was asked to periodically
load fuel to the combustion chamber, to check temperature and pressure in the heat exchanger
and to clean the device periodically. However, the regularity of feeding fuel from the viewpoint
of emission minimisation was unknown. It was likewise unknown what the impact on
concentrations of contaminating substances would have been for feeding dry, moist or even
wet wood. The analysis of the time behaviour of emission creation on the basis of quite simple
measurement of smoke darkness with proposed changes in feeding indicated possibilities for
solving the problem of dark smoke creation (Figure 5).

Figure 5. Trends in time behaviour of smoke darkness (opacity in the Bacharach scale) development from time of feed‐
ing of dry native wood residues with lengths of up to 0.75 m in the gasifying boiler.

By virtue of monitoring burning velocity, it can be said that this process is extremely rapid and
thus highly susceptible to the formation of emission maxima. However, only dry native wood
residues with lengths of up to 0.75 m are formed in operation. The combustion without
emission maxima is for this reason possible only upon precise, uniform feeding at short time
intervals.

The adaptation of an original one‐stage combustion device with an output of 3.3 t/h of steam
to a two‐stage combustion device (boiler 3) did not bring an expected reduction in emissions
when combusting dry fuel. In the first phase, after feeding beech and pine waste lumber and
cuttings after drying into the boiler, black smoke originates even at sufficient oxygen concen‐
tration of 11.6%. During this phase, the CO concentration was approximately 30,000 mg/m3,
TOC was approximately 1300 mg/m3 and NOx was approximately 92 mg/m3. Dry wood burns
quite rapidly after feeding and after black smoke appeared for several minutes with extremely
high CO and TOC concentrations. These are products of wood tar and non‐oxidised carbon.
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When combusting boards bound by UF resin, a slower burning and a smaller emission extreme
are visible in comparison with combustion of beech and pine waste lumber and cuttings after
drying. After combustion of large‐surface waste of particleboards bound by UF resin, no
production of dark smoke was observed. When combusting large‐surface material (waste of
particleboards bound by UF resin) with lamination coating on the basis of melamine–urea–
formaldehyde resin, the entire burning process took place in a steady phase; this is seen from
the course of CO and TOC concentrations (Table 1).

Time from fueling (min) Oxygen content (%) Concentration (mg/m3)

CO TOC NOx

0–2 10.9 331 7 248

2–6 11.1 342 <5 234

6–10 11.9 292 <5 273

10–14 13.7 59 <5 316

14–18 12.4 263 9 271

18–20 15.3 28 14 312

Table 1. Concentrations of contaminating substances recalculated to oxygen content in waste gases of 11% from the
combustion of particleboards with lamination coating on the basis of melamine–urea–formaldehyde resin.

N.M. Tfuel gas (°C) Output (%) Oxygen content (%) Concentration (mg/m3)

CO TOC NOx

1 145 60–63 15.34 2312 524 811

2 120 60–65 17.98 3626 781 925

3 132 65–70 17.00 2147 608 1017

4 130 70–75 18.91 4606 354 896

5 131 65–70 18.52 3301 263 985

6 135 70–75 17.49 2598 162 864

7 134 75–80 18.96 6744 298 821

8 136 8081 18.72 3852 251 923

Table 2. Summary of measured average half‐hour emission values under conditions set as a standard with primary
and secondary combustion air from boiler 4.

In small furniture shops, the interest in using their own waste, such as particleboards (PB),
fibreboards (FB), or shaped pressed parts, for producing power has been increasing. However,
securing conformity with the legal demands for air quality control is questionable. The study
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of the thermo‐degradation processes of adhesives and preservatives has led to useful results
[22–24]. Information on thermodegradation of particleboards impregnated with various
adhesives has been previously published in the works [25–27]. Our previous experiments
under operational conditions showed that the impact of different binders in waste wood on
CO emissions was slightly significant [4]. A similar result was obtained under laboratory
conditions [26]. From a comprehensive analysis of results, it is clear that the thermal data and
calorific value of biomass and biomass waste, in particular industrial wood waste, cannot be
used as a basis for a regulation of the combustion process with the aim of minimising emissions.

The above‐mentioned analysis results were also confirmed when examining the impacts of
operational parameters of the automated warm‐water boiler 4 on the concentrations of
contaminating substances in waste gases. The results of the measurement of emissions under
conditions of boiler operation set as a standard are given in Table 2.

We then optimised boiler operation precisely for the given kind of fuel. Results of emission
measurements after the optimisation at the boiler output of 100% are given in Table 3.

N.M. Tfuel gas (°C) Output (%) Oxygen content (%) Concentration (mg/m3)

CO TOC NOx

1 152 100 9.22 123 13 521

2 156 100 10.40 133 13 556

3 158 100 10.16 126 12 521

Stability control: average values

4‐8 159 100 9.81 97 11 508

Table 3. Summary of measured average half‐hour emission values after optimisation of boiler 4's operation.

All of the results of emission measurement analyses under operational conditions show that
waste combustion of particleboards in smaller wood boilers can also be optimised in such a
way that the demands of emission limits are met. It arises hereafter from these results that
modelling results for combustion emissions of industrial waste wood cannot be realised at the
same level as they are for optimal combustion of natural, pure wood [28].

Tables 4–7 show the results of different operation regimes and Tables 8–10 show different
wood waste on two‐stage combustion equipment—boiler 5. In Tables 4–10, the humidity
means relative humidity, and harmful substances concentrations represent values calculated
at 11% oxygen content in flue gas. The measured values mean the averages of at least three
half‐hour averages of measured concentrations.

The emission characteristics of the two‐stage combustion equipment in an automated opera‐
tion Table 4 shows that even the commonly available two‐stage combustion equipment is not
able to keep the concentrations of harmful substances within the emission limits, which is
proven by the exceeding of the emission limits CO = 850 mg/mn3.
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Parameter Unit Measured value

Furnace type Two‐stage—pyrolysis pre‐furnace

Nominal power 0.6 MW

Operation regime Automated

Fuel type Wood chips (spruce)

Humidity % 40

Fuel consumption kg/h 192

Flue gas

Temperature °C 199

O2 % 12.8

Flue gas volume mn3/h 1432

Emissions (at Or = 11%): average values

TZL mg/mn3 *

CO mg/mn3 1093

NOx mg/mn3 366

Notes: *Up to 60 mg/mn3 also in experiments with another material, thus they are not stated in further tables.

Table 4. Emission characteristics of two‐stage combustion equipment in an automated operation regime: boiler 5.

In further experiments with wood and wood waste combustion, increased attention is paid to
the operation of combustion equipment in a dynamic (not stable) regime. Dynamic states in
operation of the combustion equipment are caused by a discontinuous dosing, or by continu‐
ous but not steady fuel dosing as well as by the regulation of incoming air. Emission charac‐
teristics measurements of the combustion equipment in a dynamic operation state were
decided purposely due to the fluctuating heat take off from combustion equipment. The
necessity to monitor the emission characteristics during dynamic operation of the combustion
equipment is caused also by the fact that the majority of the fuel combustion processes is the
power regulation. The fuel and air dosing is within the power regulation derived from the
parameters of the heat transfer medium and its production.

Even the two‐stage combustion equipment is not able to eliminate the unsteadiness of fuel
dosing. At the jump change of the dosing (loading of the furnace with the fuel), the oxidation
conditions of organic gaseous substances and carbon monoxide become worse. After loading
the fuel, CO concentration immediately grows rapidly (Table 5). At the same time, conditions
for decreased conversion of fuel nitrogen into nitrogen oxides [29] and low concentrations of
nitrogen oxides are created. Probably the second stage of the combustion in this type of
equipment does not meet all the construction requirements in order to achieve a high level of
oxidation of organic gaseous substances. According to our calculations, this fact is caused by
low temperature in the combustion chamber at the second stage (cooled by the boiler) and
because flue gas remains in the chamber for a short time period.
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Parameter Unit Measured value

Furnace type Two‐stage—pyrolysis pre‐furnace

Nominal power 0.6 MW

Operation regime Manual dosing—once completely filled reservoir above the grate

Fuel type Wood chips (spruce)

Humidity % 49

Fuel consumption kg/h 204

Flue gas

Temperature °C 223

O2 % 13.7

Flue gas volume mn3/h 1486

Emissions (at Or = 11%)—average values at the time after fuel dosing*

CO mg/mn3 27,981

NOx mg/mn3 181

Notes: *In initial phase after the fuel metering were measured max. values of CO.

Table 5. Emission characteristics of two‐stage combustion equipment when burning wood chips (spruce) and manual
dosage in the initial phase of the fuel dosing: boiler 5.

Parameter Unit Measured value

Furnace type Two‐stage—pyrolysis pre‐furnace

Nominal power 0.6 MW

Operation regime Manual dosing—once completely filled reservoir above the grate

Fuel type Wood chips (spruce)

Humidity % 49

Fuel consumption kg/h 204

Flue gas

Temperature °C 210

O2 % 18.3

Flue gas volume mn3/h 1486

Emissions (at Or = 11%)—average values at the time after fuel dosing *

CO mg/mn3 480

NOx mg/mn3 257

Notes: *In the phase before the burn out were measured min. values of CO.

Table 6. Emission characteristics of the two‐stage combustion equipment when burning wood chips (spruce) and
manual dosing in the phase before fuel burning out: boiler 5.
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In manual fuel dosing, the last phase before the next dosing is the burn out phase. In this short
phase, there is only the pyrolytic carbon and ashes in the primary combustion chamber. No
gaseous organic substances are formed and CO concentrations are on the lowest level (Table 6).

In Table 7, average values are listed for the operation parameters and emissions during the
whole fuel burning process under manual dosing—from loading until the end of continuous
burning (up to 18% oxygen content in flue gas), immediately before the next fuel dose. When
comparing the results of carbon monoxide and nitrogen oxides emissions measurements
during the automated regime (Table 4) and manual regime (Table 7), it is evident that CO
concentrations are at a higher level with manual dosing, and on the other hand, NOx concen‐
trations are higher with automated dosing. The automated dosing regime is stable without
emission extremes of carbon monoxide concentrations. With manual fuel dosing, there are
phases with high concentrations and low production of nitrogen oxides.

Parameter Unit Measured value

Furnace type Two‐stage—pyrolysis pre‐furnace

Nominal power 0.6 MW

Operation regime Manual dosing—once completely filled reservoir above the grate

Fuel type Wood chips (spruce)

Humidity % 49

Fuel consumption kg/h 204

Flue gas

Temperature °C 218

O2 % 11.6

Flue gas volume mn3/h 1486

Emissions (at Or = 11%)—average values at the time after fuel dosing*

CO mg/mn3 3537

NOx mg/mn3 248

Phenol mg/mn3 6.4*

Formaldehyde mg/mn3 15*

Notes: *Average for the whole phase from dosage to the end of steady burning.

Table 7. Emission characteristics of the two‐stage combustion equipment when burning wood chips (spruce) and
manual dosing during the whole fuel burning phase: boiler 5.

In this boiler, very good results of CO concentrations were reached when burning spruce bark
with steady manual dosing (Table 8). Higher nitrogen content in spruce bark (Ndaf = 0.38%) in
comparison to spruce wood (Ndaf = 0.04%) was manifested in higher NOx concentrations.
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Parameter Unit Measured value

Furnace type Two‐stage—pyrolysis pre‐furnace

Nominal power 0.6 MW

Operation regime Steady manual dosing*

Fuel type Spruce bark

Humidity % 35

Fuel consumption kg/h 100

Flue gas

Temperature °C 211

O2 % 12.0

Flue gas volume mn3/h 1491

Emissions (at Or = 11%)—average values in the steady combustion phase

CO mg/mn3 202

NOx mg/mn3 397

Notes: *In amounts approx. 15 kg each 9 min.

Table 8. Emission characteristics of the two‐stage combustion equipment when burning spruce bark and steady
manual dosing: boiler 5.

Parameter Unit Measured value

Furnace type Two‐stage—pyrolysis pre‐furnace

Nominal power 0.6 MW

Operation regime Steady manual dosing*

Fuel type Remains from PF plywood

Humidity % 8

Fuel consumption kg/h 180

Flue gas

Temperature °C 224

O2 % 10.4

Flue gas volume mn3/h 1468

Emissions (at Or = 11%)—average values in the steady combustion phase

CO mg/mn3 11

NOx mg/mn3 382

Notes: *In amounts approx. 36 kg each 13 min.

Table 9. Emission characteristics of the two‐stage combustion equipment when burning remains from PF plywood and
steady manual dosing: boiler 5.
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In Tables 9 and 10, CO and NOx concentrations are listed in flue gas from waste combustion
—waste from the plywood on a phenol–formaldehyde resin basis and chipwood boards on a
urea formaldehyde resin basis. In both cases, low CO concentrations in flue gas were measured,
which is caused by high calorific value of dry remains. The UF resin significantly increases the
nitrogen content in fuel, which results in high values for NOx concentrations.

Parameter Unit Measured value

Furnace type Two‐stage—pyrolysis pre‐furnace

Nominal power 0.6 MW

Operation regime Steady manual dosing*

Fuel type Remains from UF DTD

Humidity % 7

Fuel consumption kg/h 140

Flue gas

Temperature °C 225

O2 % 10.8

Flue gas volume mn3/h 1426

Emissions (at Or = 11%)—average values in the steady combustion phase

CO mg/mn3 81

NOx mg/mn3 1260

Notes: *In amounts of approx. 23 kg each 10 min.

Table 10. Emission characteristics of the two‐stage combustion equipment when burning UF DTD remains and steady
manual dosing: boiler 5.

Boiler no. Boiler 5

two‐stage 0,6 MW

Boiler 6

two‐stage 4,1 MW

Ratio of the waste from chipwood board (%) 35 50

Content of O2 (%) 14.3 13.3

CO (mg/mn3) 172 88

NOx (mg/mn3) 588 503

Table 11. The results of measurements of pollutant emissions (as averages of three half‐hour values calculated for 11%
O2) in flue gas from wood waste from furniture production.

Another goal of the emission limits measurements—when burning native wood and furniture
residues from chipwood boards and MDF in boilers 5 and 6—was setting the highest possible
ratio of this waste in order to keep to the emission limits. The results of our measurements
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(Table 11) show that the combustion process itself is highly efficient and there are no problems
to keep to the CO emission limits. In boiler 5, it is possible to keep to the emission limit for
NOx with a ratio of the chipwood board in fuel up to 35%. In boiler 6, the emission limit for
NOx 650 mg/mn3 is maintained with a reserve with a ratio of chipwood board in fuel up to 50%.

In the past, extensive research was conducted on emissions from various combustion plants
for wood and wood waste [4]. The set of emission measurements is from 31 types of combustion
plants (prevailing output range of 20 kW–10 MW and combustion plants of standard and lower
technical level) and 23 types of wood fuel and industrial wood wastes.

In order to evaluate a large number of emission measurement, we used the statistical method
rotation in factor analysis. Varimax rotation is a useful statistical method used to simplify and
better interpret the measuring results. We can identify and describe each variable with a single
factor. The results of calculated varimax rotated factor matrix (Table 12) enable to identify the
influence of combustion conditions on the production of CO, TOC and NOx.

From the results of cited emission measurements, the factor analysis (Table 12) confirms the
importance of precise oxide dosing (O2) in the combustion space (variable/factor 1) for
hydrocarbon emissions (CxHy) and carbon monoxide (CO). On the other hand, a type of wood
fuel does not influence this factor of “good burning” (when respecting suitability for the given
combustion plant). With important differences in oxygen content in industrial wood fuels, it
is an influence of a kind of fuel (variable/factor 2) which is very important for producing
nitrogen oxides (NOx). At the same time, in the wide spectrum of analysed data, the variable/
factor 2 confirms different and mutually opposing mechanism of producing pollutants of CO,
TOC and NOx.

Varimax rotated factor matrix

Variable/factor 1 2

CO 0.6744 −0.5340

NOx 0.1577 0.8720

TOC 0.8365 0.1244

O2 0.8395 0.1660

Type of combustion plant 0.3858 −0.3569

Fuel sort 0.0166 0.8374

Table 12. Factor matrix of the results of measurements on the emissions from burning wood and wood wastes in
various combustion plants.

This research shows further ways and means towards the realisation of measures to minimise
emissions from the combustion of wood and wood waste. From the viewpoint of emission
production, the decisive prevailing influence of the technique of wood waste combustion was
proven in comparison with the influence of the chemical composition of wood waste. The
knowledge and respecting the mechanism of producing pollutants are usable for regulation
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of emissions from atypical combustion plants or generally for minimisation of emissions in
combustion plants.

4. Case study: example of minimisation of emissions by appropriate boiler
regulation

Emissions of individual pollutants at combustion of solid fossil fuels (black coal and lignite)
and of biomass (wood pellets) in boilers can be found by the analyses of data obtained from
different experiments or commercial measurements of emissions. Data for individual pollu‐
tants are described, for example, in the study [14] which summarises the most important
findings concerning the production of pollutants at combustion of various fuels.

It is possible to see from the measurement results that combustion of biomass does not always
directly reduce the amount of harmful emissions generated. An important factor is particularly
the manner of combustion control, which is given by the method of fuel supply, simply
speaking by stoking. The next section shows the method of regulation and of other modifica‐
tions of the boiler MA 23, which resulted in reduction of emissions.

4.1. Comparison of the measured evolutions with expected ones

Stoichiometric analysis of fuel samples under normal conditions, and of reference oxygen
content in the flue gas Or = 11% corresponded to the excess air in the flue gas of n = 2.1. The
values of thermal emission measurement in Table 13 contain stoichiometric calculations, as
well as the average values of measurements expressed as percentage of wet flue gas.

Volumetric combustion Unit MA23 PU25

Oxygen for combustion Omin mn3/kg 0.815 0.906

Theor. air, dry OS
air mn3/kg 3.881 4.313

Excess air n – 4.464 2.220

Water in flue gas VSP
H2O mn3/kg 0.794 0.744

Real flue gas, dry VSP
real, S mn3/kg 17.286 9.537

Real flue gas, wet VSP
real V mn3/kg 18.08 10.282

Nitrogen oxides NOx % V/V 75.756 73.724

Carbon dioxide at n = 1 CO2max % V/V 16.515 16.97

Measured carbon dioxide CO2 % V/V 4.28 8.271

Oxygen O2 % V/V 15.8 10.765

Carbon monoxide CO % V/V 3.815 10.219

Water vapour H2O % V/V 4.394 7.239

Table 13. Stoichiometric parameters.
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It is evident from the results that increased oxygen content in the flue gas increases the CO
content, that is, the component, from which it is still possible to extract some heat and to reduce
thus the loss of the unused fuel. This observation leads us to the fact that gas did not get enough
time to react with oxygen and to transform to CO2.

Table 13 gives the percentage composition of real wet flue gas, when it is apparent that the
percentage composition of the flue gas is affected also by the amount of flue gas. Table 13 gives
for comparison also the theoretical volume concentration of carbon dioxide at stoichiometric
combustion, that is, with excess air n = 1. This is the maximum value of the carbon dioxide for
a perfect transformation of carbon in the fuel, that is, an ideal state.

4.2. Analysis of hot water boiler MA 23

The boiler works on the principle of fuel gasification. It consists of two chambers situated one
above the other. The upper chamber serves as a fuel reservoir with pre‐burning, while the
lower chamber serves as a combustion chamber and an ash pan, which allows perfect gasifi‐
cation of coal and wood. The bottom of the combustion chamber contains an afterburner
chamber in which the wood gas and solid residues are burned. Supply of combustion air is
realised by radial fan.

Figure 6. Hot water boiler MA 23—1. Stoking chamber, 2. Combustion chamber, 3. Fan, 4. Tube heat exchanger, 5.
Chimney spout, 6. Electronic regulator, 7. Nozzle made of refractory concrete.

The boiler (Figure 6) provides a fuel pre‐drying with subsequent gasification at higher
temperatures. The primary air and secondary air are pre‐heated and distributed in an ideal
proportion to the centre of a fire and to the nozzle. The primary air is driven into the combustion
chamber below the level of the upper door. Uniform distribution of pre‐heated primary air
ensures that the fuel gasification takes place gradually in small amounts of fuel. The boiler is
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therefore economical and it has high combustion efficiency of 70–89% in the entire range of its
power output. This arrangement allows better gasification of larger pieces of wood. The
secondary air, which is fed to the gasification nozzle, is pre‐heated to a higher temperature.
The flame thus does not cool down and combustibles burn up completely. The lower com‐
bustion chamber is lined with refractory concrete in which the final burning of all solid
particles, which fall down, takes place.

Figure 7(a) shows the original shaped piece through which the combustion air for secondary
combustion was supplied by two large holes. Figure 7(b) shows the proposed shaped piece,
which was also tested, through which the air was supplied along the longer side of the shaped
piece by several holes. This resulted in a better reaction with the generated wood gas, in better
burnout of gas and thus in the already mentioned reduction of emissions.

Figure 7. (a) Original shaped piece and (b) newly designed shaped piece.

Modification of combustion leads to reduction in generation of the gases we measured. The
components of the produced gas have the ability to react with the incoming air to produce
heat. Recording of the measured production of CO during the first test measurement
(Figure 7(a)) of the rated heat output of the gasification boiler showed unsatisfactory results.
Average value of carbon monoxide during two fuel charges without modification of the
distribution of the combustion air, that is, with the initial fitting, was 2350 mg/m3. The
gasification boiler, therefore, had to undergo a modification of the combustion air and gas inlet
into the space of the secondary combustion zone; this position is in Figure 6 indicated by
number 2. This newly designed fitting does not have one hole of larger diameter but five holes
along the longer side for the supply of secondary combustion air and gas from the gasification
chamber (see Figure 7(b)). Modification of combustion leads to lower productions of the gases
we measured. Modification of the fitting affected the measured values of carbon monoxide,
which were on an average of 830.3 mg/m3. Such a result was expected and it was confirmed
by measurements. The cause of this improvement consists in more even and planar supply of
air. The air thus oxidises the active zone of the heating chamber in a wider area and greater
volume. This brings a higher intensity of oxidisation and higher quality of combustion.
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4.3. Verification and interpretation of the data obtained from the gasification boiler

Basic measurements by both direct and indirect methods were performed in accordance with
the relevant standards and regulations for Slovak Republic, the Czech Republic and the EU.
In the entire range from ignition to extinction (due to the need to compare modifications of
equipment), we selected evaluation within the limits of water heated to 60°C up to 90°C, that
is, within the temperature interval of the most frequently used operation. Our interest was to
determine during this measurement the amount of CO (non‐reacted fuel component) in
dependence on the boiler output. We were also interested in the output water temperature in
dependence on the flue gas temperature.

Average scatter is low due to the leap type control of the combustion air supply, when large
fluctuations from the mean value are caused by the opening and closing of the air valves.
Table 14 presents the average values of the desired variables.

Original state New formed piece 1D New formed piece 2D

Pkot kW 19.2 19.3 18.5

CO mg/m3 2072.0 660.8 696.3

O2 % 16.6 16.5 18.2

NOx mg/m3 115.2 120.4 90.9

Output temperature °C 79.6 79.3 79.4

Chimney temperature °C 154.3 156.6 145.9

Temperature gradient °C 17.2 17.3 16.6

Table 14. Average values of the desired variables.

Measurement of performance parameters of the hot‐water boiler MA 23 was performed by
erudite experts from the Department of Energy Technology, Zilina University (ZU) in Zilina,
Slovak Republic. They made measurements of all the parameters cited in the paper. The
records of the tests were prepared both in tabular form and in diagrams. The measurement
was performed continuously beginning from the first ignition of the boiler. The total duration
of measurement was 405 min with steps of 1 min. The records were evaluated by regression
analysis of the measured values. The correlation coefficient for all dependencies varies from
0.9 to 0.95. On the basis of the derived regression relationship, it is possible to render flow
diagrams of the main functions, such as an increase in boiler output in kilo Watt, as shown in
Figure 8. Optimal values functions are represented on the line of optimal performance, that is,
23 kW. In Figure 8, the functions are extended up to the output of 90 kW for more efficient
boilers. Evolution of functions can be equally well plotted in dependence on time in minutes.
Figure 8 shows very clearly that combustion occurring during the first few minutes after
ignition is rather problematic and unstable until an output of at least 10 kW is achieved.
Evolutions of functions are interdependent, and we used them for the proposal of regulation
of the combustion quality and oxygen balance by the ventilator. The sensor for continuous
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measurement of temperature is situated in the stack throat. The regulator controls in depend‐
ence on the flue gas temperatures and fluctuations of the draught in the revolutions of an
auxiliary fan. The coefficient of progression is defined as a dimensionless ratio between an
optimal oxygen balance and the real one in relation to the optimal boiler output and to the
corresponding desired oxygen balance according to the fuel.

Figure 8. MA 23, fan revolutions in dependence on the power output.

A regression analysis was conducted on the basis of the data analysis in order to obtain
description and prediction of the acquired dependencies and relationships between individual
parameters. The analyses yielded in the following Eqs (1)–(12):

Dependence of draft in the chimney pk on the power output Pkot:

2
k kot35.78498 2.0755 ; 0.97p P R= + × = (1)

Dependence of the chimney temperature tk on the power output Pko:

2
k kot124.14299 3.075308 ; 0.93t P R= + × = (2)

Progression coefficient of the oxygen balance Kkb to draft in the chimney pk and optimal draft
in the chimney pkOPT:

k
kb

kOPT

1.136 pK
p

×
= (3)

Fan revolutions Not in relation to the power output Pkot:
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kot(2.265 0.325 log ( ))
ot 10 PN + ×= (4)

Fan revolutions Not in dependence on the chimney temperature tk:

2 3 5 4 8 5
k k k kk(2.265 0.325 log ( 1406.4927 49.81042 0.69949 0.00494 1.75068 10 2.49413 10 ))

ot 10 t t t t tN
- -+ × - + × - × + × - × × + × ×= (5)

Fan revolutions Not in dependence on the pressure in the chimney pk:

k(2.365 0.325 log (17.56402 0.4526 ))
ot 10 pN + × + ×= (6)

Values of emissions at the optimal power output (maximum power output) PkotOPT = Pkotmax =
23 kW. In Eqs (7)–(12), the following is valid:

2 3
prep kot kot kotCO 2912.68649 698.44724 55.35295 1.48709P P P= - + × - × + × (7)

2 3
prep kot kot kotNOx 361.15795 79.64852 5.70241 0.14407P P P= - + × - × + × (8)

2 3
ppm kot kot kotCO 2351.95047 578.63494 46.84466 1.27787P P P= - + × - × + × (9)

2 3
cmg kot kot kotCO 1782.53905 438.61597 35.51257 0.96881P P P= - + × - × + × (10)

2 3
ppm kot kot kotNOx 77.93008 17.32183 1.24033 0.03233P P P= - + × - × + × (11)

2
ppm kot kotNO 49.76939 10.47717 0.47193P P= - × + × (12)

The maximum output occurs at Pkot = 23 kW, see Eqs (1)–(6). These values were obtained from
the operational measurements pk = 12.4475, tk = 210.4638, Kkb = 1.136, Not = 642.

It follows from Eqs (7)–(12) that the values of emissions were obtained in this manner:

COprep = 1.9633 10+003 (value standardised at the normal conditions), NOxprep = 207.0828 0828
(value standardised at the normal conditions), COppm = 1.7237·10+003, COcmg = 1.3070·10+003,
NOxppm = 57.6966 and NOppm = 58.4455.

These values can be read on the straight line Pkotmax, while maintaining the maximum output.
The mechanism of the combustion process in the boiler can be actively controlled and regulated
by fan revolutions. The boiler operates in such a way that temperature in the chimney is
measured continuously and depending on it, the fan revolutions are regulated, for example,

Combustion of Biomass Fuel and Residues: Emissions Production Perspective
http://dx.doi.org/10.5772/63793

27



with use of PID controller. The fan speed will be set according to Figure 8 at 642 rpm. Control
of revolutions, that is, of the chimney draft, is an important parameter that helps to stabilise a
fluctuating combustion process.

Eqs. (1)–(12), derived by analytical processing of the measured values, are used in solution for
conversion of the basic combustion functions to complex mathematical model of the combus‐
tion process as it is graphically represented in Figure 8. This mathematical model is of
interactive nature, and it helps in programming of the electronic controller.

5. Conclusions

The results of emission measurement analyses indicated that the standard practice of boiler
operation with a lower level on measurement and combustion process automation that
governs the combustion mode on the basis of calorific value, humidity of wood fuel and
demanded boiler output is insufficient for minimising emissions. For this reason, an original
task for each type of boiler with wood as a fuel is to define optimum conditions of the
combustion process under which the lowest emissions possible are reached.

New lessons from our operating experiments concerning the production of pollutants during
power generating using wood and wood waste are useful for reducing emissions:

• from small combustion plants,

• from unconventional combustion plants and in general to minimise emissions from other
biomass combustion plants.

The results of analyses showed that the standard mode of operation for a particular wood
boiler, as a result of large variability of wood fuel and waste wood properties, should be
optimised by virtue of emission measurements.

The analysis of time behaviour for wood boiler emissions is a good basis for a theoretical
analysis examining the possibilities for adaptation of the usual mode of boiler operation with
the aim of reducing emissions.

The results of combustion mode adaptation in six types of boilers with smaller outputs show
by virtue of emission measurements and according to the methodology worked out that when
combusting wood of various dimensions (briquettes, cuttings) or waste wood cuttings (of
fibreboards and particleboards bound by UF resin, and/or with lamination coating on the basis
of melamine‐urea‐formaldehyde resin), it is possible to markedly reduce emissions and smoke
darkness.

The purpose of design of gasification boilers consists in the most effective and most perfect
combustion of volatile substances (especially carbon monoxide) in the secondary combustion
zone. Insufficient amount of combustion air in the combustion nozzle leads to high emissions
of carbon monoxide.

After analysis of the results of emission measurements, we proposed a new component of the
boiler, that is, the shaped piece between the gasification and post‐combustion chamber. This
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modification reduced the values of emissions, so combustion occurred with higher efficiency
and the values of the generated flue gas CO, CO2 and other components of the flue gas got
stabilised. We also proposed control of the combustion air supply.

The next modification concerns the electronic control. The tested gasification hot water boiler
is equipped with a reliable microprocessor controller of the type G‐403‐P02, which provides
control of air supply via fan on the basis of the input temperatures, which ensures a relatively
wide range of boiler regulation between 30 and 100% of the rated power output of the boiler,
as well as its safe operation. Combustion is then closer to the ideal, stoichiometric combustion,
which manifests itself by the smallest possible air excess. This condition ensures us low
production of flue gas and thus also of the resulting pollutants.
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Abstract

The  paper  presents  experimental  and  numerical  investigation  of  pulverized  coal
combustion process analysis and optimization. The research was conducted on the front-
fired pulverized coal boiler with dedicated low-NOx furnace installation. In order to find
optimal boiler operating conditions the acoustic gas temperature measurement system
and mass flow rate of pulverized coal measurement system was applied. The uniform
temperature distribution as a result of uniform coal and air flow provides the optimal
combustion process with low level of NOx emission and total organic carbon content in
ash. Experimental results confirm that the monitoring and control of fuel and air flow
distribution allows to optimize combustion process by increasing thermal efficiency of
the boiler. In the numerical part of investigation, the complex CFD model of pulverized
coal boiler was made. The calculations of turbulent, reactive, and thermal flow processes
were performed at different boiler operating conditions retrieved from power plant on-
line monitoring system. The results of numerical simulations enable to identify the optimal
boiler operating conditions.

Keywords: pulverized coal combustion, low-NOx combustion, combustion process
optimization, computational fluid dynamics, coal combustion monitoring system,
acoustic pyrometry
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1. Introduction

Currently we observe an increase in natural gas utilization, deployment of renewable energy
sources, and a need to improve coal plant efficiency, which tend to decrease coal consumption
in OECD. In spite of the above, coal will long remain a key energy fuel for electricity generation
in a number of developed countries. Performance optimization of large-scale pulverized coal
(PC) utility boilers has become more and more relevant through the recent years for the utility
industry. Optimization efforts are focused on increasing thermal efficiency, extending their
lifetime, and lowering pollutant emissions.

The coal-fired power plants face a big challenge of improving combustion process enforced
by environmental concerns. The new units designed for high steam parameters must meet
strict limits for emissions of gaseous pollutants. Meeting the requirements of CO2 emissions
while maintaining highly efficient production process is still the subject of many research
[1–6]. Regulations for reducing NOx and SOx emissions become more strict and meeting
them must be achieved by both new and old production units. It is currently possible to
achieve the required quality of exhaust gasses with primary and secondary measures. Pri-
mary measures of NOx reduction are used inside the boiler combustion chamber and con-
sist of activities such as proper selection of the excess air ratio and temperature, as well as
modification of combustion techniques (reburning, exhaust gas recirculation, air staging,
cooling the flame, and burners redesign). Secondary measures of NOx reduction include ac-
tivities and auxiliary installations located behind the combustion zone of boiler like selective
non-catalytic reduction (SNCR) and selective catalytic reduction (SRC) methods. The effi-
ciency of the NOx reduction of primary measure is about 35% (reduction from 540 to 350
mg/m3). Secondary measures are more effective. SNCR achieve the NOx reduction efficiency
of up to 50% and efficiency of SCR method can reach about 95%.

However, in the case of older units, applying these methods in the wrong way can greatly
affect the quality of the combustion process and consequently reduce production efficiency.
To keep the thermal efficiency of the boiler constantly at a high level, it is necessary to per-
form optimization work. In recent years, the increasing number of activities using optimiza-
tion methods based on computer simulations is observed. The optimization activities are
carried out to improve performance of coal and biomass cofiring process [7], and decrease
the carbon content in ash [8]. Many investigations were devoted to the modeling and pre-
diction of NOx emission [9–11] as well as to optimization methods for NOx reduction [12–
14]. Current research on optimization methods are based on data from available measure-
ment systems. To further optimize pulverized coal boiler performance, dedicated systems
for monitoring and control of boiler operating conditions [15, 16] can be required. This opti-
mization process can be done by optimizing the amount and distribution of fuel and air
supplied to the boiler [17]. Flame shape and its symmetry is a critical factor influencing
combustion process performance. Optimization of combustion process can improve thermal
efficiency of boilers up to 0.84% [18]. Homogenous temperature distribution of flue-gas pro-
motes lower emissions of NOx, CO, and minimizes total organic carbon (TOC) content in
ash. Acoustic gas temperature and mass flow rate of pulverized coal measurement systems
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allow for online monitoring of the most important combustion parameters. A temperature
measurement can also be applied to verify the results of computational fluid dynamics
(CFD) modeling [19].

The next big challenge for the electricity producers will be the flexible operation with regard
to increasing share of renewable sources of energy in the domestic markets. The increase of
electricity produced from renewable energy sources means that coal units have to adapt to
market needs and work with increased load variations during the day. Working under
changing load requires constant monitoring and controlling the operating parameters of the
boiler in order to maintain high efficiency and required levels of gas emissions. Conducted
research also shows that the time required to load changes can be much shorter than the one
that is currently used [20]. As a result, in the near future, coal-fired units will work more often
in transient conditions which will require the use of new methods presented in this paper, to
control and optimize the combustion process also at transient conditions.

In recent years the development of computer modeling techniques, in particular the compu-
tational fluid dynamics, has allowed for accurate analysis of coal combustion process in
tangentially fired [21–26] as well as front-fired furnaces [27–29]. Results of CFD modeling [30]
can be used at the stage of the combustion process optimization to provide complete infor-
mation about the process. A comprehensive large-scale furnace CFD model should be capable
of properly predicting trends in NOx reduction by means of primary [31] and secondary [32]
methods.

2. Coal combustion process monitoring and control

Air flow as well as fuel flow distribution in a power plant has to be measured and controlled
in order to achieve optimum combustion conditions and improve the boiler efficiency. In low-
NOx combustion system, the air and fuel flow has to be precisely controlled. Both the total air
distribution (primary and secondary air to the boiler) and the mass flow rate through the
individual burner. Figure 1 presents dependence of the key combustion parameters (NOx, O2,
CO, LOI, and boiler efficiency) on the air/fuel ratio. To optimize the combustion process the
accurate measurements and control systems are needed.

The combustion stoichiometry can be easily controlled by air distribution. For low air-fuel ratio
value the O2 versus CO dependency is high. As long as the amount of air is not optimized in
reference to fuel the CO can reach very high values. While increasing O2 the CO declines—the
combustion is getting complete. The optimum zone is defined as low CO value for the lowest
possible O2 supply, while the excess of O2 has to be maintained for combustion stabilization.
For optimum zone the NOx value also has to be as low as possible. O2 has crucial influence on
NOx generation. The NOx level is proportional to the amount of O2, depending on NOx
generation stoichiometry. If the excess of air will reach the highest values the NOx will also
grow. For those conditions we start to lose the combustion efficiency. The output losses will
grow rapidly according to O2 value. This can be observed by highest FEGT.

A Combustion Process Optimization and Numerical Analysis for the Low Emission Operation of Pulverized Coal-Fired
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Figure 1. The key combustion parameters as a function of air-fuel ratio [33].

2.1. Low NOx emission technique of pulverized coal combustion

The purpose of improving NOx emissions resulted in the use of low-emission combustion
technology, which is characterized by staged combustion process with extended low oxygen
combustion zone. In pulverized coal boiler, the low-NOx combustion technology is most often
implemented using low-emission burners and spatial distribution of air supplied to the
furnace. Furnace installations can also be equipped with a system of fuel staged supply to the
boiler. This process involves providing coal-air mixture with better fineness in the higher
regions of furnace. General scheme of low-emission combustion system in PC boiler OP-650
(EDF Poland, Rybnik Power Plant) is presented in Figure 2.

OP-650 is a front wall fired, pulverized coal boiler with steam drum and natural circulation.
Maximum continuous rating is 650 t/h of live steam generation (700 t/h in peak load). Boiler is
equipped with six ring-ball mill units (A, B, C, D, E, and F) that supply 24 burners. Mills are
equipped with static classifiers with movable blades.

Low-emission combustion system consists of two rows of main swirl burners located at the
lower part of windbox (six burners in each row). Additional diluted coal-air mixture is
provided through 12 drop tubes located at the upper part of windbox (Figure 3). Boiler also
consists of two levels of overfired air nozzles (OFA) located at the front wall (6 OFA ports) and
rear boiler wall (10 OFA ports). All burners are fitted in the common windbox located on the
front wall of the boiler. The burners’ arrangement was designed to reach the low-NOx

combustion conditions with air and fuel staging method. The first two rows of burners (low-
NOx burners) (burners I and II) are supplied with a high concentration mixture and the third
row (burners III—without swirl) is supplied with low concentration mixture. Depending on
load demand, the mill units operation configuration is different (some of the mills are out of
operation).
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equipped with six ring-ball mill units (A, B, C, D, E, and F) that supply 24 burners. Mills are
equipped with static classifiers with movable blades.

Low-emission combustion system consists of two rows of main swirl burners located at the
lower part of windbox (six burners in each row). Additional diluted coal-air mixture is
provided through 12 drop tubes located at the upper part of windbox (Figure 3). Boiler also
consists of two levels of overfired air nozzles (OFA) located at the front wall (6 OFA ports) and
rear boiler wall (10 OFA ports). All burners are fitted in the common windbox located on the
front wall of the boiler. The burners’ arrangement was designed to reach the low-NOx

combustion conditions with air and fuel staging method. The first two rows of burners (low-
NOx burners) (burners I and II) are supplied with a high concentration mixture and the third
row (burners III—without swirl) is supplied with low concentration mixture. Depending on
load demand, the mill units operation configuration is different (some of the mills are out of
operation).
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Figure 2. Low-emission combustion system in PC boiler.

Figure 3. Fuel and air supply system in PC boiler OP-650 (EDF Poland, Rybnik Power Plant).
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The main swirl burner design with marked flow zone of coal-air mixture and secondary air is
presented in Figure 4. Combustion air is separated into core, primary, secondary, and tertiary
as is shown in Figure 4. Additional diluted coal-air mixture is provided through 12 burners
located in a single row at the upper part of windbox. These burners are made of drop tubes
with additional six nozzles for optional biomass injection.

Figure 4. Low-NOx burner and supplying scheme of fuel and air.

2.2. Monitoring and control of fuel flow rate

Pulverized coal separation into low and high concentration mixture is realized by means of
louver splitters installed behind mill outlet. Each mill has two outlets (multiturret), where each
outlet is equipped in splitting box. Behind each splitter there are two separate coal pipes which
transport the low and high concentration mixture to the burners (Figure 5). The fines of high
concentration mixture is approximately 30% and 5% residue for R88 and R200 mesh sieve,
respectively, and low concentration mixture fineness is approximately 15% (R88) and 1%
(R200).

Fuel distribution is controlled in open loop by unit operator. Each louver has individual
actuator which is adjustable from distributed control system (DCS) in specific range from 0%
to 100% which corresponds to 30–70% share of mixture density. Figure 6 depicts the main idea
of fuel splitter operation.

The use of louver separator allows to control the pulverized fuel (PF) distribution in share
range 60–80% for high concentration mixture and 20–40% for low concentration mixture.
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According to this PF distribution, the low emission combustion condition can be met by means
of fuel staging method.

Figure 5. Fuel splitting system.

Figure 6. The principle of the fuel splitter operation.

The set point for louver position depends on current live and reheated steam temperatures
and current PF distribution which is related to mill unit operation configuration. The fuel
splitters settings allow to control the fire ball (flame core) location along the boiler height. This
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feature is often used to achieve the nominal live and reheated steam temperature (540°C). At
low unit load, where the temperature is too low, the fire ball is moved up in the combustion
chamber—the high concentration mixture is driven into burners placed on third level (burners
III). In case of very high temperature, the fire ball is moved down—the high concentration
mixture is driven for first and second burners level (burners I and II). The more complicated
situation is where the mill unit operation is changed. The PF distribution differs, which cause
the imbalance between left and right side and generates nonuniformity of gas temperature.
For PF distribution and velocity measurement the dedicated online measuring system is used.
Each coal pipe is equipped with sensors which are connected to the measuring portable
cabinets (each of four coal pipes, one for mill unit). Depending on location constraints, different
section lengths (~1.2–2.4 m) of pipes with internal diameter (ID) of 0.46–0.51 m were chosen
for the system installation. The general rule is to install the sensors in vertical pipes at a location
of three internal diameters (3 × ID) for the inlet and one internal diameter (1 × ID) for the outlet
from bends and curves. If there is no possibility to use the system for vertical pipes the
horizontal sections are chosen.

Additionally, online optimization of the PF distribution is performed by unit operation, while
the periodic optimization is carried out by process engineer personnel. Due to the fact that the
system is portable and each mill has separate measuring cabinet, the boiler/mill group
optimization is possible. The optimization strategy is simple. Initially, PF mass flow and
velocities are analyzed for each mill separately to meet the following requirements: 20–40%
mass flow for burners III (low concentration mixture), and 60–80% mass flow for burners I and
II (high concentration mixture) for low-NOx combustion system. Next, PF flow is analyzed for
boiler according to the results for each mill and consequently the symmetry between left and
right sides of the furnace optimization is reached. Once satisfactory pulverized coal distribu-
tion was achieved, the system is moved to another group of mills/boiler.

2.3. Monitoring and control of air flow rate

The air distribution and flue gas systems in presented front-fired PC boiler consist mainly of
three forced draft (FD) fans and three inducted draft (ID) fans (Figure 7). Two FD fans sup-
ply primary air to the mills and one FD fan supplies the secondary air to the boiler through
the common windbox. The boiler is also equipped with two protection air fans, and one bot-
tom air fan which supply the air to protect the boiler’s evaporator (protective air) and to
burn out the fuel near bottom ash hopper (bottom air).

The air distribution control process is supported by dedicated measurement systems of air
temperature, mass flow rate, and pressure. These measured values are required for evaluation
of set points in control system: fuel demand, combustion air demand, and steam temperatures.
In addition, the boiler is also equipped with system for combustion quality monitoring, where
the flue gas composition measurement subsystem (O2, NOX, CO, and SO2) is the most important
component.

The most commonly used air flow measurement system is based on differential pressure dP
value. Differential pressure measurement signal is used in primary air flow measuring
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providing the possibility to avoid the typical problems connected with air purity and thermal
condition. The main disadvantage is the pressure drop in air duct which can limit the fan’s
maximum capacity. For different air duct profile other similar measurements are used, i.e.,
venturi, orifice, annubar, veribar, or pitot tubes. New advanced technologies for air flow
measurement are based on electrostatic, thermal, or optical principles and are free of difficulties
related to complex geometry. They are also more accurate than dP measurements; however,
pose some limitations depending on measuring technology.

Figure 7. The main scheme of air/flue-gas distribution in PC boiler.
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The boiler operation is controlled by distributed control system, in which control algorithms
for fuel/air amount are implemented. The presented power unit OP-650 operates mainly in
coordinated boiler follow mode. The load demand signal is applied to the turbine valves
(turbine master) and combustion demand (boiler master). Boiler master is the main control
signal for boiler load algorithms which acts on fuel demand control algorithm for coal feeders’
capacity control. Combustion air (primary and secondary) demand is controlled according to
oxygen rate in flue gases at the boiler outlet. Basing on oxygen measurement, the load of FD
fans is evaluated and controlled. The air distribution system, secondary air and OFA, can be
also controlled by unit operator in manual mode. In the primary and secondary air distribution
optimization of advanced air balance control, some requirements have to be met. The primary/
secondary air balance should be maintained in the range of 20–30%/70–80% of the total air
flow.

Figure 8. Total air control loop overview.
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The amount of total air flow is measured by means of dP measurement on main ducts, which
are common for all the three FD fans. The unit controls the load of FD1 and FD3. The FD2 is
out of control in this loop. The total amount of air is controlled indirectly by amount of
secondary air. For automatic total air amount control the live steam mass flow measurements
have been used together with O2 content in flue gases correction. The automatic control unit
acts on two FD fans (FD1 and FD3) and on subordinate control unit responsible for primary
air to the mills control (Figure 8), which respectively acts on FD2 load. The leading signal of
live steam mass flow is added with correction signal from O2 content in flue gas behind the
boiler. The controlled O2 content is kept on O2Z set point level:

( ) ( )2 2 2Δz z P zO O M O O= + (1)

where O2z, O2z(MP), and ΔO2z(O) are oxygen set point at the boiler outlet, oxygen value as a
function of steam mass flow rate Mp, and difference of oxygen content at the left and right side
of boiler outlet, respectively.

The difference between those two signals is given on the input of RO2 (O2 controller), which
evaluate the correction signal from O2 content. This correction is added to subordinated
controller. The signal of total air flow to the boiler follows the leading signal of live steam flow
recalculated in VM module (Figure 8). The correction from O2 and power changes is as follows:

C L PV V V= + (2)

where VC is the total air flow rate, VP and VL are air flow rates on the right and left side of boiler,
respectively. The difference of those two signals is introduced on two controllers of secon-
dary air (RW1 and RW2), which controls the load of FD1 and FD3 fan.

The main controller is proportional-integral type and works accordingly to tracking control
idea. The set point signal is the live steam mass flow value, the controlled variable is the total
air flow to the boiler. The correction from O2 content in flue gas is comprised in subordinated
PID controller with O2 set point value. The deviation controls directly the adjuster of
steam/air share. From practical point of view, the range ±20% for steam/air share is enough to
keep the set value of O2 content at the boiler outlet.

The amount of primary air is measured by use of dedicated dP orifices between the mill fan
and mill inlet. The primary air is dependent on the fuel mass flow rate supplied to the burner.
The control process of air flow can only be achieved by modifying distribution of the secondary
air supplied to both the burners and the OFA nozzles. The amount of secondary air is not
measured, but is balanced by use dedicated performance calculations implemented in DCS.
The secondary air is controlled by the position of the dampers presented in Figure 9(a). Each
burner has the ability to individually control the position of dampers, as opposed to the OFA
nozzles. In the case of OFA nozzles on the front wall, the control process is carried out by
changing the position of two adjacent nozzle dampers. On the rear wall of the control process
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is achieved by changing the damper position of the OFA nozzle located on the left and right
side of the boiler (Figure 9b).

Figure 9. Air flow controlling damper of the burner (a) and OFA (b).

2.4. Protective air system

An adverse effect of low-emission combustion technology is the creation of a permanent
reducing atmosphere (the reducing zone with reduced O2 and increased share of CO) in the
boundary layer of screens. If close to the screens of combustion chamber O2 content is below
1%, and the CO content rises above 0.2%, the process of corrosion of screen tubes can occur
(low-oxygen corrosion). In order to protect screen against negative effects of low-oxygen
corrosion in form of intense loss of the tube material, boiler is equipped with protective air
nozzles. The air supplying through nozzles located on the rear and the side walls of boiler
(Figure 10) allows to increase the share of oxygen in the boundary layer.

The share of protective air in total amount of air supplied to the boiler can be up to 20%, and
it needs be taken into account in any process related to the optimization of air distribution to
the boiler.
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Figure 10. The single section of protective air nozzles (a) and sections arrangement on the boiler rear wall (b).

2.5. Acoustic measurement system of flue-gas temperature

The acoustic gas temperature measurement system (AGAM) allows to asses impact of
operating conditions on the temperature distribution inside the combustion chamber. Meas-
urement system is located at the level of 30.2 m and is composed of 8 heads (Figure 11), which
form the 21 paths of measurements. Based on the 21 paths, the flue-gas temperature can be
calculated in 12 zones to create maps of temperature distribution at the outlet of combustion
chamber.

Figure 11. The level of AGAM system location (a) and the distribution of measurement paths (b).
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The principle of AGAM system is based on the acoustic pyrometry, which allows to measure
delay time of an acoustic wave. Time delay depends on the temperature in the environment
of wave propagation and this relation is defined by the following formula:

Rv T
M
k ×

= × (3)

where v is the speed of sound (m/s), R is the universal gas constant (kJ/(kmol∙K)), M is the
molar mass of gas (kg/kmol), and k is the adiabatic index.

The adiabatic index and molar mass of gas are calculated based on the typical average values
of volume fraction for flue-gas in coal-fired furnaces. For analyzed boiler, the parameters are
equal to: k = 1.275, N2 = 76.5 Vol.%, O2 = 3 Vol.%, CO2 = 13 Vol.%, H2O = 7.5 Vol.%.

Velocity of a wave is determined by the propagation time of an acoustic impulse between
symmetrically placed transmitters and receivers. The distances between the transmitter and
the receiver are constant and the temperature is calculated using the formula presented below:
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where l is the distance between the transmitter and the receiver (m), τ is the time of delay (s),
and B is the acoustic constant.

3. CFD modeling techniques in pulverized coal-fired boilers

Performance optimization of large-scale pulverized coal utility boilers has become more and
more relevant through the recent years for the utility industry. CFD modeling has been
extensively applied to provide information on the complex phenomena in tangentially fired
[21–27] and in front wall-fired furnaces [27–29], including gas-solid flow, combustion, and heat
transfer.

In [21], two tangentially fired furnaces (OP-380 and OP-430) of similar design and thermal
power were numerical investigated. OP-380 was retrofitted by replacing traditional jet burners
with RI–JET2 (Rapid Ignition JET-burner) swirl burners. Comparison between the boilers
combustion characteristics was carried out based on the CFD simulation. In [22], different
operation regimes of pulverized coal furnace have been investigated with the 3-D CFD code.
Selected parameters have been compared to measurements, showing good agreement. Similar
purpose was achieved in [23]. Additionally, a grid refinement study was performed. Pulverized
coal ignition behavior in a 40 MW tangentially fired boiler was predicted in [24]. Ignition image
was obtained from high-temperature-resistant camera and compared to simulation results.
Accuracy of general simulation approach was confirmed by available operating and design
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data. Yin et al. [25] investigated furnace and part of the rear pass in the tangentially fired boiler.
The simulation has been validated with global design parameters including O2 at the furnace
outlet, heat transfer in the furnace, and furnace exit temperature. Site operation data was used
to verify NOx predictions. In [26], Euler-Lagrangian approach was incorporated to investigate
numerical flow characteristics in a tangentially fired furnace. Temperature deviation has been
analyzed. An example of employing a commercial code Fluent to investigate a 500 MW utility
boiler firing medium volatile coal was demonstrated in [27]. Temperature profiles were
calculated for different boiler loads. Calculations have been compared with measurements
data. Minghou et al. [28] addresses CFD simulations of front-fired boiler for different operating
conditions. The model was validated by comparing measured unburned carbon in fly ash,
NOx, and total heat transfer to the walls with measured values. The combustion and wall heat
flux in a 100 MW boiler under air and oxy-fuel combustion conditions was analyzed by means
of computational modeling in [29]. No validation of the numerical approach was done against
the experimental data.

Reducing a complex physical problem to a series of models that can be solved numerically
requires a number of assumptions to be made. Specifically, for engineering problems momen-
tum and species transport equations must be modeled. Simulations are computed using CFD
code, which solves Reynolds averaged Navier-Stokes equations using a low-order finite
volume formulation. In the current work, the steady-state solution is calculated using second-
order discretization for all equations.

Simulation of the following processes takes place in the furnace: turbulent flow, coal combus-
tion, gas phase combustion, particle transport, and radiative transport. The gas phase is
modeled assuming an Eulerian approach, while for the solid phase both the Lagrangian as
well as Euler-Euler approach is applied.

Realizable k-ε model [34] was used as a closure of turbulent Reynolds equations. The realizable
k-ε model is relatively widely used for engineering applications and provides better perform-
ance in many industrial turbulent flows than the standard k-ε model. The flow near the wall
is influenced by molecular viscosity rather than by turbulence. The wall function method of
[35] uses algebraic formulations to link quantities at the wall to those further away. The y+
values have been kept above 20.

3.1. Coal devolatilization

The pulverized coal combustion process can be divided into two parts, devolatilization and
char combustion. The most commonly used conventional devolatilization model is based on
a single kinetic rate [36], which assumes that the rate of devolatilization is dependent on the
amount of volatiles remaining in the particle via a first-order reaction:

( ),0 ,01p
p v p

dm
k m f m

dt
é ù= - -ë û (5)
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where k, fv,0, and mp,0 denote reaction rate (following Arrhenius rate), volatile fraction, and
initial particle mass. These models can be extended by using network devolatilization models
like FG-DVC and FLASHCHAIN [37, 38] as a preprocessor. An example of using FG-DVC
model with assumed particle heating rate equal to 105 K/s is demonstrated below. It predicts
the rate of the production and high temperature yields for the char, tar, volatiles, and the
composition of key species during the devolatilization of any coal. The results as well as the
proximate and ultimate analysis for the used coal are given in Table 1.

Proximate analysis (wt%, as received)*

Ash Volatile matter Moisture Fixed carbon

22.34 ± 0.7 25.77 ± 3.0 12.75 ± 0.6 39.14 ± 3.0

Ultimate analysis (wt%, daf)*

C H N S O

84.7 5.39 1.55 1.23 7.13

FG-DVC high-temperature yield (wt%, daf)

Volatiles Char

47.8 52.2

Volatile composition from FG-DVC (wt%)

H2O CO CO2 CmHn CxHyOz

4.8 2.3 2.08 7.12 31.5

Empirical formula for light hydrocarbons (CmHn) and tar (CxHyOz)

CmHn (gas) CxHyOz (tar)

m = 1, n = 7.22 x = 7, y = 4.48, z = 0.72

Table 1. Coal analysis results and FG-DVC output (*analyses were performed according to the polish norm N-EN
ISO/IEC 17025:2005).

Figure 12. Comparison of tar (CxHyOz) and light hydrocarbons (CmHn) devolatilization rate and yield functions.
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During primary devolatilization each volatile species is evolved with different rate and tar
undergoes secondary pyrolysis [39]. In the CFD modeling of turbulent flow with combustion
it was assumed that volatiles are produced as a single compound that undergoes instantaneous
breakup reaction into tar, light hydrocarbons, CO, CO2, and H2O. FG-DVC calculates devola-
tilization rate of tars and mentioned species. The most significant mass drop of fuel particle
occurs when tar is evolved, which is produced in first place (Figure 12). For this reason tar
release rate is used in devolatilization model.

Knowing the volatile fraction of dry ash free coal (fvolatile) and assuming that residual char is
pure carbon, we can calculate lower heating value of volatiles.

 dafcoal char char
volatile

volatile

LHV f LHV
LHV

f

- ×
= (6)

Assuming that lower heating value of light hydrocarbons is approximately equal to that of
methane (LHVgas = 50 MJ/kg), we can easily calculate lower heating value of tars from the
instantaneous breakup reaction of volatiles:

 ( )volatile gas gas CO CO
tar

tar

LHV y LHV y LHV
LHV

y
- × + ×

= (7)

where ygas, ytar, and yCO stand for mass fraction in volatiles.

A novel approach in devolatilization simulations was described as tabulated devolatilization
process model (TDP) [40]. The authors indicated that in the previously mentioned modeling
approach all the devolatilization parameters used in the CFD code were calculated assuming
a constant heating rate for all the particles (with a typically used value of 105 K/s). In the TDP
approach a look-up table of the devolatilization rates and yields for a set of heating rates is
generated based on the FLASHCHAIN model. In the course of CFD simulations, a particular
set of devolatization parameters is used based on the calculated particle heating history.

In nonpremixed reacting flows the local time-dependent mixing and chemical reaction of the
species and heat transfer away from the reaction area determine the combustion process. The
key gas phase combustion modeling issue is the necessity of source terms calculations in
reactive species transport equations, which are the average values of strongly nonlinear
reaction rates. Early combustion models have been derived on the assumption of chemical
equilibrium. Taking into account detailed kinetics of reactions usually results in much higher
computational effort.

3.1.1. Eddy dissipation concept (EDC)

Eddy dissipation concept [41] was used as a general concept for treating interaction between
turbulence and chemistry in flames. In this model the total space is subdivided into fine
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structures and the surrounding fluid. All reactions of the reactive components are assumed to
react only in these spaces which are locally treated as perfectly stirred reactors (PSR) with a
residence time:

* 0.41 nt
e

= × (8)

where ν is the kinematic viscosity and ε denotes turbulent kinetic energy dissipation rate. These
parameters are calculated from turbulence model (k-ε). Mass fraction occupied by fine
structures is modeled as:

20.25
*

22.13
k
neg

é ùæ ö
ê ú= × ç ÷
ê úè øë û

(9)

The reaction rates of all species are calculated on a mass balance for the fine structure reactor.
Denoting quantities with asterisk, the conservation equation of species i can be defined:

( ) ( )
*

* *
* *1 i i i im m Mr v

t g
- = ×

-
(10)

where  is the average mass fraction of the species i, Mi is the molecular weight of the species

i, and ωi* denotes the chemical reaction rate calculated from Arrhenius equation.

The mean net mass transfer rate of species i between the fine structures and the surrounding
fluid can be expressed as:

( ) ( )
*

*
* *1i i iR m mrg

t g
= -

-
(11)

The implementation of the EDC model into CFD code is realized by solving the nonlinear
system of equations for the fine structure reactor in each control volume and finding Ri, which
is the source term in species i transport equation.

In most of the engineering cases implementation of the detailed reaction mechanism into 3D
codes is prohibitive due to their large computational effort. For many purposes the required
information can often be obtained with a less complete chemistry description. CFD simulations
most often use simplified global reaction mechanism. Four-step global mechanism mainly
based on the one demonstrated in [42] was employed. It contains four global reactions:
hydrocarbon and tar decomposition reactions, carbon monoxide, and hydrogen oxidation:
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Following the above mechanism with known heat of reactions we can further calculate
enthalpies of formation of volatiles, light hydrocarbons, and tars. Enthalpy of formation of tars
was calculated by assuming zero heat of volatiles instantaneous breakup reaction. Heat of
pyrolysis was not included in the analysis.

3.1.2. Mixture fraction/probability density function (PDF) method

Pulverized coal combustion process is a one of example of turbulent nonpremixed combustion
systems and can be modeled using the mixture fraction/PDF model. Mixture fraction f can be
expressed as the local fuel mass fraction [43], where YF and YP is mass fraction of fuel and
products, respectively:

F

P

Y
f

Y
= (13)

Figure 13. Mass fraction Y of fuel, oxidizer, and products as a function of mixture fraction f.
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The main approach of diffusion models is that the combustion is limited only by mixing of fuel
and oxidizer. The release of reaction products takes place if the fuel and oxidizer are locally
mixed and does not depend on the reaction rate. In mixture fraction/PDF model transport
equations for individual species are not solved. The mass fraction of oxidizer, fuel, and
products is calculated based on the mixture fraction value f. Figure 13 presents the graphical
interpretation of mixture fraction approach.

If 0 ≤ f ≤ fS fuel is deficient and the mixture is called fuel lean. The mass fraction of oxidizer and
products is represented in the following form:

( ) ( )i Ox S Ox
S

fY f Y Y Y
f

= + - (14)

On the other side, if fS < f ≤ 1 the mixture is called fuel rich, and the following equation can be
used to calculate mass fraction of products and fuel:
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S

f f
Y f Y Y Y

f
-

= + -
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(15)

where f is the mixture fraction, fS is the stoichiometric mixture fraction, YS is the mass fraction
of products of stoichiometric reaction at f = fS, Yi is the mass fraction linear functions (YO, YF,
YP), YO is the local mass fraction of oxidizer, YF is the local mass fraction of fuel, YP is the local
mass fraction of products, YOx is the mass fraction of oxidizer at f = 0, and YFuel is the mass
fraction of fuel at f = 1.

The reaction is complete if the whole mass of fuel and oxidizer vanish (YF = 0, YOx = 0) and this
state is described by stoichiometric mixture fraction value fS. The mixture fraction approach
allows to calculate mass fractions at each control volume based on the one value and the
modeling of combustion process is simplified to a mixing problem. The governing transport
equation of mixture fraction is given by:

( ) ( )i
i i

ff D u f
t x x
r r r

æ ö¶¶ ¶
= -ç ÷ç ÷¶ ¶ ¶è ø

(16)

where D is a molecular diffusion coefficient (m2/s), ui is the velocity in direction of i (m/s), xi is
the direction i in Cartesian coordinates system (m), and ρ is the density (kg/m3).

Equation (14) can be applied taking into account the assumption of equal diffusivities of fuel,
oxidizer, and products. In turbulent flows the turbulent convection dominates in comparison
with molecular diffusion and assumption of molecular diffusion coefficient equality is
acceptable.
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When local value of mixture fraction is known, it becomes possible to calculate the local
enthalpy h of combustion products. The enthalpy of the burnt mixture is a linear piecewise
function of f and is presented in Figure 14. Therefore, the calculation of the gas temperature
and an amount of heat generated (heat losses) in the combustion process becomes possible.

Figure 14. Enthalpy h of fresh and burnt mixture as a function of mixture fraction f.

For fuel-lean mixture and 0 ≤ f ≤ fS:

( )L Ox S Ox
S

fh h h h
f

= + - (17)

and for fuel-rich mixture and fS < f ≤ 1:

( )
1 1

S Fuel S
R S Fuel

S S

f h h fh h h
f f
× -

= + -
- -

(18)

where hL is the enthalpy on the lean side of fS (kJ/kg), hR is the enthalpy on the rich side of fS
(kJ/kg), hOx is the enthalpy of oxidizer at f = 0 (kJ/kg), hFuel is the enthalpy of fuel at f = 1 (kJ/kg),
hS is the enthalpy of products at the stoichiometric mixture fraction fS (kJ/kg).

To determine the thermodynamical properties in turbulent flow, the probability density
function of the mixture fraction is needed. The mean enthalpy  can be computed from the
following equation:

( ) ( )
1

0

h h f P f df= ×ò% (19)
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The conservation equation for the mean mixture fraction  and its variance ′′2 (without the
source term) need to be solved to fit parameters of the PDF function with already presumed
shape. The most popular PDF β function [43–45] used in coal combustion modeling has a
presumed shape and depends only on the mean mixture fraction  and its variance .:

( ) ( )
( ) ( ) 111 1

,
baP f f f

B a b
--= × - (20)

where the normalization factor B(a, b) and is defined as:
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and the PDF parameters a and b can be determined using  and :
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The β functions also have limitations and they cannot describe distributions joining an extreme
peak (f = 0 or f = 1) with a maximum intermediate peak in the range of 0 < f < 1. The different
approaches can be proposed as the Dirac peak at the boundary, in order to eliminate this
inconvenience.

Despite simplifications the mixture fraction/PDF method allows the determination of the basic
parameters of the combustion process, also in the case of coal combustion. The mixture
fraction/PDF approach is commonly used in computational fluid dynamics and particularly
in modeling of the turbulent reactive flows which are the most popular cases occurring in
industrial practice.

3.2. Char combustion

Char undergoes heterogeneous oxidation to CO. The reaction rate is calculated on the as-
sumption that the process is limited by the diffusion of oxygen to the external surface of the
char particle and char reactivity [46]. It is assumed that particle is spherical in shape and that
surface reaction rate depends on the ratio of the reacting surface to the surface of the sphere.
Diffusion phenomena with the rate:
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occur simultaneously. The total char combustion rate is than expressed as:
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where Dp denotes particle radius, D0 is the diffusion coefficient, ρ is the particle density, XO2 is
the oxygen mole fraction, MO2 is the oxygen mole fraction, Tp and Tg are the particle and bulk
temperature, Af is the empirical constant dependent on the fuel, and φ is the ratio of the reacting
surface to the surface of the sphere. The particle burns out with constant diameter and variable
density. It was assumed that the particle absorbs all the heat of the char burnout according to
[47].

3.3. Radiative heat transfer

In case of combustion in furnace problem radiation is not only the dominant energy trans-
port mechanism but also one of the most complex problems. The radiative transfer equation
(RTE) [48] governs the radiation heat transfer in participating media. It describes the varia-
tion of radiation intensity (I) as it travels along a certain path (s) in the medium, in the direc-
tion (s, ω). Considering absorption, emission, and scattering apart from and into the
direction s, the RTE can be described as follows:

(27)

where k and σ denote absorption and scattering coefficients, Φ is the phase function. The spatial
integration of RTE was carried out with the discrete ordinates (DO) method [49]. The number
of RTE depends on the total number of gray gases and takes into account scattering of the
particles. The DO method solves the RTE for a set of directions based on the concept of angular
discretization scheme. Each octant of the angular space 4π is discretized into polar and
azimuthal solid angle. The continuous integral over the solid angle is approximated by a
numerical quadrature scheme, where the equations are solved for a series of directions.
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In a typical combustion chamber H2O and CO2 are the main gaseous absorbers and emitters
of radiant energy. The total emissivity of gas is calculated by a number of gray gases using
polynomial correlations for weighing factors and absorption coefficient according to the
weighted sum of gray gases method (WSGGM) [50]. Widely employed coefficients for
emissivity [51], fitted from the benchmark exponential wide-band model, have been used in
this work. The WSGGM represents the entire spectrum with three gray gases having uniform
absorption coefficients. The total gas phase absorption coefficient is calculated from the total
emissivity with the mean path length calculated from the characteristic cell size.

The gas phase absorption coefficient was corrected according to Taylor-Foster model [52],
assuming uniform and constant soot concentration (10-3 kg/m3) in the furnace. As noticed in
[46], the main source of radiative transfer in two-phase mixture is the particle cloud. Therefore,
coal particles emissivity (εp) treatment is crucial in coal combustion simulation. In this work
the particle emissivity was assumed to be a function of unburned carbon in particle (Uc)
following the relation [53]:

0.4 0.6p cUe = × + (28)

The particle reflectivity and scattering effects are also included in the calculation of heat
transfer.

Thermal boundary conditions at walls have been expressed in terms of surface temperature
and emissivity. It was assumed that the evaporator surface temperature is about 60° higher
than the saturation temperature corresponding to the pressure of 16 MPa in the boiler drum.
Calculations have been carried out for three emissivity values equal to 0.5, 0.7, and 0.9 at fixed
wall temperature. All the presented figures correspond to emissivity equal 0.7, which is a
typical value found in the literature [54]. We have to emphasize that during real boiler
operation temperature and emissivity vary with time and spatially due to water-wall slagging
and soot blowers operation. This phenomenon can be included in the simulations by imple-
menting deposition model with thermal properties submodel [55].

4. Coal combustion process optimization

The main goal in power generation optimization is related to reduction of operational and
maintenance costs. Form practical point of view it is directly dependent on two factors: first,
combustion effectiveness (effectiveness in fuel consumption), and second, production
effectiveness by optimal operation in steady and transient state (process performance). The
combustion effectiveness depends on boiler performance and operational skills which are
strictly related to the control system. To increase the combustion process performance the fuel
consumption and flue gas emission (NOX, CO, SO2) have to be reduced.
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4.1. Optimization method

The combustion process optimization has been performed for wall-fired pulverized coal boiler
of EDF Polska S.A. in Rybnik Power Plant. The main goal was to minimize the boiler losses
(maximize boiler efficiency) and to keep the environmental requirements for NOX and
exploitation requirements like live and reheat steam temperatures on optimal level.

The general optimization method used in the EDF Rybnik Power Plant was based on online
calculation of manipulated variable (MV) according to controlled variable (CV) changes. The
dedicated model has been created that defines the dynamic of particular values changes (CV)
according to described control by MV. The defined model is adjusted in online mode, which
gives good performance for boiler control units. The general description of optimization
methods are presented in Table 2. The calculation have been performed by using dedicated
software SILO [56, 57], developed and implemented by Transition Technologies Company [58].
SILO collects various data to select the best solution for defined models and for current boiler
conditions.

MV

(Manipulated

variable)

Control unit CV (Controlled variable)

Secondary

air dumpers

Secondary air

demand control

NOx, live steam temperature,

reheated steam temperature

OFA II and

OFA III

OFA demand control NOx

Protective

air dumpers

Protective air control NOx, CO

Coal feeders Boiler master control NOx, live steam temperature,

reheated steam temperature,

spray water flow, CO

O2 Total air demand control O2, CO, NOx

Table 2. Control strategies for optimization process.

The main goal in boiler operating optimization was to improve the fire ball shape to achieve
the nominal steam temperatures as well as low NOx, CO, and O2, which depend on flue gas
distribution inside the furnace. The information about temperature distribution provided by
the AGAM system has to be integrated with control units. Before optimal fire ball shape
evaluation the dedicated tests have been performed to develop the relation between fire shape
and MVs values.

The AGAM system gave the 12 independent values for 12 temperature zones in which the
AGAM measuring surface was divided. The temperature values from 12 zones have been
transferred into shape categories, which were described by use of three parameters listed
below:
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• the position of temperature hot spots indicating the maximum temperature

• intensity is evaluated as average temperature for a given temperature profile

• the dispersion is calculated as standard deviation of AGAM temperatures for each zone

During the optimization process, the boiler operation conditions and combustion process
parameters were analyzed relying on standard measurements (steam temperatures, emissions,
etc.). Optimization in this phase was focused on finding the highest performance and optimal
fire ball shape. The different shapes were evaluated at low and high boiler load. Finally, the
monitored process parameters were related to the evaluated fire ball shapes. Figure 15 presents
the evaluated fire ball shapes at low and high load where the process performance was the
best.

Figure 15. Example of temperature profile after optimization at high (a) and low (b) load.

4.2. Combustion process analysis using CFD modeling

To simulate the OP-650 front-fired boiler operation a commercial CFD code ANSYS Fluent was
used. Furnace exit gas temperature measured by the AGAM system, located approximately 4
m under the furnace exit, was one of the key values used for verification studies. The simulation
results comparison were performed using average temperature as well as temperature profile.

4.2.1. Numerical model of front-fired boiler

To create the three-dimensional geometry and the numerical mesh, ANSYS Design Modeler
and ANSYS Meshing software was used [59]. Quality of mesh is one of the most important
factors in the numerical simulation of the large-scale boilers [60]. A body-fitted mesh was
created containing mostly hexahedral elements and mesh quality was evaluated based on the
two parameters:

• Orthogonal Quality—defining to what extent the mesh is not orthogonal. The best cells are
close to 1. In the generated mesh minimum orthogonal quality was 0.2, with an average
value of 0.95.

• Aspect Ratio—defining the ratio of cell sizes in different dimensions. Presented mesh is
characterized with maximum aspect ratio of 7 and with the average value equal to 1.4.
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Because of the discrepancy of scale between the burner and of the larger volume of the boiler,
the geometrical model was subdivided into fine-grid regions around the burners and coarser
regions elsewhere. In order to facilitate the meshing process, the circular drop tubes have been
replaced by rectangular ones and the platen superheaters have been modeled as zero-thickness
horizontal planes. A mesh independence analysis was performed for the initial mesh consisting
of 4.0 million control volumes. Reduction of cell number to about 3.3 million did not substan-
tially change the predicted temperature field and this number of cells was selected to obtain
compromise between solution accuracy and computational time. Computational domain and
numerical mesh close to the swirl burners region is shown in Figure 16.

Figure 16. CFD geometrical model of a front-fired boiler (a) and the mesh in burners’ region (b).

Simulations were conducted for a boiler load equal to 200 MWe (90% of nominal load). Two
cases have been considered: before and after optimization process. Operating conditions have
been collected from power plant online monitoring system by averaging 2-hour measurements
during steady-state boiler operation. Air/fuel distribution, temperatures, and pulverizers’
activity are presented in Table 3.

4.2.2. Results of numerical simulation

A tool being able to measure not only the average value, but also the temperature field is needed
for a comprehensive CFD model validation. The aggressive environment, ash particles, high
temperatures, and large dimensions of the boiler make temperature measurement a complex
task [61]. Traditionally used suction pyrometry is extremely accurate and provides information
of local temperatures only [62]. In order to account for a dynamic and turbulent environment
in the combustion chamber, representative temperature distribution can be obtained only by
performing simultaneous measurements. Number of available test ports poses a technical
limitation. A turning point in accuracy assessment of CFD furnace models came with Acoustic
Pyrometry [63]. This technology can provide average value in the selected cross-section. A
detail validation study of the CFD model by comparison of computations against Acoustic
Pyrometry measurements was demonstrated in [19].
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Before optimization

Burner level I Burner level II Burner level III Sum:

Not active burner/mill All active E2, E3 E1, E4

Coal (kg/s) 9.17 6.55 8.46 24.18

Core air (kg/s) 0.88 0.88 0 1.76

Primary air (kg/s) 25.41 16.24 34.08 75.73

Secondary air (kg/s) 6.16 6.16 3.52 15.84

Tertiary air (kg/s) 9.02 9.02 0 18.04

OFA II (kg/s) 31.27 31.27

OFA III (kg/s) 22.99 22.99

Protective air (kg/s) 35.81 35.81

Bottom air (kg/s) 4.6 4.6

Total air (kg/s) 206.05 206.05

Total air excess 1.11 1.11

Burner belt air excess 0.6 0.6

Primary/secondary
air temperature (K)

386/573

After optimization

Burner level I Burner level II Burner level III Sum:

Not active burner/mill All active E2, E3 E1, E4

Coal (kg/s) 9.39 6.55 8.59 24.53

Core air (kg/s) 0.96 0.96 0 1.92

Primary air (kg/s) 24.67 16.09 33.36 74.12

Secondary air (kg/s) 6.72 6.72 3.84 17.28

Tertiary air (kg/s) 9.83 9.83 0 19.66

OFA II (kg/s) 31.92 31.92

OFA III (kg/s) 23.47 23.47

Protective air (kg/s) 35.95 35.95

Bottom air (kg/s) 4.69 4.69

Total air (kg/s) 209.01 209.01

Total air excess 1.11 1.11

Burner belt air excess 0.6 0.6

Primary/secondary
air temperature (K)

386/573

Table 3. Boundary conditions.

To show the temperature field variation over the surface, an area-based and mass-based
uniformity indexes (UIarea, UImass) of temperature distribution were used:
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where subscript i is the denoting facet defining the surface, N is the total number of facets (12
zones for AGAM, 2260 facets for CFD), Taverage is the average temperature in the cross-section
plane (K), A is the cross-section area (m), ρ is the density (kg/m3), and w is the velocity (m/s).

The mass-based average temperature in the cross-section plane is defined as:
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For the calculation of mass-based uniformity index, the values of average densities and
velocities in 12 AGAM zones were taken from CFD results as no such measurements were
available. CFD prediction of temperature distribution parameters are presented in Figures 17
and 18.

Figure 17. Comparison of temperature contours (°C) measured by acoustic gas temperature measuring system (a) with
CFD simulation results (b)—before optimization.

UI values of one indicate the highest uniformity. The area-based UI calculated from measure-
ments exceeds 90% for both cases, which means that no significant gradients exist. Measured
standard deviation was 161°C and 164°C for 200 MWe before and after optimization, respec-
tively. A conclusion is that that a more uniform temperature distribution was achieved after
optimization process. The temperature homogeneity is important also for platen superheaters
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operation, which are located above the combustion chamber. High value of area-based UI
indicates relatively uniform distribution of radiative heat flux. The mass-based UI of temper-
ature distribution can be associated with convective heat transfer. Calculated values of 77%
and 79% suggest less evenly distributed convective heat flux in comparison to the radiative
one. The differences of temperature distribution inside the combustion chamber are presented
in Figure 19.

Figure 19. Iso-surface of temperature equal to 1600K before (a) and after (b) optimization.

Figure 18. Comparison of temperature contours (°C) measured by acoustic gas temperature measuring system (a) with
CFD simulation results (b)—after optimization.
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After optimization the measured average temperature was 34°C higher than calculated
temperature, which corresponds to 3% relative error where before optimization the difference
was only about 2°C. Since the heat transfer in the furnace is highly dependent on the emissivity
of the furnace wall, the choice of this value has significant influence on the calculated average
temperature. All the results presented in this paper correspond to wall emissivity equal to 0.7.
More detailed description of thermal wall boundary conditions can be introduced using
deposition model with thermal properties submodel [55].

In addition to the verification of calculated temperature distributions, comparisons were also
made of the basic values measured during boiler operation. Average values of CO, NOx, and
UBC were determined at the outlet plane of the model and compared with measured values
before and after the optimization process (Table 4).

The results of numerical simulation and measurement confirmed the favorable effect of the
combustion optimization process on the values received at the boiler outlet. By changing the
operating conditions value of CO, NOx, as well as the unburned carbon in ash was reduced.

Before optimization

T AGAM (°C) CO (ppm) NOx (mg/m3) UBC (%)

Calculations 1238 266 252 4.54

Measurements 1240 245 237 2.53

After optimization

T AGAM (°C) CO (ppm) NOx (mg/m3) UBC (%)

Calculations 1232 258 247 4.4

Measurements 1266 245 223 2.5

Table 4. Comparison of calculated and measured results.

4.3. Results of optimization process

The optimization performance evaluation was done by analyzing historical data collected from
2 months test. The method of analysis consists of results comparison before and after optimi-
zation. The results are presented as mean values of boiler efficiency (Figure 20) and UBC
content (Figure 21) in function of unit load in range from low load (135 MWe) to maximum
load (225 MWe). The measuring data has been prepared before analysis and only the repre-
sentative data has been chosen to evaluate the results.

The results of performed tests indicate that boiler efficiency can be increased approximately
by 0.2%, thanks to the optimization of boiler operation conditions. The biggest improvement
of boiler performance can be achieved at high loads even by 0.6%. The lowest increase of
efficiency is observed for temporary states when the time of boiler operating is shorter than at
nominal load. All the effects presented above have been obtained keeping the NOx emission
and total organic carbon content in ash at the correct level.
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Figure 20. Boiler efficiency as a function of unit load, before and after optimization.

Figure 21. Live steam temperature as a function of unit load, before and after optimization.

Thermal boiler efficiency depends largely on the steam parameters at the boiler outlet. In the
case of exceeding defined value, spray attemperators are launched. This process reduces the
overall efficiency of the boiler and the amount of spray water has to be minimized. If the steam
temperature is below the required value, parameters of the working fluid at the turbine inlet
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are lower, reducing the overall process efficiency. The measurement results of live and reheated
steam temperatures as a function of unit load are shown in Figures 21 and 22.

According to dynamic load changes profile and frequent change of mill unit configuration in
operation those temperatures could differ from the reference value (540°C) to over 20–30°C.
At low load (135 MWe) those temperatures could drop even below 520°C. At high load (225
MWe) the temperatures reach the 540°C level but with support of significant spray water flow.
The results of steam temperature analysis (before and after optimization) confirm the positive
effect of optimization. Temperature values of live and reheated steam are close to the required
temperature 540°C in the full range of unit load. Also, the temperature variations of steam in
transition states, between minimum and maximum load, were eliminated. Optimization of
reheated steam temperature has a significant effect on the boiler efficiency. Due to the low
pressure of reheated steam in comparison with live steam, temperature has large influence on
the total energy amount generated inside the boiler.

Figure 22. Reheated steam temperature as a function of unit load, before and after optimization.

The observed parameter during optimization process was temperature of live and reheated
steam measured on the left and on the right side of boiler outlet, to underline that symmetry
process also requires optimization. Optimization of symmetry process in practice means the
minimization of differences between left and right side of the boiler in: coal flow, live and reheat
steam temperatures, as well as flue gas temperature measured by AGAM and O2, CO, and
NOX contents in flue gases. Thanks to the optimization process, the differences of steam
temperature at the boiler outlet between left and right side were significantly reduced. This
effect is observed for both live and reheated steam.
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5. Conclusions

The results of experimental and numerical research of coal combustion process in front-fired
pulverized coal boiler are presented in the paper. The experimental part was focused on coal
combustion optimization to achieve better performances of electricity production process. The
main goal of the work was the increase of thermal boiler efficiency based on the advanced
monitoring technique of boiler operation conditions.

The experimental research was conducted on the front-fired pulverized coal boiler OP-650,
located in EDF Polska Rybnik Power Plant. In the optimization process, the modern measure-
ment systems of flue-gas temperature distribution and fuel-air distribution were used. The
acoustic gas temperature measurement system allows to online monitor temperature distri-
bution at furnace exit. The optimal combustion process was identified by uniform temperature
distribution measured in online mode. To modify temperature distribution and properties of
fire ball, the control system of coal and secondary air mass flow rate has been used. The
comparison of results, before and after optimization process, indicates that the boiler efficiency
can be increased approximately by 0.2% in the full range of unit load. The rise of boiler
efficiency can reach up to even to 0.6% at the nominal load of boiler. Ensuring symmetry of
the combustion process by online measuring of temperature distribution allows to reduce the
differences between the outlet steam temperature at the left and right of the boiler.

To verify the impact of operating conditions on the temperature distribution as well as CO,
NOx, and TOC content in flue-gas, the numerical investigation using computational fluid
dynamics modeling was done. To validate results of modeling, the acoustic gas temperature
measurements in the form of temperature distribution at the furnace exit was used. The results
of numerical simulations were compared with measured values. Good accuracy between
numerical and experimental results was observed.

Results of numerical simulations conducted for the two states, before and after optimization,
confirmed combustion process improvement by optimization of boiler operating conditions.
Boundary conditions included in numerical models were based on values from power plant
online monitoring system, before and after optimization process. Reduction of CO, NOx, and
TOC content in flue-gas by changing boundary conditions according to the measured values
was confirmed. The numerical modeling provides also new important results of combustion
process as, e.g., temperature distribution inside whole chamber of boiler.

Based on the results provided by modern measuring systems and complex CFD analysis, it
becomes possible to effectively monitor the combustion process and indicate new guidelines
(including changes in procedure of automatic control systems) to ensure the optimal operation
of the boiler. The online monitoring systems allow to improve the combustion process through
the uniform coal and air supply into the boiler. The effects of the change may increase boiler
thermal efficiency keeping the NOx emissions and TOC content at the correct level. The
combination of these powerful tools can be used more often by the researchers working on the
combustion process improvement as well as by the boiler manufacturers.
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Nomenclature

Abbreviations

AGAM Acoustic gas temperature measurement system

CFD Computational fluid dynamics

CV Controlled variable

DAF Dry ash free

DCS Distributed control system

DO method Discrete ordinates method

EDC Eddy dissipation concept

FD Forced draft

FG-DVC model Functional-group depolymerization vaporization cross-linking model

ID Inducted draft

LHV Low heating value

LOI Loss on ignition

MV Manipulated variable

OFA Over fire air

PC boiler Pulverized coal boiler

PF Pulverized fuel

PID Proportional–integral–derivative controller

PDF Probability density function

PSR Perfectly stirred reactors

RTE Radiative transfer equation

SILO software Stochastical Immunological Layer Optimizer software

TDP Tabulated devolatilization process

TOC Total organic carbon

UBC Unburned carbon

VM Main controller

WSGGM method Weighted sum of gray gases method
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Symbols

A cross-section area, m2

Af empirical constant dependent on the fuel, kg/(m2∙s∙atm)

B acoustic constant, m2/(s2∙K)

D molecular diffusion coefficient, m2/s

Dp particle radius, m

D0 diffusion coefficient, m2/s

dP differential pressure, Pa

fv,0 volatile fraction

f mixture fraction  mean mixture fraction

′′2 mixture fraction variance

fS stoichiometric mixture fraction

h enthalpy, kJ/kg

hL enthalpy on the lean side of fS, kJ/kg

hR enthalpy on the rich side of fS, kJ/kg

hOx enthalpy of oxidizer at f = 0, kJ/kg

hFuel enthalpy of fuel at f=1, kJ/kg

hS enthalpy of products at the stoichiometric mixture fraction fS, kJ/kgℎ mean enthalpy, kJ/kg

I radiation intensity, W/sr

k devolatilization rate, 1/s

l distance between transmitter and receiver, m

M molar mass of gas in Eq. (3), kg/kmol

M molecular mass

mp,0 initial particle mass, kg average mass fraction of the species i

N total number of facets

O2z oxygen set point at the boiler outlet

O2z(MP) oxygen value as a function of steam mass flow rate

MpΔO2z(O) difference of oxygen content at the left and right side of boiler outlet

R universal gas constant, kJ/(kmol∙K)
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ℜc kinetic reaction rate, kg/(m2∙s∙atm)

ℜdiff diffusion rate, kg/(m2∙s∙atm)

RO2 O2 controller

Rw secondary air controller

T gas temperature, K

Tp particle temperature, K

Tg bulk temperature, K

Uc unburned carbon in particle

UI uniformity index

ui velocity in direction of i, m/s

VC total air flow rate

VP, VL air flow rate on the right and left side of boiler

v speed of sound in Eq. (3), m/s

w velocity, m/s

XO2 oxygen mole fraction

xi direction i in Cartesian coordinates system, m

y volatile mass fraction

YF fuel mass fraction

YFuel mass fraction of fuel at f = 1

YO oxidizer mass fraction

YOx mass fraction of oxidizer at f = 0

YP products mass fraction

YS mass fraction of products of stoichiometric reaction at f = fS

Greek symbols

ε turbulent kinetic energy dissipation rate, m2/s3

εp coal particle emissivity

k adiabatic index

k absorption coefficient in Eq. (27), 1/m

ν kinematic viscosity, m2/s

ωi* chemical reaction rate calculated from Arrhenius equation, kmol/m3/s

Φ phase function, 1/sr

φ ratio of the reacting surface to the surface of the sphere

ρ density, kg/m3
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σ scattering coefficient, 1/m

τ time of delay, s

τ* residence time, s

Subscripts

0 initial

c carbon

f fuel

L lean side

O2 oxygen

Ox oxidizer

Ox oxidizer

p coal particle

R rich side

S stoichiometric
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Abstract

As one of the most important primary energy, bituminous coal has been widely applied
in many fields.  The combustion studies of  bituminous coal  have attracted a lot  of
attention  due  to  the  releases  of  hazardous  emissions.  This  work  focuses  on  the
investigation of combustion characteristics of Shenmu bituminous pulverized coal as a
representative bituminous coal  in  China with a  combined TG-MS-FTIR system by
considering  the  effect  of  particle  size,  heating  rate,  and  the  total  flow  rate.  The
combustion  products  were  accurately  quantified  by  normalization  and  numerical
analysis of MS results. The results indicate that the decrease of the particle size, heating
rate, and the total flow rate result in lower ignition and burnout temperatures. The
activation energy tends to be lower with smaller particle size, faster heating rate, and
lower total flow rate. The MS and FTIR results demonstrate that lower concentrations
of different products, such as NO, NO2, HCN, CH4, and SO2, were produced with
smaller particle size, slower heating rate, and lower total flow rate. This work will guide
to understand the combustion kinetics of pulverized coals and be beneficial to control
the formation of pollutants.

Keywords: bituminous coal, combustion characteristics, TG-MS-FTIR technique, par-
ticle size, heating rate, flow rate

1. Introduction

Coal is one of the most important primary energy for last whole century and future decades. As
the foundation of the application of coal, the research on bituminous coal combustion has never
been stopped. Different kinds of bituminous coals with multitudinous research instruments
and methods for the investigation of coal combustion characteristics have been carried out for
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years. Peng and Wu [1] studied the bromine release from bituminous coal during combustion.
They used the sequential chemical extraction method to investigate the modes of occurrence of
bromine in bituminous coal by a tube furnace. The results showed that the bromine release rate
increased with the increase of temperature, and 500–900°C was the main stage of bromine release.
They also concluded that water vapor can promote the Br release and the additive of SiO2 can
capture the bromine effectively in the process of the coal combustion. Tsuji et al. [2] studied the
combustion emission of one bituminous coal from Australia and two high-ash coals from South
Africa on different blending ratios by an advanced low NOx burner. They concluded that the
NOx emission characteristic from bituminous coals was similar to these two high-ash coals. The
combustion efficiencies on the bituminous coals were higher than those of the high-ash coals.
Molina and Shaddix [3] studied the influence of enhanced oxygen levels and CO2 bath gas on
single-particle pulverized coal ignition of a U.S. eastern bituminous coal. For the ignition process
observed in the experiments, the CO2 results were explained by its higher molar specific heat
and the O2 results were explained by the effect of O2 concentration on the local mixture reactivity.
The experiments showed that a lower O2 concentration and the presence of CO2 increased the
ignition delay time but had no measurable influence on the time of complete volatile combustion.
Gao et al. [4] performed an online analysis of the soot emissions from the Inner Mongolia
bituminous coal combustion and pyrolysis processes with a vacuum ultraviolet photoionization
aerosol time-of-flight mass spectrometer. They concluded that at lower oven temperatures (<873
K), the soot particles generated in combustion processes contained more oxygen-containing
PAHs (O-PAHs). At high temperatures, however, the soot particles from combustion contained
mainly PAHs without any functional groups. Yu et al. [5] studied the characteristics of char
particles and their effects on the emission of particulate matter (PM) from the combustion of a
Chinese bituminous coal in a laboratory-scale drop tube furnace. The coal samples were subjected
to combusted in 20 and 50% O2 at 1373, 1523, and 1673 K, respectively. The results showed that
coal particle size and pyrolysis temperature had a significant influence on the char characteristics.
The influence of combustion temperature on supermicron-sized PM emission greatly depended
on the oxygen concentration. Among various kinds of bituminous coals, the Shenmu bituminous
coal (SBC) has been adopted as one of the most widely used bituminous coals in China [6–8]
since it has the advantages of excellent thermal stability, high calorie, and huge reserves. The
investigation of the combustion characteristics is essential to understand the combustion process
and control the pollutant products.

In recent years, SBC has been studied in terms of its burning and gasification properties. In
2003, Sun et al. investigated the thermogravimetric (TG) characteristics of SBC and reported
that vitrinite had higher volatile matter yield, maximum weight loss rate, and lower initial
decomposition temperature and peak temperature than that of inertinite. Compared to
pressure and heating rate, the temperature has a more important impact on the devolatilization
of SBC [9]. With TG analysis, Zhao et al. studied the ignition temperature (Tig), maximum
reaction temperature (Tmax), burning rate, burnout temperature (Tburn), and combustion
features of SBC coal and coke fine mixed sample. The results showed that with the increase in
the coke fine content, Tig of the coal and coke fine mixture, the caloric value of the sample, and
Tmax would increase, while the burning rate would decrease [10]. Yang et al. studied the SBC
ash’s physicochemistry with temperature on the basis of TG-differential scanning colorimetry
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(TG-DSC) methods. The results indicated that the SBC ash could convert into an eutectic at
low temperatures [11]. Chang et al. investigated the formation of nitrogenous products from
the gasification of SBC in a fluidized-bed/fixed-bed reactor [7]. More recently, Yang et al.
investigated the SBC’s characteristics of combustion and nitrogen oxide (NOx) release in a
fixed-bed reactor [12]. The composition of the flue gas was analyzed to investigate the effect
of sodium acetate on the combustion process and NOx emission. Sodium acetate was observed
to reduce NOx emissions due to their special reactions with the nitrogen-containing species
[12]. Even though the maceral groups, characteristic temperature, ash’s physicochemistry, and
nitrogenous products of SBC have been studied, a systematic study regarding the most
important conditions such as the effect of particle size, heating rate, and total flow rate on its
combustion characteristics is scarcely available in the literature. Mass spectrometry (MS) and
Fourier transform infrared spectroscopy (FTIR) are widely used in multicomponent analysis
in energy chemical industry and are suitable to be combined with TG and the gas chromato-
graphic method [13]. It is efficient and reliable to use the TG-MS-FTIR system for numerical
analysis of the combustion characteristics of coal. In the current work, the combustion
characteristic of SBC was comprehensively studied with the online TG-FTIR-MS system. The
products formed in the combustion of SBC were accurately qualified and quantified by
considering the electron impact ionization cross sections, ion flow intensities, and the partial
pressures of different species. The condition-characteristic relationship among the particle size,
heating rate and total flow rate and ignition, and burnout temperature as well as activation
energy was addressed. With the comprehensive use of TG-FTIR-MS, the detailed combustion
characteristics of SBC have been presented for the first time. Such strategy will supply a
significant guidance for the real use of SBC and other solid fuels in the future.

2. Materials and methods

2.1. Coal samples

The SBC samples were bought from Shenmu Energy Developments Ltd Company and
grinded into powder with different sizes. Before test, the sample was put into drying oven
at a temperature of 105°C for 90 min. Then, the coals were sieved to a particle size of lesser
than 40, 90–100, 128–180, 280–355, and 355–500 μm. To identify the phases of SBC, X-ray
diffraction (XRD) patterns were recorded using Bruker D8 Focus at 40 kV and 150 mA with
Cu Kα (λ = 0.154056 nm) radiation. By referring to the Joint Committee on Powder Diffraction
Standards (JCPDS) database cards which have also been called power diffraction file (PDF),
the crystalline phases were identified. The samples were scanned in step of 0.02° (2θ) over
the range of 5–90°. By comparing with standard PDF, it was found that the coal samples are
mainly composed of CaCO3, SiO2, and kaolinite as shown in Figure 1. The existence of
carbonate could be the main reason to form the weak weight loss peak at the end of the
combustion processes.
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Figure 1. XRD patterns of SBC.

The elements of SBC samples were identified by the coal proximate analyzer as shown in
Table 1. Mad, Aad, Vad, FCad, and Qad.net represent the moisture, ash, volatile, fixed carbon, and
low calorific capacity in air-dried basis, respectively. Cad, Had, Oad, Nad, and Sad represent carbon,
hydrogen, oxygen, nitrogen, and sulfur elements in air-dried basis, respectively.

Proximate analysis Ultimate analysis

Mad

(%)

Aad

(%)

Vad

(%)

FCad

(%)

Qad.net

(kJ/kg)

Cad

(%)

Had

(%)

Oad

(%)

Nad

(%)

Sad

(%)

6.53 10.41 32.40 50.66 26,120 66.70 4.11 10.79 1.04 0.42

Table 1. The proximate analysis and ultimate analysis results of SBC.

2.2. Comprehensive test

The tests of SBC combustion characteristics were performed with the TG-MS-FTIR system
which comprises a TG analyzer (STA-449F3, Netzsch), a mass spectrometer (QMS403C,
Aeolos), and an FTIR spectrometer (Tensor 27, Bruker). The combined system was controlled
simultaneously and data were recorded by a computer as shown in Figure 2. Due to the TG’s
limit of highest heating temperature and heating rate, the highest heating temperature was set
at 1200°C and the heating rate were set at 10, 20, 30, and 40°C/min. Considering the oxygen
demand for complete combustion of 10 mg SBC samples within the limitations of TG, the total
flow rates were set at 50, 100, and 150 sccm. The tests were carried out in four steps. First, an
SBC sample of about 10 mg was dispersed on a circular alumina pan and the air in TG chamber
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was replaced with a gas mixture which consists of 20% O2 and 80% Ar. The supplied O2 was
much more than the theoretically needed for the complete oxidation of the SBC sample but
was similar to the air. Second, the samples were heated with a heating rate of 10°C/min from
40 to 110°C and kept for 30 min. Third, the samples were heated to 1200°C by four heating
rates, namely, 10, 20, 30 and 40°C/min, respectively. Finally, the whole temperature-rising
program was finished after an isothermal process of 10 min. Three total flow rates (50, 100, and
150 sccm) containing 20% O2 and 80% Ar were sent into the TG chamber during the whole
heating processes. The detailed experimental conditions are summarized in Table 2.

Figure 2. Scheme of the TG-MS-FTIR system.

Condition Mass (mg) Flow rate (sccm) Heating rate (°C/min) Particle size (μm)

O2 Ar Ar

1 9.411 20 60 20 20 0–40

2 10.248 20 60 20 10 90–100

3 9.788 20 60 20 20 90–100

4 9.348 20 60 20 30 90–100

5 9.589 20 60 20 40 90–100

6 9.251 20 60 20 20 125–180

7 10.246 20 60 20 20 280–355

8 9.786 20 60 20 20 355–500

9 9.341 10 20 20 20 90–100

10 9.864 30 100 20 20 90–100

Note: Protective gas of TG is 20 sccm Ar constantly.

Table 2. Experimental conditions.
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2.3. Data treatment

2.3.1. Characteristic temperature

The ignition characteristic of SBC is analyzed based on Tig. In the present work, Tig is deter-
mined by the commonly recognized TG-DTG methods [14]. Tburn is defined as the temperature
with 98% total weight loss. Tmax, referring to the temperature at which combustion product
own maximum volumetric flow, was also determined through numerical analysis.

2.3.2. Kinetic analysis

The combustion kinetic parameters from TG data are calculated by the Coats-Redfern method
[15]:
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where  = (0 −)/(0 −∞) is the weight loss ratio; m refers to the sample mass; 0 and∞ represent the initial mass and the final mass, respectively; β is heating rate, K·min−1; Ris
the gas constant; E stands for activation energy, J·mol−1; A is the frequency factor, min−1; and n

refers to the order of reaction. In general, the item 2𝀵𝀵𝀵𝀵 < < 1 and (1 − 2𝀵𝀵𝀵𝀵 ) ≈ 1. As the first

item of the right side of equations is nearly a constant, the two equations should result in a
straight line of slope. E can be deduced through calculation with the slope.

2.3.3. Products analysis

To obtain the volumetric flow rates of the products during the oxidation of SBC, both MS and
FIIR were used. In order to provide accurate quantitative analysis, a novel method of equiva-
lent characteristic spectrum analysis was employed and the details of such method can be
found elsewhere [16]. In the MS analysis, argon was used as a reference gas to calibrate the
products by considering the electron impact ionization cross sections, ion flow intensities, and
the partial pressures of different species. The characteristic spectra and relative sensitivity were
deduced. The effect of initial coal weight on the formation of products was excluded by
normalization of the coal weight.

Derivative thermogravimetry (DTG) curve is a very important result of SBC because DTG can
reflect the change of combustion rate directly and it was related to the acquirement of ignition
temperature, burnout temperature, and combustibility index. Since the mass loss of sample
mainly comes from the decomposition of volatiles in the coal samples, the DTG calculated from
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MS results of combustion products should be consistent with the DTG results measured by
TG analyzer. As a representative, Figure 3 compares the DTG curve calculated from MS results
and measured TG results under condition 4 (see Table 2). The results indicate that the
calculated MS results are in good agreement with the measured ones. The relative uncertainty
was estimated to be ±2.6% [16].

Figure 3. Comparison of DTG curves from calculation and experiment.

3. Results and discussion

3.1. TG/DTG results

Figure 4 presents the TG/DTG curves obtained in the combustion of SBC samples. As tem-
perature increases, the coal sample could proceed with several steps, including devolatiliza-
tion, coke formation, and coke combustion. The peak of maximum weight loss moves toward
high temperatures gradually and the peak value decreases slightly as the particle size increases.
The combustion rate depends on the diffusion and reaction ability. During the rapid combus-
tion processes, the major factor affecting the combustion is diffusion ability. As the particle size
increases, the contact surface area decreases, which would inhibit the diffusion of oxygen and
make the devolatilization and combustion difficult. As a consequence, the devolatilization
occurs at higher temperatures and the value of weight loss peak decreases.

Compared to particle size, heating rate has more apparent effect on the characteristics of weight
loss. As the heating rate increases, the peak of weight loss moves toward high temperatures.
In addition, the peak values and residues decrease as well. Since diffusion ability is the
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dominant factor in affecting the combustion process, longer contact time of sample surface and
oxygen could contribute to SBC conversion. Furthermore, longer time is needed to reach the
same temperature at slower heating rate relative to faster one. For instance, the time needed
to reach 1200°C at 10°C/min is four times as the time needed to reach 1200°C at 40 °C/min.
Thus, the burnout time with low heating rate is longer. Sufficient contact of particles and
oxygen is beneficial for the combustion process, and the maximum value of weight loss
occurred at lower temperatures and the maximum weight loss shifted to larger values [17]. It
is clear that there is a small weight loss peak within 600–700°C. This weak peak could come
from the decomposition of carbonate in the coal samples. In addition, the TG/DTG results of
different total flow rates are observed to be quite similar as displayed in Figure 4c. As the
oxygen supplied is much more than that theoretically needed for the complete combustion,
the weight loss characteristics are insensitive to the diverse total flow rate changed in experi-
ments.

Figure 4. TG and DTG curve of SBC combustion with different particle sizes, heating rates, and total flow rates.

3.2. Characteristic temperatures

The characteristic temperatures obtained in the combustion of SBC at different particle sizes,
heating rates, and total flow rates are shown in Figure 5. As indicated in Figure 5a, both Tig

and Tburn fall down as the particle size decreases, which is consistent with the results reported
by Zhang et al. [18] for Yuanbaoshan and Datong coal and Zhou et al. [19] for Lengshuijiang
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coal and lean coal. According to Zhang et al. and Zhou et al., the decrease of particle size could
lead to larger surface area to expose to oxygen. The same behavior could occur to SBC and the
larger surface area of SBC sample with smaller particle size would endow it with lower Tig and
Tburn.

Figure 5. Characteristic temperatures of SBC combustion with different particle sizes, heating rates, and total flow
rates.

Figure 5b displays the characteristic temperature as a function of heating rate. Tig, Tmax, and
Tburn tend to decrease slightly as the heating rate decreases, which agrees well with the
conclusion drawn by Lu et al. [20] for Qilianta coal. This is due to the fact that the thermal
conduction in coal particle at lower heating rate is better than that at higher ones. With the
increase in temperature, the diffusion becomes better, which is helpful to the devolatilization
and results in lower Tig. Moreover, the reaction time is more sufficient at slower heating rate.
As the plugging of the surface pores is avoided, it is more difficult to form ash cladding, which
could give rise to a lower Tburn [21].

For the total flow rate, a slight increase of Tig is observed with large total flow rate (see
Figure 5c). This slight increase mainly comes from shorter residence time of O2 on the surface
of coal particles at higher total flow rates. Even though more oxygen reached the coal surface,
the higher speed of oxygen molecule makes the adsorption of oxygen more difficult. As the
supplied O2 was much more than the theoretically needed for the complete oxidation of the
SBC sample, the influence of oxygen flow on the complete combustion and maximum
combustion speed is not obvious. As a consequence, both Tmax and Tburn exhibit similar values
in the combustion of SBC at different total flow rates.

3.3. Activation energy

Figure 6 summarizes activation energy (E) of SBC with variation of particle size, heating rate,
and total flow rate. E tends to be low with the increase in the heating rate, decrease in the
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particle size, and the total flow rate. As the particle size decreases, the surface area increases,
which would result in more contact area with oxygen and better thermal reactivity. Thus,
energy transfer from outside to inside rapidly increases, and the value of E decreases. When
the total flow rate increases, the contact time of oxygen and sample surface will be shortened
and the value of E increases. On the other hand, the temperature will rise quickly with fast
heating rate and the oxidation of coal could become easier. The lower energy barrier makes
the oxidation easier [22–24]. This finding also shows good agreement with the conclusion
drawn by Lu et al. [20] for different kinds of coals. Similar to the tendency of Tig, E decreased
when the total flow rate turned lower. The adsorbability of oxygen on the coal particle surface
is better with lower total flow rate, which could be responsible for the decrease in the energy
barrier.

Figure 6. Activation energies of SBC combustion with different particle sizes, heating rates, and total flow rates.

3.4. MS and FTIR results

The volumetric flows of different combustion products at different temperatures can be
obtained by normalization and numerical analysis of MS results. The maximum volumetric
flows of different combustion products as well as the corresponded temperatures (Tm) are used
to explore the formation rule of emitted pollutants. Table 3 shows the maximum volumetric
flows of CH4, NH3, NO, HCN, NO2, and SO2 as well as the corresponded Tm. By comparing
the results obtained with different particle sizes, the listed species tend to be less produced
with smaller particle sizes. In view of the heating rate, lower amounts of these products were
measured at lower heating rate. As far as the total flow rate is concerned, the quantity of these
species becomes lower when the total flow rate is smaller. In general, Tm is insensitive to the
particle size. However, the increase in the total flow rate normally results in smaller Tm. With
the increase in the heating rate, Tm of NO, NH3, and HCN tends to be higher, while Tm of SOx

becomes lower. To summarize, lower concentrations of CH4, NH3, NO, HCN, NOx, and SO2

were observed at smaller particle size, slower heating rate, and higher total flow rate.
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No. CH4 NH3 NO HCN NO2 SO2

Value

(slm)

Tm

(°C)

Value

(slm)

Tm

(°C)

Value

(slm)

Tm

(°C)

Value

(slm)

Tm

(°C)

Value

(slm)

Tm

(°C)

Value

(slm)

Tm

(°C)

1 4.08E−05 442 3.61E−04 318 4.72E−05 493 5.05E−04 452 6.14E−05 431 6.38E−06 400

2 3.53E−05 427 2.41E−04 309 3.56E−05 458 3.68E−04 443 4.17E−05 438 4.52E−06 402

3 5.91E−05 440 2.81E−04 305 7.69E−05 492 3.09E−04 451 6.41E−05 440 7.73E−06 388

4 6.51E−05 437 2.17E−04 307 6.46E−05 494 4.94E−04 453 9.84E−05 429 8.37E−06 379

5 5.06E−05 430 3.41E−04 337 1.40E−04 507 3.97E−04 512 1.29E−04 439 1.24E−05 350

6 7.27E−05 453 4.23E−04 338 4.60E−05 494 6.74E−04 463 7.10E−05 442 4.55E−06 400

7 7.94E−05 453 4.89E−04 306 6.97E−05 504 5.19E−04 453 7.43E−05 442 6.33E−06 410

8 7.96E−05 432 3.73E−04 317 4.95E−05 503 4.52E−04 463 7.20E−05 442 6.20E−06 390

9 9.75E−05 453 7.72E−04 327 9.44E−05 504 6.53E−04 463 1.47E−04 453 1.01E−05 400

10 3.76E−05 430 1.58E−04 316 4.32E−05 482 3.03E−04 472 4.99E−05 440 5.75E−06 398

Note: Tm refers to the temperature at which the peak flow is obtained.

Table 3. Maximum volumetric flow of representative combustion products.

Figure 7 shows the volumetric flow rates of different species formed under condition 4 (see
Table 2). In the combustion of SBC, both NH3 and HCN exhibited two-peak shapes. The peak
before Tig comes from the devolatilization, whereas the peak after Tig mainly results from the
decomposition of nitrogen components in both coal volatile and char. Further increase in the
temperature led to the conversion of the two species into NO and NO2.

Figure 7. Flow rates of major products.
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NO2 exhibited a shoulder peak and an asymmetric single peak. The shoulder peak is due to
the weak release of NO2 during devolatilization. The asymmetric single peak could result from
the conversion of nitrogen-containing heterocyclic species at the end of devolatilization and
the beginning of char combustion. However, the other nitrogenous components enriched in
char will release NO2 during the rapid combustion of char. Less NO2 emissions were observed
at smaller particle size, slower heating rate, and higher total flow rate. Similarly, the emissions
of SO2 are relatively less than those formed with slower heating rate and higher total flow rate.
However, the amount of SO2 is quite similar for the investigated particle size range, indicating
that it is insensitive to the particle size.

Figure 8. Production of NO2 (a, c, e) and SO2 (b, d, f) with different particle sizes, heating rates, and total flow rates.

By comparing the formation of NO2 and SO2 with different particle sizes, heating rates, and
total flow rates shown in Figure 8, it is obvious that the amount of SO2 production is much
lower than those of NO and NO2. To summarize, the SBC combustion with smaller particle
size, slower heating rate, and higher total flow rate is beneficial to controlling the formation of
pollutants. This finding is consistent with the results reported for Hegang, Tiefa, and Zhungeer
coals by Wei et al. [25] and Heshan sulfur coal by Jiang et al. [23, 26].

To visualize the formation of the major species and avoid the effect of ion fragmentation in
MS, FTIR with the spectral range of 500–5000 cm−1 was involved in the current work.
Figure 9 presents a representative three-dimensional (3D) spectrum measured with a
particle size of 90–100 μm, a total flow rate of 100 sccm, and a heating rate of 20°C/min. The
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maximum absorbance peak is located at the wave number of 2380 cm−1 corresponding to
the anomalistic vibration of CO2. Another obvious peak at 700 cm−1 belongs to the bending
vibration of CO2. The peaks at 1375 and 3600 cm−1 correspond to SO2 and H2O, respectively.
By comparing the standard spectral peaks of different species, overlapped peaks were
observed. For instance, the peak between 1500 and 1800 cm−1 should be the overlap of H2O
and NO [27, 28]. As can be seen in Figure 9, CO2 becomes detectable at around 140°C. Up
to 200°C, a slow increase was observed. Another turning point was measured at about 375°C,
which also agrees well with the wave valley in the profiles of HCN and NH3. Besides CO2,
the fast production of the major species was achieved within the temperature range of 400–
500°C, which is consistent with the rapid combustion temperature revealed in the MS
analysis. In order to show gradual change of specific species at different temperatures in
Figure 9, Figure 10 presents two-dimensional (2D) spectra. The peaks located at about 2380
and 3600 cm−1 correspond to the CO2 and H2O, respectively. By comparing different spectra
obtained at different temperatures, it is obvious that the maximum peak values of different
combustion products are located at the temperature of 450°C, corresponding to the rapid
combustion temperature. The spectra obtained at temperatures higher than 450°C exhibit
very weak peaks since the SBC samples were nearly burned out.

Figure 9. 3D FTIR spectra with different wave numbers and temperatures.
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Figure 10. 2D FTIR spectra at different temperatures.

4. Conclusions

The combustion of SBC was comprehensively studied with the online TG-MS-FTIR system in
terms of characteristic temperatures as well as qualitative and quantitative analyses of
products. Five particle sizes ranging from 0 to 500 μm, four heating rates from 10 to 40°C/min,
and three total flow rates from 50 to 150 sccm were used. To avoid the influence of overlap
peaks, signal drift, and dynamic response delay in ion current spectra during MS analysis,
argon was used as a reference gas to calibrate the products by considering the electron impact
ionization cross sections, ion flow intensities, and the partial pressures of different species. The
results indicate that the decrease in the particle size, heating rate, and flow rate lead to lower
ignition and burnout temperatures, while the activation energy tends to be lower with smaller
particle size, faster heating rate, and lower flow rate. The decrease in the particle size could
lead to more contact area with oxygen and better thermal reactivity. Slower heating rate could
provide more sufficient time for the reaction. Moreover, a higher total flow rate would reduce
the oxygen adsorbability on the coal particle surface at a higher flow speed. From MS and FTIR
analysis, lower concentrations of different products were observed to be formed at smaller
particle size, slower heating rate, and higher total flow rate. These findings will guide to
understand the combustion kinetics of SBC and be beneficial to control the formation of
pollutants.
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Abbreviations

Abbreviations Full name

A Frequency factor

Aad Ash in air-dried basis

Cad Carbon in air-dried basis

DSC Differential scanning colorimetry

DTG Derivative thermogravimetry

E Activation energy

FCad Fixed carbon in air-dried basis

FTIR Fourier transform infrared spectroscopy

Had Hydrogen in air-dried basis

M Sample mass

m0 Initial mass

m∞ Final mass

Mad Moisture in air-dried basis

MS Mass spectrometry

N Order of reaction

Nad Nitrogen in air-dried basis

Oad Oxygen in air-dried basis

PAH Polycyclic aromatic hydrocarbons

PDF Power diffraction file

Qad.net Low calorific capacity in air-dried basis

TG Thermogravimetric

Tm Peak flow temperature

Tig Ignition temperature

Tmax Maximum reaction temperature

Tburn Burnout temperature

Sad Sulfur in air-dried basis

SBC Shenmu bituminous pulverized coal

Vad Volatile in air-dried basis

XRD X-ray diffraction

A Weight loss ratio

B Heating rate

R Gas constant
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Abstract

This study examined the potential of using waste tyre pyrolysis fuel oil as an industrial
burner  fuel.  The  combustion  characteristics  of  tyre-derived  fuel  (TDF)  oil  were
evaluated using Cuenod NC4 forced draught oil burner equipped with a built-in fuel
atomizer and an onboard control system. TDF oil obtained from a local waste tyre
treatment facility was blended with petroleum diesel (DF) at TDF volumetric concen-
tration of 40% (TDF40), which was tested against pure petroleum diesel and refined
modified tyre-derived fuel (TDF*). Critical combustion parameters such as thermal
power output, fuel consumption, flame stability, flue gas temperature, and emissions
were investigated to evaluate the performance of the combustion equipment. Using DF
as a reference fuel, it was observed that TDF40 required high air-to-fuel ratio (AFR) in
order to produce a stable flame with high flame temperature and less emissions. TDF*
produced a reasonably stable flame with less sulphur dioxide emissions compared to
TDF40; however, its specific fuel consumption (SFC) was higher than that of DF. It was
also  discovered that  the  burner’s  SFC was  higher  when fuelled  with  TDF40.  Total
contamination and viscosity of TDF oil contribute significantly to the flow characteris-
tics of the fuel, resulting in reduced pressure and subsequently poor fuel atomization.
Rapid soot formation at atomizer nozzle was also observed when the burner was fuelled
with TDF40. TDF oil and its derivatives (TDF*) produce SO2, NO2 and CO emission levels
higher than the acceptable limits as prescribed by the European Air quality standard
(EU2015/2193). It was concluded that TDF oil could be used as a potential industrial
burner fuel if diluted with petroleum diesel fuel at TDF volumetric concentration of
<40% or any ratio that could adjust the viscosity level below 5.3 cSt. Fuel preheating and
multistage filtration system are also recommended to reduce total contamination and
water  levels  in  the  fuel  mixture.  Exhaust  gas  scrubbing  is  recommended  due  to
significantly high sulphur oxide emission in the flue gas.

Keywords: atomization, boiler, emissions, energy, flame
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1. Introduction

1.1. Background

An ongoing increased fuel demand continues to speed up depletion of fossil fuel resources such
as crude oil and coal. The use of non-renewable fossil-derived fuels such as petroleum diesel
for power and energy production contributes toward a large global carbon footprint compared
to other cleaner renewable energy sources such as biogas, natural gas and biodiesel. Renewable
energy sources and various waste-to-energy initiatives are being explored globally; however,
most of these initiatives are inefficient and environmentally unfriendly. This continues to put a
lot of pressure on emerging countries to find cost-effective use of sustainable alternative fuels
in order to reduce dependency on fossil-derived fuels. It remains a challenge to develop
economical and sustainable solutions to derive fuels from waste streams or renewable sources
in order to supplement the traditional fossil-derived fuels. One of the methods is to produce
low-cost alternative fuels from waste tyres and rubber products through pyrolysis technology
and blend it with available commercial fuels.

There is an increasing interest in pyrolysis technology, especially for the treatment of waste
automotive tyres with the aim of producing alternative liquid fuel and solid char. This fuel is
traditionally used as heavy bunker fuel oil in environments where emissions control legisla-
tions are not very stringiest [1]. Previous research has shown that tyre-derived fuel (TDF) oil
has similar properties to petrochemical diesel fuel; hence, it has been tested in compression
ignition engines [2, 3].

TDF oil is produced through the thermal decomposition of rubber-based material in an
oxygen-depleted environment followed by a condensation of the vapors to yield a liquid fuel
[4–6]. In a continuous pyrolysis technology, shredded tyre chips are continuously fed into an
oxygen free reactor vessel, which is heated to temperatures of 570°C in a “continuous pyrolysis
reactor” as shown in Figure 1. The produced gases are contained and condensed into liquid
TDF oil (47 wt% of feed), and the remaining solid char (35 wt% of feed) is separated from steel
(10 wt% of feed) using a magnetic separator. A stream of uncondensed pyrolysis gas (5 wt%
of feed) is recycled into the process to heat up the pyrolysis reactor as shown in Figure 1. A
flue gas scrubber system is incorporated to remove toxic emissions from the flue gas stream
because the process uses TDF oil and excess pyrolysis gases to heat up the reactor vessel [7].
Waste tyre pyrolysis technology has been considered as an alternative method for disposal of
waste tyres while producing alternative fuel. Several studies have been carried out in the
production of TDF oil by various techniques. Rodriguez et al. [8] investigated pyrolysis of tyres
in a fixed-bed reactor at 500°C and reported that product oils consisted of 62 wt% aromatic
compounds, 31.6 wt% aliphatic compounds, 4 wt% nitrogen-containing compounds and
18,000 ppm sulphur-containing compounds. It has also been reported that the main difference
between the continuous and batch processes is in the yield of aromatics content, which is 43.5%
in the continuous process described in Figure 1 [9].
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Figure 1. Continuous waste tyre pyrolysis plant.

1.2. Tyre-derived fuel oil

TDF oil has similar characteristics to diesel fuel; hence, it has been demonstrated for use in
boilers, turbine and diesel engines; however, concerns with regard to its acidity, ignition
characteristics, clogging tendency and gaseous emissions have limited its commercial appli-
cation [10, 11]. Previous researchers have determined some properties of TDF oil such as
ultimate analyses, flash point, moisture content, density and viscosity. The results showed that
TDF oil had fuel properties similar to those of petroleum diesel fuel [12, 13]. Chromatographic
and spectroscopic studies on TDF oil also show that it can be used as liquid fuel, with a calorific
value of 43 MJ/kg [14].

TDF oil has generated significant interest as an alternative option to petroleum diesel. As a
result, a number of studies compared internal combustion and emission as well as engine
performance of various TDF–petroleum diesel blends [2, 9, 15–17]. External combustion
characteristics of TDF oil are not fully understood because most of the research in TDF oil
combustion has been demonstrative in nature. Therefore, the purpose of this research is to
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develop a better understanding of TDF oil combustion with regard to the operating conditions
used during combustion as well as its physical properties.

While TDF has high energy content, it requires some processing to ensure efficient use in
combustion equipment. However, the results reported by [18] indicate that because of its high
viscosity and low cetane number, TDF must be blended with petroleum diesel fuel or com-
plemented by a cetane improver, such as diethyl ether, for application in most common
combustion equipment. Consequently, many studies using TDF blended with petroleum diesel
fuel or methyl esters for application in internal combustion engines are found in the literature
[19, 20], but none of them were tested in external combustion fuel burners.

Certain properties of TDF oil such as cetane number, viscosity, and total sulphur contribute to
burner performance and emission characteristics. Previous research performed some investi-
gations on qualitative analysis of waste rubber-derived oil as an alternative diesel additive,
whereby it was found that TDF oil has high viscosity, total sulphur, total contamination, water
content, and flash point of 9 cSt, 9106 ppm, 143 mg/kg, 3.43 vol.% and 94°C, respectively [21].

A further study revealed that TDF oil could be refined through fractional distillation process
to obtain cleaner fuel with reduced total sulphur of 1800 ppm, kinematic viscosity of 1.6 cSt,
flash point of 26°C, total contamination of 29 mg/kg, water content of 0.03 vol.% and gross
calorific value of 43 MJ/kg [22]. In addition, the use of refined TDF in combustion equipment
results in reduction of unburned hydrocarbons, particulate matter and carbon monoxide [20].
In contrary, combustion of TDF oil results in an increased sulphur dioxide emissions, due to
the presence of high sulphur levels in the fuel [23, 24].

1.3. Combustion emissions

In an ideal combustion process of a hydrocarbon liquid fuel occurring in excess oxygen, all
fuel would be converted into heat, water, carbon dioxide and negligible equilibrium amounts
of carbon monoxide. However, given the complexity of physiochemical interactions during
the combustion process, there are other side reactions taking place, resulting in the formation
of pollutants or emissions.

The most significant combustion emissions are sulphur dioxide (SO2), nitrogen dioxide (NO2),
carbon monoxide (CO), unburned hydrocarbons (HC) and particulate matter (PM) [25]. These
are among emissions regulated by the National Air quality Act No. 39 of 2004, which is in line
with the European Air quality standards published under the European Union directive No
2015/2193 as summarized in Table 1. Some of these emissions are promoted by inefficient
operation of the combustion equipment due to the quality of fuel used, for example, when
large numbers of inert particles are passing through the combustion equipment pump and
atomizer nozzle, cavitation occurs causing erosive wear and increasing nozzle size. This leads
to larger fuel drop sizes and particles becoming trapped in the mating surfaces of the sealing
areas of the injector tips, keeping them apart. Leaking and dribbling subsequently occur at
injector nozzle resulting in reduced injection pressure and poor atomization. The effects of
these various problems are the main cause of inefficient combustion and subsequent increased
emissions levels. Pilusa et al. [26] reported that sufficient filtration of fuel ensures uniform fuel
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gations on qualitative analysis of waste rubber-derived oil as an alternative diesel additive,
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content, and flash point of 9 cSt, 9106 ppm, 143 mg/kg, 3.43 vol.% and 94°C, respectively [21].

A further study revealed that TDF oil could be refined through fractional distillation process
to obtain cleaner fuel with reduced total sulphur of 1800 ppm, kinematic viscosity of 1.6 cSt,
flash point of 26°C, total contamination of 29 mg/kg, water content of 0.03 vol.% and gross
calorific value of 43 MJ/kg [22]. In addition, the use of refined TDF in combustion equipment
results in reduction of unburned hydrocarbons, particulate matter and carbon monoxide [20].
In contrary, combustion of TDF oil results in an increased sulphur dioxide emissions, due to
the presence of high sulphur levels in the fuel [23, 24].
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fuel would be converted into heat, water, carbon dioxide and negligible equilibrium amounts
of carbon monoxide. However, given the complexity of physiochemical interactions during
the combustion process, there are other side reactions taking place, resulting in the formation
of pollutants or emissions.

The most significant combustion emissions are sulphur dioxide (SO2), nitrogen dioxide (NO2),
carbon monoxide (CO), unburned hydrocarbons (HC) and particulate matter (PM) [25]. These
are among emissions regulated by the National Air quality Act No. 39 of 2004, which is in line
with the European Air quality standards published under the European Union directive No
2015/2193 as summarized in Table 1. Some of these emissions are promoted by inefficient
operation of the combustion equipment due to the quality of fuel used, for example, when
large numbers of inert particles are passing through the combustion equipment pump and
atomizer nozzle, cavitation occurs causing erosive wear and increasing nozzle size. This leads
to larger fuel drop sizes and particles becoming trapped in the mating surfaces of the sealing
areas of the injector tips, keeping them apart. Leaking and dribbling subsequently occur at
injector nozzle resulting in reduced injection pressure and poor atomization. The effects of
these various problems are the main cause of inefficient combustion and subsequent increased
emissions levels. Pilusa et al. [26] reported that sufficient filtration of fuel ensures uniform fuel
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flow through the precision components of the combustion equipment, resulting in efficient
combustion and reduced emissions.

Pollutant Pollutant limit Exposure period Test method

SO2 300 μg/m3 (134 ppb) 1 h ISO 6767

NO2 200 μg/m3 (106 ppb) 1 h ISO 7996

CO 30 mg/m3 (26 ppm)

10 mg/m3 (8.7 ppm)

1 h

8 h

ISO 4224

PM10 120 μg/m3 (134 ppb) 24 h EN 12341

Table 1. Selected regulated pollutants limits as per national ambient air quality standards [27].

1.4. TDF combustion

Previous research investigated the use of oils for the operation of medium industrial boilers,
whereby several atomization techniques have been employed, including pressure atomization,
air atomization, steam atomization and fuel preheating in order to reduce viscosity [28]. A
higher air-to-fuel (AFR) equivalent was recorded for efficient combustion of high-viscosity fuel
oils. Particulate matter has arisen as one of the most challenging aspects of TDF oil combustion
given its consistently high readings, particulates have been observed to collect on burner
surfaces [29]. The aim of this research was to assess the combustion characteristic of TDF oil
as an alternative low-cost industrial burner fuel.

2. Material and experimental procedures

2.1. Material

A sample of TDF oil produced from a continuous waste tyre pyrolysis process was obtained
from a local waste tyre treatment technology. As reported in literature, TDF oil produced
from a continuous pyrolysis process at temperature above 500°C has superior characteristics
in terms of aromatic content as compared to the one produced from a lower temperature
batch process [8, 9]. Petroleum diesel (500 ppm) was purchased from a nearby fuel filling
station, and it was used as a reference test fuel and also to prepare TDF oil–diesel mixtures.
An illustration of the combustion experimental setup is shown in Figure 2. In order to pro-
duce a chemically modified TDF (TDF*), TDF oil was distilled using an experimental setup
illustrated in Figure 3 and all chemical reagents used were purchased from Sigma Aldrich
South Africa. Vinyl acetate, n-heptane, n-hexane, methacrylic anhydride, n-butanone and
amyl alcohol and nitric acid were used as reagents to chemically modify some properties of
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TDF*. Tables 2 and 3 present the technical specifications of the burner and emissions ana-
lyzers used for these research.

Figure 2. Experimental setup for external fuel combustion.

Figure 3. Experimental setup for TDF* production from TDF oil [22].
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Fuel flow (kg/h) 1.5–3.4

Flame power (kW) 18–40

Nozzle (US gal/h) 0.5–0.85

Preheated nozzle line Yes

Pump and fan motor Single phase, 230 V, 50 Hz, 2800 min−1, 4 μF/400 V capacitor

Electronic igniter EBI

Blower turbine Ø133 × 42

Air flap control Manual

Control panel Yes

Blast tube Ø63/80 × 177

Fuel pump 11 bar discharge precision gear pump with solenoid valve AS47D

Table 2. Technical specification NC4 fuel burner [30].

Parameter Sensors Range Resolution

Carbon monoxide Electrochemical cell 0–10000 ppm 1 ppm

Nitrogen dioxide Electrochemical cell 0–500 ppm 0.1 ppm

Sulphur dioxide Electrochemical cell 0–5000 ppm 1 ppm

Table 3. Testo 350 gas analyzer technical specifications [31].

2.2. Experimental procedures

2.2.1. Fuel preparation

An experimental setup consisting of a fuel tank, in-line filtration system, and a forced draught
external combustion system with emissions analyzer was developed as shown in Figure 2.
Mixtures of TDF oil and petroleum diesel (DF) were prepared at TDF oil volumetric concen-
tration in each sample of; 10, 20, 30, 40, 50 and 70%. To ensure that the problem of total
contamination and water content is eliminated, all fuel bends were processed through a multi-
stage filtration illustrated in Figure 2 and random confirmation tests were performed to verify
that the water content and total contamination were within acceptable limits. The most
economical fuel blend was determined by the highest possible TDF oil volumetric concentra-
tion yielding the acceptable viscosity and flash point of the fuel mixture. Various TDF oil–
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petroleum diesel blends were assessed by measuring their viscosities and flash points as per
ASTM D445/D93 test methods, and the most economical mixture was selected and undergone
full analysis as per test results presented in Table 4.

Parameter Unit Test method TDF oil DF TDF40 TDF* SANS342

Kinematic viscosity (cSt at 40°C) ASTM D445 9.23 2.25 4.9 3.41 2.2–5.3

Density (kg/m3 at 20°C) ASTM D4052 942 828 846 848 800–950

Flash point (°C) ASTM D93 96 67 63 42 >50

Cetane index ASTM D4737 22.3 53.9 41.7 51.8

Calorific value (MJ/kg) ASTM D3338 39.9 45.9 42.7 43.8

Total sulphur (mg/kg) ASTM 4294 11,450 443 4,516 1,100 <500

Aromatics (wt%) Calculated 43.5 26.1 36.3 27.2

Lubricity (μm WS1.4) CEC-F06-A-96 939 489 678 471 >460

Oxidation stability (g/m3) ASTM D2274 15 20 13 17 23

Total contamination (mg/kg) IP440 589 12 8 14 20

Water content (mg/kg) ASTM 6304 33,540 160 56 98 85

Table 4. Physical properties of TDF oil, DF, TDF40 and TDF*.

A sample of TDF* was produced by flash distillation of TDF oil using the experimental setup
shown in Figure 3. Other samples of TDF oil, DF and TDF* were also prepared for testing.
Each sample was characterised in accordance with SANS 342 as per results presented in
Table 4.

A bench-scale distillation setup consisting of 1 L round bottom flask, heating mantle, glass
water-cooled condenser and a collecting flask as shown in Figure 3 was used for flash distil-
lation of TDF oil. The glass condenser was fitted with steel wool in order for the water vapour
from the oil to promote oxidation of steel wool into ferric oxide, which will act as a catalyst for
oxidation of sulphur compounds in gaseous phase. The temperature of the feed crude oil was
monitored and initially maintained at 100°C to allow for evaporation and recovery of water,
low boiling point mercaptans, sulphides and disulphides in the crude oil. The condenser bulb
was filled with 13× molecular sieves supported over oxidized steel wool. This will ensure
oxidation of high boiling point sulphur compound and adsorption over the active layer of
micro-porous sieves in a gas phase prior to condensation. The function of 13× molecular sieve
pellets is to enhance adsorption of low boiling points sulphur compounds as well as water
removal from the fuel.
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The distillation temperature of the crude oil was raised to 350°C for extraction of light and
heavy fuel fractions from the crude oil, while oxidizing and capturing the sulphur compounds
over the active layer of molecular sieves in the condenser bulb as shown in Figure 3. The system
was properly sealed at each connection point to ensure that all vapours pass through the ferric
oxide and molecular sieves before they are condensed into light fraction fuel. The condensed
fuel was desulphurized by adding 25 wt% Ca(OH)2 and 10 wt% H2SO4 as per treatment method
reported [24]. This was followed by filtration through a series of activated carbon and micro-
molecular filtration system presented in Figure 3 for the removal of suspended and dissolved
contaminants. The distillate was further chemically modified to adjust its viscosity and cetane
index by adding recommended amounts of vinyl acetate and methacrylic anhydride as per
IARC guideline for liquid fuel additives [32]. Chemical modifiers including 1400 ppm of vinyl
acetate as viscosity modifier and 0.4 wt% methacrylic anhydride as fuel stabilizer were dosed
into the distillate. A mixture of 30 vol.% n-heptane, 50 vol.% n-hexane and 20 vol.% methyl
tert-butyl ether was added to the distillate at 5 vol.% to homogenize the fuel with the reagents
to form modified tyre-derived fuel (TDF*).

2.2.2. Combustion tests

An NC4 Cuenod forced draught fuel burner was connected to a fuel tank through fuel piping
consisting of 100 μm stainless steel mesh primary filter followed by a two-stage micro-
molecular filter with packed cotton fibers and 13× molecular sieves, 5 μm paper-based
secondary filter media and a 1 μm cellulose-based polishing filter. All joints and connection
points were lined with thread tape to prevent leakages. The fuel tank was placed at elevated
position, 1.5 m above the burner pump suction point in order to create enough net positive
suction head for the pump. The burner head was mounted on a stationary frame facing an
open area with sufficient ventilation.

The emission gas analyzer was also mounted on a stationary frame next to the burner head,
such that its probe is in line with the burner head. The burner was switched on allowing the
nozzle line to be preheated to optimum operating temperature. The test fuel was added into
the tank and allowed to accumulate into the filters before firing the burner. The burner was
fired, and the flame intensity was adjusted using manual air flap to select the optimum
combustion air setting (CAS), while monitoring flue gas temperature using an infrared
thermometer.

The burner  was run for  60 min for  each test  fuel,  and performance parameters  such
thermal power output, fuel consumption, flame stability, flue gas temperature and emissions
were recorded.  Flue gas emission was measured using Testo 350 emissions analyzer
equipped with built-in  electrochemical  cells  with an auto dilution system capable of
measuring gaseous emissions of  SO2,  CO and NO2.  The analyzer  probe was positioned
at  the burner head to automatically sample the gases and measure the emissions.  The
tests  results  were stored into the analyzer  memory and exported into Microsoft  excel
spreadsheet  for  analysis.
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3. Results and discussions

3.1. Fuel characterisation

Based on the test results presented in Table 4, it was evident that pure TDF oil has some
properties that do not comply with the minimum SANS 342 requirements to be use as
combustion fuel in precision combustion equipment. Amongst these properties, TDF oil has
significantly high concentrations of total sulphur and high viscosity compared to petroleum
diesel. Its high total contamination and water content are the main reasons for its low calorific
value and possibly high flash point. Although water and total contamination can be easily
separated from the fuel by physical separation processes such as evaporation and filtration,
some properties require distillation and chemical modification to be adjusted.

It has been reported that fractional distillation of TDF oil at temperatures of 350°C reduces
total sulphur and that further chemical desulphurization and filtration produces a cleaner fuel
[2, 22, 24]. However, the fuel’s viscosity and flash point drops below the acceptable limits
prescribed in SANS 342 standards due to some TDF oil constituent components being stripped
away during distillation and chemical desulphurization process. It is believed that some of
these constituent components solidify and removed from the fuel during filtration.

Addition of recommended amounts of 1400 ppm vinyl acetate (viscosity modifier) and 0.4 wt
% methacrylic anhydride (fuel stabilizer) as per IARC guideline for liquid fuel additives has
shown a significant improvement of the fuel’s viscosity and flash point [32]. However, the flash
point was found to be lower than the specified minimum limit for safe handling. Lower flash
point is often associated with elevated fuel consumption and potential risks of auto-ignition
during handling and storage; hence, it is expected for TDF* to be consumed faster than diesel
fuel during combustion with higher flame temperature as a result of auto-ignition. A mixture
of 30 vol.% n-heptane, 50 vol.% n-hexane and 20 vol.% methyl tert-butyl ether, which was
added to the TDF* at 5 vol.% to homogenize the fuel, is believed to have contributed to the
fuel’s improvement in calorific value as well as the cetane index as reported in Table 4.

Ignition properties of TDF oil are typically poor as represented by a low cetane index of 22.3.
This is associated with the presence of high concentrations of non-flammable components such
as water and total contaminants of 3.54 vol.% and 586 mg/kg, respectively. Nonetheless, the
cetane number improved to 44.8 as the TDF oil was converted to TDF* by gas phase oxidative
fractional distillation process described in Figure 3. This number was further improved by the
addition of chemical modifier. Alkyl nitrate is commonly used as ignition improvers due to
their affinity for hydrocarbon chain clouding in oils and hydrocarbon liquid fuels [33]. It was
observed that the addition of 800 mg/L of alkyl nitrate into TDF could effectively increase the
cetane index of the fuel by 12–16%.

Previous research has shown that TDF oil is distillable at temperature range of 193–359°C, up
to 10, 50 and 90 vol.% of this fuel can be recovered at distillation temperatures of 218, 289 and
335°C, respectively [22]. At this temperature range, sulphur is more easily removed because
lower boiling oil fractions primarily contain sulphurous compounds that are in the form of
mercaptans, sulphides, disulphides or lower member ring compounds, which are relatively
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easier to desulphurize [34]. Typical sulphur compounds such as mercaptans, sulphides and
disulphides boils below 193°C and can be easily evaporated for effective gas phase desulphu-
rization over an active surface layer of adsorbent such as molecular sieves or activated carbon
[35].

There were few TDF oil parameters not complying with SANS 342 specifications for use in
precision combustion equipment. These included viscosity, total sulphur, total contamination
and water content. Adequate filtration can easily eliminate the concerns associated with total
contamination and water content. Parameters such as viscosity and total sulphur may be
adjusted by blending TDF oil with other cleaner petroleum fuels. A blend containing 40 vol.
% TDF (TDF40) was found to be the optimum test mixture with an acceptable kinematic
viscosity of 4.9 cSt and flash point of 63°C. This sample was taken for full analysis and was
tested against TDF* and pure petroleum diesel to evaluate its combustion characteristics.

TDF oil was obtained with relatively high viscosity of 9.23 cSt; however, the viscosity dropped
to 1.88 cSt after distillation. Although viscosity of liquid fuels decreases temporarily as its
temperature is increased, the specifications for precision combustion equipment require the
kinematic viscosity of the fuel measured at 40°C to range between 2.2 and 5.3 cSt for normal
fuel flow and operation of the equipment with less emissions. The test results presented in
Table 4 show that the kinematic viscosity of TDF could be improved by the addition of 1400
ppm vinyl acetate. Additives such as vinyl acetate can reduce the thinning effect of the fuel
caused by operation at high temperatures [36]. This viscosity improver has long chains and
high molecular weights. Its function is to increase the relative viscosity of the fuel more at high
temperatures than at low temperatures. It coils at low temperatures and uncoils as the
temperature increases. Uncoiling makes the molecules larger, which increases internal
resistance within the thinning oil [37].

The test data presented in Table 4 show a 90.3% overall reduction in total sulphur from
conversion of TDF oil into TDF*. This was achieved by multiple processing methods as
described in Figure 3. Previous research has revealed that sulphur reduction in TDF oil can be
achieved by chemical treatment followed by blending it with low sulphur commercial diesel
fuel [38, 39]. Pilusa et al. [22] has presented that most mercaptans boils at below 100°C,
explaining why they could be removed from the TDF oil via gas-phase desulphurization
distillation over an adsorbent with a pore size large enough to capture all molecular size ranges.

Desulfurization remains a key driver with increasing trends to shift towards cleaner fuels. As
the sulphur level in diesel fuel is reduced, the inherent lubricity characteristics of the fuel are
also reduced. Sulphur level of the petroleum diesel fuel is reduced by the application of hydro-
treating processes which remove sulphur- and nitrogen-containing compounds, and these
compounds have good natural lubricity [35]. The process of producing low-sulphur diesel fuel
also leads to a reduction in aromatic compounds, and these compounds are known to have
better lubricity than aliphatic compounds [40]. Combustion fuels with poor lubricity charac-
teristics can lead to atomizer pump wear and eventually failure, so the lubrication properties
of the fuel have become an important parameter. Lubricity improvers such as 0.03 wt%
phosphate ester amide restore the natural lubricity properties of the fuel [41]. There was no
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need to add any lubricity modifier as the test value for TDF* was found to be within the
acceptable limits after the fuel was treated with other chemicals.

3.2. Combustion tests

Uniform fuel droplets are consistently generated by the atomizer at the combustion zone
allowing mixing with incoming forced air. An electric-generated spark initially ignites the
mixture, while the stable flame at the burner core continues to ignite the incoming fuel air
mixture as demonstrated in Figure 4.

Figure 4. Cross section of the fuel burner.

Figure 5. Images of stable and unstable burner flames produced by various fuels tested.
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It was discovered that fuels with different physical properties attained stable flames under
different AFR, which was controlled by CAS in this instance. DF flame stabilized quite quickly
at CAS of 8, whereas TDF* and TDF40 stabilized at CAS of 10 and 14, respectively, as shown
in Figure 5. This implies that stoichiometric air requirement for TDF* and TDF40 is much
higher than that of diesel fuel. This could be as a result of high viscosities and flash points of
both TDF* and TDF40. As reported in literature, high viscosity results in restricted fuel flow
and poor atomization whereas low flash point is associated with auto ignition and higher fuel
consumption [9]. Figure 5(a, c and e) show the different stable flame intensities for DF, TDF*
and TDF40 with a decrease from white to dark orange core flame colors, respectively. This is
also justified by the decrease in flue gas temperatures measured for each fuel.

All fuel tested were able to produce peak flame power output similar to the ones specified by
the burner manufacture as stipulated in Table 2. The test results presented in Figure 6 show
that burner operated more efficiently with diesel fuel as it was able to reach the highest flame
power output at CAS of 6 with actual fuel consumption of 2.84 kg/h. TDF* and TDF40 has lower
fuel consumption and consequently unstable flames and low flame power as a result of high
viscosity, low flash point and low calorific value.

Figure 6. Performance test data of NC4 fuel burner using DF, TDF* and TDF40.

The burner reached a stable flame at CAS 8 when operated with diesel fuel whereas TDF* and
TDF40 reached their stable flames at CAS of 10 and 14, respectively. The burner specific fuel
consumption (SFC), which is defined as a ratio of the actual fuel consumed and power
delivered, was found to be 78.43, 82.19 and 84.37 g/kWh when operated with DF, TDF* and
TDF40, respectively. This implies that more efficient heat was produced by diesel fuel due to
its high colorific value and good flow characteristics.
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3.3. Flue gas emissions

Combustion tests were carried out for 60 min for each test fuel. Average emission data were
recorded every 10 min as the combustion air setting (CAS) was adjusted to the next value. The
data reported in Figure 7 display the average test data taken at the optimum CAS value for
each fuel. CAS is a measure of air-fuel ratio (AFR); selection of higher CAS value on the burner
allows more air to be introduced into the combustion zone for enhanced combustion. The
optimum CAS was attained when a more stable flame with highest flue gas temperature was
recorded. These values were obtained as 8, 10 and 14 for DF, TDF* and TDF40, respectively.

Figure 7. Selected flue gas emissions from a burner operated with various fuels.

The results show that TDF40 produces high emission levels compared to TDF* and DF. High
sulphur emissions are attributed by the concentrations of sulphur in the fuel; TDF40 contains
4516 ppm total sulphur, while TDF* contains 1100 ppm total sulphur which is significantly
higher than the sulphur levels in DF (443 ppm). The maximum flue gas temperatures for each
fuel at optimum CAS were recorded as 546, 489 and 420°C for DF, TDF*, and TDF40,
respectively. Hence, the flame core color changed from white to dark orange as seen in Figure
5 (a, c and e).

In practice, there are a number of reasons why this temperature will be lower than the adiabatic
flame temperature, which has been reported to be 2102°C [42]. One of the reasons is that
combustion products dissociate back into reactants or other higher reactive species accompa-
nied by absorption of energy, hence reducing the actual flame temperature. Any excess air will
increase the mass of flue gas relative to the mass of fuel, with a corresponding reduction in
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temperature; hence, the flue gas temperature of highest CAS value (TDF40) was reported to be
the lowest. With sub-stoichiometric air supply, the flame temperature will also fall, as though
the mass of flue gas is reduced. The effective calorific value of the fuel is also reduced by an
amount equivalent to the calorific value of the CO, which is present in the flue gas.

CO emissions was found to be reasonably low and within the ambient air quality standards
presented in Table 1, except for TDF40 blend which was higher. However, the formed CO
molecules are oxidized if there is enough oxygen in the combustion environment. This may
be as a result of high-volume fuel being introduced to the atomizer at high viscosity resulting
in poor fuel atomization [43]. Larger fuel droplets are introduced into the combustion zone.
These droplets are not fully oxidized due to their larger surface area and the flue gas product
and also tend to contain high HC, CO and high flame temperatures promoting NO2 formation.
Under these conditions, more fuel is used due to inefficient fuel oxidation as it was observed
with rapid soot formation on the burner nozzle when the TDF40 was tested.

4. Conclusions

TDF oil from continuous tyre pyrolysis plant has been refined by gas-phase oxidative fractional
distillation including desulphurization, adsorption, filtration and chemical modification of
certain physical properties in accordance with SANS 342 for use in precision combustion
equipment. TDF* was produced as a test fuel to be compared with standard diesel fuel in a
Cuenod NC4 fuel burner. It was concluded that TDF oil could be refined into TDF* exhibiting
similar properties to standard diesel fuel. Vinyl acetate, alkyl nitrate and some combination of
organic polar solvents can effectively adjust the fuel’s viscosity, cetane index and calorific value.
It was also concluded that TDF oil is not recommended for use in precision combustion
equipment in its raw form. Pretreatment processes, such as multistage filtration, are essential
for the removal of total contamination and residual moisture. Modification of the fuel’s
properties such as viscosity, flash point and total sulphur is essential. Purification of TDF oil
through a process of oxidative desulphurization fractional distillation with chemical desul-
phurization and filtration has shown a great potential of using the fuel derivative (TDF*)
directly in precision combustion equipment. TDF can also be blended with petroleum diesel
fuel at TDF oil volumetric concentration of <40% (TDF40), and the fuel mixture must undergo
multistage filtration. TDF oil and its derivatives produce SO2, NO2 and CO emission levels
higher than acceptable limits as prescribed by the European Air quality standard
(EU2015/2193). It was concluded that TDF oil is a potential industrial burner fuel if diluted
with petroleum diesel fuel at TDF volumetric concentration of <40% or any ratio that could
adjust the viscosity level below 5.3 cSt. Multistage filtration system is highly recommended to
reduce total contamination and water levels in the fuel mixture. Exhaust gas scrubbing is also
recommended due to significantly high sulphur oxide emission in the flue gas.
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Abstract

The combustion of  fuel  derived from municipal  solid waste  is  a  promising cheap
retrofitting technique for coal power plants, having the added benefit of reducing the
volume of waste disposal in landfills. co-combustion of waste-derived fuel (WDF) and
coal, rather than switching to WDF combustion alone in dedicated power plants, allows
power plant operators to be flexible toward variations in the WDF supply. Substituting
part of the coal feed by processed high calorific value waste could reduce the NOx, SO2,
and CO2 emissions of coal power plants. However, the alkaline content of WDF and its
potentially harmful interactions with the coal ash, as well as adverse effects from the
presence of chlorine in the waste, are important drawbacks to waste-derived fuel use in
large-scale power plants. This chapter reviews these points and gives a centralized
review of co-combustion experiments reported in the literature. Finally, this chapter
underlines  the  importance  of  lab-scale  experiments  previous  to  any  large-scale
application and introduces the idea of combining waste and additives dedicated to the
capture of targeted pollutants.

Keywords: waste, coal, power plant, emissions, RDF

1. Introduction

Worldwide, around 1.3 billion tons of MSW (municipal solid waste) are generated every year,
an amount that is expected to grow to 2.2 billion tons of MSW per year by 2025 [1]. A large
fraction of MSW is disposed in landfills, which may lead to groundwater contamination by
leachates and atmospheric emission of biogas, a mixture of CH4 and CO2 generated by
biological processes related to MSW decay. In order to avoid these environmental disturbances,
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governments lean toward banning landfill sites and encouraging development of alternative
waste treatments.

Many of the components of MSW currently sent to landfill, such as paper, cardboard, textiles,
wood, and plastics, are not hazardous and have high caloric content. For example, the
composition of the MSW landfilled in 2013 in the United States is given in Figure 1. Instead of
being disposed in a landfill, these components could be recovered and treated to produce
waste-derived fuels (WDFs) for use as an energy source.

Based on financial, environmental, social, and management considerations, the waste man-
agement sector defined a “waste management hierarchy,” classifying the different waste
management options, presented in Figure 2. This concept, which appeared in the early 1970s,
was formalized in the 2008 European Commission Waste Framework Directive [3]. From a
sustainability point of view, waste reduction, reuse, recycling, and recovering are preferred—
all these options decreasing the quantity of waste to be disposed of [1]. Unfortunately, not all
waste streams can be diverted to such end and final wastes are always produced. Furthermore,
even though some materials can have an increased lifetime, they generally end up degraded
and in a state where their reutilization is impossible. Finally, some wastes, especially if they
are made of mixed materials, are so that their recycling is really costly or is associated with a
quite high energy demand or pollutant production and therefore is unrealistic [4]. For these
wastes, energy recovery through co-combustion is an option of great interest.

Currently, coal combustion accounts for around 40% of the world's electricity generation [5]
despite the fact that coal combustion is a major source of NOx and SO2 emissions. These
emissions are precursors for acid rain, and therefore sensible environmental policy suggests
that they be curtailed. Cheap retrofitting techniques are needed to permit existing infrastruc-
ture to continue to operate without contributing to the incidence of acid rain.

Figure 1. Total MSW discards (by material) in the United States in 2013 [2].
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Since municipal solid waste generally has negligible sulfur content and lower nitrogen content
than coal, substituting part of the coal with waste-derived fuel might be beneficial to the
environmental performance of coal power plants. Furthermore, since the coal power plants
electric efficiency is usually 10–20% superior to that of incinerators [6], burning MSW in coal
power plants can lead to higher waste utilization efficiency than in dedicated incineration
plants. Also, MSW contains a renewable fraction and can therefore helps reducing the amount
of fossil CO2 generated by coal power plants. This is somewhat mitigated by the higher chlorine
and alkaline content of WDF compared with coal, which may contribute to corrosion and ash
deposition issues. Consequently, the co-combustion of coal and WDF has to be studied before
a large-scale utilization of WDF in power plants. This chapter will discuss the production of
WDF as well as the effect of its cofiring in coal power plants in terms of CO2, NOx, and SO2

emissions. The ashes behavior and the fate of chlorine in the combustors will also be covered.
This chapter therefore summarizes the benefits and limitations related to WDF co-combustion
in existing coal power plants.

2. Fuels derived from waste, a large ensemble

Due to their inhomogeneity, their high moisture content and fraction of incombustibles,
municipal solid wastes cannot be fired in large-scale coal power plants unless they are
transformed in a more homogeneous and calorific feedstock, broadly called waste derived
fuels (WDFs). Unfortunately, the fuels that can be derived from MSW are almost as diversified
as the MSW themselves.

Depending on the characteristics and the type of wastes used for the production of the WDF,
it is common to differentiate solid recovered fuel (SRF) from refuse-derived fuel (RDF).
Generally, SRF is more homogeneous, less contaminated, and have a higher calorific content
than RDF that is more generic. In Europe, to overcome the ambiguous situation regarding fuel
quality, the European Commission has given mandate to CEN/Technical Committee (TC) 343
to prepare a document classifying solid recovered fuels [7]. Different SRF qualities based on
three criteria that are the net calorific value (serving as the economic indicator), the chlorine
content (as the technological indicator), and the mercury content (as the environmental key

Figure 2. Waste management hierarchy.
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parameter) have been defined [8]. Readers are advised to refer to the CEN/TC 343 published
standards for more information.

On top of RDF and SRF, there has been mention of process engineered fuel (PEF), engineered
fuel (EF), refuse plastic fuel (RPF), generally made of more than 60% of plastic waste [9], and
packaging-derived fuel (PDF). These fuels are usually of higher quality than RDF and SRF as
they are made of source-separated processed dry combustible fraction, which cannot be used
for recycling [10, 11]. Also, they are of predictable and consistent quality, which is critical to
ensure their market security. Finally, they are not considered as waste but as a marketable
product that has to meet strict end-user requirements [12].

Numerous processes have been implemented to produce WDF from MSW. These processes
generally consist of sorting and mechanical separation of the waste, size reduction (shredding,
chipping, and milling), separation and screening, blending as well as drying and densification
[13–15]. All these steps are used to increase the homogeneity and the heating value of the final
WDF, improving their in-situ handling and feeding. An example of WDF production chain is
given in Figure 3.

Figure 3. Production of WDF, inspired from [16].

WDF production generally involves a source-separation step where the organic fraction (food
residues, yard trimmings, etc.) is removed. One of the best-established and less expensive
processes is the mechanical biological treatment (MBT). In an MBT plant, the metals and inert
materials are removed, the organic fraction is screened out, and the high-calorific fraction is
separated. The organic fraction is further stabilized using composting processes, either with
or without a digestion phase, producing compost and biogas. The high-calorific fraction, on
the other hand, is further processed into waste-derived fuel, as described above [11]. Extensive
mechanical treatment (MT) processes can also be used to produce WDF [7].
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Even though the majority of the technologies involves the removal of the organic fraction some,
such as the dry stabilization process, produce WDF containing the organic fraction. In this
process, the residual waste, after separating out metals and inert materials, is dried through a
composting process leaving the residual mass with a higher calorific value [11]. The high-
calorific output of this process, developed in Germany, has the trade name of “Trockenstabilat”.
WDF containing the stabilized organic fraction are however not the norm, and will therefore
not be studied in the rest of the chapter.
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=
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with W the mass flow (kg/h) of the WDF and of the coal (c), and LHV the lower heating value
(kJ/kg). The mass fractions, on the other hand, are evaluated as follows:
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It should be mentioned that a large number of research projects currently focus on oxycom-
bustion of coal and waste, which facilitates CO2 sequestration from the flue gas [21–23].
However, the costs related to such technology still remain a major obstacle to any commercial
application [24]. The rest of this chapter will therefore only focus on the benefits and limitations
related to WDF co-combustion in existing coal power plants.

3. Effect of WDF co-combustion on CO2 emissions

Because WDF contain products derived from biogenic sources (e.g., paper), “fossil CO2”
emissions are reduced when WDF is cocombusted with coal [25]. Indeed, biogenic sources
capture the same amount of CO2 during their lifecycle than what is emitted during their
combustion [26]. Furthermore, methane being a greenhouse gas 25 times more damageable
than CO2 in terms of global warming [27], the beneficial effect of waste co-combustion in
terms of greenhouse gas emission is even greater if are taken into account the avoided meth-
ane emissions associated with their disposal in landfills. Therefore, in the European Union,
for example, diversion of MSW from landfilling to composting, recycling, and energy recov-
ery could produce a reduction from 40 to over 100 Mt CO2-equivalent per year [28].

In order to evaluate the fossil CO2 emissions that could be avoided through WDF cocombus-
tion, one needs to know the carbon and water content, the calorific value, and the biogenic
fraction of the fuel [9]. Characteristics of varied WDF found in the literature are given in Table 1.

What can be seen from Table 1 is that WDF with a wide range of carbon content (from 34 to
69%) and of heating value (from 13 to 27 MJ/kg) can be produced. As for the biogenic content,
it is rarely known, especially for RDF. Furthermore, fossil CO2 emissions avoided will depend
on the coal characteristics, which also vary widely.

Anyhow, for example in [10], the authors evaluated that the emission of fossil CO2 associated
with lignite combustion is around 955 g/kg, whereas that of an SRF with a biogenic content of
67% is (1–0.67) × 1067 = 352 g/kg. Lignite and SRF having comparable calorific content, for a
15 wt% cofiring ratio, emission of 90.5 g of fossil CO2 are avoided per kilogram of feedstock
burned. Taking, for example, REW's BoA 2 and 3 boilers, which are fed with lignite at a rate
of 820 t/h [29], fossil CO2 savings of around 74.2 t/h could be obtained through WDF co-
combustion, which sum up to 1781 t of fossil-CO2 avoided per day in one boiler.

Since WDF co-utilization in existing thermal plants usually requires low additional invest-
ments and, as was described in this section, since WDF are partially renewable, co-combustion
of WDF could allow the production of partly renewable electricity at low cost. Furthermore,
in comparison with pure WDF combustion systems, the potential variability of the cofiring
ratio allows energy producers to be adaptable toward fluctuations in WDF availability.
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Even though CO2 emissions are in the heart of nowadays concerns, other pollutants such as
NOx and SO2 still remain critical in coal power plants. The effect of WDF co-combustion on
their emissions is discussed in the following two sections.

Fuel
name 

Ref Dp  Proximate analysis,
wt% 

Ultimate analysis, wt%  Trace elements,
wt% 

HHV LHV Fib.
% 

    mm  WC VM FC  Ash C  H  N  O  S  Cl  Ca  Na  MJ/kg   
EF  [12] 1–8  6.8  67.5 10.1 15.6 39.0 5.8 0.7  37.7 0.1  –  –  –  15.9  –  30 

EF  [29] 0.1–
0.4 

1.0  82.5 14.1 2.4  55.6 7.7 0.22 32.9 0.20 0.047 1.72 <1  23.7  –  80 

EF  [29] 0.1–
0.4 

1.4  84.2 12.0 2.4  58.9 8.5 0.22 28.3 0.17 0.062 1.65 <1  26.6  –  70 

EF  [29] 0.1–
0.4 

2.8  85.3 10.9 1.0  52.0 7.0 0.23 36.7 0.25 0.039 1.60 <1  22.0  –  90 

SRF  [6]  0.164 5.20 72.1 7.1  5.7  58.0 6.6 1.00 27.4 0.42 0.28  0.67 0.11  –  20.9  – 

SRF  [7]  18  3.0  79.6 6.3  11.1 40.5 5.3 0.03 –  0.07 0.02  –  0.025 22.7  21.4  78 

SRF  [28] –  18.3 –  –  7.5  54.9 7.6 0.79 29.1 0.15 0.46  1.78 0.196 –  18.8  – 

SRF  [28] –  18.1 –  –  7.5  55.1 7.6 0.48 29.1 0.15 0.44  1.91 0.186 –  18.8  – 

SRF  [30] 0.5–
1.3 

28.1 56.0 6.4  9.7  60.1 8.4 0.98 30.3 0.21 –  –  –  –  14.8  75 

RDF  [7]  18  30.4 46.1 8.3  16.2 28.1 3.4 0.98 –  0.32 0.25  –  0.536 14.8  13.2  – 

RDF  [13] 15  5.4  71.6 10.8 12.2 40.4 5.7 0.92 36.1 0  0.85  0  –  –  –  – 

RDF  [24] 0.12  2.6  80.2 2.8  14.4 44  6.8 1.0  31.1 0.06 –  –  –  26.9  25.1  – 

RDF  [31] –  3.7  67.6 9.8  18.9 61.2 8.2 1.3  26.6 0.2  2.5  −  −  22.3  20.8  – 

RDF  [31] 9.5  1.7  73.6 7.0  17.7 69.1 7.4 1.9  19.6 0.3  1.7  –  –  24.6  23.3  – 

RDF  [31] –  19.7 49.1 10.8 20.4 57.4 3.8 –  36.8 0.2  1.8  –  –  13.9  12.6  – 

RDF  [32] –  3.0  70.8 13.0 13.0 49.7 7.0 0.82 25.2 0.15 1.15  –  –  –  21.1  – 

RDF  [33] 3–6  1.8  75.1 9.6  13.5 49.4 6.9 0.8  28.4 0.3  0.5  –  –  –  21.1  – 

RDF  [34] –  4.5  81.2 8.0  6.4  46.0 6.4 0.25 34.6 1.08 0.85  –  –  –  23.9  – 

RDF  [35] 21.5  0  67.6 9.7  22.7 59.0 9.6 0.61 30.9 0.01 –  –  –  –  12.3  – 

RDF  [36] 15–
50 

1.6  62.3 5.1  31.0 39.2 5.1 0.11 24.0 0.08 0.79  –  –  –  17.5  – 

RDF  [37] –  7.83 70.6 12.8 8.7  41.7 5.6 0.80 35.3 0.09 0.14  1.35 –  –  16.4  – 

RDF  [38] 15  0  73.5 9.4  17.2 57.2 9.1 0.21 14.4 0.26 –  –  –  –  24.1  – 

RDF  [39] –  18.8 55.3 13.5 12.4 34.0 4.2 0.54 29.7 0.22 0.123 –  –  13.0  –  – 

RDF  [40] 0.1  1.48 70.7 11.2 16.6 43.5 5.8 0.9  32.6 0.6  –  –  –  –  –  – 

HT
MSW 

[41] 1.5  0  75.2 23.8 1.09 56.9 7.3 0.97 32.6 0.08 1.09  0.1  0.67  19.1  –  – 

EF, engineered fuel; SRF, solid recovered fuel; RDF, refuse derived fuel; HT MSW, hydrothermally treated municipal
solid waste.

Table 1. Examples of WDF characteristics.
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4. Effect of WDF co-combustion on NOx emissions

During combustion processes, nitrogen oxides, collectively termed NOx, are formed either
from fixation of N2 in the combustion air or from oxidation of nitrogen chemically bound in
the fuel [30]. A schematic representation of the different NO formation paths is given in
Figure 4. Thermal-NO refers to NO formed by oxidation of atmospheric nitrogen at high
temperature, whereas prompt-NO is formed by reactions of atmospheric nitrogen with
hydrocarbon radicals in fuel-rich regions of flames. Finally, fuel-NO refers to NO formed by
oxidation of the nitrogen bound in the fuel. Due to the relatively high nitrogen content of coal,
the latter is the largest source of NOx in coal-fired systems [31]. On the other hand, NO can be
reduced to N2 by heterogeneous reaction with carbonaceous surfaces, and therefore can be
reduced by reaction with char and soot particles [32]. The amount of NOx emitted is therefore
closely dependent on the combustion environment but also on the fuel composition.

Figure 4. Schematic representation of NO formation in coal combustion system.

Largely, all combustion processes lead to the formation of NOx, emitted mostly as nitric oxide
(NO) with smaller amounts of nitrogen dioxide (NO2). Nitrous oxide (N2O) emissions can be
significant in fluidized bed combustion, but are negligible in most combustion systems [30].

During co-combustion tests of WDF in fluidized bed combustors (FBCs), authors reported a
reduction in NOx emissions [12, 33–35]. They explain these reduced emissions by the lower
nitrogen content of WDF compared with coal, up to 10 times less [30], but also by the nature
of the nitrogenous groups in the waste material. Indeed, the main nitrogen compounds of WDF
are simple proteins known to release NH3, which is then decomposed to NH2, NH radicals
forming N2 after reacting with NO [34]. However, with the increase in cofiring ratio (>30%),
increases in NOx emissions have been recorded [13, 33]. The authors suggest that since less
coal is fed to the FBC, availability of unburned carbon is reduced, decreasing the extent of NO
reduction by char.

Reductions in NOx emissions was also recorded during cofiring tests in a cyclone fired
combustor [36], as well as in entrained flow reactors (EFRs) [6, 37]. In EFR, contrary to FBC,
increased cofiring ratio led to increasing NOx reductions. The conversion of fuel nitrogen into
NO seemed therefore to decrease with increasing share of WDF. This is likely related to the
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high volatile content of WDF (as can be seen in Table 1), which might generate a reduction
zone with lower excess air ratio near the burner [6]. This lower oxygen concentration may
inhibit the conversion of fuel nitrogen to NO resulting in reduced NO formation. In addition,
since the formation of thermal NO may not be negligible in the EFR, co-combustion of coal
and WDF may result in a lower flame temperature compared with coal alone, thus leading to
a reduced formation of thermal-NO.

Because NOx emissions are closely related to the combustion environment, it is critical to
maintain a stable and homogeneous solid feed-rate. However, several studies reported
difficulties in achieving a steady mass flow rate of WDF to the combustor [12, 34, 36, 37]. This
could be due to its inhomogeneity or its “fluffiness”. Therefore, for large-scale utilization of
WDF, attention should be brought to the optimization of the feeding system. Increasing the
carrier gas flow rate, adding a dedicated burner, and working at low cofeeding ratio can help
reduce these feeding fluctuations. Finally, producing a homogeneous WDF in terms of particle
size and composition, with physical properties as close as possible to that of the injected coal,
is advised in order to experience smooth operation of the boiler with reduced NOx emissions.

5. Effect of WDF co-combustion on SO2 emissions

Whether a fluidized bed combustor, a cyclone fired combustor, or an entrained flow reactor
was used, increasing the WDF cofiring ratio led to a decrease in SO2 emissions [6, 12, 33–36,
38]. Two main explanations can be found regarding the decrease in SO2 emissions. The first

Figure 5. Expected behavior of a WDF combined with alkaline sorbent in a pulverized fuel combustion environment,
inspired from [42].
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one is the reduced sulfur content of the WDF compared with coal. The second one, corrobo-
rated by an increased sulfate content in the bottom and fly ash, is the absorption of SO2 by
alkaline oxides, and more precisely calcium. With the higher calcium content of the WDF
compared with coal, a sulfur self-retention process can occur according to the following overall
reaction [39]:

2 2 40.5 CaO SO O CaSO heat+ + ® + (3)

i.e. decreasing the concentration of SO2 in the flue gas.

To further take advantage of such phenomenon, Accordant Energy LLC®, formerly known as
ReCommunity Inc., developed a novel WDF, called ReEF™ or ReEngineered Feedstock™, to
which air-emission control sorbents (e.g., calcium-, sodium-, halide-based and DeNOx
reagents) are physically bound [40, 41]. Due to the combined effect of a lower sulfur content
in the solid feed, SO2 capture by the sorbents and transport of small sorbent particles by larger
waste particles, SO2 emissions can be greatly reduced. A schematic representation of this novel
technology's behavior is given in Figure 5.

In pulverized coal boiler, the ReEF™ is designed so that as the solid feed and the reactant gas
enter the bottom of the reactor, the fibers and plastics undergo endothermic pyrolysis, and
protect inorganic sorbents from exposure to high temperature, thus minimizing sintering. At
this level in the reactor, the coal burns and releases SO2. When ReEF™ fragments travel upward
and are combusted, sorbents are released and can capture the SO2 present in the flue gas. At
the same time, any remaining residues continue to combust. Finally, in the top zone, also called
the convection zone, sorbents desulfurize the flue gas to the point when complete burnout and
conversion are achieved. This way, optimal ReEF™ design minimizes sintering of the sorbent
early in the reactor while maximizing gas absorption later at lower temperatures before exiting
as gas/solid products [42].

The use of this novel fuel led to SO2 emissions reduction greater than 80% in a bubbling
fluidized bed [43], up to 85% in a circulating fluidized bed [42], and up to 55% in pulverized
coal boiler environment [37]. This fuel and the concept behind it open a new avenue for WDF,
as they could be combined with various air-emission control sorbents and tailored to react with
pollutant of interest (sulfur, nitrogen, heavy metals, etc.).

6. Effect of WDF co-combustion on ash related issues

Ash-forming elements occur in solid fuels mainly as internal or external mineral grains, as
simple salts (e.g., NaCl or KCl), or associated with the organic matrix of the fuel [44]. In coal,
a large fraction of the inorganics is present as minerals, mainly as Si, Al, Fe, and Mn. In biomass-
derived fuels, such as WDF, on the other hand, the major part of the inorganics consists of free
ions and simple salts or is associated with the organic matrix, and is rich in alkali and alkali
earth metals (K, Na, Ca, and Mg) [24, 44]. Therefore, while approximately 0.5–4 wt% of the
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inorganics in coal vaporizes during combustion, between 30 wt% and 75 wt% of the inorganics
in straw, for example, is vaporized at 1200°C [44]. Alkali metals are indeed generally released
to a larger extent than the other mentioned species, vaporizing at temperature under 600°C
[24]. These alkali metals, once vaporize, may react with silica to form alkali silicates, sulfates,
and chlorides that melt or soften at low temperature, which make the co-combustion systems
candidate to deposition issues [45].

It should be noted, though, that the release of volatile inorganics depends on a large extent in
the presence of more conservative inorganic elements such as silicon and aluminum in the fuel.
It has been found that higher aluminosilicate content in the fuel makes alkalis significantly less
volatile during combustion [46]. Furthermore, alkali earth metals decrease the retention of
alkali metals on silicates leading to the formation of less adhesive compounds [24]. Mecha-
nisms behind ash deposition are therefore rather complex, which are quite challenging as they
are of vital importance for the boiler operators. Indeed, careless cofiring of difficult alternative
fuels could lead to a reduction of boiler reliability and availability, and to unscheduled plant
shut downs [47].

Three major interrelated problems associated with the inorganic content of alternative fuels
such as WDF have been identified: bed agglomeration, fouling/slagging, and corrosion.

6.1. Bed agglomeration

Bed agglomeration is caused by interaction between alkali species and silica sand (the bed
material in fluidized bed combustors) at high temperature, which can create low melting point
eutectics. These eutectics can then act as binder between bed particles, which can result in a
partial or complete collapse of the bed leading to defluidization and resulting in costly shut
downs [48, 49]. Bed agglomeration and defluidization are influenced by various parameters,
including temperature, fluidization velocity, size of bed particles, and combustor size [48].
Detection methods for agglomeration have been developed, such as monitoring of local
temperature and pressure fluctuations, which can help to forewarn the onset of defluidization
[49]. Anyhow, while agglomeration can be a major problem in fluidized bed combustors fired
with biomass-derived fuels only, cofiring of biofuels and coal largely decreases the risk for
agglomeration [50].

6.2. Slagging and fouling

While only fluidized bed combustors are affected by agglomeration, all types of furnaces are
subject to ash deposition. Heat exchanger surfaces, combustion chamber walls, and cyclones
are typically sensitive areas where deposits may cause extensive operational problems [51,
52]. These deposits reduce the heat transfer intensity and cause corrosion that reduces the
lifetime of the equipment [53]. In order to limit these issues, many coal-fired power plants
conduct sootblowing every 8–12 h [54]. Generally, two main types of deposits can be found
[55–57]:
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– slagging: occurs in the high-temperature radiant sections of the furnace, directly exposed
to flame irradiation, usually associated with some degree of melting of the ash, forming a
highly viscous liquid layer;

– fouling: happens in the lower-temperature convective sections of the combustor, generally
related to condensation on the low-temperature tube surfaces of volatile species that have
been vaporized in previous sections and are loosely bonded, forming an adhesive film that
can cause ash particles to adhere to the surface.

Slagging and fouling are very complex phenomena, but they generally simply start with the
adhesion of the ashes in suspension on the various boiler surfaces. Ashes will adhere on a
surface if it is coated with a partially melted layer. This layer can either be composed of ashes
previously vaporized which condensed on the surface [58], or be due to the fusion at really
high temperature of the materials composing the surface itself. These mechanisms are
schematized in Figure 6.

Figure 6. Schematic representation of the formation of deposits in the boilers.

Once the ashes have been deposited on the melted surface, phenomena such as sintering and
fusion can produce stronger and more lasting deposits, which are therefore more problematic.
These phenomena are accelerated in presence of alkali salts [59]. Therefore, the higher the ash
fusion temperature, the better, so that the deposits are not melted, but are loosely bond and
easy to clean with sootblowers [20]. Fusion temperature of crystals and eutectics typically
present during coal and WDF co-combustion are given in Table 2. It can be seen that the higher
the alkali content, and more precisely sodium and potassium, the lower the fusion temperature
and therefore the more acute the slagging and fouling [45, 57]. At present, in purely waste-
fired units, corrosive deposits and ash melting have limited their steam temperature to 420–
470°C, and consequently their electric efficiency to 20–24% [28].
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Component Fusion temperature (°C)

K2S2O7 325

Na2S2O7 401

Na3K3 Fe2 (SO4)6 552

Na2SO4 –NaCl 625

Na2 S-FeS 640

CaSO4 –CaS 850

Na2SO4 884

K2O.Al2O3 .6SiO2 1150

CaSO4 1450

2CaO.Al2O3 .2SiO2 1593

SiO2 1700

Table 2. Switch the table to have the line as column and vice versa. Separation between the column is not clear for the
first line. We read K2O.Al2O3CaSO4 for example [45, 60].

In order to understand and predict the ash deposition propensity of fuels, numerous research
approaches have been undertaken. Among them is the development of a number of empirical
indices and several laboratory methods to determine the ash fusion temperatures [47].

Four temperatures are used to characterize the ash melting behavior of laboratory prepared
ash [61]: (1) the shrinking temperature (ST) defined as the temperature at which shrinking of
the test piece occurs, (2) the deformation temperature (DT) defined as the temperature at which
the first signs of rounding of the edges due to melting of the test piece occur; (3) the hemisphere
temperature (HT) defined as the temperature at which the test piece's height becomes equal
to half the base diameter; and (4) the flow temperature (FT) defined as the temperature at which
the ash is spread out over the supporting tile in a layer, the height of which is equal to half the
height of the test piece at the hemisphere temperature. These temperatures are represented in
Figure 7. Over the ST ashes can be strongly adhesive, which can result in slagging [60].

Figure 7. Ash characteristic temperatures.

Municipal Solid Waste Cofiring in Coal Power Plants: Combustion Performance
http://dx.doi.org/10.5772/63940

129



From these characteristic temperatures, a slagging propensity index is evaluated as:

4  
5s

DT HTF +
= (4)

with the temperatures expressed in degree Celsius. Ashes are classified as having a boiler
slagging propensity medium when Fs lies between 1232 and 1342°C; high when Fs is between
1052 and 1232°C; and severe when Fs is less than 1232°C. Accordingly, MSW and paper/plastic
fluff will both have a high slagging propensity [61].

Other indices are based on the finding that so-called basic compounds (or fluxing oxides) lower
the deformation temperature of ashes, whereas acidic ones (also called sintering oxides)
increase it [60]. This general rule of thumb, developed for coal ashes, can also be applied to
WDF ashes [61]. The slagging propensity of mixes of WDF and coal ashes can therefore be
correlated to the B/A ratio [60]:

2 3 2 2 2 5

2 2 3 2

/ Fe O CaO MgO Na O K O P OB A
SiO Al O TiO

+ + + + +
=

+ + (5)

with Fe2O3, CaO, MgO, Na2O, K2O, P2O5, SiO2, Al2O3 and TiO2 the weight fraction of the
corresponding components in the ashes.

Intensive slagging has been observed when the index is in the 0.75–2 range. Moving away from
this range in either direction has decreased the slagging intensity [47].

Finally, thermodynamic equilibrium modeling has become another tool to better understand
and predict the chemical reactions of the ash-forming matter during co-combustion of coal,
and WDF. Comprehensive description of thermodynamic database and model of ash-forming
elements in waste combustion can be found in [62].

Such approaches can give an initial assessment of the slagging and fouling propensity of the
fuels [24]. However, for a true evaluation, experimental work is greatly recommended,
especially since interactions between burned coal particles and pyrolyzed WDF particles could
lead to the formation of unexpected species. For example, in [47], the authors tested the co-
combustion of coal and 5% RDF in a drop tube furnace and observed an unexpectedly strong
effect of RDF addition, enhancing the deposition rates by a 1.5 average factor. Furthermore,
they observed big molten RDF particles in the deposits. In [6], on the other hand, the authors
observed in an entrained flow reactor a decrease of the ash deposition flux with the increase
of the SRF share. They suggest that this decrease might be related to the relatively high calcium
content of the SRF ashes, which might generate calcium components with high melting
temperature. They also suggest that due to the higher char fragmentation degree of SRF
particles, average ash particle size and/or density might be smaller and therefore the inertial
impact efficiency decreased, resulting in reduced ash deposition rate. Another example is given
in [33] where increased fouling deposits, usually composed of sulfates and chlorides, were
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observed in a circulating fluidized bed boiler with the increase of the RDF cofiring share.
Anyhow, even when increased slagging and fouling propensity was found, authors concluded
that co-combustion of coal and WDF in power plant was feasible.

6.3. Corrosion

On top of the extent of the deposits, another important characteristic is their corrosiveness.
The ratio between alkalis and chlorine in the fuels has been used to evaluate if the resulting
deposit will be corrosive or not. For WDF, this ratio is likely to be <1, predicting that alkalis
are likely to occur bounded to chlorine with little availability for alkali silicates formation [24].
Furthermore, the presence of melt in the salt deposit increased significantly the corrosion of
the steel material, especially in presence of chlorine [63]. More details about the role of chlorine
will be given in the next section, but catalytic effect between the deposit and the metal oxides
covering the tube could lead to the enhanced oxidation of SO2 to SO3, which could lead to the
formation of sodium and potassium pyrosulfates and trisulfates [20]. In temperature exceeding
550°C, these species can react with the tube protective layer of oxides, and molten deposit can
exist even at temperature as low as 398°C, Na2S2O7 existing in molten state at such low
temperature [20].

The oxygen content in the flue gas is of primary importance for the corrosion process—in
oxidizing conditions, the damaged oxides layer may be rebuilt, giving adequate anticorrosive
protection [20, 64]. Therefore, the occurrence of reduction atmosphere in the area of super-
heaters (which can take place by low-NOx combustion in pulverized fuel boilers) strongly
increases the risk of corrosion. This can also happened when the melted deposit prevent the
oxygen to reach the tube metallic surface [20].

One of the major drawbacks of the utilization of WDF is the higher propensity of their ashes
to deposit on the boilers surfaces. Cofiring experiments showed that even if higher slagging
and fouling occur, they were of manageable magnitude. Furthermore, combining WDF to coal
greatly reduces the ash-related damages, compared with the combustion of WDF alone.
Cofiring is therefore doable, but caution is needed.

7. Chlorine behavior in WDF co-combustion

The origin of chlorine in the fuels can be separated as organic and inorganic chlorine. In coal,
the chlorine exists mainly as semiorganic Cl that is anion Cl− sorbed on the coal organic surface
in pores, surrounded by pore moisture [65]. In WDF, inorganic chlorine (e.g., NaCl) and organic
chlorine (e.g., PVC) coexist. Furthermore, their chlorine content is largely superior to that of
coal, reaching up to 1.8 wt% (see Table 1). Therefore, during the combustion of WDF, their
chlorine content reacts and is emitted in the furnaces as vapor of hydrochloric acid or as
chlorides which can condense on the surfaces of the furnaces as salts and cause their corrosion
[65]. Finally, HCl can also react with organic molecules and form dioxins and furans. These
three potential fates are described in this section and are illustrated in Figure 8.
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Figure 8. Illustration of the chlorine behavior in a combustion environment.

7.1. High-temperature corrosion

High-temperature corrosion in boilers is defined as the chemical attack of the metallic surfaces.
In combustion units, corrosion mainly occurs when the metallic surfaces are in contact with
melted salts. During combustion of coal only, the component responsible for the high-
temperature corrosion is typically (Na,K)3Fe(SO4)3, which may form a eutectic mixture at low
melting temperature. Potassium, sodium, and sulfur originate from the coal, whereas the
metallic surface provides the iron [59]. However, in the presence of chlorine, other corrosion
mechanisms become dominant.

Chlorine in the ash deposits accelerates the corrosion by various mechanisms. First, chlorides
decrease the softening temperature of the deposits, which, once melted, can damage the
protective oxide layer of the metallic surfaces. Therefore, as soon as the deposits temperature
exceeds the ST, the speed of corrosion increases significantly [51]. Second, the partial pressure
of gaseous chlorine under the deposits containing chlorides can be significant, even at
temperature lower than the ST, making chlorine available to attack the metallic surfaces
through a gas phase corrosion mechanism. The presence of gaseous chlorine is mainly
attributed to the sulfation of the deposited alkaline chlorides by gaseous SO2 and to the reaction
of the alkali chlorides with the metallic oxides [66]. In fact, in [63], the authors studied that
when chlorine was present in the salt, corrosion could take place at temperatures clearly below
any melting of the salt deposits, and only a very low amount of chlorine was needed to trigger
such corrosion. These results can be explained by the presence of gaseous chlorine produced
by the sulfation of the deposits.

On the other hand, other studies support that the sulfation of the alkali chlorides could reduce
the deposit based corrosion [58, 67, 68]. Indeed, in [69], it was shown that a pure alkali salt,
whether it contained sodium or potassium, with no chlorine did not cause any corrosion of
any of the tested steels while all steel's samples showed indications of iron being volatilized
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from the steel surface when the alkali salt contained chlorine. Furthermore, the corrosion by
alkalis sulfates can be managed by reducing the tube surface temperature and by adequately
using sootblowers [70].

It has, therefore, been established that when the S/Cl molar ratio is higher than 4, the fuel can
be regarded as noncorrosive, whereas by S/Cl < 2 the corrosion occurs almost inevitably [20].

Based on the idea of a protective layer, one of the recent developments in the field of corrosion
protection is the coating of the pipes by a dense ceramic layer of porosity under 1%. This layer
avoids the contact between the chlorine species and the metal, thus avoiding its corrosion [71].
The thickness of these layers is generally around 75–90 μm.

7.2. Hydrogen chloride (HCl)

Even if in the high-temperature regions of the boiler chlorine can be found as alkali chloride,
at lower temperature, and thus at the exit of the boiler, the majority of the chlorine is found in
the flue gas as HCl [46, 72]. In [44], for example, it was observed that during the co-combustion
of straw containing 0.55 wt% of chlorine, 98 wt% of it is found as HCl.

The major problem related with HCl is the active oxidation of the tubes at high temperature
[20] (this kind of corrosion is however less aggressive than that of the melted alkali chlorides)
and the attack of the joints and equipment downstream from the boiler, where the temperature
and concentration allow the formation of liquid chloric acid [68].

However, presence of HCl could allow the oxidation of the mercury and therefore facilitates
its capture and control. Indeed, it seems that the percentage of mercury leaving the furnace in
its elementary form decreases drastically from 85 to 10% for coal containing more than 150–
220 ppm of chlorine in dry basis, facilitating the mercury capture in the particle control devices
[72].

Finally, HCl can also react with calcium, sodium oxides, and carbonates [68, 73]:

2 22  CaO HCl CaCl H O+ « + (6)

2 3 2 22 2Na CO HCl NaCl H O CO+ « + + (7)

and be retained in the ashes. This phenomenon was observed, for example, in [12], where the
authors measured low levels of HCl in the flue gas and higher chlorine retention in the ashes
during co-combustion of coal and EF compared with coal alone in a fluidized bed. Experiments
of co-combustion of RDF and coal in a vortexing fluidized bed described in [13] also concluded
in a decrease of HCl in the flue gas in the presence of CaCO3, as did Kim et al. [35] with their
circulating fluidized bed co-combustion experiments.
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7.3. Dioxins and furans formation

Another preoccupation regarding the presence of chlorine is the formation and the control of
polychlorinated dioxins and furans (PCDD and PCDF). PCDD and PCDF are chemically stable
components, formed at temperature around 250–400°C [35]. Present during the combustion of
MSW in dedicated incinerators, they however have not been detected during the co-combus-
tion of coal and WDF [74]. This might be explained by one of the major difference between
coal power plants and waste incinerators, that is the higher sulfur level. Typical S/Cl ratio in
incinerators is around 0.2, which is one order of magnitude less than what is found during coal
co-combustion.

The major chlorination agent in the formation of PCDD and PCDF is Cl2, HCl being relatively
ineffective. Cl2 may be formed via a reaction known as the Deacon reaction, which may occur
during the gas cooling process [65]:

2 2 22 0.5 HCl O H O Cl+ « + (8)

Cl2, however, is decomposed by homogeneous reaction with SO2:

2 2 2 32Cl SO H O HCl SO+ + « + (9)

Consequently, SO2 prevents the presence of molecular chlorine and suppresses the PCDD and
PCDF formation [65, 74]. Therefore, very low concentrations (<0.03 ng-TEQ/N m3) of PCDD
and PCDF have been observed during WDF and coal co-combustion [33, 35, 36, 43].

8. Conclusion

The combustion of fuel derived from municipal solid waste is a promising cheap retrofitting
technique for coal power plants, having the added benefit of reducing the volume of waste
disposal in landfills. Furthermore, co-combustion of WDF and coal, rather than switching to
WDF combustion alone in dedicated power plants, allows power plant operators to be flexible
toward variations in the WDF supply.

Experiments show that substituting part of the coal feed by processed high-calorific value
waste reduces the NOx, SO2, and CO2 emissions of coal power plants. However, the alkaline
content of WDF and its potentially harmful interaction with the coal ashes, as well as ad-
verse effects from the presence of chlorine in the waste are important drawbacks to waste-
derived fuel use in large-scale power plants. On the other hand, synergetic effects between
the coal and the waste, such as suppression of the PCDD and PCDF formation by SO2, or
oxidation of mercury by HCl facilitating its capture in the particulate control device, are
promising outlooks. Furthermore, in a world looking toward green energy production, re-

Developments in Combustion Technology134



7.3. Dioxins and furans formation

Another preoccupation regarding the presence of chlorine is the formation and the control of
polychlorinated dioxins and furans (PCDD and PCDF). PCDD and PCDF are chemically stable
components, formed at temperature around 250–400°C [35]. Present during the combustion of
MSW in dedicated incinerators, they however have not been detected during the co-combus-
tion of coal and WDF [74]. This might be explained by one of the major difference between
coal power plants and waste incinerators, that is the higher sulfur level. Typical S/Cl ratio in
incinerators is around 0.2, which is one order of magnitude less than what is found during coal
co-combustion.

The major chlorination agent in the formation of PCDD and PCDF is Cl2, HCl being relatively
ineffective. Cl2 may be formed via a reaction known as the Deacon reaction, which may occur
during the gas cooling process [65]:

2 2 22 0.5 HCl O H O Cl+ « + (8)

Cl2, however, is decomposed by homogeneous reaction with SO2:

2 2 2 32Cl SO H O HCl SO+ + « + (9)

Consequently, SO2 prevents the presence of molecular chlorine and suppresses the PCDD and
PCDF formation [65, 74]. Therefore, very low concentrations (<0.03 ng-TEQ/N m3) of PCDD
and PCDF have been observed during WDF and coal co-combustion [33, 35, 36, 43].

8. Conclusion

The combustion of fuel derived from municipal solid waste is a promising cheap retrofitting
technique for coal power plants, having the added benefit of reducing the volume of waste
disposal in landfills. Furthermore, co-combustion of WDF and coal, rather than switching to
WDF combustion alone in dedicated power plants, allows power plant operators to be flexible
toward variations in the WDF supply.

Experiments show that substituting part of the coal feed by processed high-calorific value
waste reduces the NOx, SO2, and CO2 emissions of coal power plants. However, the alkaline
content of WDF and its potentially harmful interaction with the coal ashes, as well as ad-
verse effects from the presence of chlorine in the waste are important drawbacks to waste-
derived fuel use in large-scale power plants. On the other hand, synergetic effects between
the coal and the waste, such as suppression of the PCDD and PCDF formation by SO2, or
oxidation of mercury by HCl facilitating its capture in the particulate control device, are
promising outlooks. Furthermore, in a world looking toward green energy production, re-

Developments in Combustion Technology134

duction of the amount of coal used to produce energy through co-combustion of cheap part-
ly renewable material that are the waste is of critical interest. Finally, waste-derived fuels can
be combined with additives dedicated to the capture of targeted pollutants, improving even
further the environmental performance of coal power plants.

Nomenclature

Fs slagging propensity index (−)

DT deformation temperature (°C)

HT hemisphere temperature (°C)

LHVi lower heating value of i (kJ/kg)

Wi mass flow of i (kg/h) energetic fraction of i (−)

𝀵𝀵𝀵𝀵 mass fraction of i (−)

Subscripts

c coal

WDF waste-derived fuel
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Abstract

This chapter reviews the utilization of self-sustaining smouldering combustion as a
treatment for solid or liquid waste, embedded in a porous matrix. Smouldering has been
identified as an attractive solution to treat  waste with high moisture content.  The
fundamental aspects of this technology, such as the experimental setup and the ignition
mechanism, are described here.

The operational parameters determine the physical properties of the media, and will
dictate  the  self-sustainability  of  the  process.  A discussion on how the  operational
parameters affect the smouldering performance is also presented. The performance of
smouldering is usually assessed by the peak temperatures and the velocity of propaga‐
tion of the smouldering front through the material.

The potential sources for energy recovery are described. Importantly, as oxidation and
pyrolysis coexist during smouldering, it was shown with potential for the recovery of
pyrolysis products, such as pyrolysis oil. Finally, a brief insight on the gas emissions,
and the perspectives regarding the technoeconomic viability in full-scale are also
discussed.

Keywords: smouldering combustion, self-sustaining, waste treatment, energy recov‐
ery, review

1. Introduction

Smouldering is a complex process that involves heat and mass transfer in porous media,
heterogeneous reactions at the solid/gas pore interface, thermochemistry and chemical kinetics
[1]. It has been historically studied from a fire safety perspective because it represents a fire
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risk as the combustion can propagate slowly through the material and go undetected for long
periods of time [2]. Smouldering combustion is among the leading causes of residential fires.
It is also the dominant combustion phenomena in wildfires of natural deposits of peat and coal
which are the largest and longest burning fires on Earth [3].

Nevertheless, the application of smouldering combustion to waste treatment is quite recent.
The first paper published using self-sustaining smouldering combustion as a waste treatment
alternative is from Vantelon et al. in 2005 [4]. The utilization of smouldering combustion for
these purposes opens a new series of questions that needs to be answered. These questions are
related, for example, to the experimental setup, the nature of the waste, the characteristics of
porous medium, the possibility of energy recovery or the generation of valuable-added
products.

The answer to some of these questions is known, while substantial research is required for
others. This chapter reviews the state of art on how smouldering combustion can be applied
for the thermal treatment of organic waste. The discussion will be almost exclusively centered
on issues related to treatment process and does not aim to cover every aspect of smouldering.
If the reader wants to go further in depth on the science and theory behind smouldering, the
publications of Thomas J. Ohlemiller, who has been studied smouldering for more than three
decades, A. Carlos Fernandez-Pello or José L. Torero are strongly recommended.

The main objective of this chapter is to provide the reader a general overview of the self-
sustaining smouldering, identifying the main variables that affect the performance and
applicability and understanding why smouldering combustion represents an excellent
alternative to treat certain type of waste.

The chapter starts defining the concept of smouldering combustion, the mechanisms that
govern its ignition and propagation and the main differences with incineration. In Section 2,
the fundamental aspects of this technology, such as experimental setup, reactor configuration
and ignition mechanisms are presented. Section 3 discusses the conditions necessary to achieve
self-sustaining smouldering; and the operational parameters affecting the performance of the
smouldering combustion. In Section 4, a description of the possible sources for energy recovery
is presented. The potential fuel production from a smouldering combustion treatment is also
introduced, showing some examples. Finally, Section 5 discusses the most important issues
related to pollutant emissions produced during smouldering; while Section 6 presents the
perspectives regarding the technoeconomic viability of smouldering in a full-scale plant.

1.1. Smouldering combustion

Smoldering combustion is a slow, low-temperature, flameless form of combustion sustained
by the heat evolved when oxygen attacks the surface of a condensed phase fuel [5]. It has been
studied for decades, generally from a fire safety perspective [6, 7] and for a wide range of fuels
such as: polyurethane foam [8–13], biomass [14–18], peat [19–23], cotton [24–26], char [27, 28]
and mining dumps [29, 30].

A familiar example of smoldering combustion is the glowing char in a barbeque or a burning
cigar. Smoldering requires that a fuel be porous as this promotes a high surface area for heat
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publications of Thomas J. Ohlemiller, who has been studied smouldering for more than three
decades, A. Carlos Fernandez-Pello or José L. Torero are strongly recommended.

The main objective of this chapter is to provide the reader a general overview of the self-
sustaining smouldering, identifying the main variables that affect the performance and
applicability and understanding why smouldering combustion represents an excellent
alternative to treat certain type of waste.

The chapter starts defining the concept of smouldering combustion, the mechanisms that
govern its ignition and propagation and the main differences with incineration. In Section 2,
the fundamental aspects of this technology, such as experimental setup, reactor configuration
and ignition mechanisms are presented. Section 3 discusses the conditions necessary to achieve
self-sustaining smouldering; and the operational parameters affecting the performance of the
smouldering combustion. In Section 4, a description of the possible sources for energy recovery
is presented. The potential fuel production from a smouldering combustion treatment is also
introduced, showing some examples. Finally, Section 5 discusses the most important issues
related to pollutant emissions produced during smouldering; while Section 6 presents the
perspectives regarding the technoeconomic viability of smouldering in a full-scale plant.
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Smoldering combustion is a slow, low-temperature, flameless form of combustion sustained
by the heat evolved when oxygen attacks the surface of a condensed phase fuel [5]. It has been
studied for decades, generally from a fire safety perspective [6, 7] and for a wide range of fuels
such as: polyurethane foam [8–13], biomass [14–18], peat [19–23], cotton [24–26], char [27, 28]
and mining dumps [29, 30].

A familiar example of smoldering combustion is the glowing char in a barbeque or a burning
cigar. Smoldering requires that a fuel be porous as this promotes a high surface area for heat
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and mass transfer, insulates the reaction front to reduce heat losses and allows the flow of
oxygen to the reaction zone. Ignition is governed primarily by heat transfer and chemical
kinetics. The heat supplied during ignition initiates pyrolysis and other endothermic process‐
es, such as evaporation, before oxidation occur. Propagation will occur when the exothermic
oxidation reaction is sufficiently strong to overcome the heat required for pyrolysis and heat
losses. If the energy available is not enough, the smoldering will quench and the propagation
ceased.

The two limiting factors for smoldering propagation are the oxygen flow and the heat losses
[1]. When the reaction is far from its quenching limits, the rate of propagation is directly related
to the rate of oxidizer supply to the reaction zone [31]. Close to the quenching limits, heat losses
and fuel characteristics can play a significant role. During a waste treatment application,
typical heat losses are associated with the presence of water in the fuel, as part of the energy
from the exothermic oxidation has to be consumed for water evaporation.

1.2. Smoldering applied as a waste treatment

Incineration is a common practice for the disposal of waste to reduce the waste volumes,
especially in those countries where land occupation is undesired. The waste management
hierarchy, described by United Nations, indicates an order of preference for action to reduce
and manage waste. The six levels of the waste hierarchy pyramid (from most to least preferred)
are: prevention, minimization, reuse, recycling, energy recovery and disposal [32]. Incineration
attends the least favored option in the pyramid of waste hierarchy. In the best case scenario,
energy recovery can be achieved by combustion of waste, which is the second least favorable
option.

In addition, while pathogens and toxins present in certain hazardous wastes can be destroyed
by the high temperatures achieved during flaming combustion (850–1200°C) it usually
requires the use of supplementary fuel to maintain the flame and the high temperatures
without quenching.

Before flaming ignition can occur, volatiles needs to be produced [33]. The characteristic time
scales of flaming combustion are on the order of milliseconds while gasification takes on the
order of seconds. This means that heat losses from the flame (radiation and convection) are
significant resulting in a decrease in flame temperature that eventually leads to quenching [34].
Characteristic reaction times in the flame cannot be changed significantly therefore flame
quenching can only be avoided by increasing the energy available to gasify the fuel or by
eliminating energy sinks. The latter can be achieved by reducing the water content, insulating
the reaction vessel or recirculating hot reaction products, while the former requires addition
of supplemental fuel.

A more direct method to achieve time-scale compatibility is to increase the characteristic
reaction time by using a slower combustion process, such as smoldering. During smoldering
the reaction rate is usually controlled by diffusion of oxygen through the fuel [5, 31]. This
means the reaction occurs on a time scale that is comparable with the diffusive transfer of heat
away from the reaction zone. Enhanced energy recovery can be achieved by directing the flow
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through the porous medium in a manner that allows for the oxidizer flow to be preheated and
the combustion products to be used to preheat the fuel. In an idealized one-dimensional
framework, this process is known as forward smoldering [8, 13].

The energy efficiency of forward smoldering allows for extended quenching limits [31], as
compared to incineration. For this reason, smoldering combustion has gained attention in the
last years as a thermal waste treatment for feces [35–40], used tires [4] and vegetable oils [41]
and as remediation technique, by treating nonaqueous phase liquids (NAPL) contaminants in
soil [41–48].

The temperatures and propagation velocities depend strongly on the operation conditions and
the nature of the waste and are generally higher than those observed during fires. With some
exceptions, typical peak temperatures for waste treatment processes are in the range 400–800°C
and smoldering velocities between 0.1 and 4 cm/min. This temperature range is lower than
that in incineration processes (usually from 850 to 1200°C, depending on the waste), but
enough to eliminate pathogens and destroy certain hazardous components.

Liquid or pasty fuels can also be smoldered when they are embedded in an inert porous matrix,
such as sand or soil. By mixing the fuel with an inert granular material, a porous matrix is
created with the necessary heat retention and air permeability properties for smoldering
combustion to be self-sustained. Sand is commonly used because it is usually inexpensive and
has been identified as an effective agent for increasing the porosity of fuels for application to
smoldering treatments [42]. For this reason, from now on in this chapter we will refer inter‐
changeably to sand or porous matrix.

High levels of water content within the organic waste result in a very low effective calorific
value. Incineration of this kind of waste requires pretreatment or the use of supplemental fuel
to avoid quenching [49, 50]. This means that conventional incineration techniques are uneco‐
nomical for these treatments. Importantly, smoldering has been proven as an efficient
mechanism for the treatment of waste with high moisture content. For example, it was
demonstrated that self-sustained smoldering can be used for the treatment of biosolids with
moisture content up to 80% [51].

2. Experimental configuration and procedure

The most common configuration utilized for waste treatments is generally one-dimensional,
upwards, forward smoldering. Nevertheless, other configurations are possible. Probably, the
most notable example of this is the smoldering combustion of contaminated soil in situ. In this
process, the reaction takes place in the ground subsurface, avoiding the necessity of reactors
(ex situ smoldering) [48]. However, this configuration is not always possible as the waste-soil
characteristics must be suitable for smoldering without pretreatment.

Following, we present a general description of the reaction systems, the ignition procedure
and the diagnostics that are generally utilized for smoldering treatment. This section will

Developments in Combustion Technology146



through the porous medium in a manner that allows for the oxidizer flow to be preheated and
the combustion products to be used to preheat the fuel. In an idealized one-dimensional
framework, this process is known as forward smoldering [8, 13].

The energy efficiency of forward smoldering allows for extended quenching limits [31], as
compared to incineration. For this reason, smoldering combustion has gained attention in the
last years as a thermal waste treatment for feces [35–40], used tires [4] and vegetable oils [41]
and as remediation technique, by treating nonaqueous phase liquids (NAPL) contaminants in
soil [41–48].

The temperatures and propagation velocities depend strongly on the operation conditions and
the nature of the waste and are generally higher than those observed during fires. With some
exceptions, typical peak temperatures for waste treatment processes are in the range 400–800°C
and smoldering velocities between 0.1 and 4 cm/min. This temperature range is lower than
that in incineration processes (usually from 850 to 1200°C, depending on the waste), but
enough to eliminate pathogens and destroy certain hazardous components.

Liquid or pasty fuels can also be smoldered when they are embedded in an inert porous matrix,
such as sand or soil. By mixing the fuel with an inert granular material, a porous matrix is
created with the necessary heat retention and air permeability properties for smoldering
combustion to be self-sustained. Sand is commonly used because it is usually inexpensive and
has been identified as an effective agent for increasing the porosity of fuels for application to
smoldering treatments [42]. For this reason, from now on in this chapter we will refer inter‐
changeably to sand or porous matrix.

High levels of water content within the organic waste result in a very low effective calorific
value. Incineration of this kind of waste requires pretreatment or the use of supplemental fuel
to avoid quenching [49, 50]. This means that conventional incineration techniques are uneco‐
nomical for these treatments. Importantly, smoldering has been proven as an efficient
mechanism for the treatment of waste with high moisture content. For example, it was
demonstrated that self-sustained smoldering can be used for the treatment of biosolids with
moisture content up to 80% [51].

2. Experimental configuration and procedure

The most common configuration utilized for waste treatments is generally one-dimensional,
upwards, forward smoldering. Nevertheless, other configurations are possible. Probably, the
most notable example of this is the smoldering combustion of contaminated soil in situ. In this
process, the reaction takes place in the ground subsurface, avoiding the necessity of reactors
(ex situ smoldering) [48]. However, this configuration is not always possible as the waste-soil
characteristics must be suitable for smoldering without pretreatment.

Following, we present a general description of the reaction systems, the ignition procedure
and the diagnostics that are generally utilized for smoldering treatment. This section will

Developments in Combustion Technology146

restrict the discussion to ex situ smoldering. The reader can find a detailed description of in
situ smoldering in reference [48].

2.1. Smoldering reactors

Figure 1 shows a schematic representation of a typical smoldering reactor and all its
components, in upwards forward configuration. Particularly, the reaction system showed in
Figure 1 has been utilized for the smoldering combustion of feces [35–37, 40, 52]. In this case,
upwards smoldering is taking place in a metallic and cylindrical column. The column is placed
over a base which houses an electrical heater and air diffuser. These components are covered
with layers of gravel to ensure uniformity in the airflow along the cross section of the reactor.

Figure 1. Schematic representation of the reaction system used in the smoldering of waste.

The propagation of the smoldering reaction through the reactor is monitored by thermocou‐
ples (TCs) positioned along the central axis of the tube. The TCs are connected to a data logger
and a computer to register the temperatures as a function of time and height in the reactor.
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Other reactor geometries described in the literature are drums and bins, which have been
utilized for contaminated soil remediation [46]. Hasan et al. reported two-dimensional
experiments and computational simulations for self-sustaining smoldering of coal tar for the
remediation of contaminated sand, conducted in a metallic box-shaped reactor [47].

In general, all the smoldering reactors described in the literature are similar to the one showed
in Figure 1. Even those with different geometries possess the same elements, albeit some
components can differ. For example, an horizontal thermocouple configuration has also been
used in some cases [12], and the air diffusor can vary from a wide range of configurations (disk
[42], ring-shaped [35] or star-shaped tubes [46]).

Variations from the configuration showed can be also in the air supply or in the heating
element. For example, the smoldering of used tires has been investigated on a reaction system
that uses convective flame heating, while the airflow through the reactor is produced by a fan
placed in the exhaust line [4].

The utilization of convective heating involves higher energy losses and therefore a larger
energy input. The efficiency of the convective heater performance can be improved by reducing
the heat capacity of the reactor base, improving the heat transfer of the system (e.g., adding
insulation to the air injection system) and reducing the airflow rate during ignition [36].
However, despite the higher energy consumption, its implementation can be easier and
economically competitive. It can represent an excellent alternative for off-grid applications, or
in those places where electricity is expensive.

The pulling-air configuration has been also used, not only to treat used tires but also for the
smoldering of feces [38]. As the air permeability of the medium is changing as the waste is
being consumed, the utilization pushing-air configuration (mass flow controller) offers much
more control on the airflow. However, the pulling-air configuration offers a more economical
and easier solution as avoids the utilization of the mass flow controller, tubes and compressed
air.

2.2. Procedure of ignition and temperature profiles

Typical plots of temperature histories obtained from a self-sustained smoldering combustion
treatment can be seen in Figure 2. The example shown corresponds to smoldering of organic
waste at 65% (wet basis) of moisture content. Initial heating of the bottom layer of waste-sand
mixture is achieved by means of the heating element. Once the thermocouple closest to the
heater (TC1 in Figure 2, at 2 cm from the heater) reaches a certain temperature (400°C in
Figure 2) the smoldering reaction is initiated by the injection of air. From now on, we will refer
to this temperature as ignition temperature or Tig. It is important that the reader must not
misconceive this temperature with the ignition point of the waste.

The heater is turned off once the temperature at TC1 peaks. In this way, ignition of the organic
material is ensured. This procedure and configuration yields a robust, repeatable ignition
across a wide range of conditions. Ignition protocols can vary depending on the fuel [53].
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Figure 2. Typical temperature histories of a self-sustaining smoldering test.

In this example the preheating period lasts approximately 90 minutes and is characterized by
a gradual increase in temperature up to the desired ignition temperature, and a plateau at
100°C which corresponds to water evaporation. Here, the dominant heat transfer mechanism
is conduction due to the electric heater used. Convection and radiation mechanisms are also
present at some degree. In this preheating period, as the distance from the heater increases,
the duration of this plateau increases. The reason is that more energy is required to evaporate
the additional water condensed in the cooler portion ahead. Hence, this plateau is more evident
in the temperature profile of TC2 in Figure 2.

When the airflow is initiated, the location closest to the heater experiences a sharp increase in
temperature up to a peak (close to 750°C in Figure 2) as rapid exothermic oxidation of the dried
and pyrolyzed fuel occurs. At this moment, convection becomes the dominant mechanism as
the hot gases move upwards. The adjacent TCs experience a temperature increase due to the
convective heat transfer from the reaction zone to the virgin material ahead.

In the combustion zone, as the reaction front approaches, only a minor plateau is observed at
100°C indicating that the heat flux from the combustion zone is enough to rapidly dry the
mixture ahead. In Figure 2, this is more evident for TC9, at 41 cm from the heater. The material
is thus predried ahead of the smoldering front’s arrival. As the fuel is consumed and the
reaction at that location stops, the temperature falls as it is cooled by incoming air. The
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succession of temperature peaks is observed throughout the mixture is indicative of a self-
sustaining smoldering reaction.

Due to the high moisture content of the material, the example showed in Figure 2 is among
the most complex smoldering treatments. In the case of treating dry waste, the plateaus
aforementioned are not seen as evaporation and recondensation of water do not occur.

3. Parameters affecting the smoldering performance

Several papers in the literature have systematically studied the influence of the key parameters
affecting the smoldering performance, which is generally assessed in terms of self-sustaina‐
bility, average smoldering velocity and average peak temperature. For example, He et al.
studied the influence of the fuel characteristics on the smoldering of biomass powder [16];
Pironi et al. studied the influence of the airflow, fuel saturation and sand characteristics on the
smoldering of NAPLs and coal tar; Switzer et al. addressed the scaling effects on the same
reaction [46]. Regarding wastes with high moisture content, Yermán et al. investigated the
influence of all these parameters on the smoldering combustion of feces [35, 40, 52, 54], while
Rashwan et al. [51] mapped the parameter space for smoldering of biosolids and studied the
influence of waste nature and airflow. For every operational parameter, there is a range where
self-sustaining smoldering is possible. The velocity of smoldering is an important factor in
waste treatment processes as it is related to the waste consumption rate and hence will
determine the necessary reactor scale. The smoldering temperature is related to the possibility
of energy recovery, heat losses and insulation required and gas emissions.

Figure 3. Parameter space outlining the range of conditions yielding self-sustaining (SS) and not self-sustaining (not
SS) smoldering: (a) moisture content versus height of sand-fuel mixture, (b) moisture content versus sand-to-fuel mass
ratio (S/F), (c) airflow rate versus sand-to-fuel mass ratio (from [35]).

The ranges of self-sustainability for each parameter are not independent; rather they are
interdependent in a complex manner. In practice, it is necessary to identify the parameter space
in which a robust self-sustaining process will operate. As an example, Figure 3 shows the
interdependency of some of these parameters for the smoldering of surrogate feces mixed with
sand [35]. A parameter space has been mapped for conditions yielding to self-sustaining
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smoldering by varying moisture content, sand-to-fuel pack height, airflow rate and sand-to-
fuel ratio.

For example, these results showed that if the moisture content of the waste is increased, then
the pack height of mixture in the reactor must be shortened and the sand concentration
increased. A similar situation occurs with the relationship between airflow rate and sand
concentration, where higher sand concentrations allow lower airflow rates. Following, the
influence of these and other key parameters on the smoldering performance will be treated in
more detail.

3.1. Moisture content

The moisture content of the feces is an important energy sink that affects the ignition [20], and
the conditions under which sustained smoldering will occur without quenching [55]. Water
evaporation during smoldering represents an important energy sink. Close to quenching
limits, moisture content is a crucial parameter for the self-sustainability of the smoldering
propagation.

Figure 4. Moisture distribution of the sand-fuel mixture above the reaction zone for a non-self-sustaining test of feces
mixed with sand at 75% moisture content (from [35]).

Additionally, studies showed that water recondensation in the layers of cooler mixture above
the smoldering front can be significant [35]. This situation provokes an increment in the local
moisture content levels. Moreover, free water flowing down inside the column can occur and
can lead the reaction to quenching. Figure 4 shows the moisture content at different heights
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in the reactor after excavation of the mixture in a non-self-sustaining smoldering test. Water
accumulation can be clearly seen above 20 cm, and is responsible for the experiment’s
quenching.

Reference [35] demonstrates that the limit of moisture content for a self-sustaining smoldering
process depends on the pack height of mixture inside the reactor. The mixture pack height
affects the time-varying distribution of moisture content. This happens in two ways: (i) from
a thermal perspective, a longer pack of cool material favors increased degree of recondensation
ahead of the reaction front; (ii) from a hydraulic perspective, recondensed water is unbound
and a longer pack can generate a higher hydrostatic pressure at the moisture front leading to
more significant drainage downwards into the front. Therefore, quenching can be avoided by
using a shorter pack of sand-waste. Furthermore, other possibilities are predrying the waste
or mixing it with other waste streams to increase the average calorific value. However, both
alternatives require energy for implementation.

Far from quenching limits, the effect of moisture content in the performance of the smoldering
experiments was studied for different types of waste [16, 40, 44]. Experimental observations
showed that the velocity of smoldering propagation is not affected by the moisture content of
the medium. This independence is somehow expected since the propagation of the smoldering
reactions occurs on completely dried [20]. Regarding the smoldering peak temperatures, as
water acts as an energy sink, a reduction in the peak temperatures can be expected when
moisture content increases, as reported in [44] (up to 200°C within the range of self-sustaina‐
bility). Still, variations of 10–20% in the waste moisture do not produce significant differences
in the observed peak temperature [16, 40].

3.2. Porous medium

Inert porous media that have been used for waste treatment applications are: sand, soil, a
mixture of both, gravel and refractory briquettes. By far, the most common inert porous
medium used in waste treatment processes is sand because is inexpensive and commonly
available. Agricultural waste has also been used for the smoldering of feces, however its use
is only reported and there is no systematic study on the influence on smoldering performance
[36]. While the nature of the porous medium may have also an influence on the smoldering
performance, this is not addressed in the literature.

The effect of the porous medium on the smoldering performance can be explained because it
affects the air permeability of the waste-porous medium mixture. This influence can be
described through the porous medium concentration and the particle size. Both parameters
have been investigated.

3.2.1. Concentration

The concentration of porous medium in the smoldering mixture determines the air permea‐
bility of the mixture matrix and hence, its self-sustainability. If the concentration is too low,
the air permeability of the medium may not be sufficient for the oxygen to reach the fuel in
the surface of the porous medium, and smoldering will not propagate. If the concentration is
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too high there is a critical condition where there is not enough fuel (waste) to overcome heat
losses and sustain the smoldering reaction.

As Figure 3 shows, the operational window for sand concentration (expressed as sand-to-fuel
mass ratio) is reduced if, for example, the airflow is reduced. Within the range of self-sustain‐
ability, the smoldering performance is affected by the porous medium concentration. Both
smoldering temperatures and propagation velocities decrease when the sand concentration
increases.

As the sand concentration increases, there is less fuel per length unit. This decreases the energy
release rate and therefore the smoldering velocity. As the porous medium is generally inert
and not combustible, part of the energy released from the exothermic oxidation has to be
consumed on heating the porous medium and therefore, it acts as energy sink. This provokes
that the smoldering temperatures also decrease when the porous medium concentration
increases [40, 44].

3.2.2. Particle size

A similar situation occurs with the influence of the particle size. A window of particle size can
be identified where self-sustaining smoldering is possible. At low particle sizes, the fine
particles do not provide enough air permeability to the mixture. At the other extreme, when
the particle size is too high, the hot gases pathway towards the end of the reactor is short, and
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Smoldering performance as a function of the particle size was studied for the combustion of
feces [40] and coal tar [44] mixed with sand/gravel. Both the temperature and smoldering
velocities decrease when the particle size increases towards the critical value. However, this
parameter appears to be the one with the least impact on the peak temperatures and smol‐
dering velocities, at least among those that were systematically studied. Those papers descri‐
bed a slight variation of smoldering temperatures and velocities (not more than 36%) within
the range of self-sustainability. Pironi et al. [44] suggested that it might be balance between
the expected increment in the smoldering velocity due to the increment in the fuel surface area
per unit volume, and the decreased fuel concentration.

3.3. Airflow rate

Smoldering  requires  oxygen  to  sustain  the  exothermic  oxidation  reactions.  Thus,  there
is  a  minimum oxygen  concentration  in  the  smoldering  front  required  for  propagation.
This minimum concentration is mainly a function of the air permeability of the propagation
medium.  Above  that  threshold,  the  oxygen  concentration  will  always  be  enough  for
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self-sustaining propagation.  While there are some studies on the influence of  the oxygen
concentration  on  smoldering  [56],  all  waste  treatment  processes  utilize  atmospheric  air.
On the  other  extreme,  at  very high airflows there  is  a  critical  condition that  can enable
transition  to  flaming.  This  transition  depends  on  the  scale,  moisture  content  and
characteristics  of  the  fuel.

There is enough evidence that the rate of propagation is directly related to the rate of oxidizer
supply to the reaction zone [31]. Switzer et al. studied the smoldering remediation of NAPL-
contaminated materials [46] and found that the remediation time can be controlled by the air
injection rate, with higher rates leading to higher propagation velocities. The correlation seems
to be linear in experiments performed with different reactor geometries.

In another work, Yermán et al. found a clear linear relationship between the airflow and the
smoldering velocity during the smoldering of feces mixed with sand. Authors reported a linear
regression of 0.996 within an airflow range where the airflow is increased more than 13 times
(see Figure 5). Airflow is the parameter with higher impact on the smoldering performance.
As the example shows, just modulating the airflow, the smoldering propagation velocities can
be changed by more than one order of magnitude.

Figure 5. Average peak temperature and smoldering velocity (US) as a function of air Darcy flux for self-sustaining
smoldering experiments of feces mixed with sand (from [40]).

Regarding the peak temperatures, these tend to increase at low airflows and decrease at high
airflows, as Figure 5 shows. This is mainly associated with the fine energy balance between
heat transfer and the heat release rate from the exothermic oxidation. Increasing the airflow
implies higher heat release rate, which raises the temperature inside the reactor. On the other
hand, at high airflows, it was observed that the temperature of the gases leaving the reactor
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increases with the airflow. This means part of the energy is leaving the reactor with the exhaust
gases. Due to the high velocity of the gas inside the reactor, the heat from the exothermic
reaction is not efficiently transferred to the mixture inside the reactor, and the observed
temperatures are lower. A similar behavior was reported for the smoldering of coal tar [42].

3.4. Others

3.4.1. Scale

During smoldering, heat loses are linked to process scale. Heat losses diminish when the scale
is increased due to the lower surface-to-volume ratio. Consequently, the operational window
where self-sustaining smoldering can be possible is extended at larger scales (e.g., higher
moisture content).

Smoldering temperatures are also usually higher at larger scale due to the reduced heat losses.
However, the propagation velocities are not necessarily affected. This was observed in [52]
where the smoldering of surrogate feces was studied under the same operational conditions,
reactor geometry, but different scales. While the smoldering velocity does not change with
scale for the same operational conditions, the waste consumption in mass per time unit
increases with the size of the reactor. This is an important observation for scaling-up the
smoldering technology, as the waste consumption rate can be predicted from laboratory-scale
tests.

3.4.2. Ignition temperature

It is important to remind the reader that ignition temperature was defined as the temperature
where the airflow is initiated. Reports showed that the airflow can be initiated at temperatures
that are considerably below the spontaneous ignition of the waste, even at ambient tempera‐
ture [36, 40].

Those studies also showed that there is no influence of the ignition temperature on the
smoldering performance. Therefore, as it is always desired to operate this technology with the
least energy consumption as possible, the situation where the energy consumed during
ignition is the lowest should be chosen and determined for every case.

A higher ignition temperature is usually associated with a larger energy input from the heating
element. However, this is not the case at low (close to ambient) ignition temperatures. When
the airflow is initiated at low temperatures, the sand-waste mixture is then cooled by the
incoming fresh airflow. Hence, more energy (and time) from the heating element will be
required to achieve combustion of the organic waste.

4. Energy recovery

There are several sources for potential energy recovery from a smoldering combustion process.
These are: (i) steam condensation, (ii) hot sand, (iii) hot gases and (iv) fuel production.

Self-sustaining Smouldering Combustion as a Waste Treatment Process
http://dx.doi.org/10.5772/64451

155



4.1. Steam condensation

Steam condensation represents an attractive source of energy, especially when the waste to
treat has high moisture content. In some cases, the energy recovered from condensation can
be as large as the energy required for ignition [36].

Another example of this is one of the prototypes presented for the Reinvent the Toilet Chal‐
lenge launched by The Bill and Melinda Gates Foundation. This prototype is a sanitation
mechanism for disinfection of human waste that relies on the smoldering combustion of feces.
In this system, the steam generated from flash drying of the feces, before condensation, is used
in a heat exchanger to pasteurize the urine and liquid waste from the toilet, maintaining the
temperature between 65 and 75°C for several hours [38].

4.2. Hot sand

After the smoldering treatment, the sand obtained is clean and hot. In general, only a slight
change in color is observed [35, 36, 43, 52]. This is usually attributed to the oxidation of the
iron compounds in the sand [42].

The hot sand represents an important heat source than can be used, for example, to predry the
next batch of waste. In the case of smoldering of feces, it was demonstrated that sand can be
reutilized for at least five consecutive treatments [36] without impact on the smoldering
performance. The presence of fine ashes within the inert porous matrix will decrease the air
permeability of the sand-waste mixture, reaching eventually a critical condition where
propagation of smoldering combustion is not possible. The ash accumulation is a function of
the inorganic content in the waste, and the sand concentration used for the smoldering
treatment.

4.3. Fuel production

The low temperatures of the smoldering reactions generate the potential recovery of pyrolysis
products. Pyrolysis oil production from smoldering combustion processes has been assessed
for used tires [4] and feces [57].

Figure 6 shows the different zones that can be distinguished during smoldering, inside the
reactor and can help to understand how and where the pyrolysis products are produced. The
first region (bottom) is defined as the region where the fuel has been consumed by the passing
smoldering front (combustion zone). Ahead of the smoldering front heat is transferred via
conduction, convection and radiation to the unreacted sand and fuel. In this region, the oxygen
concentration is considerably depleted and heat is consumed in the endothermic pyrolysis of
the fuel. As the available heat decreases, the temperature eventually reaches a critical point
where pyrolysis cannot be sustained (usually 200–300°C).

The end of the pyrolysis zone marks the beginning of the preheating zone where heat is
consumed through preheating of the unreacted zone. As the available heat decreases, the
temperature eventually reaches ambient temperature, which delineates the end of the pre‐
heating zone. After that zone, only virgin sand-fuel mixture is present.
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Figure 6. Zones that can be distinguished during smoldering and inside the reactor (modified from [57]).

The yield of pyrolysis products during smoldering can be maximized if pyrolysis temperatures
are maintained in the zone of low oxygen concentration. In other words, the larger the pyrolysis
zone is, the higher the amount of pyrolysis products obtained.

The extension of the pyrolysis zone can be increased if the fuel is dry and has a high calorific
content, providing more energy available for pyrolysis and reaching higher temperatures.
Comparing the two aforementioned examples, rubber tires have a calorific content about eight
times higher than wet feces. That study observed that the oils exhibited a mass percentage
yield of 35% relative to the tires. Maximum oil recovery was observed at the minimum
smoldering velocity. On the other hand, maximum oil yield from smoldering of feces was only
7% relative to the mass of dry feces. In this case, pyrolysis oil yield seems to increase with the
airflow rate, although the relationship is not completely clear.

5. Gas emissions

The potential for the formation of harmful compounds exists in every smoldering process,
especially when the waste represents an environmental hazard (e.g., coal tar). As in an
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incineration process, the gas emissions must be assessed and controlled or captured. In the
same way, gas emissions can vary significantly depending on the waste nature, oxygen excess
and other operating conditions. Nevertheless, some general features associated with the
effluent gas composition can be addressed.

It is of great importance to notice that the gas emissions associated with smoldering differ
significantly from those produced during flaming combustion. Yet, the same standard gas
treatment practices can be applied in both cases. As pyrolysis and oxidation coexist during
smoldering, smoldering produces higher amount of hydrocarbons and CO than incineration.
For example, Rein et al. found that the CO/CO2 ratio is approximately 0.4 during smoldering,
while it is approximately 0.1 in flaming combustion [22, 58]. In addition, Switzer et al. report
CO/CO2 ratios of 0.1–0.7 when using smoldering for remediation of NAPL-contaminated soil
[46].

Pyrolysis products, which are usually oxidized in the presense of flaming combustion,
contribute significantly to the gas emissions during smoldering. These products include
hydrocarbons, volatile organic compounds (VOCs) and polyaromatic hydrocarbons.

While quite a few papers on emissions during natural smoldering can be found in the literature,
there are not many scientific reports on emissions during smoldering combustion applied to
waste treatment. Scholes et al. report total VOCs between 47 and 88 g/L for the smoldering
remediation of coal-tar-contaminated soils [48]. While these values can be higher than those
during incineration, they are considerably below the VOC emissions during composting of
waste [59] or from typical manufacturing industries [60].

Regarding production of NOx and SOx, Switzer et al. studied the smoldering combustion of
nonaqueous phase liquids mixed with sand and soil. Nitrogen and sulfur oxides were not
detected above the threshold of 1 ppm [43]. It is preassumed that this is due to the lower
temperatures during smoldering as compared to incineration, although further and extensive
research is needed in this matter.

6. Technoeconomic viability

As for any other technology, the technoeconomic feasibility for applying smoldering as a waste
treatment process must be assessed for every particular case, and compared to other possible
alternatives. Applicability scenarios can be very different, and many factors should be taken
in consideration for a technical analysis, that every particular case must be considered
separately. For example, the aim of the treatment (e.g., environmental hazard, volume
reduction, dewatering, metal or nutrients recovery) is strongly related to the economic return.
In this section, the general considerations and critical issues to take into account when
performing technical and economic analyses are presented.

At present, soil remediation is the only full-scale and real application of smoldering as a waste
treatment process [48]. Nevertheless, current investigations on the topic demonstrate that the

Developments in Combustion Technology158



incineration process, the gas emissions must be assessed and controlled or captured. In the
same way, gas emissions can vary significantly depending on the waste nature, oxygen excess
and other operating conditions. Nevertheless, some general features associated with the
effluent gas composition can be addressed.

It is of great importance to notice that the gas emissions associated with smoldering differ
significantly from those produced during flaming combustion. Yet, the same standard gas
treatment practices can be applied in both cases. As pyrolysis and oxidation coexist during
smoldering, smoldering produces higher amount of hydrocarbons and CO than incineration.
For example, Rein et al. found that the CO/CO2 ratio is approximately 0.4 during smoldering,
while it is approximately 0.1 in flaming combustion [22, 58]. In addition, Switzer et al. report
CO/CO2 ratios of 0.1–0.7 when using smoldering for remediation of NAPL-contaminated soil
[46].

Pyrolysis products, which are usually oxidized in the presense of flaming combustion,
contribute significantly to the gas emissions during smoldering. These products include
hydrocarbons, volatile organic compounds (VOCs) and polyaromatic hydrocarbons.

While quite a few papers on emissions during natural smoldering can be found in the literature,
there are not many scientific reports on emissions during smoldering combustion applied to
waste treatment. Scholes et al. report total VOCs between 47 and 88 g/L for the smoldering
remediation of coal-tar-contaminated soils [48]. While these values can be higher than those
during incineration, they are considerably below the VOC emissions during composting of
waste [59] or from typical manufacturing industries [60].

Regarding production of NOx and SOx, Switzer et al. studied the smoldering combustion of
nonaqueous phase liquids mixed with sand and soil. Nitrogen and sulfur oxides were not
detected above the threshold of 1 ppm [43]. It is preassumed that this is due to the lower
temperatures during smoldering as compared to incineration, although further and extensive
research is needed in this matter.

6. Technoeconomic viability

As for any other technology, the technoeconomic feasibility for applying smoldering as a waste
treatment process must be assessed for every particular case, and compared to other possible
alternatives. Applicability scenarios can be very different, and many factors should be taken
in consideration for a technical analysis, that every particular case must be considered
separately. For example, the aim of the treatment (e.g., environmental hazard, volume
reduction, dewatering, metal or nutrients recovery) is strongly related to the economic return.
In this section, the general considerations and critical issues to take into account when
performing technical and economic analyses are presented.

At present, soil remediation is the only full-scale and real application of smoldering as a waste
treatment process [48]. Nevertheless, current investigations on the topic demonstrate that the

Developments in Combustion Technology158

technology is economically feasible for other applications. In the close future, smoldering is
envisaged as an alternative for the treatment of many waste streams.

As a general rule, smoldering is a suitable alternative for reduction of waste volumes, espe‐
cially for waste streams with high moisture content. Furthermore, it is an attractive option to
treat hazardous waste, as the high temperatures ensure pathogen destruction. In both cases,
the thermal treatment should be performed on site. In the former case, this would avoid
important transportation costs as highly wet waste usually comprises large volumes, and in
the latter, it would elude the impracticality of handling hazardous materials.

In general, the technical feasibility can be usually assessed at laboratory scale, as the higher
heat losses make this scale a conservative scenario. As the smoldering velocity does not change
with the scale, the operating conditions and size of the reactor for a full-scale application can
be easily extrapolated from those laboratory tests. The full-scale of this technology depends
on the waste production rate and also on the type of waste. While accumulation of waste may
be possible in some cases to generate adequate volumes, this is not always feasible. If the aim
of the treatment is the elimination of pathogens – as can be the case of feces, animal waste or
hospital residues – then the destruction has to be almost immediately, and the scales required
are smaller. For example, a toilet that smolders feces should operate in the range of kilos per
day, as compared with agricultural waste or contaminated soil that must operate in the range
of tons per day.

For the economic analysis, the expenses to consider are: equipment, installation, operation,
maintenance and reduction of fees paid for the disposal of waste. Equipment, installation and
maintenance are substantially the same for every smoldering application. However, maximum
temperatures and corrosiveness of the waste can determine the necessity of different reactor
materials and wall thicknesses. The operation costs are mainly associated with waste pretreat‐
ment, mixing, ignition and reactor loading/unloading. Waste pretreatment can include:
adaptation of the waste particle size (in the case of solid waste) or predrying (for liquid or
pastry waste).

The potential sand reutilization and energy recovery must be also considered in the economic
analysis, as they would reduce the operative costs. The operating conditions of smoldering
should be chosen to maximize the benefit from these. There are other issues to consider that
may have impact on the operating conditions. For example, heterogeneity of the waste is
inevitable and because of this the smoldering must operate far from quenching conditions.
Also, the possibility of mixing the waste with other waste streams should also be considered.
This can have two benefits: reduce/avoid sand utilization and increase the calorific value (and/
or reduce the moisture content).

Finally, additional profit can be obtained from environmental benefits. Still, environmental
issues must also be carefully taken in consideration. For example, smoldering applied to soil
remediation can bring massive benefits, as avoids the contamination of water resources. On
the other hand, losses of nitrogen and carbon in the soil result in a poor soil for plant growth,
and further soil rehabilitation is needed [61].
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Abstract

A study of the effects of oxygenated alcohol/gasoline/diesel fuel blends on performance,
combustion,  and  emission  characteristics  in  conventional  reciprocating  engines  is
reported. On the one hand, in alcohol-gasoline blends, dual alcohols-gasoline blends
have not yet been sufficiently proven as suitable alternatives to single alcohol-gasoline
blends in engines as far as performance is concerned. On the other hand, n-butanol-
diesel, although it has a better miscibility factor in diesel than methanol or ethanol, is
limited with regard to extensive application in the diesel engines due to its low cetane
number. Engine performance was compared using single alcohol-gasoline and dual
alcohol-gasoline blends, where the dual blends were constrained to meet the vapor
issues  regarding  fuels  and  regulations.  The  blends  were  selected  in  terms  of  a
combination by volume of one being higher alcohol (n-butanol) and the other, lower
alcohol (methanol). The engines used for this study included a single-cylinder and a
four-cylinder,  naturally  aspirated,  four-stroke  spark  ignition  engines  and  a  four-
cylinder, four-stroke compression ignition turbocharged diesel engine. In the n-butanol-
diesel studies, a comparison was made with other studies in order to determine how
suitable n-butanol-diesel blends were across the biofuel family such as the biodiesel-
ethanol-diesel blends. The findings were as follows: The dual alcohols-gasoline blends
performed  better  than  the  single  alcohol-gasoline  blends  depending  on  certain
compositional ratios of the alcohols in gasoline regardless of vapor pressure consider-
ation. The n-butanol/diesel alcohol blend (B5, B10, and B20, where B5 represents 5% n-
butanol and 95% diesel) significantly reduced the regulated emissions in a turbocharged
engine compared to other studies using biodiesel-diesel blends. The significant decrease
in NOx,  CO emissions,  and reduction of  unburned hydrocarbons content  using n-
butanol/diesel fuel (DF) blends were found experimentally. The use of dual alcohol /
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gasoline blends was beneficial due to their shorter combustion duration in crank angles
and their higher-energy content compared with single alcohol-gasoline blends. The n-
butanol/diesel blend fired in the diesel engine showed a higher brake thermal efficiency
and improved brake specific fuel consumption compared to the study by others where
ethanol\diesel and methanol\diesel blends were used.

Keywords: compression ignition engine-diesel, emission reduction, butanol (-n)
brake-specific fuel consumption (BSFC), brake thermal efficiency, combustion and
emission, bioalcohols, spark ignition engine, global climate change

1. Introduction

The efforts of researchers worldwide have been and continue to be directed toward finding fuels
that are cleaner than fossil fuels in internal-combustion engines. The goal is to replace or reduce
the use of petroleum oil because conventional fuels such as gasoline degrade the environment.
Use of petroleum oil in transportation greatly contributes to the deterioration of the environment
through the emission of regulated emissions such as nitrogen oxides (NOx), unburned hydro-
carbon (UHC), carbon monoxide (CO), particulate matter (PM), and carbon dioxide (CO2) [1].

A very strong debate on the gradual substitution of petroleum by using renewable alternatives
such as biofuels dominates the political and economic agenda worldwide [2].

In their two articles, Andersen et al. [3, 4] reported on the vapor pressures (VP) of single
bioalcohol-gasoline blends. They evaluated the VP for lower alcohols, methanol, and ethanol
and higher alcohols including, n-butanol and propanol. Vapor pressure is an indirect way to
measure the volatility of liquid fuels, which emit fuel vapors known as evaporative emissions.
Evaporative emissions will cause vapor lock on restricted spaces in the fuel lines and the pump
in spark ignition (SI) engines and carburetor fuel delivery systems. Port injection is also prone
to this problem [3, 4].

Molar mass Kg/kmol RVP (kPa) Density at 20°C (g/mL) Normal boiling point (oC)

Gasoline 98.5 60-62 0.741 NA

n-butanol 74.12 2.2 0.81 117.8

Methanol 32.04 32 0.791 64.6

Ethanol 46.07 16 0.789 78.3

Source: Ref. [4].

Table 1. Typical physical properties of gasoline and alcohols.

Adherence to stringent regulation of the Reid’s vapor pressure (RVP) for gasoline as present-
ed in Table 1 is required by many countries in order to limit evaporative emissions. Depending
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on the properties of the individual alcohols, it is possible to add another alcohol to the single
alcohol-gasoline blend in order to reduce the evaporative emissions [4].

When alcohols are blended with gasoline or diesel fuel, the resulting mixture has more or fewer
different properties than the conventional fuels on the basis of which the engines were
designed to operate. This creates problems such as vapor lock, changes of viscosity, energy-
content (low heating value), boiling point of the fuel blends, and different flame propagation
hence limiting their application.

To mitigate the negative impacts caused by vapor lock of single alcohol/gasoline (SAG),
Andersen et al [3] proposed the use of dual alcohols, one higher and the other lower alcohol
blended in gasoline engines, as well as a method of determining the composition of dual
alcohols/gasoline (DAG) blends. Based on this concept, the lower volatility of n-butanol (a
higher alcohol) can be exploited by mixing n-butanol and another highly evaporative lower
carbon alcohol (methanol) in gasoline. The expected net effect is to reduce problems in the fuel
delivery system.

However, the researchers Andersen et al. did not formulate any list and conduct experiments
using alcohol-gasoline blends, which satisfy the Reid’s vapor pressure requirement for gasoline
fueled engines. Thus, their performance in reciprocating engines remains unclear.

Although Andersen et al. studied VP issues of alcohol-gasoline blends in spark ignition engines
only, alcohol-diesel blends also appear to be as promising as the former. Low carbon-content
alcohols (C1 and C2) have a greater auto-ignition temperature than (C4–5) ones. Therefore,
methanol and ethanol have a much higher auto-ignition temperature than n-butanol. For this
reason, C1–C2 alcohols may not be preferred to C4–C5 alcohols for blending with diesel fuel.
This renders n-butanol or any other high carbon-content alcohols promising candidates for
blending with diesel fuel.

This author has proposed a number of dual alcohols-gasoline blends, which were selected
based upon the vapor pressure requirements as proposed by Andersen et al. The dual blends
were experimentally tested in a laboratory using engines in order to determine whether they
can satisfy the requirements of operation with different engine loads.

The research hypothesis is that the dual alcohols-gasoline and higher alcohol/diesel blends
with the shared volume above the known limits may be applied satisfactorily to both spark
and compression ignition engines, respectively. These may also comply with the most recent
emission regulations as well as the engine performance requirements.

2. Objectives

The general objective of this research is to reduce the negative impacts of petroleum oil-based
fuels in reciprocating engines on the environment through the use of oxygenated (alcohol)
blends, while not deteriorating engine performance. The specific objectives include the
following:

Combustion and Emission Characteristics of Blends: -n-Butanol-Diesel (D2); and Dual Alcohols: n-Butanol-Methanol...
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• To compare the performance, combustion, and emission characteristics of dual alcohol-
gasoline with single alcohol-gasoline blends fired in a four cylinder naturally aspirated (NA)
spark ignition (SI) engine.

• To compare the combustion and emission characteristics of dual alcohol (methanol-n-
butanol-gasoline) blends with single alcohol (methanol-gasoline) blends in a single-cylinder
SI engine.

• To evaluate the combustion and regulated emission characteristics of diesel fuel (DF) and
n-butanol/diesel blends (B5, B10, and B20, where B5 represents 5% shared volume of n-
butanol to 95% diesel fuel) fired in a high load turbocharged diesel engine and to compare
the findings with a study that was conducted by others [5]. Detailed information on the
advantages and disadvantages of using n-butanol, comparisons of ethanol or methanol, and
heating value estimation of the blends can be found in Ref. [6].

3. Engine experimentation

The engine experiments and methodology, data collection process, and analysis software are
all described in turn in Ref. [6].

3.1. Multipoint injection NA engine

3.1.1. Fuel mass flow rate

The electronic control unit (ECU) controls the fuel mass flow rate and changes the fuel delivery
system. The change to the type of fuel is different from gasoline; in particular, the type of fuel
(blends) affects the quantity of the mass of fuel delivered by the fuel pump.

Figure 1. Effect of blends on fuel mass flow rate vs. Bmep.
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Figure 1 depicts the increase of the fuel’s mass-flow rate (mf) for the blends with the load or
brake mean effective pressure (BMEP). The raised fuel mass flow with the blends in compar-
ison with GF is well known.

3.1.2. BSFC and BTE

Figure 2(a) demonstrates the effect of the blends on BSFC and Figure 2(b) on BTE. Improve-
ment of brake thermal efficiency (BTE) as a result of the raising of the heating value and oxygen
atoms of the blend is well understood (Figure 2(b)). A well-known relation between BTE and
BSFC is such that as the BTE increases, the BSFC reduces as BMEP increases (see Figure 2(a)
and (b)). It is well established that alcohol-gasoline blends indicate a higher BSFC than GF does
at a given BMEP. Other factors that could contribute to the observed improvement of BTE are
better atomization of the blend and effects on friction [7]. Atomization of a fuel is affected by
the fuel’s surface tension [7, 8]. The increased BTE when using M70 being greater than the BTE
when using M53b17 indicates the improved combustion process of the single alcohol-gasoline
blend in comparison with that of the dual alcohol-gasoline blend.

Figure 2. Effect of blends on (a) BSFC and (b) BTE.

3.2. Diesel (TDI) engine

3.2.1. BSFC and BTE

A study in which a small shared volume of ethanol to diesel (E5 and E10) was compared with
methanol-diesel blends: M5, M10 (M5 represents 5% by volume of methanol in diesel fuel) was
conducted [9].

The test was based upon the engine type Super Star 7710a, (age of the engine: year 2000) four-
stroke, single-cylinder, naturally aspirated diesel engine, and displacement of 770 cc, with bore
size of 98 mm and stroke 100 mm and compression ratio 17:1. The intake valve opens at 15o

crank angle (CA) before top dead centre (BTDC), and the exhaust valve opens at 15o after top
dead centre (ATDC), in the conditions of original injection timing of 27oCA BTDC, the injection
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nozzle with needle valve and four holes, a nozzle-valve lifting pressure of 150±0.5 bar; a
maximum torque 39.8 Nm (at 1650 rpm), and maximum power 7.4 kW at 1900 rpm.

The minimum BSFC in the study carried out by Ref. [9] was 298 g/kWh when compared with
237 g/kWh on 1500 rpm in this study. This is expected, as n-butanol has a lower fuel consump-
tion rate than ethanol or methanol blends, due to the higher-energy content of n-butanol. In
this study, however, the lower-energy content of n-butanol blends than DF resulted in an
increased mass flow rate with n-butanol /diesel blend as depicted by the increased BSFC in
Figure 3(a) and (b). In the writer’s study, the BSFC, on low BMEP, was higher than that on high
BMEP for all the test fuels.

Figure 3. BSFC vs. BMEP (a) at 1500 rpm (b) at 3000 rpm.

Figure 4. BTE vs. BMEP: (a) at 1500 rpm and (b) at 3000 rpm.

Figure 4(a) and (b) depicts the BTE at speeds 1500 and at 3000 rpm, respectively. The range
of BTE in the study [9] was 0.22–0.28 in the speed range of 1000–1600 rpm. In the writer’s
study, the BTE fell into the range: 0.25–0.35 with 1500 rpm. The higher BTE of n-butanol/
diesel blends than the ethanol/or methanol-diesel blends is attributed to the higher CN of
n-butanol [10]. The energy content (LHV) of the blend decreases with the increase of the
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shared volume of n-butanol in DF. This causes fuel mass flow to increase the BSFC. Thus,
the two effects compensate each other and maintain the same BTE. The effects of atomiza-
tion of the blend and friction discussed in Ref. [10] could apply here; however, the BTE is
not raised as much because of the slow evaporation of the blends.

3.3. Conclusions

3.3.1. Naturally aspirated engine

The purpose of this part of the study was to compare the performance characteristics of a single
alcohol (methanol)/gasoline with a dual alcohol (methanol-n-butanol)/gasoline blend relative
to gasoline fuel (GF) used in a four stroke and cylinder naturally aspirated SI engine. The dual
alcohol blend M53b17 was chosen according to a technique developed by Andersen et al. [4]
where the VP of M53b17 was a match to the VP for gasoline fuel. The test fuels were as follows:
reference fuel GF, M20, M70, and M53b17. The following conclusions can be drawn:

• Blends had higher BSFC than that of GF for the same BMEP to compensate for their lower-
energy content. As the thermal efficiency increases with BMEP, the BSFC drops.

• Blend M70 indicated a higher BTE than M53b17 did.

3.3.2. Diesel (TDI)

The purpose of this work was to evaluate the performance characteristics of n-butanol-diesel
blends as fuel fired in a turbocharged, direct-injection, and diesel engine and to compare the
performance characteristics with those found in literature [9] using ethanol-diesel and
methanol-diesel blends. The n-butanol additive is an attractive biofuel to consider because it
is readily miscible with diesel fuel and has a higher CN than ethanol or methanol. The blends
tested were reference fuel, DF, and blends B5, B10, and B20 (where B5 represents 5% of n-
butanol by volume 95% diesel fuel).

The results reported in a study conducted by Sayin [9] (regarding the BSFC and BTE of ethanol-
diesel and methanol-diesel blends) with similar parameters were compared with n-butanol-
diesel blends of this study. The following conclusions can be drawn:

• The BSFC was lower and BTE higher in this study than those in the cited study. The range
of BTE in the cited study was 0.22–0.28 in the speed range of 1000–1600 rpm. In this study,
the BTE fell into the range 0.25–0.35 for 1500 rpm. However, due to the lower-energy content
of the n-butanol blends than that of DF, the BSFC increased. On the other hand, the BSFC
reduced as a result of improved BTE when increasing the brake mean effective pressure.

• Smaller shared volumes of n-butanol to diesel fuel fired in a turbocharged diesel engine is
recommended instead of ethanol-or methanol-diesel blends as a result of improved brake
thermal efficiency and BSFC, including the benefits not requiring any engine modification.
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4. Results of and discussion on combustion and emissions characteristics

4.1. Indicated pressure, HRR and emission of NOx,

4.1.1. Effect of blends on octane rating SI engine

By inspection of the relevant heat release rate (HRR) (see Figure 5(a)–(d)), blends with the same
combustion duration in CADs as that in GF, it was found to be SAG blend M10 (see Figure
5(a)) and for DAG blends M-nB 30:20. Both blends had the same indicated peak pressure.
Blends with shortened combustion duration relative to GF were M25 in the category of SAG
blends and M-nB 40:20, M-nB 25:35, and M-nB 80:10 in that of the DAG blends. Blends with
slightly prolonged combustion duration such as SAG blends were M15, M20, M30, and M80,
while in the DAG, blends were M-nB 10:20, M-nB 15:25, and M-nB 20:30. It can therefore be
deduced that in the case of DAG blends, when the blending ratios or shared volumes of both
methanol and n-butanol to GF were increased, the combustion duration was shortened,
whereas increasing the methanol shared volume prolonged the combustion duration in the
case of the SAG blends. This could be due to the improved combustion efficiency of oxygenated
fuels resulting from the higher heating value in the DAG rather than in the SAG blends. Figure
6 illustrates the effect of blends on HRR in stoichiometric mixtures for both the DAG and the
SAG blends. The combustion duration was substantially more prolonged for the SAG than the
DAG blends.

Figure 5. Effect of SAG (a, b) and effect of DAG (c, d) blends on mean indicated pressure (IP) and heat release rate
(HRR) at λ = 1.1.
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Figure 6. Effect of SAG (a, b) and DAG(c, d) blends on mean indicated pressure (IP) and heat release rate (HRR) at λ =
1.0.

Figure 7(a) and (b) indicates the effect of blends on the emissions of nitrogen oxides in the
category of the SAG blends and Figure 7(c) illustrates the effect of DAG blends on the emissions
of nitrogen oxides. Thermal NOx is a by-product of combustion, and its exponential formation
rate is dependent on temperature. Thermal NOx formation, which is well studied and under-
stood [5], depends upon the residence time and higher temperatures. The peak emission of
NOx for test fuels occurs at approximately: λ = 1.1. This means that its formation is more
probable at very high temperatures as a function of heat release. Figure 5(a)–(d) illustrates the
HRR and indicated pressure for methanol and DAG blends. The high latent heat of evaporation
in alcohols results in an evaporative cooling of the mixture. Because of this any increase in the
alcohol percentage of the fuel mixture causes NOx to drop (see Figure 7(a) and (b). For
methanol blends up to M20, the maximum HRR and maximum indicated pressure at λ = 1.1
were all similar (Figure 6(a)); therefore, the peak NOx emissions were also identical (see Figure
7(a)).

Figure 7(e) demonstrates the effect of blends on NOx, which includes n-butanol. Blends of M30
and M-nB 10:20 both contain a total alcohol content of 30% (v/v), and by examining the relevant
figures (Figure 5(b) and (c)), it is evident that the maximum HRR is lower for M-nB10:20 than
for M30, although both produced about the same NOx emission concentration. This result
could be explained by the difference in residence time between the combustion products of the
two blends, which absorb energy from the surrounding. Of the two blends, the faster burning
mixture prolonged the residence time and had more time to absorb energy than the slower
burning blend. So the net effect was the same.
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Figure 7. Effect on NOx: (a, b) single alcohol/gasoline (SAG) blends (c) dual alcohol/gasoline (DAG) blends.

4.1.2. Mean indicated pressure, HRR and effect of blends on multipoint injection NA engine

Figure 8(a) and (b) compares the effect of blends on combustion HRR and indicated pressure
against different spark timings (STs). Both M70 and M53b17 revealed the same combustion
duration at the ST of 24.5 CAD BTDC, (see Figure 8(a)). The blend M70 indicated a more
shortened combustion duration compared with that of M53b17 when the ST (Figure 8(b)) was
advanced, suggesting an improved combustion efficiency. The effect of knock limited how far
the Injection timing of M20 could be advanced, which was 26.5 CAD BTDC. However, blend
M53b17 could be advanced to 28.5 CA BTDC without any problems relating to knocking.

Figure 8. Effect of blends on heat release rate (HRR) and mean indicated pressure at 7.8 bars (BMEP).
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Since the indicated peak pressure (Figure 9(a)) or HRR (Figure 9(c)) rises with an increase in
the BMEP, the trend is to reduce the CAD at which these peaks occur (Figure 9(b) and (d)).
The ST for M0, M20, M70, and M53b17 were suitably set to: 27.5, 28.5, 26.5, and 28.5 CAD
BTDC, respectively. Therefore, blends M53b17 and M20 followed by M70 and M0, indicated
early combustion, which resulted from high peak pressures or peak HRR (Figure 9(a) and
(c)). Blend of M53b17 was, therefore, expected to produce the highest pressure peaks because
its ST CAD BTDC was more advanced than that of M70 and GF, drawing the peak pressure
and HRR closer to the top dead centre (TDC). The combustion duration is therefore, expected
to shorten with the use of M53b17 when its ST is fixed at 28.5 CAD BTDC. The crank angles of
the indicated peak pressure set at a medium BMEP of 5.5 bars for GF, M70, M53b17, and M20
were 17, 16, and 15 CAD after top dead centre (ATDC), respectively.

Figure 9. Relationship of cad at maximum mean indicated pressure (IP) and HRR for blends vs. BMEP.

4.2. Emission of CO

4.2.1. Effect of blends on (TDI) CI engine

The data in this section demonstrate that smaller shared volumes of n-butanol when using fuel
fired in a light-duty, turbocharged, direct-injection diesel engine significantly reduce regulated
emissions compared with the findings of a similar study using a naturally aspirated diesel
engine using 30% biodiesel from rapeseed oil with admixes of E5 and E7.5 [5].
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Researchers [5], studied multi component fuelling of a naturally aspirated diesel engine using
biodiesel (BD), composed of a shared volume of 30 % (v/v) or BD30 (RMEs) from rapeseed oil
and compounded with diesel fuel (DF), with properties similar to those of DF used in the
current study. A third admix to BD30 that was tested in the cited study is ethanol 5 and 7.5%
(E5 and E7.5). The BSFC values for the admixed blends B30 + 5E and B30 + 7.5E were similar
to those of DF.

Figure 10. Carbon monoxide emissions (a) at 1500 rpm and (b) at 3000 rpm.

Figure 10 illustrates the effect of blends on the CO concentration at speeds: of 1500 and
3000 rpm. The CO measured in Ref. [5]: For DF: when the BMEP was 0.650, 0.325, or 0.1 MPa,
the CO was 912, 351, and 634 ppm, respectively, while in the author’s study, when the BMEP
for DF was 0.751, 0.50, or 0.251 MPa, the CO was 286, 355, and 334 ppm, respectively. Further-
more, in the cited study, when the BMEP was 0.650, 0.325, or 0.100 MPa, for B30+E5-7.5%, the
CO was 300, 575, and 280 ppm, respectively. On the other hand, in the author’s study, when
the BMEP was 0.751, 0.50, or 0.251 MPa for B20, the CO was reduced to 111, 234, and 338 ppm,
respectively [10].

4.3. Emissions of UHC

In this section of the study, the emission of UHC using DAG blends is compared with the
emission of UHC using SAG blends. The dual blends meet the VP requirement for GF, in
internal-combustion engines. The blends do not require any engine modification.

4.3.1. Effect of blends on (TDI) diesel engine

The effect of the blends on the unburned hydrocarbon emission concentration at 1500 and
3000 rpm is illustrated in Figure 11. The amount of fuel injected during the ignition delay
period has an influence on its concentration. For BD30, where CN was higher, the injection
period was shorter, decreasing correspondingly, with the emission of UHC [5]. When the BMEP
for DF was 0.650, 0.325, or 0.100 MPa, the UHC was 318, 347, and 406 ppm, respectively, while
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the UHC emission for B30+5-7.5E was 220, 240, and 280 ppm for the same range of BMEP.
Conversely, in this study, when the BMEP for DF was 0.751, 0.50, or 0.251 MPa, the UHC was
14, 20, and 30 ppm, respectively, and, the UHC emission for B20 was 30, 37, and 55 ppm,
showing a significant reduction in the UHC emissions in this study [10].

Figure 11. UHC emissions varying against BMEP (a) at 1500 rpm and (b) at 3000 rpm.

4.4. Conclusions

The combustion of the alcohol/conventional fuel blends in reciprocating engines indicate
certain effects on the regulated emission and combustion characteristics as summarized later.

4.4.1. Octane engine

The experiments were conducted on a single-cylinder BASF octane rating SI engine at the
constant speed of 600 rpm. The aim of this part of the study was to compare regulated emissions
of DAG with SAG blends.

The combustion duration was shortened using the DAG blends as the total shared volume of
methanol and n-butanol to GF was increased. However, the combustion duration was
prolonged using the SAG blends as the methanol shared volume in GF was increased. The
combustion duration was substantially more prolonged for the SAG blends than for the DAG
blends in stoichiometric mixtures.

The SAG blends reduced the UHC emission concentration more than the DAG blends did
(both with the same total alcohol content). Regarding the GF, the UHC emission was reduced
by 9.2% for M-nB 10:30 and 20% for the M30 at λ = 1.1. Blend of M-nB 15:25 reduced the UHC
emission by approximately 16.9% whereas M40 reduced the UHC emission by 26.9% at λ =
1.1.

Although, the SAG blends produced lower UHC emission than the DAG blends, in this study,
the use of DAG blends is recommended. The combustion duration for the latter was shortened
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in crank angles due to their higher-energy content than the SAG blends. By either increasing
the methanol or the n-butanol shared volume to GF, the UHC emission was improved.

4.4.2. Naturally aspirated engine

The purpose of this part of the study was to compare the combustion characteristics of a single
alcohol (methanol)/gasoline with a dual alcohol (methanol-n-butanol)/gasoline blend relative
to gasoline fuel (GF) based on a four-stroke and four-cylinder naturally aspirated spark ignition
engine. The test fuels were as follows: reference fuel: GF, blends: M20, M70, and M53b17.

The following conclusion can be drawn from the engine experiments:

The same combustion duration was attained by both M70 and M53b17 at ST of 24.5 Crank
angle degree (CAD) BTDC. However, the blend M70 exhibited slightly shorter combustion
duration than M53b17 at ST of 26.5 CAD BTDC. However, when the ST for M53b17 was fixed
at 28.5 CAD BTDC, its combustion duration was shorter than that for M70. All the test fuels
indicated an increase in both the heat release rate and the indicated pressure when the ST CAD
BTDC was advanced.

Blend M53b17 was recommended as a suitable substitute for M70 in the SI engine because the
heating value and the combustion duration using M53b17 improved compared with using
M70 blend.

4.4.3. Diesel (TDI)

The purpose of this part of the study was to evaluate the combustion characteristics and
regulated emissions of pure DF and n-butanol/diesel blends: B5, B10, and B20 fired in a high
load turbocharged diesel engine. A similar study was used as a basis for comparison and
attenuation of the results from the current study in order to build understanding of the impact
of fuel property on combustion and regulated emission.

A comparison of regulated emissions in this study using a turbocharged diesel engine with a
similar study [5] (based on a naturally aspirated diesel engine) indicated an improvement in
the reduction of UHC and CO using a turbocharged engine.

Unburned hydrocarbons emissions were more significantly reduced when using n-
butanol/DF blends in this study than when using 30% RME and 5–7.5% bioethanol in the other
study [5]. However, in both cases, the blends produced higher UHC emission than DF. In this
study, the UHC emission concentration increased by 21.4, 71.4, and 214% regarding DF on a
75% load at 1500 rpm for B5, B10, and B20 respectively. Smaller shared volumes, up to 20% (v/
v) of n-butanol added to DF are highly recommended to use especially in a turbocharged
engine. These blends substantially reduce the regulated emissions requiring no engine
modification.
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5. Final conclusions

5.1. Accomplishments in this study

Dual alcohol-gasoline blends, in particular, burned in internal-combustion engines that meet
the VP requirements do not make them entirely good performers in spark ignition engines.

The following dual alcohol-gasoline blends were analyzed as being suitable in spark ignition
engines in terms of shortened combustion duration while maintaining the same reduction of
important pollutants of single alcohol-gasoline blends in a spark ignition reciprocating engine.

• M53b17 (53% methanol and 17% n-butanol in gasoline)

• M-nB 40:20, M-nB 25:35 and M-nB80:10

• The following dual alcohol gasoline blends prolonged the combustion duration

• M-nB 10:20, M-nB15:25 and M-nB 20:30.

• On the part of the diesel engine, it was demonstrated that the reduction of emissions on a
turbocharged engine was greater in this study than in another study carried out by others
[5] who used 30% biodiesel (rape methyl esters, RME, derived from rapeseed oil). They
blended with diesel fuel and operated at similar conditions except for the type of engines
(a turbocharged one was used in this author’s study and a naturally aspirated engine in the
other study).

5.2. Future work recommendations

• To investigate additives to the dual alcohol-gasoline blends (that prolonged the combustion
duration) in order to shorten their combustion duration although they meet the VP require-
ment as shown throughout this study.

• To increase the n-butanol blend percentage in pure diesel or biodiesel/diesel blend and to
investigate performance in a diesel engine. This is to be supported by firstly, increasing the
biodiesel fraction (which increases the cetane number) in the biodiesel/diesel blend. The
advantage of doing this is that the calorific value of n-butanol is lower than that of biodiesel.

There is evidence in this study that bioalcohols have a significant role to play in achieving the
goal of the reduction of regulated emissions although partially, in the search for alternative
fuels to replace the conventional fuels used in the IC engines.
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Provisional chapter

Combustion and Emissions of a Diesel Engine Fueled with
Diesel-Biodiesel-Ethanol Blends and Supplemented with
Intake CO2 Charge Dilution

Ho Tse

Additional information is available at the end of the chapter

Abstract

This  study investigated the influence of  a  four-cylinder naturally  aspirated direct-
injection diesel engine fueled with diesel-biodiesel-ethanol blended (DBE) fuels tested
at a steady state speed of 1800 rev/min under different engine loads, ethanol volume
and intake carbon dioxide (CO2) dilution ratios on engine performance, combustion
characteristics,  regulated  gaseous  emissions,  and  soot  agglomerates.  Overall,  the
experimental results indicate that DBE blends can in general improve brake thermal
efficiency  (BTE)  and  reduce  nitrogen  oxides  (NOx),  carbon  monoxide  (CO),  CO2,
volatile  organic  fractions,  particulate  mass  (PM),  and  particulate  number  (PN)
concentrations, while brake-specific fuel consumption (BSFC) and hydrocarbon (HC)
might  increase  slightly.  Compared  with  ultra-low-sulfur  diesel,  DBE  blends  can
maintain a good tradeoff relationship among PM-PN-NOx. Compared with biodiesel,
the  blended  fuels  perform  better  in  suppressing  brake-specific  particle  number
emissions (BSPN), leading to a reduction of ultrafine and nanoparticle numbers. The
combined effect of DBE blends with intake CO2 dilution has marginal effects on BSFC
and BTE, significantly reducing NOx  emission while slightly increasing particulate
emissions.  On  particulate  characteristics,  DBE  blends  produce  soots  with  curved,
tortuous, and disorganized nanostructures with low soot burnout temperature and
strong oxidation rate favoring PM-PN reduction.

Keywords: diesel-biodiesel-ethanol, combustion characteristics, gaseous emissions,
particle emissions, particle morphology
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1. Introduction1

1.1. Transport biofuels2

The trend toward low-emission diesel fuels is growing worldwide with particular concerns3
from the regulated tradeoff emissions of NOx and PM, and other air toxics. European Union4
(EU) mandates 10% share for biofuels in the EU total energy mix by 2020 and United States5
sets a total of 36 billion gallon target for biofuel production by 2022. Therefore, oxygenated-6
type biofuel become popular to be used and blended with diesel for producing cleaner burning7
fuels. Many researchers explore methods to improve fuel quality by blending with oxygenated8
additives as coproducts [1]. The commonly used oxygenated additives are (a) ethanol, (b)9
acetoacetic esters and dicarboxylic acid esters, ethylene glycol monoacetate, (c) 2-hydroxy-rhyl10
esters, (d) diethylene glycol dimethyl ether, (e) sorbitan monooleate and polyoxyethylene11
sorbitan monomethyl ether, (f) ethanol and dimethyl ether, (g) dimethyl ether (DME), (h)12
dimethyl carbonate (DMC), (i) 1-octylamino-3-octyloxy-2-propanol and N-octyl nitamine, (j)13
methanol, and (k) a mixture of methanol and ethanol. In fact, there are only few literatures14
studying the effects of oxygenated additives in CI engine experiments. Among these additives,15
DME, DMC, ethanol, or methanol have been studied by few researches as effective additives16
to be applied as coproducts in CI engines. Table 1 lists their major advantages and limitations17
from literature findings on gaseous emissions and Table 2 lists their fuel properties [1, 2].18

1.2. Food, energy, and environment trilemma19

Of the alternative biofuels, the most widely investigated include biodiesel and ethanol [3–5].20
These two fuels have clear emission advantages over diesel. However, some studies have raised21
the concern of “food versus fuel” arising from plant-based biodiesel and ethanol, which might22
be the main hurdle for commercialization [6]. In fact, the economic consequences of these23
biofuel expansions are mixed and there are still some issues that will influence the actual24
impacts on food costs that have not been accounted for. To counter the “food, energy, and25
environment trilemma”, the development of these biofuels from nonfood sources (i.e.,26
biodiesel from waste cooking oil, ethanol from cellulosic nonfood crops, etc.) can show great27
promise in reducing food commodities being utilized for biofuel production [7].28

1.3. Investigation of DBE blends29

Focus of many previous researches was placed on diesel-biodiesel blends on general diesel30
engine performance and emissions as the fundamental investigation due to the interest of31
biodiesel being low cost, less polluting, renewable nature, and high energy density against32
diesel [8]. The dominant trend could be found in most research cases [9–13] that diesel-33
biodiesel blends would decrease the full-load effective power, increase brake-specific fuel34
consumption, and maintain thermal efficiency. As for vehicular emissions, partial regulated35
air parameters (viz., smoke density, particulate mass concentration, CO, and aromatic hydro-36
carbon) and partial unregulated air toxics (viz., formaldehyde, 1,3-butadiene, toluene, and37
xylene) decreased. However, other partial regulated air parameters (viz., NOx, NO2 and38
nanoparticle) and air toxics (viz., acetaldehyde and benzene) increased instead.39
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Oxygenated
additives   

Advantages Limitations

Dimethyl

ether (DME)

A slight decrease of NOx emissions

with % DMC in blended fuel. Strong

effect on smoke reduction.

Maximum blending concentration up

to 25% into diesel fuel; otherwise

significantly reduce the viscosity

of final mixture.

Dimethyl

carbonate

(DMC)

A slight decrease of NOx emissions

with % DMC in blended fuel. Most

effective at 5% DMC for reducing

submicro and microsized particle

emissions.

Slight increase of HC and CO, but can be

resolved with DOC. Obvious increase in

benzene, toluene, and m,p-xylene (BTX)

emissions. Increase in fuel consumption or

decrease in engine power due to lower calorific

value of DMC.

Ethanol Effective in reducing particulate mass

at high engine load. Effective in reducing

unregulated emission of formaldehyde,

ethane, ethene, 1,3-butadiene, and BTX.

Lower cetane number. Increase in fuel

consumption or decrease in engine power.

Increase of NO2 (toxic and highly reactive

gas) is associated with the use of ethanol-

ULSD blends having adverse influence on

human health.

Methanol Effective at a fumigation ratio of 0.1 for

reducing NOx and particulate mass

concentration. Particle emitted under

methanol fumigated engine are reduced

under both low and medium engine loads.

No increase in the number of nanosized

particles and changes in geometrical mean

diameter of emitted particles under

low and medium engine loads.

Maximum fumigation ratio of 0.4 for

avoiding engine knock. Marginal reduction

in particle emission in high engine loads.

Significant increase of HC and CO with

increase of fumigation ratio of methanol,

but can be resolved with DOC. Increase

of NO2 (toxic and highly reactive gas) is

associated with the use of methanol

having adverse influence on human

health.

Table 1. Advantages and limitations for four oxygenated additives.1

Due to the increases in public concerns about the environmental and health impacts from2
diesel-biodiesel blends, further development of using additional oxygenated-type fuel3
additives (viz., ethanol) to improve engine and emission performance flaws from diesel-4
biodiesel blends is significant and viable [14]. In fact, there are very few literatures studying5
the effects of diesel-biodiesel-ethanol (DBE) blends in diesel engine experiments and the6
impacts from these new blends are still not fully understood till date. For long-term environ-7
mental and public health protection, new forms of clean and economical oxygenated diesel8
blends fuel must be explored to progressively replace conventional mineral diesel. Ethanol is9
the type of alcohol made from renewable resources such as biomass from locally grown crops10
and even waste products such as waste paper, grass, and tree trimmings. They are also an11
alternative transportation fuel since it has properties allowing its use in existing diesel engines12
with minor hardware. Despite this, they are only used on a limited basis to fuel diesel engines13
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due to their respective problems in toxicity, corrosivity, miscibility with water, or immiscibility1
with diesel. However, they have higher octane number enduring higher compression ratios2
before engine starts knocking, thus giving diesel engine an ability to deliver more power3
efficiently and economically and to produce lesser CO, HC, and NOx/NO2 with higher heat of4
vaporization, thereby reducing peak temperature inside combustion chamber [2, 3].5

Property Euro V diesel Biodiesel Ethanol Methanol DME DMC

Cetane number 52 51 6 <5 55–60 35–36

Lower heating value (MJ/kg) 42.5 37.5 28.4 19.7 28.43 15.78

Density (kg/m3) at 20°C 840 871 786 792 668 1079

Viscosity (mPa S) at 40°C 2.4 4.6 1.2 0.59 – 0.63

Heat of evaporation (kJ/kg) 250–290 300 840 1178 410 369

Carbon content (%mass) 86.6 77.1 52.2 37.5 52.2 40

Hydrogen content (%mass) 13.4 12.1 13 12.5 13 6.7

Oxygen content (%mass) 0 10.8 34.8 50 34.8 53.3

Sulfur content (%mass) <10 <10 0 0 <10 <10

Table 2. Properties of Euro V diesel, biodiesel, ethanol, methanol, DME, and DMC.6

The use of ethanol on a limited basis in diesel-biodiesel blends can compensate the decreased7
octane caused by the presence of biodiesel in diesel fuel and produce lesser particulates and8
CO2 due to the lower carbon-to-hydrogen ratio of these alcohols. On the one hand, the presence9
of biodiesel can act as stabilizer to stabilize the phase stability of diesel-biodiesel-ethanol in10
blend fuels. Therefore, more understanding for the long-term stable diesel-biodiesel-ethanol11
(DBE) blends in diesel engine application with improved engine and emission performance12
can be achieved.13

1.4. Novelty and contributions14

This chapter provides the following contributions in filling the knowledge gaps on using DBE15
blends as potential transport biofuels that the current literatures do not cover or rarely study.16

• Simultaneous reduction in NOx and PM is a challenging issue in diesel industry. The use of17
DBE blends is proven to attain the reduction of both pollutants without engine modification18
works. The combined effect of DBE blends with intake CO2 charge dilution can even reduce19
NOx emission significantly while minimizing the adverse impact on particulate emissions.20

• Correlation equations formulated through curve-fitting process for predicting percentage21
change in NOx, CO, and HC emissions. The predicted percentage change has been found to22
agree closely with that of experimental data at the 95% confidence level.23

• Correlation between combustion characteristic parameters and the particulate emissions for24
DBE blends over a range of ethanol contents. The soot reduction by DBE blends is associated25
with its lower cetane number and higher latent heat of evaporation thereby leading to longer26
ignition delays, shorter combustion duration, and lesser diffusion fuel mass.27
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• Correlation between particle oxidation reactivity and internal nanostructure morphology1
from the DBE-derived soot by the results of thermogravimetric and transmission electronic2
microscopic analysis. It is generally found that test fuel with higher oxygen content, larger3
percentage of volatile organic fractions (VOFs), and lower soot burnout temperature (low4
activation energy) would have stronger oxidative reactivity with particle morphology of5
smaller primary particle size and curved, tortuous, and disorganized nanostructures.6

2. Experimental investigation7

2.1. Test plan8

Four sets of experimental investigations were adopted. First, a naturally, water-cooled, four-9
cylinder direct-injection diesel engine was tested at a steady speed of 1800 rev/min under five10
engine loads when fueled with diesel-biodiesel containing 15 vol% of waste-cooking-oil11
biodiesel while the ethanol volume varied from 0 to 20% at a step of 5%. The engine perform-12
ance and gaseous emission analysis are summarized in Sections 3 and 4, respectively. Second,13
the correlations between combustion characteristic parameters and the particulate emissions14
for DBE blends are described in Section 5. Third, the combined effect of DBE blends and15
intake CO2 dilution of 1.5–4.5% (at 1.5% interval) is evaluated and tested under a high engine16
load in Section 6. Finally, the effect of DBE blends on particulate volatility, oxidation properties,17
and nanostructures is investigated in Sections 7 and 8. The specifications of test engine and18
test fuels are shown in Tables 3 and 4, respectively. The test plan was based on the commonly19
accepted testing norms [2, 8, 11, 15–20] used in Europe, China, and Hong Kong for comparable20
results so as to investigate the influence of DBE blends and intake CO2 dilution under different21
fuel energy substitutions and engine loads, considering combustion characteristics and22
emission performance.23

Model Isuzu 4HF1

Engine type/combustion chamber shape Inline four-cylinder DI/Omega

Max. power 88 kW/3200 RPM

Max. torque 285 Nm/1800 RPM

Bore × stroke 112 mm × 110 mm

Displacement 4334/cc or 4.334 l

Compression ratio 19.0:1

Fuel injection timing 8° BTDC

Injection pump type Bosch inline type

Injection nozzle Hole type (with five orifices)

Injection nozzle diameter 0.3 mm

Injection nozzle opening pressure 18.1 MPa

Table 3. Specifications of test diesel engine.24
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Properties ULSD Biodiesel Ethanol

Cetane number 52 51 6

Lower heating value (MJ/kg) 42.5 37.5 28.4

Density (kg/m3) at 20°C 840 871 786

Viscosity (mPa S) at 40°C 2.4 4.6 1.2

Heat of evaporation (kJ/kg) 250–290 300 840

Carbon content (%mass) 86.6 77.1 52.2

Hydrogen content (%mass) 13.4 12.1 13

Oxygen content (%mass) 0 10.8 34.8

Sulfur content (%mass) <10 <10 0

Calculated properties DBE0 DBE5 DBE10 DBE20

Cetane number 51.9 49.6 47.3 42.7

Density (kg/m3) at 20°C 845 842 839 833

Lower heating value (MJ/kg) 41.7 41.0 40.3 38.9

Oxygen content (%mass) 1.7 3.3 5.0 8.2

Table 4. Properties of blending stocks and test fuels.1

2.2. Gaseous and particulate measurement2

The schematic and photographs of the experimental system are shown in Figures 1–3. The3
gaseous species including hydrocarbon (HC), nitrogen oxides (NOx), carbon monoxide (CO),4
carbon dioxide (CO2), particulate mass and number concentration (PM and PN) and volatile5
organic fractions (VOF) were measured. When studying the effect of CO2 dilution on the engine6
performance and exhaust emissions using DBE blends, the intake CO2 concentration was7
measured at the engine intake manifold. HC was measured with a heated flame ionization8
detector (HFID); NOx was measured with a heated chemiluminescence analyzer (HCLA); CO9
and CO2 were measured with nondispersive infrared analyzer (NDIR). Exhaust gas10
temperature was measured with a K-type thermocouple. All gas analyzers were manufactured11
by California Analytical Instruments, Inc., and calibrated with standard gases and zero span12
checks before each experiment. A two-stage Dekati minidiluter was used to create a constant13
volume sampling to obtain a diluted exhaust gas that is representative of the average14
concentration while engine runs particularly in measuring low-concentration particle mass-15
number emissions. The primary diluted exhaust gas was delivered to a tapered element16
oscillating microbalance (TEOM) for measuring particulate mass concentration and then17
secondary diluted exhaust gas to a scanning mobility particle sizer (SMPS) for measuring the18
size distribution and number concentration. The dilution ratio (DR) was determined from the19
measured CO2 concentrations of background air, undiluted exhaust gas, and diluted exhaust20
gas. The primary dilution ratio for TEOM was around 11 ± 2 whereas the secondary dilution21
ratio for SMPS was around 88 ± 7. The exhaust emission measuring instruments are listed in22
Table 5.23
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secondary diluted exhaust gas to a scanning mobility particle sizer (SMPS) for measuring the18
size distribution and number concentration. The dilution ratio (DR) was determined from the19
measured CO2 concentrations of background air, undiluted exhaust gas, and diluted exhaust20
gas. The primary dilution ratio for TEOM was around 11 ± 2 whereas the secondary dilution21
ratio for SMPS was around 88 ± 7. The exhaust emission measuring instruments are listed in22
Table 5.23
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Figure 1. Schematic diagram of the experimental setup.

Figure 2. Photograph of the experimental setup.

Figure 3. Photographs of (a) engine dynamometer, (b) HFID/HCLA/NDIR gas analyzers, (c) TEOM PM mass analyzer,
(d) Dekati minidiluter, and (e) SMPS PM number-size distribution analyzers.
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Gas species Unit Make/type

HC ppm CAI model 300

NOx/NO ppm CAI model 400

CO2/CO ppm/% CAI model 300

PM mass μg/m3 R&P TEOM 1105

PM number and size distribution #/cm3 TSI 3934

Table 5. Exhaust emissions measuring instruments.

2.3. Combustion analysis

A Kistler type 6056A piezoelectric pressure transducer was used to measure the in-cylinder
pressure at 0.5 crank-angle interval. Crankshaft position was measured by a Kistler crank-angle
encoder. The cylinder pressure was averaged over 400 cycles to smooth any combustion cyclic
irregularity that may appear in diesel engines fueled with low-ignition-quality biofuels [21]
and was then analyzed with a commercial combustion analyzer (DEWETRON, DEWE-
ORION-0816-100X) to obtain the heat release rate due to fuel combustion, which is developed
under the first law of thermodynamics to obtain the heat released arising from the fuel burned
per crank angle.

Figure 4. Photograph of thermogravimetric analyzer.

Developments in Combustion Technology194



Gas species Unit Make/type

HC ppm CAI model 300

NOx/NO ppm CAI model 400

CO2/CO ppm/% CAI model 300

PM mass μg/m3 R&P TEOM 1105

PM number and size distribution #/cm3 TSI 3934

Table 5. Exhaust emissions measuring instruments.

2.3. Combustion analysis

A Kistler type 6056A piezoelectric pressure transducer was used to measure the in-cylinder
pressure at 0.5 crank-angle interval. Crankshaft position was measured by a Kistler crank-angle
encoder. The cylinder pressure was averaged over 400 cycles to smooth any combustion cyclic
irregularity that may appear in diesel engines fueled with low-ignition-quality biofuels [21]
and was then analyzed with a commercial combustion analyzer (DEWETRON, DEWE-
ORION-0816-100X) to obtain the heat release rate due to fuel combustion, which is developed
under the first law of thermodynamics to obtain the heat released arising from the fuel burned
per crank angle.

Figure 4. Photograph of thermogravimetric analyzer.

Developments in Combustion Technology194

2.4. Thermogravimetric analysis1

Particulate samples used for particulate oxidation property and morphology were collected2
on the 47 mm quartz filter paper inside a particulate collector with the same diluted condition3
as TEOM. The transfer line from the exhaust to the dilutor was insulated and heated at around4
170°C to avoid volatile HC condensation loss. The investigation of the particulate composition5
and oxidation property was conducted through the thermogravimetric analysis (TGA) on the6
particulate sample in an Al2O3 crucible. TGA was conducted using the Netzsch STA 449 TGA/7
DSC (thermogravimetric analysis/differential scanning calorimetry) with a measurement8
resolution of 25 ng as shown in Figure 4. The heating program is listed in Table 6. When the9
TGA temperature was below 400°C, the particulate samples were heated in argon to remove10
the volatile substance. The samples were then oxidized in air for the investigation of particle11
oxidation. The total mass loss versus TGA furnace temperature is used to determine the12
fraction of volatile substances (VS) and nonvolatile substances (non-VS) in the diesel particu-13
late. The volatile substances can be divided into two parts: low- and high-volatility fractions.14
The volatility fraction versus temperature range is defined below:15

Steps    TGA heating program

Devolatilization

1 Initial atmosphere under argon

2 Isothermal for 10 min

3 Ramp 3°C/min to 45°C

4 Ramp 10°C/min to 400°C

Oxidation

5 Change atmosphere with air

6 Ramp 10°C/min to 800°C

7 Isothermal for 10 min

Table 6. TGA heating program.16

High-volatile substances (H-VS): 50°C ≤ T ≤ 250°C, under argon environment17

Low-volatile substance (L-VS): 250°C ≤ T ≤ 400°C, under argon environment18

Nonvolatile substances (non-VS): 400°C ≤ T ≤ 800°C, under air environment19

2.5. Transmission electronic microscopic analysis20

The investigation of particle morphology was conducted through high-resolution transmission21
electronic microscopy (STEM, JEOL JEM-2100F) as shown in Figure 5. The maximum22
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magnification is up to 910,000× with a measurement resolution of about 0.2 nm. The soot1
samples were first collected in the 47 mm diameter quartz filter paper and the paper was cut2
into tiny pieces and mixed with ethanol in cylinder. The particulate sample in the filter paper3
was extracted ultrasonically in ethanol for 15 min. Droplets of the colloidal solution were4
dropped on a TEM grid by tweezer and left for drying in atmosphere before arranging image5
processing. The above procedures shown in Figure 6 for preparing the TEM samples follow6
the method suggested by Vander Wal [22].7

8

Figure 5. Photograph of high-resolution transmission electronic microscopy.9

TEM images were taken from four locations with several aggregates surveyed at the same10
locations to maintain the consistency of examination. The commercial image processing11
software Image-Pro Plus 6.0 (Media Cybernetics) was used for analyzing the HRTEM images.12
From the images, the diameter and width of soot aggregates and primary fine particle with13
clear boundaries would be measured with the software. The nanostructure of primary fine14
particles is exhibited in the form of parallel or twisted carbon lamellae. Three parameters15
including fringe length, fringe separation distance, and tortuosity of the carbon lamellae could16
be measured and used to describe the nanostructure of particle.17
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1

Figure 6. Procedures for preparing TEM samples. (a) Colloidal solution is ultrasoniced for 15 min; (b) droplets are2
dropped on a TEM grid by tweezer; (c) details of the specimen chamber; (d) the TEM grid is fixed on the specimen3
chamber; (e) the specimen chamber is inserted into the TEM machine for imaging.4

2.6. Experimental uncertainties5

Successive testing fuels will be filled in both a fuel tank and a 5 l measuring cylinder. There is6
a manual switch for selecting the fuel source either fed from the fuel tank or the measuring7
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cylinder to the engine. In order to ensure that the residual fuel from the previous test inside
engine is fully consumed, a portion of around 1000 ml successive testing fuel filled in the
measuring cylinder would be consumed first by the test engine running for around 5 min at
each testing condition after the cooling water reached 80°C and the exhaust gas temperature
become stable (±1°C). Upon consuming all the fuels in the measuring cylinder, the fuel source
will then switched manually to the fuel tank for formal record of each testing case. The gaseous
emissions were converted from volumetric concentrations to brake-specific emissions by
employing the SAE J1088 method [23]. The steady-state tests were repeated three times to
ensure that the data are repeatable within the experimental uncertainties of the measurements.
The experimental uncertainty and standard errors in the measurements have been determined
based on the method proposed by Moffat [24]. The measurement results obtained from
different fuels were compared with baseline fuel of ultra-low-sulfur diesel (ULSD) using the
two-sided Student’s t-test to testify they are significantly different from each other at the 95%
significance level.

3. Engine performance analysis

This section reports the effects of DBE blends on brake-specific fuel consumption, brake
thermal efficiency, in-cylinder pressure, heat release rate, combustion duration, and diffusion
fuel mass when diesel-biodiesel is blended with different ethanol contents that were tested in
a diesel engine at a steady-state speed of 1800 rev/min under five engine loads of 30, 60, 120,
200, and 240 Nm corresponding to the brake mean effective pressure of 0.09, 0.17, 0.35, 0.58,
and 0.70 MPa, respectively.

Figure 7. Comparison of BSFC.
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3.1. Brake-specific fuel consumption

Figure 7 indicates that the brake-specific fuel consumption (BSFC) of all test fuels decreases
with an increase in the engine load from 0.09 to 0.70 MPa with decreasing slope due to an
increase in the brake thermal efficiency at higher engine loads. The results are similar to those
reported in early works [15, 16, 25]. At each engine load, fuels having lower heating values
(LHVs) require a higher fuel mass consumption rate to compensate their low-energy content
for generating the same engine power. The maximum LHV (42.5 MJ/kg) belongs to neat diesel,
followed by DBE5 (41.04 MJ/kg), DBE10 (40.34 MJ/kg), DBE20 (38.93 MJ/kg), and neat biodiesel
(37.5 MJ/kg). At the highest test engine load of 0.70 MPa, the minimum BSFC is 225.3 g/kWh
for diesel, followed by 234.8 g/kWh for DBE5, 239.1 g/kWh for DBE10, 240.5 g/kWh for DBE20,
and 249.2 g/kWh for neat biodiesel. Therefore, the BSFC for neat biodiesel is the highest due
to its lowest energy content while that for diesel is the least among the test fuels. The higher
the proportion of ethanol in the DBE blends, the higher the BSFC is.

3.2. Brake thermal efficiency

Figure 8 indicates that the brake thermal efficiency (BTE) increases as a function of oxygen
contents in the test fuels and increases with an increase in engine loads. For each engine load,
the more the oxygenates are added in the fuels, the lower the heating value of the fuel blends
and the higher the BSFC. However, the increase of oxygenates could provide additional
lubricity, reduce fuel viscosity, improve atomization, and provide more oxygen contents for
improving the combustion process in converting fuel chemical energy into useful engine work.
Consequently, BTE is elevated. At the highest test engine load of 0.70 MPa, the maximum BTEs
attained for biodiesel, DBE20, DBE10, DBE5, and diesel are 38.53, 37.95, 37.82, 37.36, and
37.10%, respectively. Therefore, there is no obvious variation of BTE among diesel, biodiesel,

Figure 8. Comparison of BTE.
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and the DBE fuels at the high engine load, which is similar to observations reported in the
literature [16].

3.3. Cylinder pressure and heat release rate

The variations in the in-cylinder pressure and heat release rate are shown in Figure 9 for
different fuels at the low, medium, and high engine loads of 0.09, 0.35, and 0.70 MPa, respec-
tively. The peak in-cylinder pressure occurs further away from the top dead center (TDC) in
the expansion stroke with the increase in the engine load, which is similar to the results of Qi
et al. [26]. The peak heat release rate increases with an increase in the engine load from low to
the medium, but decreases at the high engine load for all test fuels, which is similar to the
results of Zhu et al. [27]. The in-cylinder pressure and the peak heat release rate of DBE blends

Figure 9. Variation of the in-cylinder pressure and heat release rate.
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are comparatively higher than that of ULSD and biodiesel. With the increase of ethanol in the
blended fuels, the ignition delay becomes longer. The in-cylinder pressure and peak heat
release become higher and retarded due to more fuel burned in the premixed burning phase.

3.4. Start of combustion and combustion duration

The start and duration of combustion for different fuels under different engine loads are
shown in Figure 10. It can be found that with the increase in the engine load, the start of
combustion of all test fuels advances while combustion duration increases. Thus, the ignition
delay decreases with the increase in the engine load. For the different fuels, the ignition delay
increases in the order of biodiesel, ULSD, DBE0, DBE5, DBE10, and DBE20. The shorter ignition
delay of biodiesel compared with ULSD is attributed to its higher bulk modulus of compres-
sibility [28, 29]. Moreover, Sivalakshmi et al. [30] explained that gaseous compounds of low
molecular weight, broken down from biodiesel during injection into the engine cylinder at
high temperature, could ignite earlier thus reducing the ignition delay and advancing the start
of combustion for biodiesel. As for the DBE blends, the increase of ethanol fractions from 0 to
20% increases the ignition delay thereby retarding the start of combustion.

Figure 10. Variation of start of combustion and combustion duration with engine load.
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The combustion duration in general increases in the order of DBE20, DBE10, DBE5, biodiesel,1
DBE0, and diesel. For a specific engine load, the volume of fuel consumed increases in the2
order of ULSD, DBE0, DBE5, DBE10, DBE20, and biodiesel due to the lower calorific values of3
biodiesel and ethanol compared with ULSD. DBE blends generally have longer ignition delay,4
larger amount of fuel burned in premixed mode, and less burned in diffusion mode, resulting5
in shorter combustion period when compared with biodiesel and diesel fuel for all engine6
loads. At high engine load, the difference in combustion duration among different fuels7
decreases as the ignition delay period decreases at a high engine load.8

3.5. Total and diffusion fuel mass9

Diesel particles are composed of soot, volatile organic fraction, and sulfate, while soot is mainly10
formed in the diffusion combustion mode. In order to understand the effects of combustion11
characteristics of different fuels on particulate emission, it is essential to examine their12
respective mass of fuel burnt in the diffusion mode. The variations of the total fuel mass13
consumption and diffusion fuel mass consumptions for different fuels with engine load are14
shown in Figure 11.15

16

Figure 11. Variation of the total fuel mass and diffusion fuel mass with engine load.17

The DBE blends retard the start of combustion and shorten the combustion duration resulting18
in longer premixed and shorter diffusive combustion duration when compared with biodiesel19
and ULSD. The higher the ethanol fraction in the blended fuel, the shorter the diffusion20
combustion duration and the lesser mass of fuel burned in the diffusion mode.21
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4. Regulated gaseous emission analysis

This section presents the experimental results on exhaust emissions of carbon monoxide (CO),
carbon dioxide (CO2), hydrocarbon (HC), and nitrogen oxides (NOx) from the test diesel engine
at a steady speed of 1800 rev/min under five engine loads when diesel-biodiesel blended with
0, 5, 10, and 20% ethanol. Correlation equations are formulated through a curve-fitting process
for predicting percentage changes in CO, CO2, HC, and NOx.

4.1. Brake-specific CO and CO2 emissions

The variations of BSCO and BSCO2 emissions with engine loads are shown in Figures 12 and
13, respectively. BSCO decreases with the increase in the engine load. BSCO2 decreases with
the increase in the engine load at low engine loads and does not change much with further
increase in the engine load from 0.35 to 0.70 MPa. Biodiesel has the lowest BSCO and the
highest BSCO2 among all the test fuels in low and medium engine loads, but at similar level
with the other fuels at high loads. The BSCO emission increases with the ethanol content in
the blended fuel at light and medium engine loads but at similar level at high engine loads.
Compared with ULSD, BSCO emissions are increased by 2.97, 2.05, and 37.80% on arithmetic
mean under the five different engine loads for DBE5, DBE10, and DBE20, respectively. The
BSCO2 emissions generally increase when the ethanol content is increased but the increment
becomes less with increasing engine load. Compared with ULSD, BSCO2 emissions are
decreased by 4.41, 9.53, and 4.07% on arithmetic mean under the five different engine loads
for DBE5, DBE10, and DBE20, respectively, due to a lower carbon-to-hydrogen ratio when
increasing the ethanol fractions in fuels.

Figure 12. Variation of BSCO with engine loads.
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Figure 13. Variation of BSCO2 with engine loads.

4.2. Brake-specific HC emissions

The variation in the brake-specific hydrocarbon (BSHC) emissions with engine load is shown
in Figure 14. Biodiesel has the lowest BSHC emissions among the test fuels in all engine loads.
The BSHC emissions of DBE blends are higher than that of ULSD in all engine loads. BSHC
emission decreases with engine load but increases when the ethanol content is increased in the
DBE blends at light and medium engine loads but at similar level at high engine loads.
Compared with ULSD, BSHC emission decreases with engine load but increases by 45.98,
90.46, and 116.79 on arithmetic mean of the five engine loads for DBE5, DBE10, and DBE20,
respectively.

Figure 14. Variation of BSHC with engine loads.
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4.3. Brake-specific NOx emissions1

Figure 15 shows the variation of brake-specific NOx (BSNOx) emissions with engine loads. In2
general, the BSNOx decreases with the increase in the engine load. Biodiesel has the highest3
oxygen content among the test fuels thereby having the maximum temperature during the4
combustion and thus the highest BSNOx. The lower heating value (LHV) of ethanol is 1.3 times5
lower than biodiesel and 1.5 times lower than ULSD whereas the latent heat of evaporation of6
ethanol is about 2.8 times greater than biodiesel and ULSD, which decreases the peak tem-7
perature in the cylinder. Thus, the BSNOx decreases when the ethanol content is increased in8
the DBE blends from 5 to 20%. In comparison with ULSD, the BSNOx are reduced by 15–33.3,9
2.9–42.4, 4.7–27.5, 4.7–21.5, and 12.5–23.2% corresponding to the five engine loads from 0.09 to10
0.70 MPa under different percentages of ethanol in the DBE blends. However, some researchers11
observed opposite results of DBE blends on NOx emissions [31]. Probably, in this study, the12
lower LHV and higher latent heat of evaporation of ethanol are more effective than the lower13
cetane number and higher oxygen content in influencing NOx formation.14

15

Figure 15. Variation of BSNOx with engine loads.16

4.4. Emission correlation models17

Statistical regression correlation is used as a method to determine how diesel engine emissions18
are affected by the use of DBE blends. The analysis is not intended to predict the absolute19
regulated emission levels, but rather the percentage change in emissions resulting from the20
use of DBE. The correlations are obtained by modifying the models proposed by USEPA for21
diesel-biodiesel blended fuels [8]. Based on the experimental data, the numerical values of the22
coefficients for the emission correlations obtained through statistical curve fitting are shown23
in Table 7. While for test of significance for the combination of vol% of biodiesel and ethanol,24
the results are shown in Table 8. It can be noted that the combined use of biodiesel and ethanol25
in DBE blends shows a significant effect in reducing the brake-specific NOx and PM emissions26
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simultaneously. However, the increase of ethanol in DBE blends can increase the brake-specific1
CO and HC emissions due to its cooling effect on the in-cylinder gas temperature. In general,2
the DBE blends can reduce the above pollutants in particularly with more significant effects3
in reducing brake-specific CO, HC, and PM emissions. The correlation models provide engine4
makers or operators a tool to evaluate emissions on the use of DBE blends:5

[ 0.0145(vol% biodiesel)] [ 0.0250(vol% ethanol)](e e% change in BSNO emi 1) 100%ssionx
- -= - ´ (1)

[ 0.0010(vol% biodiesel)] [ 0.0331(vol% ethanol)](e e% change in BSCO emi 1) 100ssion %- -= - ´ (2)

[ 0.0293(vol% biodiesel)] [ 0.0030(vol% ethanol)](e e% change in BSHC emi 1) 100ssion %- -= - ´ (3)

Brake-specific emission Coefficient “a” for vol% biodiesel Coefficient “b” for vol% ethanol

NOx −0.0145 −0.0250

CO −0.0010 0.0331

HC −0.0293 0.0030

Table 7. Coefficients for basic emission correlations.6

Emission NOx CO HC

Mean square 0.0538 0.3926 1.271

Adjusted R2 0.9796 0.9759 0.9897

Standard error 0.0271 0.0419 0.0490

F value 73.0558 223.6300 528.7205

Significance 0.0824 2.1264E−08 4.6598E−10

Table 8. Test for significance of combination of vol% biodiesel and vol% ethanol.7

5. Particulate mass-number emission analysis8

This section presents the experimental results on exhaust emissions of brake-specific PM9
emissions, combustion characteristics on PM, particle size distribution, particle number10
concentrations, and tradeoff relations among PM, PN, and NOx from the test fuels.11
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Table 8. Test for significance of combination of vol% biodiesel and vol% ethanol.7

5. Particulate mass-number emission analysis8

This section presents the experimental results on exhaust emissions of brake-specific PM9
emissions, combustion characteristics on PM, particle size distribution, particle number10
concentrations, and tradeoff relations among PM, PN, and NOx from the test fuels.11

Developments in Combustion Technology20 Developments in Combustion Technology206

5.1. Particle mass emission1

Figure 16 shows that the brake-specific particulate mass (BSPM) emission of each tested fuel2
decreases with engine load from 0.09 to 0.35 MPa while increases from 0.58 to 0.70 MPa. At3
low engine loads, the fuel is burned mainly in the premixed mode and more time is available4
for soot oxidation, resulting in lower particulate formation. When engine load is increased,5
more fuel is injected into the combustion chamber and hence more fuel is burnt in the diffusion6
mode while less time is available for soot oxidation, leading to higher particulate formation at7
high engine load [16]. However, the brake thermal efficiency increases with engine load,8
leading to the lowest BSPM emission at the engine load of 0.35 MPa.9

10

Figure 16. Variation of BSPM with engine loads.11

ULSD, which has no oxygen in the fuel, has the highest BSPM among the tested fuels at all12
loads. When compared with ULSD, the DBE blends could effectively reduce BSPM by 19–49%13
at 0.09 MPa, 5–42% at 0.17 MPa, 4–33% at 0.35 MPa, 25–61% at 0.58 MPa, and 14–57% at 0.7014
MPa for ethanol fractions of 0–20%. The percentage reduction increases with increase of15
ethanol fractions in the blended fuels. Biodiesel has the highest oxygen contents in the fuel and16
BSPM is always lower than that of ULSD and DBE0, but its BSPM is close to that of DBE5 at17
0.09 MPa, close to that of DBE20 at 0.17–0.58 MPa, and is the lowest among all fuels at 0.7918
MPa. The reduction of BSPM is resulted from the reduction of soot and sulfate in particulate.19
The DBE blends have oxygen concentration ranging from 1.7 to 8.2%. They are also effective20
in reducing BSPM emissions, compared with ULSD, due to the increasing displacement of21
diesel fuel by ethanol which has higher oxygen content and lower fuel aromatics and fuel22
sulfur, all of which are favorable for reducing soot formation.23

5.2. Particle number emission24

Influence of particles to the environment and human health depends not only on their mass25
concentration, but also on their number concentration and size distribution. It has been26
hypothesized that particle toxicity increases with decreasing size due to the higher specific27
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surface area of smaller particles [32]. It is generally believed that nanoparticles are more1
dangerous and hazardous to health. Therefore, the particles investigated by SMPS in this2
study are classified into three groups: (i) total number of particles, (ii) ultrafine particles3
with diameter less than 100 nm, and (iii) nanoparticles with diameter less than 50 nm. The4
results, including brake-specific particle number concentration (BSPN) and percentages of5
both ultrafine and nanoparticles evaluated based on the total particle numbers, are shown6
in Table 9.7

1800

rev/min

Parameters ULSD Biodiesel DBE0 DBE5 DBE10 DBE20

0.09 MPa BSPN

(#/kWh)

1.61E+15 1.96E+15 8.07E+14 1.62E+13 1.38E+13 9.84E+12

Total

number (#/cm3)

3.05E+07 3.48E+07 1.54E+07 3.22E+05 2.65E+05 2.59E+05

Ultrafine

particle (#/cm3)

2.74E+07 89.8% 3.35E+07 96.3% 1.35E+07 90.3% 3.02E+05 93.7% 2.51E+05 94.7% 2.46E+05 95.3%

Nanoparticle

(#/cm3)

1.54E+07 50.5% 2.33E+07 67.0% 7.48E+06 55.2% 1.90E+05 59.0% 1.65E+05 62.3% 1.69E+05 65.2%

0.35 MPa BSPN (#/kWh) 9.21E+14 9.96E+14 4.64E+14 8.86E+12 7.90E+12 6.46E+12

Total

number (#/cm3)

5.15E+07 5.40E+07 2.60E+07 5.18E+05 4.67E+05 3.77E+05

Ultrafine

particle (#/cm3)

4.39E+07 85.3% 4.97E+07 92.0% 1.96E+07 75.5% 4.09E+05 78.9% 4.16E+05 89.1% 3.43E+05 90.9%

Nanoparticle

(#/cm3)

2.17E+07 42.1% 2.90E+07 53.7% 8.87E+06 45.2% 2.52E+05 48.6% 2.27E+05 48.6% 1.95E+05 51.7%

0.70 MPa BSPN (#/kWh) 1.53E+15 1.49E+15 7.88E+14 1.27E+13 1.22E+13 1.33E+13

Total number (#/cm3) 1.25E+08 1.27E+08 6.30E+07 1.05E+06 1.03E+06 1.16E+06

Ultrafine

particle (#/cm3)

7.99E+07 63.9% 1.16E+08 91.2% 4.36E+07 69.2% 7.39E+05 70.3% 7.47E+05 72.5% 8.46E+05 72.9%

Nanoparticle

(#/cm3)

2.74E+07 21.9% 6.84E+07 53.8% 1.24E+07 28.5% 3.82E+05 36.3% 4.58E+05 44.5% 5.85E+05 50.4%

Table 9. Particulate emissions for different test fuels.8

For each fuel, the total particle numbers, ultrafine particles, and nanoparticles increase with9
engine load, while BSPN is the highest at 0.09 MPa and lowest at 0.35 MPa. The increase in the10
aforesaid three number concentration is associated with the increasing amount of fuel with11
engine load and hence carbon mass with engine load. Labecki et al. [33] reported that the12
number concentration of nuclei mode particles (i.e., particle size < 100 nm) increased as the13
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For each fuel, the total particle numbers, ultrafine particles, and nanoparticles increase with9
engine load, while BSPN is the highest at 0.09 MPa and lowest at 0.35 MPa. The increase in the10
aforesaid three number concentration is associated with the increasing amount of fuel with11
engine load and hence carbon mass with engine load. Labecki et al. [33] reported that the12
number concentration of nuclei mode particles (i.e., particle size < 100 nm) increased as the13
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fuel injection pressure increased at higher engine load while the number concentration of1
accumulation mode (i.e., 100 nm < particle size < 2500 nm) decreased with an increase in the2
injection pressure.3

At each engine load, biodiesel is generally observed to achieve the highest in BSPN, total4
number, ultrafine, and nanoparticle emissions among the tested fuels although it has the lowest5
BSPM in most cases. Various reasons have been provided in the literature for increased6
particulate number concentration associated with biodiesel. Some researchers explained that7
biodiesel reduced soot emission due to the reduced soot surface growth rate weakening the8
ability of condensation and adsorption of volatile organic fractions on soot particle such that9
high supersaturation may lead to form more nuclei mode particles [34–36]. Tsolakis [37]10
reported that the higher production of smaller particles from biodiesel was due to its higher11
viscosity thereby increasing the fuel injection pressure for better fuel atomization and air fuel12
mixing. Pang [38] also found that the increased fuel injection pressure could affect particle size13
distribution and increase the number of nuclei mode particles during his study with a heavy-14
duty diesel engine.15

DBE blends with ethanol could reduce BSPN, total particle numbers, ultrafine particles, and16
nanoparticles by 99% on average for all engine loads as compared with both biodiesel and17
ULSD. It is due to the combined effects of the presence of fuel-bound oxygen, reduced18
aromatics and sulfur compound, and the alcohol structure in ethanol which are effective on19
reduction of soot precursors than methyl-ester structure [39] and the subsequent reduction in20
particle numbers. Di et al. [17] also reported that diesel-ethanol blends gave lower total number21
concentrations, ultrafine particles, and nanoparticles than ULSD while diesel-biodiesel blends22
showed the opposite trends. Thus, besides the particulate mass reduction, DBE also plays an23
important role in particle number reduction.24

For each fuel, the percentages of both ultrafine and nanoparticles in the total particle numbers25
decrease with increasing engine load, implying that the emitted particles become larger in size.26
Biodiesel has the highest percentage of ultrafine and nanoparticles because of its higher fuel27
viscosity that favors higher production of smaller particles. ULSD has the lowest percentage28
of ultrafine and nanoparticles, implying that larger particles are emitted than biodiesel and29
DBE blends.30

5.3. Tradeoff relations among PM, PN, and NOx31

There is tradeoff between PM and NOx emissions due to their contradictory responses to32
oxygen content in fuel. It is well known that biodiesel could reduce PM emissions but lead to33
an increase in NOx emissions. Adding ethanol to a diesel fuel could reduce NOx emissions34
because of the cooling effect associated with the high latent heat of evaporation of ethanol.35
Figures 17 and 18 show that increasing ethanol from 0 to 20% in the DBE blends gives lower36
BSPM, BSPN, and BSNOx simultaneously than ULSD, weakening the PM-PN-NOx tradeoff37
relationship, while compared with biodiesel, DBE blends give lower BSNOx and BSPN but38
higher BSPM.39
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1

Figure 17. PM-NOx tradeoff curves for different fuels at loads of 0.09 and 0.70 MPa.2

3

Figure 18. PN-NOx tradeoff curves for different fuels at loads of 0.09 and 0.70 MPa.4

6. Intake charge dilution5

This chapter presents the experimental studies on using CO2 to dilute the intake air of the test6
diesel engine to reduce NOx while minimizing the adverse impact on particulate emissions.7
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6. Intake charge dilution5

This chapter presents the experimental studies on using CO2 to dilute the intake air of the test6
diesel engine to reduce NOx while minimizing the adverse impact on particulate emissions.7
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The evaluations cover the brake-specific fuel consumption, brake thermal efficiency, combus-
tion characteristics, brake-specific NOx, brake-specific PM mass, and particle number emis-
sions for diesel-biodiesel blended with 5, 10, and 20% ethanol with intake CO2 of 1.5, 3, and
4.5% tested at a steady speed of 1800 rev/min under a high engine load of 0.58 MPa.

6.1. Brake-specific fuel consumption and thermal efficiency

At the engine load of 0.58 MPa with no intake dilution, the brake-specific fuel consumption,
from the lowest to the highest, is 216.5 g/kWh for ULSD, 237.5 g/kWh for DBE5, 238.2 g/kWh
for DBE10, 241.5 g/kWh for DBE20, and 255.9 g/kWh for biodiesel. The brake thermal efficiency
attained for ULSD, DBE5, DBE10, DBE20, and biodiesel is 35.9, 34.2, 34.1, 33.6, and 31.6%,
respectively. Increasing the ethanol fractions in DBE blends will increase the BSFC and reduce
the BTE. Figure 19 shows the effect of intake CO2 concentration on BSFC and BTE of DBE
blends at the engine load of 0.58 MPa. Increasing the intake CO2 dilution ratio from 1.5 to 4.5%
resulted in a drop in BSFCs by 0.82–1.89% for DBE5, 1.06–1.99% for DBE10, and 0.85–1.52%
for DBE20, correspondingly there is an increase in BTE of 0.86–2.01% for DBE5, 1.12–2.12% for
DBE10, and 0.89–2.64% for DBE20. In this particular case, CO2 dilution leads to longer delay,
resulting in higher peak pressure, higher peak heat release rate, and hence a slight improve-
ment in BSFC and BTE.

Figure 19. Effect of intake CO2 on BSFC and BTE of DBE blends at load of 0.58 MPa.
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6.2. Combustion characteristics

At the engine load of 0.58 MPa, the exhaust gas temperature of DBE5, DBE10, and DBE20
decreased from 477–467, 471–461, and 481–464°C, respectively, when CO2 dilution was
changed from 0 to 4.5%, indicating less loss in the engine exhaust. The combustion temperature
reduced when CO2 was added due to the higher specific heats of CO2 than air. Increasing
ethanol fractions in DBE blends gives higher and later peak combustion pressure and heat
release rate [40]. Figure 20 shows the in-cylinder pressure and heat release rate (averaged over
400 cycles) of DBE20 at different percentage of CO2 dilution. Similar results are obtained for
DBE5 and DBE10. In general, when intake CO2 is applied, the maximum in-cylinder pressure
increased and occurs further away from the top dead center in the expansion stroke while the
peak heat release rate increased and occurs later. Increasing the CO2 ratio from 0 to 4.5% has
attained peak heat release rate of 70.7–113.3 J/°CA for DBE5, 100.1–116.8 J/°CA for DBE10, and
110.0–124.5 J/°CA for DBE20. The peak in-cylinder pressure attained for DBE5 is from 61.8 to
67.9 bar, for DBE10 is from 63.8 to 68.4 bar, and for DBE20 is from 67.6 to 68.9 bar. The in-
cylinder pressure and heat release rate increased with more intake CO2 due to the changes in
thermodynamic properties of intake mixture. When intake CO2 is applied, the ignition delay
of DBE blends is further enhanced due to the reduction of oxygen and increase of specific heats
of the intake charge. Therefore, a larger amount of fuel is injected into the cylinder and more
fuel is prepared for combustion during the ignition delay period. When combustion starts, a
greater amount of fuel is quickly consumed thereby increasing the in-cylinder pressure and
heat release rate.

Figure 20. Effect of intake CO2 on in-cylinder pressure and HRR of DBE20 at the engine load of 0.58 MPa.
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6.3. Brake-specific NOx emission1

At the engine load of 0.58 MPa with no CO2 dilution, the BSNOx is 4.75 g/kWh for biodiesel,2
4.52 g/kWh for ULSD, 4.47 g/kWh for DBE5, 4.43 g/kWh for DBE10, and 3.64 g/kWh for DBE20.3
DBE blends could reduce NOx emission compared with ULSD and biodiesel. When introduc-4
ing CO2 in the intake from 1.5 to 4.5% to DBE blends, the BSNOx are further reduced, leading5
to reductions of 9.2–70.6, 23.7–73.1, and 31.5–76.7% for DBE5, DBE10, and DBE20 respectively,6
as compared with ULSD as shown in Figure 21. There are several factors leading to the7
enhancement of NOx reduction in DBE blends by CO2 dilution. The addition of CO2 signifi-8
cantly reduces the molecular oxygen and nitrogen in intake air reducing the engine-out NOx9
emission. The high specific heat of CO2 would help lowering the combustion temperature10
thereby suppressing the formation of NOx from DBE blends.11

12

Figure 21. Effect of intake CO2 on BSNOx of DBE blends at the engine load of 0.58 MPa.13

6.4. Brake-specific PM emission14

At the engine load of 0.58 MPa with no intake dilution, the maximum brake-specific particulate15
mass emissions (BSPM) is 469 mg/kWh for ULSD, followed by 273 mg/kWh for DBE5, 227 mg/16
kWh for DBE10, 207 mg/kWh for DBE20, and 184 mg/kWh for biodiesel. Increasing the ethanol17
fractions in DBE blends lowers the BSPM. DBE blends in general perform better than ULSD18
for BSPM reduction by 49.76% on average while biodiesel has attained the least BSPM19
emissions among the test fuels. When introducing intake CO2 from 1.5 to 4.5%, BSPMs for the20
blended fuels increased but are still lower than that of ULSD but with BSPM reduction21
dropping from 49.76 to 36.62% on average for the three DBE blends. For individual DBE blends,22
the BSPM increased by 6.3–40.5% for DBE5, 2.1–29.8% for DBE10 and 0.4–47.2% for DBE2023
with intake CO2 of 1.5–4.5%. The dilution effect from CO2 is dominant for reducing oxygen in24
combustion thereby increasing particulate emissions. This is because when intake air is25
replaced with CO2, oxygen concentration is reduced. Besides, CO2 would absorb some of the26
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released heat. Less heat will then be released during combustion to oxidize the carbon
molecules [18]. With increasing CO2 concentration, such dilution effect is greater than the
chemical effect resulted from the dissociation reaction of CO2 to nullify its soot suppression.
Ladommatos et al. [41] reported that the chemical effect from CO2 to form free radicals for soot
suppression was only moderate.

6.5. Brake-specific PN emission

The use of DBE blends, compared with ULSD and biodiesel, could produce less total number
of particle concentration of all sizes from low to high engine loads [40]. Increasing the ethanol
fractions from DBE5 to DBE10, the carbon content of the blended fuel decreased and oxygen
content increased leading to reduction of nuclei particles and total number concentration as
shown in Table 9. Figure 22 shows that when adding 1.5% intake CO2 to DBE blends, there is
a decrease in the brake-specific particle number concentration (BSPN). The BSPN however
increased with increase of intake CO2. This effect can also be observed from Figure 23 which
shows the size distributions for DBE20 against CO2 intake at the engine load of 0.58 MPa. The
initial decrease in BSPN with 1.5% CO2 intake may be a consequence of the dissociation of
intake CO2 which has moderate effects on soot suppression. However, when CO2 intake
increases from 1.5 to 4.5% in the blended fuels, the size distribution curves move upward
indicating an increase in the particle number concentration with larger diameter particles. The
BSPNs at 4.5% CO2 intake are higher than those obtained without CO2 dilution. This is because
the dilution effect of CO2 becomes dominant nullifying the effect of CO2 dissociation [41]. The
reduction of oxygen concentration from the dilution effect therefore increases the particulate
mass and particle number concentrations.

Figure 22. Effect of intake CO2 on BSPN of DBE blends at the engine load of 0.58 MPa.
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7. Thermogravimetric analysis1

This section presents the experimental TGA analysis to compare the particle volatility and2
oxidative reactivity from DBE-derived soot under different blending compositions with those3
from ULSD and neat biodiesel. The reactivity of particulate samples can be related to the4
differences in fuel oxygen contents, percentage of VOCs, and soot burnout temperature. Hence,5
the evaluations would cover brake-specific VOF emissions, soot ignition temperature, activa-6
tion energy, and oxidative reactivity for DBE blends tested at a steady speed of 1800 rev/min7
under a high engine load of 0.58 MPa.8

7.1. Particle volatility9

Figure 24 shows particulate mass reduction curves for different fuels at the engine load of 0.5810
MPa. For each fuel, obvious carbon mass losses were found at two different temperature11
segments: (i) below 300°C and (ii) 550–700°C, representing loss of the volatile organic fraction12
and oxidation of the nonvolatile fraction, respectively. Figure 25 shows the effect of fuel type13
and engine load on the volatile organic fractions (%VOF) in PM emissions. It can be seen that14
no matter what kind of fuel is used, %VOF decreases remarkably from 27.8 to 11.2% for ULSD,15
36.6 to 14.6% for DBE0, 41.5 to 15.0% for DBE5, 46.0 to 17.7 % for DBE10, 48.7 to 19.5% for16
DBE20, and 73.8 to 29.5% for biodiesel with an increase in the engine load from 0.17 to 0.5817
MPa. It is because VOF consisting of unburned HC is removed significantly under high18
combustion temperature at high load. For different fuels under each engine load, %VOF is19
affected and increased with increasing oxygen contents in the fuels, being the lowest for ULSD;20
increasing with ethanol additions in the blended fuels; and up to the highest for biodiesel, as21
shown in Figure 25. The higher %VOF in soot particles originating from oxygenated fuels like22

Figure 23. Effect of intake CO2 on size distribution of DBE20 at the engine load of 0.58 MPa.
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biodiesel is associated with the higher surface/volume ratio of these particles, implying more1
pores for condensation and adsorption of unburned HC. Figure 26 shows the brake-specific2
VOF emission (BSVOF). At 0.17 MPa, comparing the different fuels, the BSVOF increases with3
increasing oxygen content in the fuel despite there is a decrease in BSPM with increasing4
oxygen content in the fuel. However, at 0.58 MPa, it decreases from ULSD to DBE20 but5
biodiesel has the highest BSVOF. Thus, at light load, due to the higher %VOF in the PM, the6
blended fuel leads to a higher VOF emission, while at high load the blended fuel leads to a7
reduction in both PM and VOF. The effect of high combustion temperature overrides the8
evaporation latent heat of ethanol and the oxygen conditions surrounding the blended fuel9

Figure 24. Particulate mass reduction curve for different fuels at a high engine load of 0.58 MPa.

Figure 25. Mass fraction % of VOF with different fuels at two different engine loads.
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benefit of the combustion such that the VOF component tends to decrease when the % ethanol1
in fuel increases up to 20%. Especially, BSVOF for biodiesel is the highest and ULSD is the2
second highest than that for other fuels. This is because biodiesel having more active surface3
pores and ULSD having higher concentrations of nucleated sulfur acid particles [42] for the4
condensation of VOF.5

6

Figure 26. Variation of BSVOF with different fuels at two different engine loads.7

7.2. Particle oxidative reactivity8

The oxidation reactivity of combustion particles can be quantified by their soot ignition9
temperatures [43]. Figure 27 shows the ignition temperature, at which the maximum heat flow10
rate occurs, of each fuel at the engine load of 0.58 MPa. It is the highest for ULSD (721.1°C) and11
the lowest for biodiesel (627.0°C), while for the blended fuels it decreases from 695.2 to 680.0°C12
with increased ethanol content from 0 to 20% in the fuel. In general, the ignition temperature13
decreases with the increase in the oxygen content in the fuel.14

Based on the TGA data, a kinetic analysis was conducted on the oxidation of the nonvolatile15
fraction by using the Arrhenius plot of oxidation rates. Table 10 shows the calculated kinetic16
parameters for particulate samples obtained from different fuels at the engine load of 0.58 MPa.17
The activation energy is the highest for diesel fuel and the lowest for biodiesel, while for the18
blended fuels it decreases with the increase in the ethanol content in the fuel. Thus, it decreases19
with increase in the oxygen content in the fuel. The lower the activation energy is, the higher20
the oxidative reactivity of the particulate sample will be [42]. Stanmore et al. [44] also reported21
that lower activation energy and higher reactivity could lead to lower ignition temperature.22
The above results indicate that the oxidative reactivity of particulates decreases in the order23
of biodiesel, DBE20, DBE10, DBE5, DBE0, and ULSD.24
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Figure 27. Heat flow rate (derivative of DSC signal) curves for different fuels at a high engine load of 0.58 MPa.2

Fuels BMEP

(MPa) 

Oxygen

content (%)

Ignition

temperature (°C)

Calculated

activation energy (kJ/mol)

Calculated frequency

factor

(Sec−1)

ULSD 0.58 0.0 721.10 166.30 2.39E+08

DBE0 0.58 1.7 695.20 137.13 3.12E+07

DBE5 0.58 3.3 689.41 116.90 1.33E+07

DBE10 0.58 5.0 683.54 109.10 9.42E+06

DBE20 0.58 8.2 680.04 81.43 1.12E+06

Biodiesel 0.58 10.8 627.02 65.20 4.44E+05

Table 10. Calculated kinetic parameters of particulate samples of different fuels.3

Particle volatility also affects the oxidation process. During the initial TGA thermal treatment4
from room temperature to 380°C, volatile fractions of test fuels filled inside the micropores of5
soot aggregates are removed under the argon environment. More internal particle surface areas6
are therefore available for subsequent soot oxidation. As such, higher %VOF would contribute7
higher reactivity and oxidation rate of particulates.8

8. Transmission electron microscope analysis9

This section is to investigate the particulate volatility and oxidation by a thermogravimetric10
analysis and morphology by transmission electron microscope analysis on a four-cylinder DI11
diesel engine using DBE blends with ethanol addition of 0, 5, 10, and 20% tested at a steady12
speed of 1800 rev/min under low and high engine loads of 0.17 and 0.58 MPa, respectively.13
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8.1. Properties of diesel agglomerates

The measurement of agglomerates includes maximum projected length (L) and maximum
projected width normal to length (W) and projected primary particle diameter (D) and primary
particle area (A). Figures 28–33 shows the soot agglomerates produced from ULSD, biodiesel
and DBE blends at the engine loads of 0.17 and 0.58 MPa, respectively. Agglomerates from
different fuels at different loads were found to be composed of fine primary particles forming
a mixture of chain-like structures and clusters of spherules. Table 11 summarizes the above
measurements of the soot agglomerates and their respective primary particles. For each fuel,
the projected diameter and area of primary particles increase with engine load because more
fuel is burned at higher load resulting in the growth of soot nuclei. The projected primary
particle diameter increases in the order of DBE20 (15–18 nm), DBE10 (17–20 nm), DBE5 (19–
23 nm), DBE0 (20–24 nm), biodiesel (24–31 nm), and ULSD (34–41 nm). The DBE blends,
compared with biodiesel and diesel, produced smaller primary particles. Increasing the
proportion of ethanol from DBE5 to DBE20, the carbon content of the blend fuels decreases
and the oxygen content increases leading to the reduction of soot nuclei. The possibility of
agglomeration and condensation of smaller particles to form larger ones is then reduced,
leading to smaller agglomerates and primary particles. In this study, increasing ethanol from
5 to 20%, the projected length of agglomerates from DBE blends decreases from 448 to 419 nm
at 0.17 MPa and 508 to 449 nm at 0.58 MPa while the projected width decreases from 562 to
387 nm at 0.17 MPa and 625 to 415 nm at 0.58 MPa.

Figure 28. ULSD-derived primary particles at loads of 0.17 and 0.58 MPa: (1) TEM image, (2) high-magnified TEM im-
age for ROIs, and (3) skeletonized ROI images.
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Figure 29. Biodiesel-derived primary particles at loads of 0.17 and 0.58 MPa: (1) TEM image, (2) high-magnified TEM
image for ROIs, and (3) skeletonized ROI images.

Figure 30. DBE0-derived primary particles at loads of 0.17 and 0.58 MPa: (1) TEM image, (2) high-magnified TEM im-
age for ROIs, and (3) skeletonized ROI images.
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Figure 30. DBE0-derived primary particles at loads of 0.17 and 0.58 MPa: (1) TEM image, (2) high-magnified TEM im-
age for ROIs, and (3) skeletonized ROI images.
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Figure 31. DBE5-derived primary particles at loads of 0.17 and 0.58 MPa: (1) TEM image, (2) high-magnified TEM im-
age for ROIs, and (3) skeletonized ROI images.

Figure 32. DBE10-derived primary particles at loads of 0.17 and 0.58 MPa: (1) TEM image, (2) high-magnified TEM
image for ROIs, and (3) skeletonized ROI images.
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Figure 33. DBE20-derived primary particles at loads of 0.17 and 0.58 MPa: (1) TEM image, (2) high-magnified TEM2
image for ROIs, and (3) skeletonized ROI images.3

8.2. Properties of fine particle nanostructures4

For individual primary particle, the examination of its structure and distribution of graphene5
layers provide information about its nanostructure morphology. The classic core-shell6
structure of a primary particle from diesel fuel has an outer shell composed of planar-shaped7
crystallites oriented perpendicular to the radius of the particle and an inner core constituted8
by several fine spherules at the central portion. Other authors found different internal9
structures of diesel particles subject to different thermal exposure including (a) fullerenoid or10
onion-like morphology, (b) turbostratic graphite structures formed by small plates of unde-11
fined orientation, (c) purely turbostratic layers, and (d) structures formed by multiple spherical12
nuclei surrounded by several graphitic layers [19, 45–47]. The nanostructure can be further13
characterized and quantified by the fringe length, fringe separation, and tortuosity [48].14
Variation in these parameters indicates different carbon nanostructures such as graphitic,15
fullerenic, and amorphous. HRTEM images at a high-magnification level in Figure 28(A2) and16
(B2) to Figure 33(A2) and (B2) show different morphology for fine primary particles from17
ULSD and biodiesel and DBE blends at engine loads of 0.17 and 0.58 MPa, respectively. Selected18
region of interest (ROI) on each image was processed and the skeletonized ROI binary images19
converted from Figure 28(A1) and (B1) to Figure 33(A1) and (B1) are shown in Figure 28(A3)20
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and (B3) to Figure 33(A3) and (B3), respectively. They are further used to evaluate the1
nanostructure characteristics such as fringe length, fringe separation and, tortuosity. Table 122
summarizes the measurements obtained by lattice fringe analysis, following the procedures3
in Vander Wal et al. [48] and Shim et al. [49].4

Fuels Load (MPa) Figures Numbers

of

agglomerates

Laverage

(nm)

Waverage

(nm)

(L/W)average Numbers

of

particles

Daverage

(nm)

Aaverage

(nm2)

ULSD 0.17 Figure 28 (A1) 4 241±23 303±45 0.8±0.3 39 34±4 942±29

Biodiesel 0.17 Figure 29 (A1) 4 488±48 424±56 1.3±0.4 35 24±4 485±32

DBE0 0.17 Figure 30 (A1) 4 360±23 363±20 0.9±0.3 43 20±3 332±29

DBE5 0.17 Figure 31 (A1) 4 448±75 562±52 0.9±0.4 52 19±3 300±24

DBE10 0.17 Figure 32 (A1) 4 434±54 417±23 1.0±0.2 47 17±5 224±15

DBE20 0.17 Figure 33 (A1) 4 419±68 387±41 1.1±0.3 46 15±4 172±17

ULSD 0.58 Figure 28 (B1) 4 275±50 373±33 1.0±0.4 29 41±7 1332±12

Biodiesel  0.58 Figure 29 (B1) 4 735±57 790±81 0.9±0.3 45 31±3 749±21

DBE0 0.58 Figure 30 (B1) 4 459±74 690±65 0.7±0.2 33 24±3 471±13

DBE5 0.58 Figure 31 (B1) 4 508±76 625±51 0.8±0.2 49 23±3 417±15

DBE10 0.58 Figure 32 (B1) 4 506±61 487±38 1.1±0.1 44 20±4 343±20

DBE20 0.58 Figure 33 (B1) 4 449±98 415±41 1.2±0.4 42 18±2 244±19

Table 11. Measurement of the soot agglomerates and their respective primary particles.5

In general, the high-engine-load particulate samples for each test fuel exhibit more ordered6
and clear graphitic structures when compared with low-engine-load samples. At low engine7
load, particulate samples examined under the TEM micrographs are more amorphous and8
disordered due to their high content of volatile organic substances in the samples, which is in9
line with the findings from Lu et al. [42]. While increasing engine load with higher exhaust10
temperature, volatile organic substances in the samples are burnt out and the particles are then11
distinct and graphitic in morphology. Zhu et al. [20] in their study reported similar results that12
crystallite dimension of diesel particulate increases with engine load and exhaust temperature13
on a light-duty diesel engine.14

For ULSD-derived soot, the primary particles possess typical shell-core structures and15
concentric ring patterns as shown in Figure 28. With an increase in the engine load from 0.1716
to 0.58 MPa, the mean fringe length increases from 1.012 to 1.075 nm, the mean tortuosity is17
approximately in the range of 1.077–1.079 signifying that the fringes are not highly curved,18
and the mean fringe separation decreases from 0.414 to 0.336 nm. For biodiesel-derived soot,19
the primary particles possess long-range layers concentrically arranged along the outermost20
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periphery and short layers amorphously inside the inner as shown in Figure 29. When the1
engine load is increased from 0.17 to 0.58 MPa, the mean fringe length increases from 0.658 to2
0.859 nm, the mean tortuosity decreases significantly from 1.117 to 1.111, indicating that the3
curvature of fringes slightly weakens under high load condition and the mean fringe separa-4
tion is approximately in the range of 0.182–0.191 nm.5

Fuels Load (MPa) Figures Fringe length (nm) Fringe separation (nm) Tortuosity
ULSD 0.17 Figure 28 (A3) 1.012 ± 0.032 0.414 ± 0.012 1.079 ± 0.032

Biodiesel 0.17 Figure 29 (A3) 0.658 ± 0.079 0.191 ± 0.009 1.117 ± 0.040

DBE0 0.17 Figure 30 (A3) 0.969 ± 0.029 0.359 ± 0.023 1.107 ± 0.039

DBE5 0.17 Figure 31 (A3) 0.950 ± 0.020 0.350 ± 0.001 1.109 ± 0.042

DBE10 0.17 Figure 32 (A3) 0.903 ± 0.049 0.335 ± 0.022 1.111 ± 0.027

DBE20 0.17 Figure 33 (A3) 0.836 ± 0.078 0.320 ± 0.011 1.114 ± 0.009

ULSD 0.58 Figure 28 (B3) 1.075 ± 0.012 0.336 ± 0.014 1.077 ± 0.030

Biodiesel 0.58 Figure 29 (B3) 0.859 ± 0.067 0.182 ± 0.032 1.111 ± 0.038

DBE0 0.58 Figure 30 (B3) 1.033 ± 0.061 0.331 ± 0.019 1.068 ± 0.041

DBE5 0.58 Figure 31 (B3) 0.999 ± 0.041 0.345 ± 0.021 1.105 ± 0.014

DBE10 0.58 Figure 32 (B3) 0.987 ± 0.051 0.204 ± 0.031 1.078 ± 0.033

DBE20 0.58 Figure 33 (B3) 0.947 ± 0.071 0.289 ± 0.024 1.108 ± 0.037

Table 12. Measurement of the nanostructure characteristics.6

For DBE-derived soot, fullerenic-like nanostructures are observed in Figures 30–33. The soot7
particles possess spherical buckyballs in center surrounded by the outer graphitic structures.8
For each blended fuel, increasing engine load increases the mean fringe length but decreases9
the tortuosity and fringe separation distance. With increasing ethanol contents in the blended10
fuels, the lamellae are more curved, tortuous, and disorganized. With ethanol addition from11
0 to 20%, the mean fringe length reduces from 0.969 to 0.836 nm at 0.17 MPa and from 1.033 to12
0.947 nm at 0.58 MPa. As compared with ULSD, DBE blends have lower mean fringe lengths13
reflecting more amorphous nanostructure while biodiesel has the least mean fringe lengths.14
The curvature of fringes for DBE blends increases with ethanol addition in particular under15
low load condition with mean tortuosity of 1.107–1.114 at 0.17 MPa. As for the mean fringe16
separation distance, ethanol addition has only mild effect and it decreases from 0.359 to 0.32017
nm at low load and from 0.331 to 0.289 nm at high load.18

Vander Wal et al. [22] reported that amorphous or fullerenic structured soots produced from19
oxygenated fuels would oxidize faster than graphitic structured soot from conventional diesel20
fuel thus producing less soot from tailpipe. The increase of tortuosity reflects the more21
amorphous structures produced from the soot. Tortuosity increases fringe separation such that22
adjacent carbon layer planes are more separated and more oxygen can access to the highly23
reactive edge-site carbon for oxidation. Song et al. [50] reported that the more amorphous24
arrangement within the particles reflected the more edge-site carbon density.25
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By combining the particulate emissions, and TGA and TEM results, the effects of engine load1
and fuel oxygenation on particle characteristics can be summarized. For the effect of engine2
load, it is found from all tested fuels that increasing load can lead to higher BSPM and BSPN3
emissions with larger primary particles formed but with lower BSVOF emissions. Under high4
combustion temperature at high load, the primary particles of all fuels exhibit more distinct5
structures as a consequence of the burnout VOFs. For all fuels, the mean fringe length6
decreases, and the mean fringe separation and tortuosity increase with the increase in the7
engine load except for the fringe length of DBE20 and tortuosity of ULSD which are not8
significantly influenced. Therefore, the engine load affects not only particulate mass-number9
emissions but also the graphitization of primary particles. For the effect of fuel oxygenation,10
it is generally found that with higher oxygen content in the fuel, the particulates would have11
larger percentage of VOF, lower soot burnout temperature (low activation energy), stronger12
oxidative reactivity, smaller primary particles, and more curved, tortuous, and disorganized13
nanostructures.14

In general, the oxidative reactivity of particulates decreases in the order of biodiesel, DBE20,15
DBE10, DBE5, DBE0, and ULSD. Therefore, fuel oxygenation has more significant effect on16
reducing soot burnout temperature, lowering resistance to oxidation, and shifting toward17
more amorphous structures, thereby affecting particle volatility, oxidation, and morphology.18

9. Conclusions19

The performance of current available engine technologies is almost close to the statutory20
emission limits. In recent years, there has been an increase in fuel-change researches worldwide21
on use of transport biofuels such as biodiesel and alcohol to reduce engine emissions and fuel22
consumption as supplement measures without any engine modification works. In this study,23
engine experiments are performed with diesel-biodiesel blended with 0, 5, 10, and 20% ethanol24
with intake CO2 ranging from 0 to 4.5%, at 1.5% interval, in a four-cylinder naturally aspirated25
DI engine tested at 1800 rev/min under different engine loads.26

Engine performance, combustion characteristics, gaseous emissions, and particulate morphol-27
ogy are evaluated for assessing diesel-biodiesel-ethanol (DBE) blends as future fuel-change28
technology for using these three fuels efficiently, reducing engine emissions and minimizing29
reliance on diesel fuel. Each experimental test is repeated three times to ensure that the results30
are repeatable within the experimental uncertainties. Student’s t-test is employed to analyze31
whether the difference between the results obtained from different test fuels are statistically32
significant at the 95% confidence level. The main conclusions from this study are drawn as33
follows:34

1. DBE blends can effectively reduce the emissions of NOx and CO2, and PM and total particle35
number concentration of all sizes but lead to an increase of CO and HC emissions in low36
engine loads which could be resolved using diesel oxidation catalytic converter. The use37
of DBE facilitates the effective use of diesel-biodiesel blended fuels with improved fuel38
quality and reduced emissions, in particular for NOx and PM, without the need for engine39

Combustion and Emissions of a Diesel Engine Fueled with Diesel-Biodiesel-Ethanol Blends and Supplemented with Intake CO2

Charge Dilution
39Combustion and Emissions of a Diesel Engine Fueled with Diesel-Biodiesel-Ethanol Blends and Supplemented with

Intake CO2 Charge Dilution
http://dx.doi.org/10.5772/64470

225



modification. On engine performance, brake-specific fuel consumption increases with1
ethanol in DBE blends and the increases slightly due to improved brake thermal efficiency2
(BTE) at high engine loads. BTE also increases with ethanol, but again increases slightly3
when cooling effects of ethanol are nullified with the high in-cylinder gas temperature at4
high engine loads. From low to medium engine loads, the in-cylinder pressure curve of5
DBE blends shifts away from top dead center to the right when increasing ethanol6
contents. But at high loads, there is no significant change in the cylinder pressure rise with7
ethanol addition as a result of the shortened ignition delay period and consequently less8
fuel accumulates and burns in the premixed phase.9

2. DBE blends have comparatively higher oxygen content, lower carbon content, and lower10
diffusion fuel mass than ultra-low-sulfur diesel (ULSD). Increasing ethanol fractions in11
DBE blends, cetane number decrease leading to longer ignition delay and shorter12
combustion duration. The improved combustion with more oxygen contents and lower13
diffusion fuel mass from DBE blends enhance the reductions of brake-specific particulate14
mass (BSPM) and particle number (BSPN) emissions. The application of DBE blends can15
attain lower BSPM and BSPN emissions in particular with lesser ultrafine and nanoparticle16
concentrations than ULSD. On the contrary, biodiesel led to increase of total particle,17
ultrafine, and nanoparticle concentrations.18

3. CO2 is used to dilute the intake air of a four-cylinder DI diesel engine fueled by DBE blends19
to reduce NOx while minimizing the adverse impact on particulate emissions at high20
engine load. The results include brake-specific fuel consumption, brake thermal efficiency,21
combustion characteristics, brake-specific NOx, brake-specific PM mass, and particle22
number emissions for diesel-biodiesel blended with 5, 10, and 20% ethanol with intake23
CO2 of 1.5, 3, and 4.5% tested at a steady speed of 1800 rev/min under a high engine load24
of 0.58 MPa. It is found that combined effect of DBE blends with intake CO2 dilution has25
marginal effects on brake-specific fuel consumption and brake thermal efficiency, which26
significantly reduces NOx emission while slightly increases particulate emissions.27

4. The test of thermogravimetric analysis shows that higher percentage of volatile organic28
fractions (VOF) in fuel will lead to higher reactivity and oxidation rate of particles due to29
more internal particle surface areas left from the lost VOF for soot oxidation. DBE blends30
are found oxidized faster with lower activation energy at lower ignition temperature than31
ULSD while oxidized slower than biodiesel. The oxidative reactivity of particles increases32
in order of ULSD, DBE0, DBE5, DBE10, DBE20, and biodiesel.33

5. Internal nanostructure morphology of soot governs the particle oxidative reactivity.34
Agglomerates from different fuels are found to be composed of fine primary particles35
forming a mixture of chain-like structures and clusters of spherules. Increasing the fuel36
oxygenation leads to the increase of amorphous nanostructure characterized by smaller37
particle size, shorter and curved fringe-length distribution, shorter fringe separation, and38
higher tortuosity. Increasing the ethanol contents in DBE blends, the lamella becomes39
more curved, tortuous, and disorganized. The reactivity of DBE blends is generally higher40
than ULSD. However, the high oxygen and VOF contents in biodiesel are the major reasons41
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for its highest reactivity among the test fuels though its fringe length and tortuosity are1
longer and lower respectively than DBE blends.2

Overall, it is concluded that the use of DBE blends can effectively reduce the NOx, CO2, total3
particle numbers with lesser ultrafine and nanoparticle concentrations than ULSD, and neat4
biodiesel except particulate mass concentrations a bit higher than biodiesel. By supplementing5
with limited intake CO2 charge dilution, the reduction of NOx can be further enhanced but6
particulate mass emissions are slightly increased.7

The experimental results in this study could be applied directly in those countries with die-8
sel engines and diesel fuel sulfur levels similar to the test Euro 2 engine and 50 ppm contain-9
ing ULSD used in this study. While for those countries with newer technology-based diesel10
engines or lower sulfur-containing diesel fuels, the experimental results could be served as11
the reference data, but mapping work with revalidation test on engine performance, com-12
bustion characteristics, and emission performance is required when using DBE blends as13
transport biofuels.14

Nomenclature15

CO2 Carbon dioxide

CO Carbon monoxide

DBE Diesel-biodiesel-ethanol blends

HC Hydrocarbons

NO2 Nitrogen dioxide

NOx Nitrogen oxides

PM Particulate matters

PN Particle number concentrations

ULSD Ultra-low-sulfur diesel

HFID Heated flame ionization detector

HCLA Heated chemiluminescence analyzer

TEOM Tapered element oscillating microbalance

NDIR Nondispersive infrared analyzer

SMPS Scanning mobility particle sizer

TGA Thermogravimetric analysis

BMEP Brake mean effective pressure

BSFC Brake-specific fuel consumption

BTE Brake thermal efficiency

SOC Start of combustion
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BSCO2 Brake-specific CO2 emissions

BSHC Brake-specific hydrocarbon emissions

BSNOx Brake-specific nitrogen oxide emissions

BSPM Brake-specific particulate mass emissions

BSPN Brake-specific particle number emissions

SOC Start of combustion

EOC End of combustion

TDC Top dead center

LHV Lower heating value

VOF Volatile organic fraction

HRTEM High-resolution transmission electron microscope

ROI Region of interest

Øp Premixed combustion phase

Ød Diffusion combustion phase
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Abstract

Higher hydrogen to carbon ratio of gasification gases produced from solid fuels has
been utilized in internal combustion engines (ICE) since long ago. Advancements in the
conversion  technologies  and  the  abundant  availability  of  solid  fuels  added  with
advancements in the technology of gas engines and their fuelling system have renewed
the interest and are believed to be transition fuels from carbon based to hydrogen based.
Over  the  past  30  years,  there  were  many trials  to  bring  back  the  gasification  gas
technology in  ICE.  This  study is  mainly  focused on the  investigation of  technical
challenges with lower and medium calorific value gasification gases in IC engines The
range of operation of these fuels is found to be influenced by available injection duration
and injector pulse width in direct-injection spark-ignition engines. The lower calorific
value of these gases also make them less competitive to CNG and H2 in the dual fueling
in CI engine even though they have better advantage in the emissions. Furthermore, red
glow color deposit was spotted on the surface of the combustion chamber after short
running  on  all  fuels  that  was  resulted  from decomposition  of  iron  pentacarbonyl
(Fe(CO)5) contaminants.

Keywords: gasification gas, fuel, combustion, IC engine, SI, CI, technical challenges

1. Introduction

The focus of utilization of gasification gases was limited in the stationary power plants since
the post-World War II (WW II). The current energy statuesque is getting challenged due to the
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abundant availability of solid fuels and advancement in the solid-togas conversion technolo-
gies. This chapter intends to give the results of the study of utilization of gasification gases in
internal combustion engines (ICEs) to appraise the current knowledge on the combustion,
performance and emissions of both lower and medium calorific value gasification gases. Both
spark ignition (SI) and compression ignition (CI) engines are considered in the study. The
current energy scenario, historical background, the solid fuel potential, advancement in the
conversion technologies, basic fuel properties comparison of representative gasification gases
with that of CNG and hydrogen and the compositions of gasification gases from medium- and
large-scale gasification plants are covered in the introduction part. The combustion, perform-
ance and emissions of gasification gases in both SI and CI are addressed in Sections 2 and 3.
The safety issue of gasification gases and their overall technical challenges are discussed in
Sections 4 and 5. Finally, a concluding remark and future directions in the study of these fuels
is presented in Section 6.

1.1. Energy scenario

During the invention of ICEs, the energy sources were gaseous fuels and powders. In the mid
of the 19th century, a French Engineer J. J. Étienne Lenoir developed a double acting SI engine,
and later in 1876 [1], first gasoline-fuelled ICE was built. The first commercial vehicle in
Germany was produced by Carl Benz 1886 [2], and by 1890, more than 50,000 of such com-
mercial vehicles were sold in Europe and USA [1]. Later, the expansion of automotive pro-
duction by Henry Ford in 1910 has further initiated the era of fossil fuels as an energy sources
[2]. The demand for gasoline increased by fivefold in the years from 1907 to 1915 and as a result
William Burton innovated the idea of thermal cracking of crude oil in 1913 [1]. Advancements
in the fossil fuel extraction methods on the one hand and cheaper cost of production of cars
on the other hand have had significant contribution in the growth of ICE use in transport
automobiles. Thus, the fuel consumption grew sharply from 11 billion litres in 1919 to 57 billion
litres in 1929 and then to 176 billion litres in 1955 [2]. World War II led to the shortage of gasoline
and as a result there was a brief stagnation in the utilization of fossil fuel mainly for private
use. During this period, development of wood gas vehicles expanded all over the world. More
than a million of such vehicles had been produced and were functioning globally by the end
of the war [3]. However, petrol domination at the end of 1940s has led to the quick exit of these
types of engines out of market.

The expansion of the ICE-driven automobile transport has dramatically transformed the global
economic and technological landscape. As a result, human life got more attachment with ICE
and with their fuel and its consumption grew unrestrained. The negative effect of fossil fuels
on the environment was not noticed for up to half century. Environmental pollution, mainly
from the transportation sector, first came into attention at the end of 1940s and beginning of
1950s. During this period, it was noticed that the major contributor for the pollutant emissions
of hydrocarbons (HCs), nitrogen oxide (NOx) and carbon monoxide (CO) was the transport
sector mainly automobiles. In 1960s, the state of California and later the whole nation (USA)
adapted emission standard for automobile [1]. Added to this, there came a geopolitical
situation in the Middle East in 1970s that resulted global energy crisis. Concern regarding the
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long-term availability of fossil fuels started to be raised along with it. As a result, most nations
started to revisit their energy policies towards fossil based fuels to address the two scenarios.
Similarly, alternative source of energy became a centre of research in the scientific world.

Different fuels have been investigated as alternative fuels for ICE over the years. Natural gas,
hydrogen, alcohols (ethanol and methanol) and biodiesel are the most common alternative
fuels which have received greater attention over the period. Even with such extended efforts,
still the transport sector is mainly dependent on the much polluting and unsustainable fossil
based fuels. Energy demand in the transport sector is expected to double from the current 60
trillion passengers per tonne-km in 2050, most growth coming from passenger light-duty
vehicles in developing countries [4]. This is mainly due to an increase in population and
ownership of motorized vehicles in both developing and developed countries and an increased
air travel as a result of urbanization in developing world. The global population is projected
to reach 9.6 billion from the current 7.2 billion mark in 2050 [5]. Furthermore, developing
countries will become economically stronger. As a result, the global vehicle ownership is
expected to triple by 2050; up to 80% of the growth comes from the rapidly growing counties
[6]. Due these concerns, solid fuels are receiving greater attention as a source of energy due to
the huge burden on the conventional and other renewable fuels. Solid-to-gas fuel conversion
technologies have advanced dramatically over years of research and development. The current
article is focused on the investigation of the gaseous fuels processed from solid fuels employed
in ICE. Even though the lower and medium calorific gasification gases are receiving more
attention towards their application in ICE, more focus is still given in the area of combustion,
performance and emissions in a gasifier-integrated engine where such arrangement is not
practical with the current mobility demand. Therefore, the major research questions in the
current article are: (i) does separation of gasifier and the engine arrangement affect the
combustion, performance and emissions as compared to the gasifier-integrated engine? What
are the major technical challenges designers and automotive developers should be concerned
of? To address, these research gaps, lower and medium calorific value gasification gases in ICE
and their technical challenges are investigated.

1.2. Solid fuel potential

Solid fuel is the oldest source of energy for mankind which has been utilized since the early
Stone Age era. Our ancestors first started to use fire 250,000 year ago with solid fuels such as
wood, charcoal, peat, straw and dried dung [7]. Humans first used fire for cooking and heating
purposes. Due to their abundant availability and easy for collection, biomass remained as a
dominant solid fuel until the beginning of the industrial revolution. It was during the industrial
revolution the utilization of solid fuels expanded to other areas such as smelting of metallic
ores (iron, copper, silver, etc.) and steam engine [8]. The diversification of application of solid
fuels prompted the search for other types of fuels. As a result, coal has become a dominant
source of energy in this era. The invention of steam engine has further facilitated the mining
of coal from underground sources by pumping water from coal mining area. The higher energy
density of coal gave it higher preference compared to wood and other solid biomass [8, 9].
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Coal is the most abundant energy resource with an estimated reserve of 18,000 Gtoe [10].
However, the recoverable coal reserve is much lower [11]. The UK Solid Fuel Association
estimated the reserves as a reserve for 118 years at its current rate of production. Even though
percentage share of solid fuels in the total energy mix started to shrink since the beginning of
the twentieth century, solid fuels are still the major contributors of the economy. They are the
dominant energy sources for electricity and in the industrial processes (steel, cement, sugar,
pulp and paper) [12]. According to the 2013 International Energy Outlook published by the
US Department of Energy, electricity generation is to grow annually by 3.1% in the non-OECD
countries (countries outside the Organization for Economic Cooperation and Development)
while 1.1% annually in the OECD nations [13]. As a result, the global solid fuel consumption
is rising annually. Coal alone is expected to rise at an annual average rate of 1.3% to 220
quadrillion Btu in 2040 [13]. The diverse application and utilization of these fuels make them
preferred fuels. Besides, their abundance, their ability to convert to other form of energy and
uncertainty with the gaseous and liquid fossil fuels make solid fuels the future energy supply
[12]. Even though solid fuels have had such recognition in the energy sector, their direct
applications as a source of heat become almost impossible these days. Beside their inconven-
ience in handling, there are stringent regulations at the present time due to the environmental
issue. Different measures have been implemented for the improvement of pollutant emissions
in the direct conversion solid fuels. However, the conversion of solid fuels to gaseous and liquid
form is preferred especially in the transportation sector.

1.3. Advancements in the fuel conversion technologies

Gasification is a thermo-chemical conversion process that converts solid fuels into gaseous by
increasing the hydrogen-to-carbon ratio through the breakdown of the feedstock. The process
involves drying, pyrolysis combustion and reduction sub-processes. The carbon conversion
efficiency of the latest gasifiers is estimated to be around 75%. The name gasification gas is a
general term for any gasification product also known as syngas, town gas and producer gas
[14]. Gasifying agent is the most significant parameter that affects the yield from the thermo-
chemical conversion process [15]. The main gasifying agents used in the process are oxygen,
steam, and air. Gasification gas produced using steam and oxygen as a gasifying agent is called
medium calorific value gasification gas (simply syngas) and its heating value ranges from 10
to 28 MJ/Nm3 [15]. On the other hand, gasification gas produced using air as a gasifying agent
is called lower calorific value gasification gas or producer gas and its heating value ranges from
4 to 7 MJ/Nm3 [16].

The current practice in the biomass use as an energy source through gasification is by coupling
the gasifier to the prime mover. In this arrangement, the gasifier is sized based on the capacity
of the prime mover (turbine). As a result, the gasifier operates only during the time of peak
demand for electricity. Even though there is surplus of raw material (solid fuels), the gasifier
cannot be operated as there is no storage system arrangement. That is why people are trying
to upgrade syngas into dimethyl ether (DME) and other oxygenated hydrocarbon fuels [17,
18]. In recent years, there are some efforts to integrate a storage system in the gasification
process [19–21]. If the gasifier system is separated from a prime mover, the gasifier can be sized
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to produce extra gasification gas that can be stored for the utilization at the time of peak
demand and further sourced to the market in the transport sector and chemical industry.

1.4. The history of gasification gas in the automotive sector

There are reports of the employment of various ranges of gasification gases in the IC engine
over the years since the inception of the Imbert gasifier around 1920. During the World War II,
there was severe shortage of gasoline globally and all private-owned cars and tracks were
redesigned to operate with gasification gases by erecting an Imbert gasifier. As it is also stated
in Section 1.1, the number of cars running on producer gas at the time of WW II was estimated
to 7 million by Sridhar et al. [22]. After the war, petroleum distribution returned back to normal
and it led to the quick exit of these engines out of market. Besides the petroleum abundance,
there were operational and technical problems that prompted for the fast exist. These problems
are summarized by Hagos et al. [23]. Since then, the application of gasification gases shifted
into the integrated gasification combined cycle as a stationary power generation system.
However, even in this period, countries did not totally give up on the use of such fuel in the
mobile engine applications. The United States of America is promoting the application of this
technology as a backup energy supply source in the event the country faces petroleum crisis
[24].

Since the global energy crisis of the 1970s, the research on both the lower and medium calorific
value gasification gases was again intensified because in one part the gasification technologies
started to advance and on the other hand the price of petroleum increased. There are many
results published with different success rates on the employment of these fuels on the
carburetted and port-injected SI Engines [22, 25–47] and dual fuelling on the CI engines [48–
54]. Gasification gases (both producer gas and syngas) in a direct-injection (DI) SI engines has
never been studied except the works by the authors of this article [23, 55–60]. Their combustion
behaviour and performance and emission characteristics are studied for the broader range of
gasification gas species and are reported elsewhere. This chapter concentrates on the summary
of the combustion, performance and emission characteristics of representative of gasification
gases over a wider range of operation conditions in both the DI SI engine and dual fuelling CI
engine. Besides, the technical challenges observed during the study of these gases in ICEs will
be emphasized in the current work. Unlike to the conventional fuels, there is no suitable
predictive tool (Kiva, Forte, and GT Power) for the effect of property of such fuels on the
optimization of combustion, performance and emissions. The current work will provide
additional information for the development of alternative fuels.

1.5. Properties of gasification gas and their scope in IC engines

Engine output is mainly dependent on the chemical energy released as a result of combustion
of the fuel inducted. Combustion in ICE is influenced by the nature of the fuel, the oxidizer
and the geometry of the chamber among others. Depending up on the mode of gasification,
gasifying agent and the solid fuel used, the constituent gases (H2, CO, CH4, N2 and CH4) of
gasification gas are varied. Not all gasification gases serve as fuels for ICEs. Analysis of
different properties of fuels such as energy content, flammability limit, laminar flame speed
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and flame temperature helps to classify those gasification gases that can be used in ICEs. The
comparison of CNG with the conventional fuel in IC engines is widely available in the
literature. On the other hand, fuel characteristic requirements of liquid and gaseous fuels are
different. Therefore, CNG representing the hydrocarbon-based fuels and H2 that represent the
renewable and zero emission fuels are taken for comparison in the current work. Generally,
gasification gases are broadly classified into lower and medium calorific values depending on
the type of gasifying agent and thereby with the nitrogen content. For air as a gasifying agent,
roughly up to 50% of the constituent gases is nitrogen. If oxygen or steam is used as a gasifying
agent, the constituent gases of the gasification gas are without nitrogen. Table 1 shows the
detailed comparison of properties of two gasification gases that represent typical medium and
lower calorific value fuels from biomass gasification, CNG and hydrogen. The summary of the
fuel characteristics of these fuels could help in the understanding of combustion, performance
and emissions behaviour in ICE [55]. All gasification gases are oxygenated fuels with the

Table 1. Summary of the properties of different gasification gases and their comparison to CNG and H2.
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medium calorific value gasification gas having the highest oxygen content at 53.33 wt%. The
density of gasification gases are in the range of the density of the CNG with higher density
observed in the lower calorific value gasification gases. The main concern with the gasification
gases is the weight-based stoichiometric air-fuel ratio with 2.07 and 4.58 for lower and medium
calorific value gasification gases, respectively, as compared to 17.2 for CNG and 34.3 for H2.
On the other hand, gasification gases have better mixture energy density at stoichiometric
condition for the air aspirating engine (DI) as compared to CNG and even at par with H2. All
gasification gases have the upper hand in both the flammability limit and laminar flame
velocity as compared to CNG. Similarly, they have higher auto-ignition temperature as
compared to both CNG and H2.

1.6. Typical gas compositions from practical large-scale gasification processes

Improvements in technology have increased the confidence among investors on large-scale
commercial biomass gasification plants. In this chapter, large-scale gasification plants shall be
referred to those with thermal capacity of above 10 MWth [61]. Since the 1980s, the number of
successful large-scale biomass gasification plants has increased. Currently, the largest planned
biomass gasification plant is located in Vaasa, Finland. The plant, which is owned by Metso
[62], uses wood-based biomass, is expected to deliver 140 MWe of electricity. Most of the
gasification plants are intended for electrical power generation, resulting electricity that is
usually injected into the main grid. In one of the latest biomass gasification plants in
Gothenburg, Sweden, which uses forest residues as feedstock, the resulting syngas is fed into
the natural gas grid [63]. Known as the GoBiGas project, the plant utilizes a 32 MW dual
fluidized bed gasifier to produce about 20 MW of substitute natural gas.

The composition of syngas mainly depends on the feedstock, due to diversity in the key
characteristics of different feedstocks vis-à-vis physical and chemical properties,
lignocellulosic composition, energy content, morphological characteristics, ash content, bulk
density, and a few other properties [64]. Apart from feedstock, the type of gasifier [65] and the
operating conditions also play important roles in determining the composition of syngas [66]
because the complex heterogeneous solid-gas and homogenous gas-gas chemical reactions
taking place during gasification are highly dependent on the operating conditions such as
equivalence ratio of gasification, reactor temperature, moisture content [67] and the gasifying
medium used. The heating value of the syngas depends on its composition.

Table 2 shows a range of selected large-scale biomass gasification plants, their capacities and
gas compositions. Clearly, most of the plants are located in Europe, where strong interest on
clean energy is present, and supports from the government and investors are high. Because of
its superiority in technology and market, circulating fluidized bed (CFB) is shown in the table
as the most preferred type of gasifier used for large-scale gasification plants. On feedstock,
Table 2 shows that wood-based materials are preferred due to their availability in developed
countries. The authors recognize the existence of other similar large-scale biomass gasification
plants. However, detailed information about their operating conditions and their gas compo-
sitions is presently not available. The gas compositions, in volume percentage, listed in Table 2
are CO2, N2, CO, H2 and CH4. There are also other kinds of gases reported for the plants such
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as ethane, but their amounts are negligible. Of all the gases listed in Table 2, only CO, H2 and
CH4 can be used as fuel. Overall, CO constitutes the largest fuel gas component in most of the
plants listed, with the exception of the Viking DTU [68] plant in Denmark, which was aimed
to produce more H2. The highest generation of CO occurs at the Vermont SilvaGas plant [69]
in the USA at 44% although the composition of N2 was never revealed in their report.

Plant Technology Feedstock Fuel

capacity

Electric

output

capacity

Gas composition (vol%)

(MW) (MWe) CO2 N2 CO H2 CH4

Greve-in-

Chianti,

Italy [68]

CFB RDF 2 × 15 6.7 15.65 45.83 8.79 8.61 6.51 

Kymiarvi,

Finland [72]

CFB cofiring Recycled fuel mixture

(wood, board, paper,

plastic, RDF etc.)

70 20 12.3 33.1 9.6 6.7 3.3

Värnamo,

Sweden [68]

– Integrated

gasification

combined cycle

(IGCC)

Woodchips, pelletised

wood, bark, straw, RDF

18 6 15.95 50 18 10.75 6.65

Vermont

SilvaGas, USA

[69]

Indirect CFB Whole tree chips,

residue wood,

reconstituted wood

pellets, forest thinning

44 9 12.2 44.4 22 15.6

Viking DTU,

Denmark [68]

Two-stage fixed

bed

Woodchips

(45% moisture)

70 0.0175

(39 MWth)

15.4 33.3 19.6 30.5 1.2

Table 2. Selected large-scale gasification plants and their gas compositions.

On H2, it is quite obvious that the Viking DTU [68] and Vermont SilvaGas [69] plants produce
more than typical plants, at 30.5 and 22%, respectively. Most other plants listed in Table 2
produce H2 at around 6–10%. With advanced technology, more H2 can be produced though
more costly; but high H2 may be preferred for several reasons: cleaner, high energy content
(141.8 MJ/kg for H2 as compared to 10.2 MJ/kg for CO), and it is sold in the market at relatively
higher price for various industrial applications. As in most gasification processes, CH4 tends
to be in the lowest amount among the three production fuel gases. According to Table 2, they
are typically less than 7% except for the Vermont SilvaGas [69] plant, for which the composition
reported was 15.6%. Like H2, CH4 is also regarded as valuable a gas; but the amount produced
from gasification is usually low.
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Though not combustible, the amount of CO2 generated is also an interest because it is a
greenhouse gas that contributes to global warming. Typically, the CO2 amount shown in
Table 2 is consistent within 12–16% for all plants. More importantly, the CO2 released to the
environment from biomass gasification could be offset by the amount absorbed by plants;
presently this is the constant affirmation on why biomass is regarded as a source of renewable
energy. Finally, it is worth noting that the Vermont SilvaGas [69] plant was developed based
the outcome from a pilot plant, which was far smaller in scale. Interestingly, it was found that
the gas compositions from the large-scale plant were almost the same with those of the pilot-
scale plant. The energy content dropped 6% from 18.5 MJ/Nm3 (pilot) to 17.3 MJ/Nm3. The H2

composition increased in the large-scale plant by 11%, while CO decreased by 26%; and there
was almost no change for CH4. This implies that scaling up of biomass gasification plant may
result in small impact on the gas composition and energy content.

2. Gasification gas in CI engines

Amongst the options for energy conversion, only those that produce gasification gas suitable
for use in a CI engine are the main focus of this part. Fluctuation of the gasification gas
constituents makes it not suitable for stable combustion in SI engine at high load cases.
Gasification gases can be utilized as diesel replacement in CI engine in the dual-fuelling mode.
However, not all types of diesel engines can be operated on the dual-fuel mode. For example,
the use of gasification gas in compression ratios of ante-chamber and turbulence chamber CI
engines prospects to knocking and ignition delay caused by too high pressures [70]. The
conversion of DI CI engines can normally be done due to their lower compression ratios. The
conversion of an engine to operate on dual-fuel mode of operation will generally prospect to
lower power output. In order to minimize the power loss, the heating value of air-gas mixture
should be increased. In addition, the amount of combustible mixture should be increased by
applying a supercharging or a turbocharging technique on the engine. Furthermore, adjusting
some operating parameters including increasing of compression ratio and advancing the
injection timing might be another solution to minimize the power loss. The limitation of dual
fuelling in CI engines is that without having a supply of ignition source like diesel fuel, it
cannot be run. Furthermore, overheating of the pilot fuel injection jet might be occurred when
the flow of diesel fuel reach a lower level of up to 10 or 15% of its normal flow. Therefore, the
injector nozzle should be checked regularly after 500 hours of dual-fuelling operation as
recommended by Von Mitzlaff [71].

2.1. Fuelling strategy

In dual-fuel operation, the supply of pilot fuel (diesel) from injection system is similar to the
ordinary diesel mode of operation. An air-gas mixture prepared outside the combustion
chamber in an external mixing chamber in the intake system is then sucked, compressed and
ignited into the engine with the diesel fuel sprayed. The mixing device should have the capacity
to provide a homogeneous air-gas mixture. There are several options for mixing devices as
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classified by Von Mitzlaff [71]. The type of mixers and their properties are summarized in
Table 3.

According to the Turner and Weaver [74] the best and economic way to introduce gasification
gas into dual-fuel engine is the central point mixing system.

Table 3. The list of different mixer designs and their respective properties [73].
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2.2. Comparison of gasification gas and other renewable fuels in duel fuelling

Different types of gaseous fuels were investigated with the intention of transiting from the
fossil-dominated energy to biobased energy in both the CI and SI engines. Dual-fuel engines
typically use either gasification gas, H2, CNG, liquefied petroleum gas (LPG) or sometimes
biogases as the primary fuel [75–79]. Gasification gases from different sources have been
used in dual-fuel engines in order to investigate the impact of their composition and some
operating parameters including load, injection timing and the air intake condition on dual-
fuel combustion. A study was conducted by Ramadhas et al. [80] on dual-fuelling combus-
tion with rubber seed oil and coir-pith producer gas at distinctive load conditions and
compared the performance results with normal diesel. Higher particular energy consump-
tion at all load conditions was reported. A simulated gasification gas containing 49% N2,
12% CO2, 25% CO, 10% H2 and 4% CH4 was used in dual-fuel CI engine at a speed of 2000
rpm. The result has indicated poor combustion efficiency of gasification gas dual fuelling
compared to normal diesel operation. The poor combustion was due to the lower heating
value of used gasification gas (7444.13 kJ/kg) compared to diesel, or either due to a too lean
mixture or a too rich mixture [81]. Sahoo et al. [51] have made an attempt to improve dual-
fuelling combustion by varying the engine load. Substandard engine performance was re-
vealed at light loads for dual-fuel operation. However, an improvement on the thermal
efficiency was recorded over half load for dual-fuel mode of operation. In order to improve
the poor combustion efficiency with the gasification gas fuelling in dual-fuelling strategy,
Roy et al. [82] have investigated the influence of intake pressure (101–200 kPa) in order to
improve dual-fuel combustion by supercharging a pyrolysis gas engine with micro-pilot ig-
nition. It was concluded that greatest indicated mean effective pressure (IMEP) was attained
with an intake pressure of 200 kPa, and the thermal efficiency was also improved.

Numerous investigations were conducted by the researchers as to provide information on the
effect of composition of gasification gas on dual-fuel combustion when combusted in CI
engines [82, 83]. Most of them concluded that increased hydrogen content of the gasification
gas affects positively on the combustion efficiency. In the study by Roy et al. [82], higher thermal
efficiency of 37–38% was attained with the use of the 20% H2 content gasification gas rather
than the 13.7% H2 content. The dual-fuel engine was able to work with wider window of fuel-
air equivalence ratio (0.42–0.79). The 20% H2 content producer gas also shorten the combustion
duration by 4 to 5°CA. The engine used by Tomita et al. [83] has functioned steadily with stable
combustion and enhanced efficiency with the increase of hydrogen content in syngas, even at
an equivalence ratio of ϕ = 0.45 because the more hydrogen content enhances the limit of lean
mixture. Further, 12% greater power was attained when higher hydrogen content gasification
gas was used by Roy et al. [82] in dual-fuel engine with the application of exhaust gas recir-
culation (EGR) in syngas emitted from hydrogen-rich coke-oven gas.

Besides the gasification gas, there are many reports on research regarding dual fuelling in CI
engine with other renewable fuels. The usage of port fuel–injected natural gas and DI diesel
generally results in a significantly increased fuel consumption compared to the conventional
diesel operation as reported in the work by Papagiannakis and Hountalas [84]. Saleh, and many
others, revealed that duel-fuel combustion with LPG (port fuel injection [PFI]) and diesel does
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not have a significant influence on the efficiency of an engine [85]. For hydrogen dual fuelling,
the efficiency of a dual-fuel engine tends to increase while running on hydrogen and diesel as
revealed from different studies by Saravanan et al. [86–88]. An increased efficiency was also
observed when dual-fuel engine was operated by Azimov et al. [89] with natural gas and
syngas under premixed mixture ignition in the end-gas region (PREMIER) combustion mode
and supercharging condition. However, the research carried out by Bika et al. [90] shows
reduced efficiencies in dual-fuel mode.

In summary, a complete replacement of diesel fuel with gasification gas could not be possible.
Besides, the performance of such dual fuelling of gasification gas and diesel was poorer as
compared to dual fuelling of other renewables. However, a compromise among improved
efficiency and reduced exhaust emissions might be achieved if gasification gas with increased
hydrogen content is used in dual-fuel engines with maintained operating conditions. More-
over, it can be used as a supplementary fuel to reduce cost and emissions of NOx and particulate
matter. In comparison between different renewable gases, hydrogen and natural gas seem to
show slight increase on the engine efficiency when compared to syngas and natural gas.
Natural gas and synthesis gas seem to be used for greener options to replace fossil fuels in
internal combustion engines [91–93].

2.3. Combustion process of dual fuelling

The typical dual-fuel combustion consists of three stages, premixed combustion with the
direct-injected diesel fuel in addition to a minor portion of the gasification gas entrained within
the diesel spray. The second stage is characterized by the premixed combustion of the major
portion of the gasification gas in addition to tiny amounts of the diesel. Finally, the diffusion
combustion of the rest of the two fuels represents the third stage. Figure 1 shows the main
three phases of dual-fuel combustion.

Figure 1. Rate of heat release (ROHR) for “conventional” dual fuel combustion [94].
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The amount of diesel substituted by gasification gas is very important in order to characterize
the first two stages. However, the amount of pilot fuel that can be burned during this stage has
significant effect on the peak rate of heat release (ROHR). The importance of this phase
decreases only once the level of pilot fuel is decreased under this specific limit. The significance
of the second phase alternatively is determined through the quantity of diesel substitution.
The advantage of this concept is that it makes use of the difference in flammability of the used
fuels. When leaving out the gaseous fuel, the engine operates as a normal diesel engine.
However, since the liquid diesel is necessary for ignition, it is not possible to run it exclusively
on the gaseous fuel.

2.4. Changes in pollutant emissions as a result of using gasification gas

A number of researchers have concluded that gasification gas dual fuelling is considered a
promising technique for controlling NOx emissions and smoke [95–97]. Lower particulate
matter (PM) might be achieved by utilizing a lean air-gas mixture in dual-fuel engine rather
than normal ordinary diesel only. Existing dual-fuel conversions endure from significant
increases in CO and unburned hydrocarbon (UHC) emissions at low engine loads due to the
very lean combustion at light loads. As the combustion gets leaner, the combustion directly
degrades, leaving massive quantities of partial reaction items during the exhaust. Figure 2
shows that the gasification gas used by Mahgoub et al. [81] has the possibility of reducing the
level of CO2 and NOx emissions compared with diesel fuel when operated on a naturally
aspirated, two stroke, single cylinder, diesel engine at a speed of 2000 rpm.

Figure 2. CO2 and NOx concentration versus diesel replacement ratio (syngas dual fuelling) [81].
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3. Gasification gas in spark ignition engines

3.1. Fuelling strategy

As it is explained in Section 1, the history of gasification gas in the automotive engines is
associated with the naturally aspirated SI-carburettor–type engines. Carburetted and port-
injection engines mix the fuel and air prior to the combustion chamber and the volumetric
efficiency of the engine drops at the cost of the voluminous gasification gas displacing air.
Furthermore, they have higher pumping and heat losses as compared to DI SI engines,
resulting in high fuel consumption [98]. Consequently, the theoretical power output of
gasification gases fuelled carburetted and port-injection engines is lower than those of their DI
engine counterparts and gasoline and CNG fuelled in the same arrangement.

With the emergence of DI application in SI engines, lean combustion strategy has become a
means for the reduction of greenhouse gas emissions and in increasing thermal efficiency. This
strategy is mainly accompanied with fuel stratification so that variable air-fuel ratio occurred
around the combustion chamber. The stratification provides a relatively rich mixture near the
igniter and a uniformly mixed ultra-lean mixture all over the cylinder. Engine performance
reduction due to volumetric efficiency drop can also be overcome by injecting the fuel very
late after inlet valve close (IVC). However, this may lead to insufficient time for fuel-air mixing
and slow combustion rate. For the fast burning type fuels, this is the type of fuel injection
strategy that has been adopted and it has attracted much attention these days. The H2

component of the gasification gases, mainly the medium calorific value gasification gases, is
grouped in the fast-burning–type fuels. Therefore, irrespective of the other engine operating
parameters, gasification gas fuelled engine with a DI system is expected to have better engine
power output. Similar hypothesis is implied by other researchers too [99]. In this section, a DI
SI engine under the stratified charge strategy is preferred as a fuelling system for a two typical
gasification gas representative mixtures from both the lower and medium calorific value fuels.
The detailed characteristics of these two mixtures are presented in Table 1. The experiment
was conducted in a single cylinder engine with a compression ratio of 14 and a displacement
volume of 399.25 cc. Detailed engine specification can be referred from [55, 56]. The two
representative gasification gases are premixed from their respective constituent gases based
on their molar ratio and stored in bottles at a pressure of 140 bar.

3.2. Combustion process of gasification gases in SI engines

Investigation of the in-cylinder combustion by monitoring the pressure data with the help of
a pressure sensor was performed. A piezoelectric pressure transducer was used to collect the
pressure data. Pressure reading of up to 100 power cycles was recorded and a macro code is
developed to analyze the combustion characteristics from the data and further to select the
most representative cycle of the average cycle. Further analysis of the pressure data resulted
in mean effective pressure (IMEP), rate of pressure rise, heat release rate and mass fraction
burn (MFB). The performance and emissions of the gases fuelled in DI SI engine was also
investigated. The fact that the gas composition, calorific value and the stoichiometric air-fuel
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ratio of the gases are different, comparison of the two gases at the same operation conditions
is impossible.

3.2.1. Lower calorific value gasification gas combustion

Figure 3 shows the variation of pressure, heat release rate and MFB with engine crank angle
(CA) at different speeds ranging from 1800 to 2400 rev/min for the lower calorific value
gasification gas. These combustion characteristics are presented for IMEP of 2.7 bar attained
at λ = 4.93, 4.97 and 5.46 for engine speeds 1800, 2100 and 2400 rev/min, respectively. Table 4
shows the air-fuel ratio, ignition advance and combustion durations of different engine speeds
of the lower calorific value gasification gas operation at IMEP = 2.7 bar.

Figure 3. Combustion characteristics versus crank angle for 1800, 2100, and 2400 rev/min at IMEP = 2.7 bar.

Speed (rev/min) 1800 2100 2400

λ 2.42 2.60 2.61

Ignition advance (°BTDC) 31 31 31

Flamed development stage duration (°CA) 13 12 15

Rapid burning stage duration (°CA) 38 39 37

Overall combustion duration (°CA) 51 51 52

Table 4. λ, ignition advance and combustion durations of different speeds and IMEP = 2.7 bar.

The pressure profile presented the same curve for all speeds with its peak value of 47 bar at
TDC. However, the heat release rate was shown to experience different trend for all the speeds
mentioned. The fastest and shortest heat release rate was observed with the lowest engine
speed. Both engine speeds at 2100 and 2400 rev/min were shown to experience similar heat
release rate profile except for the position of the peak heat release rate. The position of the peak
heat release rate was shown to retard with the highest speed. Both engine speeds experienced
decreasing trend of heat release rate at around 5°CA before top dead centre (BTDC) and then
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started increasing until another peak was observed at 12°CA after top dead centre (ATDC)
as shown Figure 3(a). This was attributed to heat transfer to the cylinder walls as the result of
increased heat transfer area. Majority of the chemical energy was converted to heat before the
piston reached its TDC. However, the surface area of the chamber is larger than that of at TDC
at this position. The MFB curve in Figure 3(b) was observed to deviate from the well-known
S-shaped curve, where there was a plateau shape of around 50–70% of MFB for all operation
speeds. The ignition advance was set to be at the maximum brake torque (MBT) attained at
31°CA BTDC in both conditions as shown in Table 4. As a result, the maximum rate of pressure
rise was recorded at around 15°CA BTDC on average for all operation conditions. Similarly,
the heat release rate was also maximum in this crank angle position. However, the surface area
of the chamber was higher at this crank angle position compared to TDC. Due to this, there
was higher heat loss through the chamber walls and this could be witnessed from the heat
release rate curves as shown in Figure 3(a). In addition, the fuel produced a very low IMEP.
The shape could also be due to a very weak mixture energy density in the cylinder. The flame
generated through the combustion of this fuel was very weak in all operational conditions.
Even though the flame was sustained throughout the cycle, there could be a chance of flame
quenching during the period of high heat loss and high turbulence in the combustion chamber
during the compression stage. A detailed analysis of the behaviour of such double-Wiebe of
the MFB is presented in the article by Hagos and Aziz [56].

As such low calorific value fuels have not been studied in DI SI engine, and the results of this
research could not be compared with previous works. However, the MFB curve shown in
Figure 3(b) was different from the ones reported for carburetted SI engine elsewhere [44, 100],
where a low calorific value gas (producer gas) of similar composition was fuelled in a
carburetted naturally aspirated SI engine. This could be due to the reason that the previous
works operated the engine at homogeneous mixture condition. This fuel was shown to
experience technical difficulties in DI engine due to the injection duration limitation. The
performance and emission gains thought from the DI fuelling were much overshadowed by
the restriction of injection duration. However, the unique nature of the combustion parameters
of this fuel attracted more attention. The double-Wiebe function of the MFB of this fuel could
be an input in the study of in-cylinder combustion of other multi-species fuels.

3.2.2. Medium calorific value gasification gas combustion (50% H2–50% CO)

The medium calorific value gasification gas was investigated in the DI SI engine for the
combustion, performance and emissions for the engine speed ranging from 1500 to 2400 rev/
min. The operation parameters studied are the effect of engine speed and injection timing and
further the combustion, performance and emissions was compared with that of CNG. The two
injection timings investigated are 120° BTDC that represent the direction injection where fuel
is started to be injected after the inlet valve closes and 180° BTDC representing partial direct
injection where fuel is started to be injected before the inlet valve closes. Late injection timings
below 120° BTDC and early injection above 180° BTDC was found not suitable for such fuels
due to longer injection duration demand and volumetric efficiency concerns, respectively. Both
the two injection timings have their advantages with the late injection suitable for lower engine
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speed and the early injection suiting the high engine operation speed. Details of the study are
presented elsewhere [101].

Figure 4. Cylinder pressure heat release rate and MFB versus crank angle for different λ and at 180° BTDC and 2100
rev/min.

Figure 4 shows the effect of the air-fuel ratio on the pressure profile, heat release rate and MFB
for different λ at 2100 rev/min. The ignition advance was set at MBT and the injection timing
at 180°CA BTDC. Figure 4(a) shows the variation of pressure profile and heat release rate with
crank angle for various λ at 2100 rev/min. The peak in-cylinder pressure was shown to decrease
with an increase in λ. The crank angle corresponding to the peak in-cylinder pressure was
observed to advance except at λ = 1.61. The fastest and shortest heat release rate was presented
at the lowest λ. The slowest and longest heat release rate was observed with the highest λ. The
combustion phenomenon in Figure 4(a) could be further discussed with the cumulative heat
release curve (MFB) as shown in Figure 4(b). The overall combustion angle was shown to
increase with an increase in λ. This was attributed to the mixture energy density in the chamber.
Higher energy density generated more heat leading to higher in-cylinder temperature and
thereby fast combustion. The effect of change in the air-fuel ratio on MFB was more evident at
the initial stage of combustion for the lower speeds (1500 rev/min) while at the rapid burning
stage for the higher speed (2100 rev/min). However, at 2100 rev/min the effect of air-fuel ratio
on MFB was visible on the rapid burning stage. This is due to an increase in turbulence as a
result of increased speed. This would speed up the combustion rate mainly at the rapid burning
stage [58].

On the analysis of the variation of ignition advance with the air-fuel ratio, it was observed that
the start of ignition for maximum brake torque was advanced with an increase in λ at all
operation speeds. Similarly, the trend of flame development, rapid burning stage and overall
combustion durations were shown to increase with an increase in λ. The combustion duration
is also observed to increase with an increase in the engine speed. Details about the effect of the
air-fuel ratio and the engine speed on the combustion characteristics in the DI SI engine are
reported in Hagos et al. [58].
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3.3. Comparison of gasification gas and other renewable fuels

Comparison of the combustion and performance of the medium calorific value gasification gas
with CNG was conducted under the same engine atmosphere and the study is presented in a
separate article [55]. The gasification gas was shown to have a higher peak cylinder pressure,
higher heat release rate and faster combustion duration than CNG at all operation speeds and
loads. This was attributed to the fast flame propagation of the hydrogen species in the syngas
fuel. On the other hand, the ignition advance for MBT was retarded with the gasification gas
compared to CNG. This was because of the longer injection duration with gasification gas
compared to that with CNG. The fast flame-propagation nature of the H2 species in the
gasification gas resulted in a shorter ignition delay and also contributed in the retardation of
the ignition onset of the syngas. The performance comparison of the two fuels, however, has
resulted in lower brake thermal efficiency and higher brake-specific fuel consumption (BSFC)
of the gasification was reported which was more pronounced at lower engine loads. With
increasing speed, the difference was decreased. This was mainly attributed to the low calorific
value nature of the gasification gas [55].

Figure 5. Brake-specific emissions versus BMEP for medium calorific value gasification gas and CNG at 2100 rev/min
[55].

3.4. Changes in pollutant emissions as a result of using gasification gas

The major combustible components of the gasification gases are H2, CO and CH4. Due to this
fact, the emission trends of such fuels in the direct-injection spark ignition engines are different
as compared to that of fossil-based fuels. Figure 5 shows the brake-specific emissions of CO,
NOx and total hydrocarbons (THC) versus the brake mean effective pressure (BMEP) of the
medium calorific value gasification gas (syngas). Only the engine speed of 2100 rev/min is
considered for the comparison of the gasification gas with that of CNG. The fact that heavy
hydrocarbons are absent in the gasification gases indicates that the total hydrocarbon emis-
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sions are insignificant in the combustion of gasification gases in IC engines. On the other hand,
the presence of H2 in the gasification gas leads to rapid combustion and higher peak in cylinder
pressure. As a result, the NOx emission was observed to be higher with the gasification gases
even if the fuelling strategy is at lean and stratified charge. Similarly, the CO emissions with
gasification gases were slightly higher with gasification gases as compared to CNG at lean
operation. This is attributed to the incomplete combustion due to lower mixture energy density
with lean mixture and escaping of the natural CO of the fuels unburnt from the combustion
chamber.

4. Safety of gasification gases

Gasification gases are flammable fuels similar to any other fuels. Table 1 shows the range of
flammability limits of gasification gases, CNG and H2. Flammability limit is very important
characteristics in the safety of fuels in IC engines. Liquid and some gaseous fuels that are
commonly used in the automotive engines have been through safety tests during their
refuelling, recharging and in crash conditions. Based on the extensive tests, these common
fuels are supported with safety codes. For gaseous automotive fuels such as CNG, Vehicular
Gaseous Fuel Systems Code (NFPA52) is a code used to govern for their fuelling facility [102].
Alternative fuels that are aimed to replace or take part in the fuelling of automotive engines
need to undergo similar safety tests. For the gasification gas fuels, there is limited research
towards safety. Besides the flammability issue, the CO content of the gasification gas needs to
be taken into consideration. The fact that CO is toxic gas indicates that the utilization of such
fuels needs to be under a very tight condition to avoid CO contamination. On the other hand,
to compensate the calorific value and increase the mileage at once charging, gasification gas
needs to be compressed at high pressure in the range of 200–300 bar. This will require different
safety issues that need further consideration. Similar to CNG, these gasification gases are
colourless, odourless and tasteless. Therefore, their leakage may not be easily detected.
Therefore, odorants should be intentionally added for the easy detection. In general, fire safety
issue of gasification gases in IC engines should be adequately addressed in the development
and research stage.

5. Technical challenges

The main technical challenge in the fuelling of gasification gas in ICE is the tar deposition in
the combustion chamber. Even though ICE is more tolerant towards contaminants compared
to gas turbines, the level of tar in the gasification if proper cleaning system is not installed
would lead to frequent breakdown. Such challenge could be even worst in the direct-injection
engines as injection nozzle hole diameter is too small. The deposition of contaminants and
thereby blockage of injector nozzle is imminent in such engines. The molar fraction of the
constituent gases varies depending on the variation of the operation conditions for syngas
produced from gasification. Maintaining its consistency is huge challenge. The molar fraction
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is responsible for the most of fuel properties of the gasification gas, mainly the calorific value,
air-fuel ratio, laminar flame speed, auto ignition temperature and the flammability limit. The
parameters on the other hand affect the combustion behaviour of the fuel. Similar concern is
also present on the fuelling and/or blending of gasification gas in gas turbine plants. Similar
feedback system developed for the gas turbine plants may be customized for ICE fuelled by
varying molar fraction gasification gases.

The lower calorific value of gasification gas as compared to other gaseous and liquid fuels is
another technical challenge that requires precise emphasis in the ICE fuelling. Fuelling of lower
calorific value gaseous fuels in the direct-injection spark ignition engine leads for the demand
of longer injection duration for the fuels to be fully inducted into the combustion chamber.
This is difficult especially during operation at near stoichiometric operation and when the
engine speed is higher than 1800 rev/min. Therefore, the utilization of such lower calorific
value gaseous fuels in the direct-injection spark ignition engines is possible at lean fuelling
strategy. On the other hand, the application of such fuels leads to higher BSFC in the ICE. This
has its own consequence on the fuel storage system requiring high-pressure storage system.
Methane enrichment of such fuels was used to tackle the challenge in the direct-injection spark
ignition engine. As per preliminary study, improvements on the BSFC and on the limitation
of the injection duration are observed [103]. Further study on the percentage of the enrichment
is undergoing. Parallel to this, the safety issue of the utilization of these fuels in ICE needs to
be studied as there is limited information. The CO content of the gasification gas is toxic and
extra care need to be given mainly in the fuelling such gases in the carburetted and port-injected
spark ignition engine and the dual-fuelling compression ignition engine.

The main motivation in using gasification gases and other gaseous fuels in diesel engine is for
a possible substitution of diesel by gaseous fuel, thereby reducing cost, minimizing pollutant
emissions such as NOx and particulate matter, and further to increase the performance of the
engine. The performance of a dual-fuel mode compression ignition engine running with
gasification gas with composition of 10% H2, 25% CO, 4% CH4, 12% CO2 and 49% N2 and diesel
as pilot fuel was compared with methane in the same duel fuel arrangement [48]. In both the
fuels, a shift from diffusion flame combustion to propagation flame combustion was reported
with the reduction of the pilot diesel fuel. Overall, methane was shown to perform better as
compared to gasification gas in the duel fuelling mode for diesel substitution.

The production and storage process of gasification gases leads to the exposition of the gases
to metals such as iron and nickel on the walls of the gasifier and storage tanks [14, 104, 105].
The contact of CO with these metals at higher pressure and temperature leads to the formation
of metallic carbonyl contaminants such as iron pentacarbonyl (Fe(CO)5) and nickel tetracar-
bonyl (Ni(CO)4). At high temperature combustion, the metallic carbonyls, iron pentacarbonyl
in particular, decomposes into metal oxide particles in the combustion chamber [106]. Figure 6
shows the deposits in the combustion chamber of the DI SI engine fuelled with gasification
gas. Apart from the deposit formation and its physical effect on the engine components, these
metallic carbonyls could also contribute on the formation of particulate matter emissions and
flame inhibition [14, 104]. Therefore, extra care should be given to the material in the design
of syngas production and storage system.
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Figure 6. (a and b) Deposits of iron oxides in the combustion chamber of the SI DI engine fuelled with syngas [106].

6. Conclusions and future research directions

The prospect of gasification gas in the IC engines (both SI and CI) has been investigated by
taking both the lower and medium calorific value gases into consideration. Due to the higher
auto-ignition temperature of gasification gases, they are not suitable to utilize in the CI engine
as lone fuels. Both lower and medium calorific value gasification gases have been utilized in
a dual-fuelling CI engine with diesel as a pilot fuel for the initiation of the ignition. The amount
of diesel as a pilot fuel not only affects the performance but also the combustion phenomenon
in the dual fuelling, thereby the emissions of major pollutant gases. The fuelling system design
influences the fuel mixing and the overall combustion process in the dual fuelling. The main
fuel should be premixed and homogenized during the induction into the combustion chamber.
Among the fuelling system designs, the central point mixing system is found compatible to
gasification gas induction in the dual-fuelling mode operation. While the gasification gases
have shown improvements in the emissions reduction, the higher calorific value gases such as
CNG and H2 have better benefit in the diesel substitution and combustion stability under wider
engine operation.

During the era of World War II, where aesthetic value and space conditioning were not an issue
at all, gasification gases were utilized in the carburetted SI engine by directly coupling the
gasifier with the engine in the vehicle. This design has served its purpose during the severe
shortage of gasoline during the war. After the war, however, gasoline distribution came to
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normal and the development of vehicle designs channelled to gasoline’s advantage. The major
discouragements of the gasification gases were start ability, design complexity and inertia,
power drop and operation problems. The advancements in the solid fuel conversion technol-
ogies and the development of large-scale power plants operating with gasification gases
prompted for the application of storage system and thereby the separation of gasification plant
from the power plant. This has further initiated the idea of utilizing the gasification gas in the
SI DI engine. The medium calorific value gasification gases have shown promising result on
the combustion stability and emissions reduction as compared to CNG with some limitations
on the longer injection duration demand and higher BSFC. On the other hand, lower calorific
value gasification gas is not found suitable for DI SI application. However, the combustion
phenomenon observed with this fuel in the DI SI engine is unique and can be an interest to
researchers to further investigate the combustion kinetics.

As a future direction, the two limitations stated in the previous paragraph for the medium
calorific value gasification gas are found to have minimum effect with an enrichment of
methane, thereby boasting the calorific value. However, the optimum percentage of methane
enrichment has not been researched so far. The double-Wiebe function of the mass fraction
burn of the combustion of lower calorific value gasification gas is another interest for further
research. Finally, the safety concerns, the complete system energy balance and the potential to
control the formation of deposits of metallic pentacarbonyls need to be further investigated.

Nomenclature

ATDC after top dead centre

BMEP brake mean effective pressure

BSFC brake specific fuel consumption

BTDC before top dead centre

CA crank angle

CFB Circulating fluidized bed

CI compression ignition

CNG compressed natural gas

CO carbon monoxide

DI direct injection

DME Dimethyle ether

EGR Exhaust gas recirculation

HC hydrocarbon

ICE internal combustion engine

IMEP indicated mean effective pressure

IVC inlet valve close
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LPG liquefied petroleum gas

MBT maximum brake torque

MFB mass fraction burn

NOx nitrogen oxides

OECD Organization for Economic Cooperation and Development

PFI port fuel injection

PREMIER premixed mixture ignition in the end-gas region

RDF Refuse-derived fuel

ROHR rate of heat release

rpm revolutions per minute

SI spark ignition

TDC top dead centre

THC total hydrocarbon

UHC unburned hydrocarbon

λ relative air fuel ratio
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Abstract

In order to satisfy the growing demand for the reduction of fuel consumption and
pollutant  emissions,  various  technologies  have  been  employed  in  diesel  engines.
Consequently, to determine the optimal combustion control strategy, many parameters
such as injection pressure, nozzle diameter, injection timing, injection quantity, and
exhaust gas recirculation (EGR) rate should be selected properly corresponding to the
engine operating conditions. It is difficult to obtain the appropriate strategies without
understanding the change in combustion process when varying these parameters. To
realize parametric studies on combustion control strategy of modern diesel engines, a
phenomenological combustion model based on stochastic method was developed. In
this model, the modeling of the spray tip and tail penetration after the end of injection,
and interaction between the sprays of sequent injection stages were focused on to
modify  the  stochastic  combustion model  for  combustion simulation with multiple
injection. The effects of swirl, wall impingement, and adjacent spray interaction are
formulated simply to make the combustion model more accurate and computationally
efficient. The simulation results were compared with experimental data from a single-
cylinder test engine for pilot/main two-stage injection. The results reveal that the model
has capability to accurately predict the combustion characteristics and emissions of
diesel engine with pilot/main two-stage injection.

Keywords: diesel engine, combustion modeling, phenomenological model, possibility
density function

1. Introduction

Recently,  continuous  reduction  of  the  oxides  of  nitrogen  (NOx)  and  PM  emissions  for
confronting increasingly stringent emission standards becomes a significant task for combus-
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tion improvement of diesel engines; especially the reduction of NOx emissions is quite difficult
for aftertreatment for low-load operating conditions due to low exhaust gas temperature.
Hence, in-cylinder combustion improvement is required for low-load operation, subsequently
the advanced combustion concepts have been proposed for dealing with this situation, such
as premixed charge compression ignition (PCCI) and low-temperature combustion (LTC). No
matter whether it is PCCI or LTC, the main aim is to obtain more homogeneous mixture and
suppress locally high combustion temperature. This aim is typically achieved with injection
timing adjustment with high exhaust gas recirculation (EGR) rate. However, accompanying
with reduction of NOx and PM, the CO and HC emissions are observed to increase and even
exceed the emission standards [1–4]. Meanwhile, long ignition delay promotes the fuel-air
mixing before ignition; it  leads to the strong dependence of ignition timing on chemical
reaction, which makes the ignition timing control difficult. And fast combustion of the mixture
premixed before ignition increases the combustion noise associated with rapid rise of in-
cylinder pressure. Because of these barriers, the advanced combustion concepts are limited in
low-load operation.

To extend the advanced combustion concepts to high-load operation and obtain the best
reduction of emissions, many technologies, including high-injection pressure, small nozzle
diameter, multistage injection, EGR, and high-intake boost, have to be integrated to realize in-
cylinder combustion improvement. Consequently, to determine the optimal combustion
control strategy, many parameters such as injection pressure, nozzle diameter, injection timing,
injection quantity, and EGR rate should be selected properly corresponding to the engine
operating conditions. It brings a heavy work and high cost on experiments, moreover it is
difficult to obtain the appropriate strategies without understanding the change in combustion
process when varying these parameters. Thus, an accurate and computationally efficient
combustion model is needed for these parameters study. Considering the trade-off between
accuracy and computational efficiency, the phenomenological combustion models are often
adopted for the parametric study [5].

In phenomenological combustion models, the combustion process is mimicked mathemati-
cally based on the results of observed phenomena with focus on predominant and rate-
determining processes in combustion. To describe the heterogeneous distribution of fuel
concentration and temperature and low-temperature combustion phenomena, some detailed
phenomenological diesel combustion models are developed based on the spray behavior,
which incorporate the calculation of chemical reaction in the spray region. According to the
method for description of fuel concentration distribution, these models can be divided into
two types. One type is to divide the spray into different zones based on the spray structure [6–
8]. In the other type, fuel concentration distribution is represented by probability density
function (PDF) of fuel mass fraction [9, 10]. PDF method is dominant to couple the turbulent
mixing and chemical kinetics to calculate the turbulent combustion process in diesel engines,
and it is easy to blend with the emission models, such as NOx and soot models. Whence the
pollutants production process can be predicted and analyzed with varying relevant parame-
ters.
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In modern diesel engines, multiple-injection has played a significant role in the latest engines
to reduce NOx, smoke emissions, and combustion noise simultaneously [11–13]. Proper
selection of injection strategy from numerous injection parameters satisfying different
operating conditions is a challenging work. Thus, to estimate the modern diesel engines
combustion, the combustion process with multiple injections needs to be included in the
phenomenological combustion model. Recently, some models had been proposed based on
PDF method to calculate the combustion with multiple-injection [14–16]. In these models, each
injection is customarily treated to form a spray region, and relevant calculations including
spray propagation, fuel evaporation, turbulent mixing, ignition, and chemical reaction are
performed in each spray. According to the sprays propagation phenomena under multiple-
injection situation, the combustion of the latter spray is significantly dependent on the
thermodynamic states of the former spray. Therefore, the interaction between former spray
and latter spray has to be considered in the model. Normally, the latter injection starts after the
end of the former injection, so that the evolution of the spray after the end of injection (EOI)
has to be imitated. In fact, the spray behaviors after EOI are indicated quite different from that
during injection by the fundamental studies on turbulent gas and diesel jets [17–21]. However,
there is no simple model available in phenomenological models to describe the spray devel-
opment and air entrainment after EOI. Currently, frequently used models of spray propagation
are Wakuri’s model, Siebers’s model, and Hiroyasu’s model that only satisfy the spray propa-
gation during injection with steady state and do not involve any information for that after EOI.

According to the modeling concept from the developed models [14–16], the latter spray is
assumed to be injected into the former spray region, so that the entrained gas of the latter spray
only comes from the former spray zone. It should be noted that all of these interaction
treatments assume that later spray entrains the gas from the former spray zone immediately
when the later injection starts, whereas some fundamental studies discover that the mixture
near the injector tip is diluted very fast after EOI [20, 22]. This implies that the gas near the
injector tip should be very lean when the later injection starts, particularly for the early pilot
injection case. Thereby, it is necessary to consider this phenomenon in appropriate form to
imitate the interaction between sprays from the sequent injections. Meanwhile, the swirl flow
deflects the spray from the initial injection direction [23]. In multiple-injection case, the
magnitudes of deflection are different for former and latter sprays, which results in that the
swirl effects has to be involved for spray-to spray interaction modeling.

In addition, the phenomenological combustion models usually do not consider the spatial
information. However, the early injection is a typical strategy for advanced combustion
concepts, especially quite early pilot injection for multiple-injection strategy. The early injection
causes the wall impingement, consequently the effects of different impinging positions and
the spray flames propagation along the cylinder wall on fuel-air mixing need to be involved
in the model.

Thus, in this study, a phenomenological combustion model was developed based on a
stochastic mixing model. The heterogeneity of fuel concentration and temperature is described
using the PDF. Evolution of the mixing and combustion is represented by the temporal change
of PDF due to the mixing, fuel injection, fuel evaporation, air entrainment into a spray, heat
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loss to the combustion chamber walls, and chemical reactions. To focus on the simulation of
new combustion concepts, such as LTC and PCCI, the effects of EGR and multiple-injection
was involved in the model. The model employs a quasi-global chemical kinetics model
combined with stochastic mixing model to describe the low-combustion process caused by
EGR effect. The key points of the study concentrated on are as follows: (1) Spray model
developing to describe the spray evolution after end of injection (EOI). (2) Defining and
calculating the presumed spray tail to consider the quite lean mixture near the nozzle exit after
EOI. (3) Modeling spray-to-spray interaction between sequent injections and the swirl flow
effects on it. (4) Introducing the effects of spray-wall interaction on fuel-air mixing. Finally, the
simulations are performed in pilot/main two-stage injection cases, and are validated by
experimental data from a single-cylinder diesel engine, including in-cylinder pressures, heat
release rates, and NOx and PM emissions.

2. Stochastic combustion model

The stochastic combustion model in this study was first proposed in [10] for conventional
combustion with single-stage injection in DI diesel engines. And then this model was modified
in [24–26] to analyze the PCCI combustion process. Up to Ref. [26], this model has employed
a stochastic turbulent mixing model coupled with a quasi-global chemical kinetic model to
describe the heterogeneous combustion process in diesel sprays, and the specific submodels
includes air entrainment, turbulent mixing, fuel vaporization, heat loss, and chemical kinetic
model.

2.1. Model description

The essential of the stochastic combustion model focus on the turbulence controlled fuel-air
mixing process. In this model, the heterogeneity in fuel concentration and temperature is
described using probability density functions f(x, t), where x = (h, y1, y2, … , yn), h denotes the
specific enthalpy and y1, y2, … , yn the mass fraction of chemical species. Based on considering
the in-cylinder pressure as uniform distribution over the entire cylinder, the time evolution of
f(x, t) is expressed as Eq. (1)

( , )f yf vfp m x t
t y h

w
¶ ¶ ¶

+ + =
¶ ¶ ¶

&
& (1)

where (∙) expresses the time derivative, p the in-cylinder pressure, v the specific volume, m(x,
t) represents the mixing caused by turbulence, and ω the mixing rate. To calculate the f(x, t),
the pressure Eq. (2) was derived in [5] to simultaneously solve with Eq. (1)
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where .  is the average specific volume variation rate corresponding to engine speed.
However, these two differential equations are too complicated to obtain the analytical solution
for f(x, t). Therefore, the Monte Carlo method is adopted to solve the equations. This is realized
by treating numerous Monte Carlo elements as the fluid particles. The injected fuel and
charged air in cylinder are assumed to be sufficiently small fluid particles compared to the
microscale of turbulence, and the fluid particles are considered to have identical mass. In this
process, the change of fluid particle’s thermodynamic states due to turbulent mixing is
described by the random collision and dispersion process occurred between fluid particles. It
is calculated by modified Curl’s model [27] in which a randomly selected pair of fluid particles
in the spray collides and disperses with exchange of their thermodynamic states as expressed
in Eq. (3)

( ) ( )1 2 1

2 1 2

(1 ), ( , ) ,
2 2

(1 )( , ) ( , ) ( , )
2 2

-
+ D = +

-
+D = +

X Xf x t t f x t f x t

X Xf x t t f x t f x t
(3)

The x1 and x2 represent the thermodynamic states of two fluid particles, and X is a random
number uniformly distributed in (0, 1). The mixing rate is represented by collision frequency
that is estimated by turbulence kinetic energy in the spray.

Figure 1. Stochastic combustion model diagram.

Based on this concept, the combustion process of diesel spray is described as shown in
Figure 1. In this process, the combustion chamber is divided into spray zone and surrounding
air zone after the injection start. The spray zone is formed by injected fuel particles and
entrained air particles whose amount is determined by momentum theory [28]. In the spray
zone, the fuel-air mixing is taken into account with modified Curl’s collision and dispersion
model [27]. The mixing rate is controlled by stochastic collision frequency that is dependent
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on turbulence kinetic energy in spray. Meanwhile, liquid fuel contained in each fluid particle
is vaporized according to an average evaporation rate, sequentially chemical reaction calcu-
lation using Schreiber’s model [29] is performed in each fluid particles for combustion
calculation. In addition, the heat loss from wall is also considered using Woschni’s equation
[30]. Thus, in the stochastic combustion model, fuel-air mixing and chemical reactions are
simultaneously calculated.

3. Spray model

Figure 2 shows the shadowgraph images of two-stage injection in a constant volume combus-
tion chamber. In Figure 2, the part “A” is the first spray flame region. After the second injection
starts, the first spray flame region and the second spray region are separated at first as shown
in the left graph. Once the second spray tip penetration is long enough to overtake the
boundary of the first spray flame region, the second spray subsequently penetrates into the
first spray flame region and causes the interaction between the first spray flame and the second
spray as shown in the right graph.

Figure 2. Shadowgraph images of two-stage injection in constant volume combustion chamber.

To simulate the combustion with multiple-injection, the situations shown in Figure 2 can be
abstracted as that shown in Figure 3. The volume in the cylinder is divided into three zones
to represent the sprays and ambient gas for two-stage injection situation, including the first
spray zone, the second spray zone, and the ambient air zone. Before injection, the air and EGR
gas in the cylinder is treated as ambient air zone that is presumed to be composed of a great
number of fluid elements. Then after the start of the first injection, the fuel is injected into the
cylinder as fluid elements, and entrained fluid elements from ambient air zone to form the
first spray zone. After the end of the injection, the first spray tail is assumed to depart from
nozzle exit to the downstream. When the second injection starts, the first and second spray
zones exist in the cylinder and the fluid elements of ambient air zone are entrained into these
two spray zones, respectively. Once the second spray tip overtakes the first spray tail, both of
the fluid elements from the ambient air zone and the first spray zone are entrained into the
second spray zone. Finally, these two spray zones are combined into one spray zone after all
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of the fluid elements of the first spray zone are entrained into the second spray zone. Obviously,
the spray tip and tail penetration and air entrainment rate are primary parts to carry out the
concept, and the spray tip penetration should include the spray evolution after EOI as the
discussion in Section 1. Thereby, a new zero-dimensional spray penetration calculation was
developed, and the air entrainment was calculated based on the developed model.

Figure 3. Model’s concept diagram for multiple injection.

3.1. Spray penetration including the spray evolution after EOI

Indeed, because of the termination of injection, the spray is transformed from steady state into
deceleration state that leads to the spray propagation different from that in the steady state.
Recently, entrainment wave theory was proposed by Musculus [18] based on analytical
research on the turbulent jets behaviors during the deceleration state. This theory describes
the propagation of the increased entrainment region from nozzle exit to jet downstream after
EOI, which also presents the propagation of information of the fuel injection termination. Once
the entrainment wave arrives at the tip of the jet, the jet penetration shifts from a relation of
square root dependence on time to a relation of fourth root dependence on time, the former
relation is widely proved in steady jet and the later relation is same as the result from the
experimental research on unsteady turbulent jets [17]. The entrainment wave was also
observed in diesel jets, and a one-dimensional discrete model derived in [19] was successful
to predict the entrainment wave in diesel jets and the penetration of diesel jets even after the
entrainment wave reaches the jet tip. These indicate that the one-dimensional discrete spray
model in [19] has potential to predict the diesel spray propagation after EOI. Thus, a zero-
dimensional model of diesel spray propagation was developed referring to this one-dimen-
sional discrete spray model to involve the spray information of penetration and air entrainment
rate after EOI in this study. To conduct this work, the modeling method of the one-dimensional
discrete model is only used for the treatment of the spray tip part, and the same assumptions
as in the one-dimensional discrete spray model were employed for the zero-dimensional spray
model. To simplify the spray modeling, the spray is treated to be formed with a constant
injection rate.
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According to the entrainment wave phenomenon, the spray propagation process can be
divided into two stages. As shown in Figure 4, the time when the entrainment wave front
arrives at the spray tip is defined as transition timing, and the diesel spray tip penetration
calculation is separated in two stages by the transition timing. During injection, the spray is in
steady state; after the EOI, the entrainment wave propagates from nozzle exit to the spray tip,
and the spray tip keeps in the steady state before the transition timing. After the transition
timing, the total spray transforms into decelerating state. In this spray propagation process,
the spray tip maintains in steady state before transition timing and then decelerates from the
steady state after transition timing. Thus, the spray tip penetration is calculated in two stages,
before and after transition timing. In the case of constant injection rate, the transition timing
is twice of injection duration.

Figure 4. Spray propagation diagram.

The spray tip penetration (Stip) can be expressed as

tip
tip ,

dS
= u

dt
(4)

where utip is the spray tip velocity. Based on the momentum theory, the spray tip velocity is

equal to the ratio of the momentum flux integrated over the tip cross-sectional area  to
the mixture mass flow rate integrated over the tip cross-sectional area  as Eq. (19):
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 is expressed as follows:
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2
tip tip tip tip ,r b=&M A u (6)

where ρtip is the average density in the tip cross-section, Atip is the tip cross-sectional area, ūtip

is the average velocity over the tip cross-section, and β is a factor that is introduced to consider
the effects of axial velocity and fuel volume fraction profiles over the spray tip cross-sectional
area on the momentum flux and fuel mass flow rate integrated over the spray tip cross-sectional
area, the specific derivation of β can be found in the reference [19]. The value of β is ranged
from 1.0 for a uniform profile to 2.0 for a fully developed spray.

Meanwhile tip  is obtained as

tip tip tip tip .r=&m A u (7)

Substituting Eqs. (19) and (20) into (21), the spray tip velocity is represented as follows:

tip tip.b=u u (8)

Before the transition timing, the spray tip is in steady state, so that the momentum flux and

fuel mass flow rate integrated over the tip cross-sectional area  are constant,
and the ratio of them is equal to the fuel velocity at the nozzle exit (uf) due to the constant
injection rate.

tip

f,tip

,
&

& f

M
= u

m (9)

where  is equal to the injection rate of fuel mass .

Therefore, after substituting Eq. (6) into (9), the ūtip can be derived as

f,tip
tip

tip

,f fρ X u
u =

ρ (10)

where f, tip is the average fuel volume fraction over cross-section at the spray tip, as well as

the average density in the tip cross-section (ρtip) can be calculated by the following equation
according to [29],
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tip f f , tip a f , tip(1 ).r r r= + -X X (11)

So far the spray tip penetration (Stip) can be obtained by

f,tiptip

tip

.
r

b
r

= f fX udS
dt (12)

Eq. (12) cannot be solved as a continuous equation. Thus, the discrete method is used to
calculate the spray tip penetration. The spray tip penetration at any time of t is obtained based
on the spray tip penetration and the average velocity over the tip cross-section at the last time
step (t – Δt) as Eq. (13)

( ) ( ) ( ) .b= - D + - D Dtip tip tipS t S t t u t t t (13)

And the average velocity over the tip cross-section at time t is obtained as
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After the transition timing, the total momentum flux and fuel mass flow rate over the tip cross-
section decelerate from the values of steady state because the information of fuel injection
termination already arrived at the spray tip [18]. However, Eq. (9) is valid also for the period
after the transition timing, which had been demonstrated in [31]. Thus, the same form as Eq.
(10) are available for the average velocity over the tip cross-section, where f, tip and ρtip are

replaced by those after the transition timing, f, tip, atr and ρtip, atr.

f,tip,atr

tip,atr
tip,atr

,f fρ X u
u =

ρ
(15)

where ρtip, atr is calculated by Eq. (11), in which f, tip is replaced by f, tip, atr. The spray tip

penetration after transition timing can be calculated as
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where ttr is the transition timing.

To obtain f, tip, atr, air volume and fuel volume in spray can be treated as separate regions as

“air” region and “fuel” region shown in the figure, respectively. Before the transition timing,
the fuel mass flow rate at the tip is constant, and the volumetric flow rate at the tip,  is
equal to that at the nozzle exit. However, after the transition timing, the fuel volumetric flow
rate decreases from its initial value in the steady state because the information of fuel injection
termination already arrived at the spray tip [19]. To describe this process, the volumetric flow
rate,  was assumed to be shared by fuel and air for the period after the transition timing.
Based on this assumption, part of air flows into “fuel” region from “air” region and mixes with
fuel, so that the “fuel” region for the steady state is replaced by the “fuel + air” region after
transition timing, and then the mixture of “fuel + air” region flows out through the tip with
the volumetric flow rate of  Considering the “fuel + air” region at time “t” as the control
volume, the mixture flows out of the control volume from tip cross-section with the volumetric
flow rate of  Because of the fluid continuity, air will flow into the control volume with
the same volumetric flow rate as compensation. Therefore, at any time “t” after transition
timing, the total volume of air flow into “fuel + air” region is  For simplicity,
it is assumed that the air and fuel mix with each other immediately in the “fuel + air” region.
Then, the fuel volume fraction in the fluid flowing out of the tip is calculated by the following
equation

f
f ,fm

f f d f f tr

( ) /
,

( ) / ( / ) ( )
r

r r
=

+ × -&
fm t

X
m t C m t t (17)

where mf(t) is mass of fuel in the spray, t is the time from injection start, and Cd is a model
constant. Finally, Xf,tip,atr is derived as

(18)

Whence the spray tip penetration after the transition timing is able to be obtained, and the
method for solving Eq. (16) is same as that before transition timing.

3.2. Spray tail penetration

After EOI, the mixture near the nozzle becomes very lean due to the termination of the fuel
supply. Therefore, it is assumed that the part of the spray near the nozzle acts as ambient air
zone and a spray tail exists. Knowing the position of the spray tail, the start time of the
interaction with the subsequent spray can be determined.

In this study, the spray tail position is determined as a cross-section of a spray where 10% of
total fuel is contained up to the nozzle. It can be imagined that the tip of the spray formed by
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this 10% fuel equates the total spray tail. In other words, the tail penetration of the spray
containing total injected fuel can be calculated by the tip penetration of the spray formed by
an injection whose quantity is equal to 10% of total injection quantity. Figure 5 shows the
examples of calculated tail penetrations compared to the tip penetrations for the injection
quantity of 2.5 and 25 mg cases.

Figure 5. Calculated spray tip and tail penetrations for the injection quantity of 2.5 and 25 mg cases.

4. Spray-to-spray interaction modeling

Another primary respect of simulation for diesel combustion with multiple-injection is to
describe the interaction between the sprays from sequent injections. Figure 6 shows the spray-
to-spray interaction, the interaction occurs after the arrival of the second spray tip at the first
spray tail, and the entrainment from the first spray to the second spray is involved to represent
the interaction.
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The entrainment behavior can be considered as that the spray entrains the ambient gas through
the spray boundary that has a conical surface, therefore the entrainment rate can be represent
as the product of air density, entrainment velocity over the spray boundary surface, and the
area of spray boundary surface. After the second spray tip touches the first spray tail, the
entrainment area of the second spray is divided into two parts by the first spray tail as shown
in Figure 6. The ratio of the entrainment rate of these two parts (Re) can be obtained as Eq. (19)
with assumptions as the air and the first spray have the same density and the entrainment
velocity uniformly distribute over the spray boundary surface in the ambient air zone and the
first spray zone, respectively:

air

spray

,e e
AR = C

A (19)

where Aair and Aspray are the areas of the spray boundary surface in the ambient air zone and
the first spray zone, respectively. Ce is a coefficient given to describe the difference between the
entrainment velocity over the spray boundary surface in the ambient air zone and the first
spray zone. Based on Eq. (19) and the total entrainment rate of the second spray, it is able to
obtain the amount of the first spray mixture entrained into the second spray.

Figure 6. Spray interaction diagram.

Meanwhile, the swirl effects on the spray-to-spray interaction cannot be ignored. The swirl
flow does not only decrease the spray penetration [32] but also deviates the spray path [23].
As that shown in Figure 7, the swirl effects causes the second spray tip to overtake the first
spray tail and tip earlier than the case without swirl flow effects, and reduce the overlap region
between the first and second sprays. Thus, based on the assumption that the entrainment rate
is proportional to the spray surface area, the ratio (Re) of the entrainment rate from the ambient
gas and that from the first spray have to be recalculated as follows:
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Figure 7. Diagram of sprays interaction [34].

where Aupt and Ablt are the spray boundary surface areas up and below the first spray tail,
respectively, and RSA is the ratio of surface area of the second spray in the first spray over Ablt.

To calculate Aupt and Ablt, the reduction of spray penetration in injection direction by swirl flow
are considered to determine the position at which the second spray tip touches the first spray
tail. The ratio (RMJ) between the momentum from injected fuel (Mj) and total momentum in the
spray, which includes the momentums from the injected fuel (Mj) and the entrained gas (Ms),
is introduced as a factor for the penetration. The specific expressions are as follows:

MJ 2 2
,j

j s

M
R =

M + M
(21)

0
,ò &

t

j f jM = m u dt (22)

as0
,ò &

t

s sM = m u dt (23)

where  and uj are the mass flow rate and the velocity of fuel at the nozzle exit,  is the
entrainment rate with swirl flow effect, which is calculated according to the equation proposed
by Kau et al. [33], and ūs is the average swirl velocity over the total spray penetration. The spray
penetration (SSE) in the injection direction with swirl flow effect can be represented as RMJStip,
where Stip is the penetration without swirl flow effect. When the SSE of the second spray tip is
larger than that of the first spray tail, the second spray tip is treated to arrive at the first spray
tail.
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To calculate RSA, the spray deflection by swirl flow was considered in a simple manner as
shown in Figure 8. The shadow part expresses the overlap between the two sprays. The
deviation angles θ1 and θ2, and the spray spreading angles α1 and α2 are assumed to have small
values for this simplification. In this way, RSA is approximately proportional to the ratio of the
angle between the first spray windward and the second spray leeward over the second spray
spreading angle as in Eq. (24)

2 1
2 1

2

( ) ( )
2 2 .

a aq q

a

+ - -
µSAR (24)

Figure 8. Simplification of sprays interaction with swirl flow effect [34].

The ratio (RMS) of the momentum from entrained gas over the total momentum in the spray,
which is calculated by Eq. (25), is assumed to represent the degree of spray deflection instead
of θ1 and θ2 in Eq. (24).
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.=

+
s

MS

j s

MR
M M (25)

5. Wall impingement effects introduced in stochastic combustion model

5.1. Wall impingement effects on the turbulent mixing

Adjusting the injection time earlier than top dead center (TDC) is often used to realize the PCCI
or LTC, especially for the multiple-injection case in which the pilot injection time is usually
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advanced to the middle even at the early stage of compression stroke. The early injection timing
makes the spray flow into the squish region and impinges on the cylinder liner or piston top
as shown in Figure 9. Due to the low temperature of the walls and/or the adherence of fuel on
the piston top surface, oxidation reaction and mixing in the mixture are attenuated [35]. To
involve such effects in the stochastic combustion model, the reduction of fuel-air turbulent
mixing rate was considered according to the volume ratio of the spray flowed into the squish
area and total spray. The temperature effect mentioned above was not considered; however,
the overall oxidation reaction rate is lowered as a result of reduced mixing rate.

Figure 9. Wall impingement diagram.

As shown in Figure 9, if the spray tip cross-section impinges on the bowl lip edge, the spray
can be divided into two parts, squish part and bowl part. Thus the volume ratio between squish
part and incremental spray (Rsq, inc) can be calculated as follows:

up
sq,inc

up bl

( )
,

( )
q

q
=

+

C A
R

C A A (26)

where Aup and Abl are the areas of the cross-sectional area at impinging timing over and below
the bowl lip edge, respectively, and the C(θ) is a function of the angle between the spray central
line and cylinder head, and it is used to describe the ratio between spray spreading velocity
in squish region and bowl region. This function is selected as cot θ in this study, because it
represents the ratio of the horizontal and vertical components of average spray tip velocity
when the piston top is treated as a horizontal area. Sequentially, the volume ratio of spray
flowed into squish region and total spray (Rsq) can be obtained as follows

sq,inc spray

sq
spray

,
ò &
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t

t
R V dt
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V
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where tim is the impinging timing and Vspray is the total spray volume. And the stochastic
collision frequency (ω) that represents the turbulent mixing rate is calculated as follows:

0 sq(1 ),w w= - x
m jC R G (28)

where Cm is a constant, ω0 is the collision frequency of free spray, and Gj is the total turbulence
energy generated by injection. Gj is used with minus power (x), because the larger turbulence
energy generated by injection causes the stronger mixing (larger ω). Cm and x were selected as
6.2 and –0.2 respectively, which are calibrated by experimental heat release rates under
different injection time cases.

5.2. Wall impingement effects on the air entrainment

Figure 10 shows abstracted diagram of the situation of spray impinging on the wall in the
cylinder. The upper spray represents the initial stage of wall impingement. In this stage, it is
reasonable to consider that the air entrainment is enhanced because the surface area of spray
is enlarged by wall impingement [36–38]. Thus, to improve the stochastic combustion model,
a constant (CETRM) is given to multiply the entrainment rate of free spray after the wall im-
pinging. In addition, the interaction between adjacent sprays is an important factor on air
entrainment decrease, the primary reason can be considered that the adjacent sprays overlap
after wall impingement as shown in Figure 10 (below sprays) decreases the entrainment area
of spray, thereby the entrainment rate is suppressed. In order to involve these effects in a simple
way, the ratio of the total spray volume and the chamber volume was used to represent the
intensity of the interaction between adjacent sprays, and the interaction effect on entrainment
rate is introduced as follows:

spray hole
0 vr

cyl

1 ,
æ ö´

= -ç ÷ç ÷
è ø

& &a a

V n
m m C

V (29)

where  is the air entrainment rate affected by spray-volume increase,  is the original air
entrainment rate, nhole is the number of nozzle holes, Vcyl is the volume in cylinder, and Cvr is a
constant to fit the experiment data.

CETRM and Cvr are set as 1.5 and 0.8, respectively, based on the comparison between calculated
and experimental heat release rates.
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Figure 10. Spray propagation along the wall.

6. Emission models

6.1. NOx model

Based on the assumption that most of the NOx is NO, the production of NO during combustion
process is computed by the extended Zeldovich mechanism [39]. Meanwhile, the NO normally
produces at a high rate in the mixture with equivalence ratio around 1.0 accompanying with
high temperature. Thus, the NO concentration is estimated in the fluid elements whose
temperature is over 1200 K with the equilibrium species including C, CO, CO2, O2, O, OH, H2,
H, H2O, N2, and NO.

6.2. Soot model

The soot model refers to the Moss’s soot model [40]. Moss’s soot model is a semi-empirical soot
model derived based on laminar diffusion flame. The soot particles inception and coagulation
are considered for the calculation of soot particles number density, and the soot particles
surface growth and oxidation are calculated to obtain the soot volume fraction. The soot
oxidation rates per unit area by O2 and hydroxyl radical (OH) are introduced to calculate the
soot oxidation rate in this model. The soot oxidation rate per unit area by O2 (RSO) is calculated
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using the Nagle and Strickland-Constable (NSC) model [41]. The soot oxidation rate per unit
area by OH (RSOH) is considered by referring Neoh’s equation [42].

7. Validation of the developed combustion model

7.1. Test engine

The test engine is a water-cooled single-cylinder four-stroke-cycle direct-injection diesel engine
equipped common-rail injection system. The standard specifications are given in Table 1.

Engine type Single-cylinder, DI-diesel engine

Bore × Stroke 85 mm × 96.9 mm

Displacement 550 cc

Compression ratio 16.3

Combustion chamber Reentrant type (φ 51.6 cavity)

Injection system Common-rail system 0.125 mm × 7 holes nozzle

Table 1. Standard specifications of test engine.

All of the experiments were performed at thermally steady states of the engine at a fixed speed
of 1500 rpm, an inlet coolant temperature of 80°C, and a lubricating oil temperature of 80°C.
The intake pressure was 0.1 MPa and the intake temperature was 35°C. Exhaust back pressure
valve was fully open. The fuel was JIS No. 2 diesel fuel (density at 15°C = 820.2 kg/m3 and
cetane index = 54.7). The averaged in-cylinder pressure of 50 cycles was used to calculate the
heat release rate, which was measured using a piezoelectric pressure transducer (Kistler
6052A).

7.2. Calculation conditions

With the aim for validating the simulation of combustion with multistage injection, at first, the
pilot/main two-stage injection strategies were conducted in experiment and calculation, and
the calculation ran from intake valve closure (IVC) of –145°ATDC to exhaust valve open (EVO)
of 125°ATDC. Since the start of main injection is normally set near TDC in the pilot/main
injection strategy, the main injection timing (θmain) was fixed at 1°ATDC, and pilot injection
timing and quantity were varied. And the engine operating condition was selected as high
load, for which the indicated mean effective pressure (IMEP) was set to 1.01 MPa, in order to
observe the variation of combustion phases including premixed combustion and mixing-
controlled combustion affected by pilot injection condition. The main experimental conditions
are listed in Table 2.
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Injection pressure 125 MPa

Total injection quantity 32 mm3 per cycle

Pilot injection quantity (qfpilot) 2, 4, and 6 mm3 per cycle

Pilot injection timing (spilot) –9, –19, and –24°ATDC

Main injection timing 1°ATDC

EGR ratio 20%

Swirl ratio 2.0

Table 2. Experimental conditions.

7.3. Pressure and heat release rate

To valid the combustion model, the in-cylinder pressures and the heat release rates were
calculated and compared to the experimental data at first. Figures 11–13 show the in-cylinder
pressures and heat release rates for different pilot injection timings and quantities. The
simulation results obtain the similar levels of pressures and heat release rates to those of the
experiments. It is also observed that the model is able to capture the tendencies of the pressure
and heat release rate when varying the pilot injection timing and injection quantity.

Figure 11. Effects of pilot injection quantity on the in-cylinder pressure and the heat release rate (θpilot = –9°ATDC).
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Figure 12. Effects of pilot injection quantity on the in-cylinder pressure and the heat release rate (θpilot = –19°ATDC).

Figure 13. Effects of pilot injection quantity on the in-cylinder pressure and the heat release rate (θpilot = –24°ATDC).

7.4. Emissions calculation

Based on the good agreement in the pressures and the heat release rates, the NOx and soot
emissions were calculated. Figure 14 shows the NOx (left) and soot (right) emissions against
the pilot injection timing. The results reveal that the NOx calculation obtains the similar
emission level and the variation caused by pilot injection conditions changing with the
measured data. Regarding to the soot emission, the soot emissions level obtained by the model
is comparable with the measured data, and the calculated soot emissions are able to reproduce
the increase with the increase in pilot injection quantity at fixed pilot injection timings, which
is observed in the experimental data. Although the tendency of soot emissions variation with
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pilot injection timing retarded does not completely coincide with that of every experiment with
different pilot injection quantity, the general tendency can be captured correctly.

Figure 14. NOx and soot emissions.

8. Conclusion

In this study, a stochastic combustion model was introduced to develop a phenomenological
combustion model for modern diesel engines. In order to be able to describe the combustion
process of advanced combustion mode, the spray propagations after EOI, spray-to-spray
interaction, swirl effects, and wall impingement effects were modeled based on their physical
phenomena in appropriate ways for the stochastic combustion model. Then, the developed
combustion model was validated based on the experimental data from a single-cylinder diesel
engine with pilot/main two-stage injection. The results revealed that the model is able to
accurately predict the combustion of the diesel engine with pilot/main two-stage injection, and
reasonable prediction of NOx and soot emissions can be obtained by this model. Specific
conclusions are as follows:

(1) A zero-dimensional spray propagation model was derived. The spray model is able to
predict the spray evolution including spray tip penetration and overall air entrainment after
EOI. It is capable to catch the spray propagation tendency after EOI as that well recognized by
the fundamental study. Thus, based on introducing this model, the accuracy of the combustion
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model can be improved especially for the short injection duration case in which the ignition is
later than the EOI. As for the multiple-injection case, the thermodynamic states of the gas in
the cylinder before the later injection start can be predict more realistically.

(2) Presumed spray tail was proposed for zero-dimensional spray model, which allows to take
account of the fast dilution of the mixture near the injector tip after EOI, which resulted by the
terminated fuel supply and increased air entrainment rate near the injector tip after EOI. And
thanks to the presumed spray tail, the interaction between sprays from sequent injections was
formulated by the rate of entrainment into the later spray from the former spray and/or the
surrounding gas. Meanwhile, spray deflection by swirl flow cannot be neglected when
imitating the interaction between sprays from sequent injection. And the interaction with swirl
flow effect was described based on a simple geometrical consideration and formulated using
the momentum from injected fuel and entrained gas. In this way, the stochastic combustion
model can be used for simulation of combustion with multistage injection.

(3) To consider the wall impingement effect in early injection timing case, after wall impinging,
the volume ratio of the spray flowed into the squish area, and total spray was introduced to
reduce the fuel-air mixing rate that can involve the combustion chamber shape effects in the
phenomenological combustion model.

(4) Air entrainment rate enhancement caused by wall impingement was considered by a factor
with air entrainment rate of free spray during initial stage of wall impingement. And the
reduction of main spray entrainment rate by interaction between adjacent sprays was formu-
lated by the ratio between spray volume and chamber volume to balance the effect of enhanced
air entrainment rate in the late combustion period. According to the results, effects of wall
impingement and adjacent spray interactions on the entrainment rate are helpful to well
predict the heat release rate in initial and late combustion periods, respectively.
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Abstract

Efficient carbon capture and storage (CCS) technologies are needed to address the rising
carbon emissions from power generation using fossil fuels that have been linked to
global warming and climate change. Chemical looping combustion (CLC) is one such
technology that has shown great promise due to its potential for high-purity carbon
capture at low cost. Another CCS technology that has garnered interest in recent years
is calcium looping (CaL), which utilizes calcium oxide and the carbonation-calcination
equilibrium reactions to capture CO2 from the flue stream of fossil fuel power plants.
Computational fluid dynamics (CFD) simulations of two CLC reactors are presented in
this chapter, along with system level simulations of CaL for postcombustion carbon
capture. CFD simulation of a CLC reactor based on a dual fluidized bed reactor is
developed using the Eulerian approach to characterize the chemical reactions in the
system. The solid phase consists of a Fe-based oxygen carrier while the gaseous fuel
used is syngas. Later, the detailed hydrodynamics in a CLC system designed for solid
coal fuel is presented based on a cold flow experimental setup at National Energy
Technology Laboratory using the Lagrangian particle-tracking method. The process
simulation of CaL using Aspen Plus shows an increasing marginal energy penalty
associated with an increase in the CO2 capture efficiency, which suggests a limit on the
maximum carbon capture efficiency in practical applications of CaL before the energy
penalty becomes too large.

Keywords: CFD simulation, chemical looping combustion, fluidized bed, chemical re‐
actions, calcium looping
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1. Introduction

The relationship between the global surface temperature of the Earth and the concentration of
CO2 was identified by Arrhenius as early as 1896 [1]. Since then, the concentration of CO2 in the
atmosphere has risen from 280 ppm to around 400 ppm today, largely due to carbon emissions
from fossil fueled power plants and other anthropogenic sources. As such, there is an imminent
need for high-efficiency carbon capture and storage (CCS) technologies to avoid the “unequivocal
warming of the global climate system” [2]. Chemical looping combustion (CLC) is one such CCS
technology that is well-suited for high-efficiency, low-cost carbon capture. In the CLC process,
fuel combustion takes place in the fuel reactor using oxygen supplied by a metal oxide oxygen
carrier. The reduced oxygen carrier is pneumatically transported to the air reactor where it is
reoxidized in air; it then circulates back into the fuel reactor to complete the loop. The typical
CLC setup employing two dual fluidized bed reactors is shown in Figure 1(a) [3]. Alternatively,
a single packed bed reactor can be swapped between fuel reactor and air reactor configurations
through a high temperature gas switching system as shown in Figure 1(b) [3].

Figure 1. Schematic representation of a chemical looping combustion system with (a) dual interconnected fluidized
beds and (b) packed bed with alternating flow [3].

Since the fuel combustion in a CLC system takes place in the absence of air, the flue stream
from the fuel reactor is not diluted or contaminated by other gases such as nitrogen. Hence,
CLC can produce a high-purity stream of CO2 available for capture at the fuel reactor without
the need for the energy expensive gas separation process required by other CCS technologies
such as oxy-fuel combustion. The only energy cost of separation associated with CLC is the
cost of solid recirculation. Previous works based on energy and exergy analysis have demon‐
strated that CLC systems can achieve power efficiencies greater than 50% along with nearly
complete CO2 capture [4–8]. The low-cost carbon capture associated with CLC has a direct
bearing on the cost of electricity, as confirmed by a techno-economic study published recently
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Figure 2. Schematic representation of a calcium looping system with interconnected reactors.

A detailed three-dimensional CFD simulation of the experimental CLC reactor of Abad et al.
[17] is presented in this chapter employing the Eulerian or continuum approach to model the
solid phase. Later, the cold flow behavior of the fully-looped CLC system at NETL is modeled
employing the Lagrangian discrete element method (DEM) as a follow up to the CFD simu‐
lation conducted for this case previously by Parker [18]. The CFD simulations discussed in this
work are among the very few present in the current literature of the complete circulating dual
fluidized bed setup for CLC. Finally, a system level simulation of postcombustion CaL in
Aspen Plus is presented to evaluate the energy penalty associated with the carbon capture.
The estimation of the energy penalty in CaL is of great interest in the field of CCS; the goal of
an ideal carbon capture process is to consume the least amount of energy while achieving a
high CO2 capture efficiency.

2. Eulerian simulation of the experimental CLC reactor of Abad et al.

In this section, the laboratory scale experiment of Abad et al. [17] is used as a basis to perform
a detailed CFD simulation of a CLC system using the Eulerian multifluid approach. It is one
of the few CFD models in the literature of a complete circulating dual fluidized bed setup with
chemical reactions. The fluidization behavior in both air and fuel reactor beds and the
circulation of the oxygen carrier between the beds is investigated and compared with the
experiment. The simulation results of the chemical reactions in the fuel reactor are evaluated
against the outlet concentrations of the flue gases in the experiment.

The experiment uses the two-compartment fluidized bed design proposed by Chong et al. [19]
and further investigated by Fang et al. [20]. The experimental reactor setup is illustrated in
Figure 3. Dimensions and additional details can be found in the work of Abad et al. [17]. The
experiment used a Fe-based oxygen carrier consisting of 60% Fe2O3 by mass and 40% Al2O3

designated as F6A1100. The gaseous fuels used in the experiment are natural gas, consisting
of primarily CH4 and syngas consisting of a mixture of 50% CO and 50% H2. The fluidization
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velocity in the air reactor is greater than the terminal velocity of the oxygen carrier particles
and carries the particles upward. The flow then undergoes a sudden expansion (i.e., a reduction
in velocity) in the particle separator at the top of the reactor, which causes the particles to fall
into the down-comer and enter the fuel reactor. The fuel reactor constitutes a bubbling
fluidized bed given the fluidization velocity is smaller than the terminal velocity of the
particles. The flue streams from both the reactors are connected to a gas analyzer to measure
the concentrations of the outlet gases.

Figure 3. Sketch of experimental reactor [17]: (1) air reactor, (2) down-comer, (3) fuel reactor, (4) slot, (5) gas distributor
plate, (6) wind box, (7) reactor part, (8) particle separator, and (9) leaning wall. The symbols (×) and (o) indicate fluidi‐
zation in the down-comer and slot.

2.1. Numerical solution procedure

A numerical model of the experimental CLC reactor of Abad et al. [17] is developed using the
commercial CFD software ANSYS Fluent, release version 14.5 [21, 22]. The complete Navier-
Stokes equations of fluid dynamics are solved to account for the chemical active multiphase
flow with heat transfer. The Eulerian two-fluid model is used to approximate the solid phase
as a secondary fluid phase by averaging particle variables such as mass, velocity, temperature,
etc. over a region that is large compared with the particle size. Interactions between the solid
and gas phases are included in the model via constitutive equations for solid phase pressure
and viscosity that are provided by the kinetic theory of granular flow, an extension of the
classical kinetic gas theory that includes inelastic interparticle interactions [23, 24].

2.1.1. Eulerian two-fluid model equations

For multiphase simulations, the Navier-Stokes equations are modified by including the phase
volume fraction α to account for the presence of other phases [22]. The continuity equation for
phase q is given as
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where ps is the solids pressure, μs is the granular viscosity, and λs is the granular bulk viscosity.
The definition of these terms and the interphase exchange coefficient βs provide the basis for
the Eulerian approach for multiphase flow simulation. The solids pressure and granular bulk
viscosity used in the present work are according to Lun et al. [25]; the granular viscosity is
according to Gidaspow [26].

The experimental reactor of Abad et al. [17] includes a wide range of solid loadings, from the
densely-packed loop-seal and down-comer, the bubbling fluidized bed in the fuel reactor, and
the dilute regions in the particle separator. The Gidaspow drag model [26] is selected to model
the solid-gas interaction because it accounts for the differences in the behavior in dilute and
dense regions by switching between the drag prediction of the Ergun equation [27] and the
drag model of Wen and Yu [28] based on the solids volume fraction αs. For αs > 0.8, the
Gidaspow model for the exchange coefficient βs gives
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Conversely, for αs ≤ 0.8,
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where ds is the particle diameter and Res is the Reynolds number based on ds.

Finally, the energy equation for phase q is expressed in terms of the enthalpy as

( ) ( ) ( )qq q q q q q q q q q pq
ph h S Q

t t
a r a a t¶ ¶

+ Ñ × = + Ñ × × -Ñ × + +
¶ ¶ åu u q (10)

where hq and qq are the specific enthalpy and heat flux of phase q respectively. As with the
continuity and momentum equations, the source terms Sq and Qpq are included in Eq. (10) to
account for the transfer of enthalpy between the solid and gas phases. Sq is the enthalpy source
due to chemical reaction and Qpq is the heat transfer as a function of the temperature difference
between the pth phase and the qth phase, given in terms of the interphase heat transfer
coefficient hpq as

( )pq pq p qQ h T T= - (11)
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where k is the nominal reaction rate based on the Arrhenius rate, Ro is the oxygen carrying
capacity, MW is the molecular weight (in kg/kmol), Y is the mass fraction, ν is the stoichiometric
coefficient, and X is the conversion fraction based on the fully reduced state; in each case, the
subscript identifies the species under consideration. More details of the reaction rate derivation
can be found in the work of Mahalatkar et al. [14]. The reaction rates identified in Eqs. (16) (17)
are implemented into the numerical simulation through separate user-defined functions.

2.2. Three-dimensional simulation of Abad et al. experiment

The results of a two-dimensional simulation of the experiment of Abad et al. [17] can be found
in the authors’ previous work [31]. Although the two-dimensional model successfully
captured the salient features of the fluidization behavior in the dual fluidized bed system, it
was unable to produce the expected concentrations of CO2 and H2O in the fuel reactor because
of the inadequacy of the two-dimensional simulation in modeling the gaseous diffusion, which
is an inherently three-dimensional process. Therefore, a three-dimensional simulation of Abad
et al.’s experiment [17] is performed to produce a more accurate match for the chemical
reactions between the simulation and experiment. The computational domain is an exact
representation of the experimental reactor shown in Figure 3. A structured mesh with around
45,000 elements is used to model the geometry; the grid is relatively fine in the lower part of
the reactor where the solids loading is densely-packed (minimum cell volume of around 10−8
m) and coarser in the dilute upper part (cell volume of around 10−7 m). The mesh is shown in
Figure 4.

Figure 4. Computational domain and grid for three-dimensional CFD simulation with detailed view of lower part.

The oxygen carrier used by Abad et al. [17] has a density of 2150 kg/m3 with a diameter of 90–
212 μm; the average value of 150 μm is used in the simulation. The batch processing results of
Abad et al. [17] are used as a basis for the simulation. The initial solids loading in the bed is
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about 300 g, of which 110 g is in the fuel reactor, in line with the experiment. The temperature
in the system is set at 850°C or 1123 K based on the experimental conditions. It is expected that
the densely-packed solids in the down-comer and slot regions will be enough to keep the
leakage to a minimum without the need for an active pressure differential between the reactors.
As such, both reactors are set at atmospheric pressure. The initial oxygen carrier mass in the
fuel reactor is sufficient to react with all the injected fuel, so the fuel conversion is not affected
by reoxidation in the air reactor. The CFD simulation is thus considerably simplified by setting
the fluidization gas in the air reactor to an inert gas (in this case, nitrogen). The secondary
phase mass fraction is set to zero at both fuel and air reactor inlets because no new oxygen
carrier is added. The numerical parameters used in the CFD simulation are summarized in
Table 1. The simulation was run on a Dell workstation with a quad-core Intel Xeon CPU for
around four days to complete 30 s of simulation. The contours of the mass fraction of CO2 are
shown in Figure 5.

Primary phase Fuel-gas mixture

Secondary phase Oxygen carrier (F6AL1100)

Average particle diameter 150 μm

Average particle density 2150 kg/m3

Initial bed mass ∼180 g

Fluidizing gas composition in fuel reactor 50% CO, 50% H2

Fluidizing gas composition in air reactor 100% N2

Inlet boundary condition in fuel reactor Velocity inlet with velocity 0.1 m/s

Inlet boundary condition in air reactor Velocity inlet with velocity 0.5 m/s

Outlet boundary condition in fuel reactor Pressure outlet at atmospheric pressure

Outlet boundary condition in air reactor Pressure outlet at atmospheric pressure

Operating temperature 1123 K

Solids pressure Lun et al. [25]

Granular bulk viscosity Lun et al. [25]

Granular viscosity Gidaspow [26]

Drag law Gidaspow [26]

Heat transfer coefficient Gunn [29]

Numerical scheme Phase-coupled SIMPLE

Time step size 0.0005 s

Iterations per time step 20

Table 1. Modeling parameters for three-dimensional CFD simulation of the Abad et al. experiment.
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Figure 5. Contours of CO2 mass fraction for the first 10 seconds of three-dimensional simulation showing the increased
diffusion and absence of the vortex pattern compared with the two-dimensional case.

Figure 6. Mass fractions of CO2 and H2O at the fuel reactor outlet for the three-dimensional simulation of the CLC reac‐
tor of Abad et al. [17].

As expected, the three-dimensional simulation exhibits greater diffusion compared with the
two-dimensional case presented in reference [31]. The local mass fraction of CO2 at the base of
the bed where the injected CO first comes into contact with the oxygen carrier and begins to
react is around 15%. From there, the CO2 diffuses through the fuel reactor more homogene‐
ously as it travels toward the outlet; the vortex patterns observed in the two-dimensional case
[31] are notably absent. The absence of the vortex pattern can be quantitatively confirmed by
the plots of the mass fractions of CO2 and H2O at the fuel reactor outlet as shown in Figure 6,
which also includes the two-dimensional results from reference [31]. The outlet mass fractions
of both gases are initially lower because the gases have to diffuse through the existing N2 in
the fuel reactor instead of displacing it. The large fluctuations in the outlet mass fraction caused
by pockets of reversed flow are also eliminated. The outlet mass fractions of both gases keep
increasing as the fuel reaction produces more and more; by 20 s, both CO2 and H2O have
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exceeded their stagnation values from the two-dimensional simulation. The outlet mass
fraction of H2O reaches the expected value from Abad et al.’s experiment around 30 s [17].

The three-dimensional simulation shows a significant increase in the mass fraction of the flue
gases at the fuel reactor outlet. However, despite the improvement, the mass fraction of CO2

still shows a significant discrepancy from the experimental value, which may be due to various
external factors. It is known that significant apparent diffusion can occur in gases when they
travel through pipes [32]. In the experiment [17], the gas streams from the reactors were
pipelined to an electric cooler and then to the gas analyzer. Hence, it is reasonable to expect
that the concentrations measured at the gas analyzer may be different from the concentrations
present right at the fuel reactor outlet. It should also be noted that the reaction rate kinetics
used in the simulation were based on the experimental study of Mattisson et al. [30] using
hematite (Fe2O3), while the oxygen carrier used by Abad et al. [17] was F6A1100 comprising
60% Fe2O3 and 40% Al2O3. One of the reasons F6A1100 is preferred over hematite as the oxygen
carrier for CLC operation is its improved reactivity owing to an increased apparent surface
area due to the presence of the porous Al2O3[33]. Thus, it stands to reason that the experiment
would show a higher concentration of the reaction products compared with the current
simulation. Similar discrepancies between experiment and simulation have been previously
noted in the work of Mahalatkar et al. [15] where the reaction rates obtained from experiment
for the char gasification reaction had to be doubled in the simulation in order to match the
result. Further research is required to determine more accurate empirical formulas for the
reduction of F6A1100 specifically to improve the accuracy of the results of the CFD simulation.

3. Lagrangian simulation of complete CLC reactor at NETL

The Eulerian two-fluid model can accurately capture the bulk behavior of the solid phase in
the dual fluidized bed reactor for CLC using gaseous fuels. However, given coal is projected
to remain one of the dominant fossil fuels in the near future, the concept of coal-direct chemical
looping combustion (CD-CLC) with in situ gasification has garnered significant interest in
recent years. In the CD-CLC process, the oxygen carrier needs to be formed into particles with
a relatively larger diameter compared with pulverized coal for easier separation. The work of
Gryczka et al. [34] with larger particles has suggested that accurate numerical representation
of particle dynamics is not likely to be achieved using the granular solid phase approximation
due to “the inadequacies of the continuum model.” The inaccuracy arises from the nonphysical
closure terms used in the Eulerian model such as the frictional solids viscosity or the solids
pressure based on the kinetic theory of granular flow. Thus, for a more detailed understanding
of the hydrodynamics in a multiphase system inside a CLC reactor, the Lagrangian particle-
based approach is employed to study the CD-CLC reactor system at NETL, previously
investigated by Parker [18].

The geometry of the CD-CLC system used at NETL comprises an air reactor, cyclone, loop-
seal, and fuel reactor, as shown in Figure 7(a). In the cold flow experiment, the oxygen carrier
particles start from the bottom of the air reactor and move up along the riser and into the
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cyclone. In the cyclone, the particles are separated from the air stream and drop into the loop-
seal due to the gravity. After passing through the slightly fluidized loop-seal, the particles
move into the fuel reactor. The oxygen carrier particles exit the fuel reactor and return to the
air reactor through an L-valve. The reactor dimensions and additional descriptions of the
various components of the CD-CLC setup at NETL can be found in the work of Parker [18].
The computational grid, shown in Figure 7(b), is an exact representation of the geometry. The
oxygen carrier particles in the cold flow experiment are primarily ilmenite (FeTiO3) with some
uncombined TiO2 and Fe2O3 as well. The ilmenite particles used in the experiment had a size
distribution of 13-320 μm. The particle size used in the numerical simulation corresponds to
the median particle size of 150 μm with the average density of ilmenite of 4450 kg/m3.

Figure 7. (a) Geometry of the coal-direct chemical-looping combustion system at NETL [18], and (b) computational
grid with static pressure measurement locations marked S1–S6.
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3.1. Numerical solution procedure

The equations for mass and momentum conservation for the fluid phase are identical to those
used in the Eulerian model given in Eqs. (2) and (4) with the exception that the source term in
Eq. (4) for the solid-gas momentum exchange term, Rsg, is obtained from the average of the
drag forces acting on all the discrete particles in a given computational cell. The shear stress
term in the momentum equation is given in Eq. (6). Since the current simulation considers a
cold flow with no species transport, the energy and species conservation equations are not
applicable in this case.

3.1.1. Particle equations

In the Lagrangian approach, the motion of each solid particle is calculated by summing the
forces acting on the particle and applying Newton’s second law of motion. The force balance
equation is given by

s
s i gra buo drag pre Saf Mag conm

t
¶

= = + + + + + +
¶ åu F F F F F F F F (18)

The individual force terms in Eq. (18) are, in order, the bulk forces due to gravity and buoyancy,
the hydrodynamic force due to drag, the pressure force due to the pressure gradient, the
Saffman lift force due to fluid shear, and the Magnus force due to particle spin, and the contact
force due to particle-particle or particle-wall collision. Given the large difference between the
particle and fluid density, the pressure force can be dropped from Eq. (18) without loss of
accuracy; the Magnus force can also be dropped because of negligible particle rotation. In this
work, this contact force Fcon is computed using the soft-sphere model, which decouples its
normal and tangential components [22]. The normal force is given by

12( ( ))n
con kd g= +F u e e (19)

where k is the spring constant of the particle, δ is the overlap between the particle pair involved
in the collision as illustrated in Figure 8, γ is the damping coefficient, u12 is the relative velocity
vector of the colliding pair, and e is the unit vector. For large values of k, the results of the soft-
sphere model are interchangeable with those obtained using a hard-sphere model [35]. The

tangential contact force is calculated based on the normal force as Fcon
t = μFcon

n  where the

coefficient of friction μ is given as a function of the relative tangential velocity νr by
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Figure 8. Schematic of particle collision model for DEM.

3.1.2. Solid-gas momentum exchange

The momentum exchange between the solid and fluid phase is a crucial element for modeling
multiphase flow using the coupled CFD/DEM solver. The transfer of momentum from the
fluid to a solid particle as it moves through each cell in the computational domain is attributed
to the drag force given by

( )drag D f pF= -F u u (21)

where uf is the fluid velocity, up is the particle velocity, and FD is the net drag coefficient,
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where μ, ρ, and dp are the viscosity of the gas and the density and diameter of the solid particle,
respectively. CD and Rep are the particle drag coefficient for a sphere and the relative Reynolds
number based on the particle diameter respectively. Rep is defined as
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The drag coefficient can be modeled using various empirical relations. The spherical or Stokes
drag law is chosen in this work for its simplicity.

3.1.3. Parcel conceptcel concept

The computational cost of the DEM approach is driven by the number of collisions between
particles; to track each individual particle in a CLC system using the DEM approach is
extremely computationally demanding since the total number of particles increases drastically
as the particle size becomes smaller. Hence, the parcel methodology first proposed by Patankar
and Joseph [36] is employed in this work to overcome the high computational cost.
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According to Patankar and Joseph [36], one parcel can represent a group of particles with the
same properties such as density and size. The mass used in collisions is that of the whole parcel
rather than a single particle. By summing the mass and volume of each individual particle in
the parcel, the total mass mp and volume Vp of the parcel can be obtained. The radius of the
parcel is then determined by the mass of the entire parcel and the particle density. For a given
point in the fluid flow, the driving force of a parcel due to fluid forces is assumed to be the
same as the sum of the fluid force acting on the group of particles it represents.

, ,1
pN

f p f ii=
=åF F (24)

where Np is the number of particles in the parcel, and Ff is the net fluid force acting on a parcel
p or particle i depending on the subscript. The acceleration due to inter-particle collision forces
and particle-wall collisions forces is computed based on the mass properties of the parcel.

3.2. Cold flow simulation of NETL CD-CLC reactor system

The boundary conditions for the cold flow simulation are obtained from Parker [18] and are
summarized in Table 2. Given the high gas velocity required in the air reactor to carry the
particles to the top of the reactor and into the cyclone, the flow is turbulent. However, it is
well-established that for gas-solid flows, the effect of turbulence is increasingly negligible
compared with the effect of the solids for solid volume fractions above 0.001 [37]. For the
present simulation of a fluidized bed with densely packed regions, the effect of turbulence can
be ignored without loss of accuracy, in line with the work of Parker [18]. The particles are
injected into the air reactor, loop-seal, and air reactor and are allowed to settle prior to the start
of the simulation. A total of 717,879 particles in total are injected into the system—73,360
particles in the air reactor, 365,057 in the fuel reactor, and 279,462 in the loop-seal. After the
particles are settled in each bed, the CFD/DEM model is run to simulate 360 ms of cold flow
operation. The development of particle movement is shown in Figure 9 at 10 ms intervals with
the particles colored by velocity magnitude.

Unit Boundary Gas Flow rate (m/s)

Air reactor Fluidizing air Air 20.0

Fuel reactor Fluidizing gas N2 4.0

Loop-seal Fluidizing gas N2 2.0

L-valve Stripper (upper) N2 0.5

Aeration (middle) N2 1.0

Eductor (lower) N2 1.0

Table 2. Boundary conditions for cold flow simulation.
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As shown in Figure 9, the particles in the air reactor reach the top of the riser at around 190
ms, and then travel horizontally along the pipe toward the cyclone aided by two secondary
gas injections on the side of the air reactor. After another 40 ms, the particles enter the cyclone
and start to drop down to the loop-seal. Due to an erroneously high gas velocity in the loop-
seal and fuel reactor during the initial startup, the particles in these chambers are also shot up
to the top. Once the gas injections are reduced to their correct values of 2 m/s and 4 m/s,
respectively at 210 ms, the particles settle down again. From this point onward, it is expected
that the particles in the loop-seal will drop into the fuel reactor and the L-valve, and finally be
pushed back into the air reactor by the gas injection in the L-valve.

Figure 9. Particle tracks colored by velocity magnitude for the first 360 ms of cold flow simulation.

Three hundred sixty millisecond is not sufficient time to see the complete particle recirculation;
however, the pressure contours in Figure 10 indicate the development of favorable pressure
gradients for particle recirculation as the simulation time increases. The static pressure in the
system is evaluated at surfaces S-1 to S-6 shown in Figure 7(b) to quantify the pressure
gradients observed in Figure 10; the static pressures variation at 360 ms is presented in
Figure 11. The arrows indicate the particle movement direction. It can be observed from
Figure 11 that there is a consistent positive pressure differential between surface S-1 (air reactor
bed) through to S-5 (fuel reactor bed), which confirms that particle continuous recirculation
can occur between these surfaces. It is noted that the pressure gradient between S-5 and S-1
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via S-6 (L-valve) is an adverse gradient, which explains why the L-valve gas injection feeds
seen in Figure 7(a) are required to ensure particle circulation around the loop.

Figure 10. Pressure contours for cold flow inside the CLC apparatus.

Figure 11. Static pressure at surfaces S1–S6 in the CD-CLC system shown in Figure 7 at t = 360 ms.

4. Process simulation of calcium looping

The calcium looping process offers a solution for capturing CO2 from existing power plants.
In this section, CaL is modeled at the system level using the process simulation software Aspen
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Plus. In order to investigate the energy penalty associated with a CaL system, the overall heat
production from a power plant without and with calcium looping is determined.

4.1. Simulation of calcium looping with postcombustion capture

In the postcombustion capture scenario, the carbonator and calciner are included downstream
of the combustion process to capture CO2 from the flue gases generated by the combustion of
coal. The materials used in the process simulation include conventional and non-conventional
components. Pure materials, including all possible chemical compounds comprising the
elements C, N, O, H, S, and Cl that might be produced during the chemical reactions, are
designated as conventional. Properties for conventional materials are obtained from the Aspen
Plus data bank. Mixtures such as coal and ash are designated as non-conventional solids.

4.1.1. Process simulation setupcess simulation setup

The doctoral work of Sivalingam [38] is used as a basis for the process simulation of calcium
looping presented in this chapter. Illinois #6 coal is used in the simulation in line with the work
of Sivalingam [38]. The RYIELD reactor block is employed in Aspen Plus to decompose the
nonconventional material coal into its constituent conventional materials—ash, H2O, C, H2,
N2, Cl2, S, and O2. Mass percentages for the component yields are set based on the proximate
and ultimate analysis of the Illinois #6 coal given in Table 3.

Proximate analysis (wt.%) Ultimate analysis (wt.%)

Moisture Volatile matter Fixed carbon Ash C H N Cl S O

11.12 34.99 44.19 9.70 80.51 5.68 1.58 0.37 3.17 8.69

Table 3. Physical and chemical properties of Illinois #6 coal [38].

The outlet stream from the RYIELD reactor goes into a burner, modeled as a RGIBBS reactor,
along with air for combustion. The RGIBBS reactor automatically calculates the combustion
products at equilibrium such that the Gibbs free energy is minimized. The air flow rate into
the RGIBBS reactor is set at the minimum value where the carbon is completely combusted.
The calculation for the proper amount of air is discussed in Section 4.1.2. The CO2-rich flue gas
after combustion then undergoes the calcium looping process. The temperature of the flue
stream is maintained at 150°C in accordance with the lower limits on power plant flue gas
temperatures provided by Feron [39].

The carbonator refers to the reactor where the carbonation reaction takes place. The RSTOIC
reactor block is used in Aspen Plus to model the carbonator. The pressure is set at 1 bar and
the temperature is set at 650°C. The RSTOIC is a reactor in which the user can define the specific
reaction that occurs. The carbonation reaction is given by

( ) 2( ) 3( )CaO  CO  CaCOs g s+ ® (25)
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In real situations, CaO and CO2 do not react completely with each other. The amount of CaO
that can react with CO2 is constrained by the surface area of CaO particles and by the extent
of the solid-gas mixing as a result of the fluidization behavior in the reactor. These effects are
incorporated into Aspen Plus by defining the conversion fraction for one of the reactants, CaO.
The dependence of the CO2 capture efficiency of the carbonator on the sorbent flow ratios is
based on the work of Abanades et al. [40]; the data were converted into a table by Sivalingam
[38] and is presented in Table 4. FCO2

 is the mole flow rate of CO2, FR is the mole flow rate of

recycled (or looped) CaO, and F0 refers to the make-up flow of CaO.

F0 / FCO2
FR / FCO2

= 3 FR / FCO2
= 4 FR / FCO2

= 5

0.05 0.63 0.81 0.99

0.10 0.76 0.95 0.99

Table 4. CO2 capture efficiency for different flow ratios of CaO and CO2 [38].

It is not possible to model the make-up flow of CaO as a variable in Aspen Plus. Instead, a
fixed of F0 / FCO2

= 0.1 is chosen with three values of FR / FCO2
= 0.1 to model three values of

CO2 capture efficiency in the range of 50–100%. Multiple cases are run in Aspen Plus using
different values for the CaO conversion fraction until the correct CO2 capture efficiency is
achieved. As shown in Table 5, each specified CaO conversion fraction corresponds to a range
of CO2 capture efficiencies. The simulation results for the various CaO conversion fractions
are plotted in Figure 12. The large symbols in Figure 12 refer to those cases whose results fit
the data of Sivalingam [38] exactly; these are denoted as the results obtained from experimental
data in the following discussion. The small symbols represent all the trial cases conducted in
Aspen Plus and are denoted as extrapolated results.

FR / FCO2
= 3 CaO conversion fraction CO2 capture efficiency

3 0.33 0.66–0.86

4 0.25 0.86–0.97

5 0.20 0.97–0.99

Table 5. Range of CO2 capture efficiencies for each CaO conversion fraction.

Downstream of the carbonator, the solids mixture (primarily CaCO3 with some CaO depend‐
ing on the inlet flow rate of CaO) and the CO2-lean flue gas is cooled back to the 150°C and
sent to the calciner to regenerate the CaO. Similar to the carbonator, the RSTOIC reactor block
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is employed for calciner in ASPEN Plus. The calcination reaction that takes place in the calciner
is given by

3( ) ( ) 2( )CaCO  CaO  COs s g® + (26)

Figure 12. Range of CO2 capture efficiencies for various CaO conversion fractions.

The temperature in the calciner is 900°C and the pressure is 1 bar in accordance with Sivalingam
[38]. The calcination reaction is a complete reaction, so the conversion fraction of CaCO3 is set
at 1. The reactor blocks used in Aspen Plus for calcium looping with postcombustion capture
are summarized in Table 6 along with their functions and reactions; the final flow sheet is
shown in Figure 13.

Name  Reactor  Function  Reaction formula 

DECOMP  RYIELD Converts nonconventional solids into conventional  Coal → char + volatiles 

BURN  RGIBBS  Burns coal with air  Char + volatiles + O2 → CO2 + H2O 

CARBONAT RSTOIC Carbonation  CaO + CO2 → CaCO3 

CALCINER  RSTOIC Calcination  CaCO3 → CaO + CO2 

Table 6. Process models used for calcium looping with postcombustion capture setup in Aspen Plus.

The heat of the combustion process (without CaL) is obtained by adding the heat from the
decomposer, burner, and heat exchangers for ash and flue gas. The heat from the carbonator,
and calciner is the heat of the CaL process. These values of heat and the corresponding CO2
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fraction in the final outlet flow are indicative of the performance of the CaL system with
postcombustion capture.

Figure 13. Aspen Plus flow sheet for calcium looping with postcombustion capture.

4.1.2. Results and discussion

The air stream is simulated as a mixture of 79% N2 and 21% O2. The other components of air
such as Ar and CO2 are present in such small fractions that they can be ignored with negligible
effect on the results. The optimization module in Aspen Plus is employed to find the flow rates
of the O2 and N2 flow rates such that the burner heat is maximized. The optimized flow rates
of O2 and N2 are 4.2 kmol/s and 15.8 kmol/s, respectively for 50 kg/s of Illinois #6 coal. The sum
of the flow rates of around 20 kmol/s indicates the total air flow in the burner.

The energy penalty of CaL is the sum of the net gain and loss from the carbonation and
calcination processes. For each CaO conversion fraction, there is a corresponding CO2 capture
efficiency from the work of Sivalingam [38]. For a defined CaO conversion fraction in Aspen
Plus, the experimental value of the CO2 capture efficiency is matched by adjusting the CaO
flow rate into the carbonator, which changes the heat duty of both the carbonator and calciner.
Hence, each experimental data point corresponds to one heat duty value for the carbonator
and calciner. Additional data points are obtained by considering the extrapolated data from
Figure 12 as well, providing to a range of CO2 capture efficiencies for each CaO conversion
fraction due to the varying CaO flow rates instead of just one value that matches the result of
Sivalingam [38]. The heat duty of the carbonator and calciner are plotted in Figure 14. It is
noted that the heat duty of the calciner from Aspen Plus is negative since the calcination
reaction is endothermic. Figure 14 plots the absolute value of the calciner heat absorption for
direct comparison with the heat production in the carbonator. For each capture efficiency, the
heat absorbed by the calciner is greater than the heat produced in the carbonator, which
confirms that there is a net energy penalty associated with the calcium looping process.
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Figure 14. Heat duty of carbonator and calciner for original experimental data and extrapolated data.

Figure 15. Plot of total energy output vs. CO2 capture efficiency without CaL and with postcombustion CaL.

It can be observed from Figure 14 that the calcination results fall on a straight line. This is
expected since the calculation is based on a stoichiometric relation: the heat produced is
proportional to the inflow rate of the reactant, CaCO3. The CaO conversion fraction does not
affect the heat absorbed by the calciner because the calciner has the same temperature for both
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the inlet and outlet streams (150°C). Any excess CaO that passes through the carbonator and
into the calciner has no effect on the heat duty of the calciner. For the carbonator, the extrapo‐
lated data around each of the three experimental data points are linear but the lines segments
do not coincide. Each straight line segment corresponding to a range of extrapolated data has
a reduced y-intercept compared with the previous section and has a more gradual slope
compared with the calciner. From the modeling point of view, the only difference between
these two reactors, beside the chemical reaction, is the inlet stream temperature. Since the CaO
stream entering the carbonator is an external input, the inlet stream has a temperature of 25°C
compared with 150°C for the calciner (internal input from the carbonator outlet stream). Thus,
some heat is consumed in the carbonator for heating up the inlet stream to the temperature of
the outlet. The heat production of the carbonator decreases as the CO2 capture efficiency is
increased since more heat is consumed to heat the higher CaO flow that is required for the
increased capture.

Figure 16. Plot of energy penalty vs. CO2 capture efficiency for CaL with postcombustion capture.

For a coal feed of 50 kg/s, the heat of combustion is calculated to be 1168 MW without calcium
looping. When the net heat from the carbonator and calciner is added, the total heat of the
power plant with calcium looping ranges from 1060 to 1130 MW, as shown in Figure 15.

The energy penalty for CaL refers to the fraction of energy produced by a power station that
must be dedicated to the carbonation and calcination process in order to capture CO2. The
energy penalty can be defined as

looping

total looping

| |
Energy penalty

| |
Q

Q Q
=

- (27)
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where Qtotal is the total heat produced by the power plant and Qlooping is the heat for the CaL
process. The energy penalty for CaL with postcombustion capture calculated using Eq. (27) is
shown in Figure 16. From the figure, the energy penalty ranges from 3.5% to 9.0% over the
corresponding range of CO2 capture efficiencies from 65% to 99%. These results are in line with
the work of Cormos and Petrescu [41] that found energy penalties ranging from 5to 10% for
capture efficiencies between 92% and 93% for various power plants. More recently, a study by
BP Alternative Energy [42] showed that the marginal energy penalty associated with increas‐
ing carbon capture efficiency past 98% increases drastically, which further validates the results
of the current work. It is noted that only the heat output of the combustion process and the
calcium looping setup is assessed in the results presented above; the steam cycle has not been
considered. The energy penalty calculated in this work should be considered as a lower bound
for any investigation on calcium looping.

5. Summary and conclusion

This chapter presents numerical simulations of the chemical looping combustion and calcium
looping processes used for carbon capture from fossil fuel power plants. A three-dimensional
CFD simulation for a complete circulating dual fluidized bed system is developed for chemical
looping combustion based on the 300 W laboratory-scale experiments of Abad et al. [17]. The
oxygen carrier is modeled as an Eulerian fluid phase based on the kinetic theory of granular
flow. The results of this study highlight the importance of capturing the diffusion of gases in
a CLC reactor in ensuring that accurate results are obtained for the chemical reactions; the
results of the three-dimensional simulation are a better match for the outlet concentrations of
the gases recorded in the experiment than a two-dimensional simulation previously conduct‐
ed. It is expected that the simulation accuracy can be increased further if empirical reaction
rate data becomes available for the specific oxygen carrier and fuel used in the experiment.

The detailed particle hydrodynamics in a complete circulating CLC system for solid fuels
is investigated using the Lagrangian particle-tracking approach known as DEM based on
the CD-CLC reactor at NETL [18]. The development of particle flow is investigated as well
as the pressure contours in the reactor. Although the simulation time was not sufficient to
see the complete particle recirculation in the system, the static pressure contours and
gradients showed evidence of favorable conditions for particle recirculation. The cold flow
simulation in this work provides a foundation for more detailed simulations of CD-CLC
systems in future work where the coal particles and the associated chemical reactions can
be taken into account.

The energy penalty associated with the calcium looping process for postcombustion capture
of CO2 is investigated using Aspen Plus; the results indicate that the energy penalty depends
on the flow rate of CaO into the carbonator. An important finding from this work is that for
CO2 capture efficiencies above 90%, the marginal energy penalty associated with any further
increase in efficiency increases drastically. This suggests that there is a limit on the maximum
CO2 efficiency possible from calcium looping beyond which the process becomes impractical
due to the energy consumption.
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Abstract

In order to enable the energetic materials to possess a more powerful performance,
adding combustion catalysts is a quite effective method. Granular, oval, and polyhedral
Fe2O3 particles have been prepared by the hydrothermal method and used to fabricate
Al/Fe2O3 thermites. All the Fe2O3 and Al/Fe2O3 thermite samples were characterized
using a combination of experimental techniques including scanning electron microsco‐
py  (SEM),  energy  dispersive  spectrometer  (EDS),  X‐ray  diffraction  (XRD),  Fourier
transform infrared spectroscopy (FTIR), transmission electron microscope (TEM), and
high‐resolution  TEM (HRTEM).  The  non‐isothermal  decomposition  kinetics  of  the
composites and nitrocellulose (NC) can be modeled by the Avrami‐Erofeev equation
f(α)=3(1–α)[–ln(1–α)]1/3/2 in differential form. Through the thermogravimetric analysis
infrared (TG‐IR) analysis of decomposition processes and products, it is speculated that
Fe2O3 and Al/Fe2O3 can effectively accelerate the thermal decomposition reaction rate
of  NC  by  promoting  the  O‐NO2  bond  cleavage.  Adding  oxides  or  thermites  can
distinctly  increase  the  burning  rate,  decrease  the  burning  rate  pressure  exponent,
increase the flame temperature, and improve the combustion wave structures of the
ammonium perchlorate/hydroxyl‐terminated polybutadiene (AP/HTPB) propellants.
Among  the  three  studied,  different  shapes  of  Fe2O3,  the  granular  Fe2O3,  and  its
corresponding thermites (Al/Fe2O3(H)) exhibit the highest burning rate due to larger
surface area associated with smaller particle size. Moreover, Al/Fe2O3(H) thermites have
more  effective  combustion‐supporting ability  for  AP/HTPB propellants  than Fe2O3

structures and the other two as‐prepared Al/Fe2O3 thermites.

Keywords: combustion catalyst, thermal decomposition mechanism, combustion
wave structure
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1. Introduction

Energetic materials (explosives, propellants, and pyrotechnics) are necessary material bases
of high‐performance weapons and ammunition, which are used extensively for both civil,
military, and space applications. In order to enable the energetic materials to possess a more
powerful  performance,  such  as  the  high  quantity  of  heat  release,  the  high  combustion
temperature, the fast burning rate, and so on, adding combustion catalysts is a quite effective
method.

In recent years, researchers pay much attention to the preparation and application of the
combustion catalysis of nanoscale. Many studies reported that catalysts in nanoscale exhib‐
it the absolute advantages both in accelerating the thermal decomposition process of the
main energetic materials such as cyclotrimethylene trinitramine (RDX), nitrocellulose (NC),
cyclotetramethylene tetranitramine (HMX), 2,4,6,8,10,12‐hexanitro‐2,4,6,8,10,12‐hexanitro
hexaazaisowurtzitane (CL‐20), and 3‐nitro‐1,2,4‐triazol‐5‐one (NTO), and in enhancing the
ignition and combustion performances of the solid. For instance, the nano‐sized Cr2O3 par‐
ticles decrease the ignition delay time by a factor 3.5 (16 ± 2 vs 54 ± 4 ms) and accelerate
the combustion rate (340 ± 10 mm s‐1) of the Al/Cr2O3 thermite, which is fabricated by Cr2O3

micro‐ or NPs (Φ ≈20 nm) and Al NPs (Φ ≈50 nm) [1]. Pantoya [2] reported that nanocom‐
posite thermites (Al/MoO3) can significantly reduce the ignition delay time compared with
micron‐composite thermites. Nitrocellulose nanofiber‐based thermite textiles were studied
and compared with the pure nitrocellulose and nano‐aluminum incorporated nanofiber;
the result indicates that the burning rates were enhanced by adding the Al/CuO thermite
[3].

The abovementioned nanothermite contains two parts: metal fuel (Al, used due to its low
cost, high density, and the efficient catalytic property [4]) and metal oxides (Fe2O3, CuO,
MnO2, MoO3, PbO [5], Bi2O3, etc.). The nanothermite system, as the metastable intermolecu‐
lar composites (MICs) [6], can enhance the reactivity [7–9] through the oxidation‐reduction
reactions, which lead to high burning rate [10], high heat production [11], and negligible
gas generation. The traditional thermite, Al/Fe2O3, is prepared in various nanoparticle size,
shape, and composition [12] in order to be better applied in free‐standing heat sources, air‐
bag ignition materials, hardware destruction devices, welding torches [13], and energetic
material field. Both Al and Fe2O3 particles have been used as catalysts not only in the ther‐
mal decomposition process of the main energetic components but also in composite solid
propellants [14–17]. However, the effects of Al/Fe2O3 nanoparticles on the thermal behavior
and non‐isothermal decomposition kinetics of NC are barely investigated. And, to the best
of our knowledge, there has been no report about the dependence of catalytic properties of
Al/Fe2O3 thermites on the morphology of Fe2O3 particles in combustion reactions to date.

Nitrocellulose (NC) is extensively applied as a main component in gun, blasting gelatin,
dynamites, and rocket propellants [18–21] owing to its high flammability and explosive‐
ness. In order to obtain more information about NC, the thermal decomposition mecha‐
nism of NC has been investigated. It is shown that the fission of oxygen‐nitrogen bond is
the first and rate‐determining step during the decomposition process [22–25]. Quantities of
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NO2 gases, derived from the O‐NO2 bond cleavage, could stagnate in the polymer skeleton
and lead to promote the secondary autocatalytic reactions (i.e., the heterogeneous reactions
in condensed phase) [26]. Furthermore, Mahajan et al. [27] reported that copper oxide in‐
fluences the combustion/thermal decomposition of NC in a way so as to retard the break‐
ing of O‐NO2 bonds in solid phase. With the excellent characteristics of nanomaterials, we
study the influence of Fe2O3 particles and Al/Fe2O3 thermites on thermal behavior and non‐
isothermal decomposition kinetics of NC in order to provide basic data for establishing the
combustion model and studying the combustion process.

In this contribution, granular, oval, and polyhedral Fe2O3 particles have been prepared by
the hydrothermal method and used to fabricate Al/Fe2O3 thermites by integrating Al nano‐
powders with Fe2O3 at a stoichiometric ratio of Fe2O3:Al (71.1wt%:28.9wt%). All the Fe2O3

and Al/Fe2O3 thermite samples were characterized using a combination of experimental
techniques including scanning electron microscopy (SEM), energy dispersive spectrometer
(EDS), X‐ray diffraction (XRD), Fourier transform infrared spectroscopy (FTIR), transmis‐
sion electron microscope (TEM) and high‐resolution TEM. The effects of Fe2O3 nanoparti‐
cles and Al/Fe2O3 on the thermal decomposition of NC have been investigated by the
differential scanning calorimetry (DSC) method and the thermogravimetry with Fourier
transform infrared analysis (TG‐IR). The influences of Fe2O3 and the corresponding ther‐
mite on the combustion properties of the ammonium perchlorate/hydroxyl‐terminated pol‐
ybutadiene (AP/HTPB) composite propellant were investigated and compared. Moreover,
the combustion wave structures and the flame temperatures of AP/HTPB composite pro‐
pellants containing thermites Al/Fe2O3 are obtained at 4 MPa.

2. Experimental section

2.1. Synthesis of Fe2O3 particles and Al/Fe2O3 thermites

The granular, oval, and polyhedral Fe2O3 particles were prepared following the procedures
developed from our reports [28, 29], and denoted as Fe2O3(H), Fe2O3(o), and Fe2O3(p), respec‐
tively. Three corresponding thermites Al/Fe2O3(H), Al/Fe2O3(o), and Al/Fe2O3(p) were pre‐
pared [29] with a stoichiometric ratio of Fe2O3:Al (71.1wt%:28.9wt%) based on the calculation
[30].

2.2. Preparation of Fe2O3‐NC and Al/Fe2O3‐NC

The Fe2O3 particles or Al/Fe2O3 thermite was evenly mixed with NC via grinding to obtain the
composite materials, respectively. For the Fe2O3‐NC composites, the Fe2O3:NC mass ratio was
1:1, while for the Al/Fe2O3‐NC composites it was 1:1, too. The grinding process was maintained
for 30 min to obtain light red or dark gray composite materials. The products were used for
differential scanning calorimetry experiment, in order to assess the thermal behavior and the
effects of Fe2O3 particles or Al/Fe2O3 on NC.

Combustion Catalyst: Nano‐Fe2O3 and Nano‐Thermite Al/Fe2O3 with Different Shapes
http://dx.doi.org/10.5772/64748

327



2.3. Preparation of AP/HTPB propellant formulations

The as‐prepared Fe2O3(H), Fe2O3(o), Fe2O3(p), and their corresponding thermites are used as
the burning rate modifiers in the preliminary AP/HTPB propellant formulation [29] as shown
in Table 1.

No. HTPB system/% Al/% Coarse AP/% Superfine AP/% Additives Additives/%

N0 14.3 15.3 18.4 52.0 none 0.0

F1 14.3 15.3 18.4 52.0 Fe2O3(H) 2.0

F2 14.3 15.3 18.4 52.0 Fe2O3(o) 2.0

F3 14.3 15.3 18.4 52.0 Fe2O3(p) 2.0

S1 14.3 14.5 18.4 52.0 Al/Fe2O3(H) 2.8

S2 14.3 14.5 18.4 52.0 Al/Fe2O3(o) 2.8

S3 14.3 14.5 18.4 52.0 Al/Fe2O3(p) 2.8

Table 1. The composition and content of composite propellant.

2.4. Samples characterization

The physical phase, composition, morphology, and structure of materials were characterized
by SEM‐EDS, TEM, XRD, and FT‐IR. X‐ray diffractograms were recorded on a D/MAX‐3C
(Japan) instrument using Cu Kα1 radiation (λ = 0.15406 nm) at 40‐kV voltage and a 40‐mA
current ranging from 10° to 80°. SEM observations were carried out on a Quanta 400 FE‐SEM
(FEI Co., USA) at an acceleration voltage of 30 kV. EDS was measured using an INCAIE350
testing device from OXFORD Instruments INC (UK) with a discharge voltage of 4–10 kV and
a distance of exactly 1 mm between the electrodes. The morphology and size of as‐obtained
products were investigated with a transmission electron microscope and high‐resolution TEM
on a Libra 200FE (Carl Zeiss SMT Pte Ltd., Germany). The sample structure and composition
were characterized using Bruker Tensor 27 infrared spectrometer.

The specific surface area was determined with Brunauer‐Emmett‐Teller (BET) Procedure
(Autosorb‐1C‐TCD, American Quantachrome Instruments).

The thermal behavior of the samples was investigated using DSC (Q2000, TA Co.) at a heating
rate of 10°C min–1 from room temperature to 300°C in an N2 atmosphere at a flow rate of 50
mL min–1 under ambient atmospheric pressure. To explore the reaction mechanism of the
intense exothermic decomposition processes of NC and Fe2O3‐NC and to obtain the corre‐
sponding kinetic parameters (apparent activation energy (Ea/kJ mol–1), pre‐exponential
constant (A/s–1)) and the most probable kinetic model function, the DSC curves at the heating
rates of 5.0, 10.0, 15.0, 20.0, 25.0, and 30.0°C min–1 were dealt by mathematic means.

The thermal decomposition studies of NC and Fe2O3‐NC were also performed by the ther‐
mogravimetry (Netzsch STA409) with Fourier transform infrared (Brucker V70) analysis
technique under nitrogen environment at the heating rate of 10°C min–1.
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The thermal behavior of the prepared thermites was carried out on a TA Instrument (Q600)
device with a 10°C min–1 heating rate, using N2 with a flow rate of 100 mL min–1.

Burning parameters of AP/HTPB propellant including the rate and the pressure exponent were
obtained by acoustic emission method by the AE/BX‐2006 multifunction system [29].

3. Structure characterization

3.1. Morphological characterization

The microstructure characterizations of the Fe2O3 particles and Al/Fe2O3 thermites are deter‐
mined by analytical SEM as well as TEM.

Figure 1 shows the SEM images of the granular, oval, and polyhedral Fe2O3 particles and the
corresponding Al/Fe2O3 thermite. From Figure 1(a), it can be found that Fe2O3(H) particles are
granular in shape with a relatively small size (average 200 nm) and seem somewhat aggre‐
gated. Fe2O3(o) particles (Figure 1(c)) have an oval shape and a rough surface morphology due
to the adhesion of scrap irons. The shape of Fe2O3(p) (Figure 1(e)) particles is polyhedral, which
is quite different from the other two samples. A closer examination of the SEM images
indicates that Fe2O3(p) particles are not very uniform in size, agglomerated, and have larger
surface‐area‐to‐volume (S/V) ratio than that of Fe2O3(o) particles. Figure 1(b), (d), and (f) show
the SEM images of Al/Fe2O3(H), Al/Fe2O3(o), and Al/Fe2O3(p), respectively. Some degree of
aggregation can be found in the three thermite systems. Also, there seems to be favorable
interfacial between Al and Fe2O3 particles.

Figure 1. SEM images of Fe2O3 (×100,000 magnification) and thermites Al/Fe2O3 (×60,000 magnification). (a) Fe2O3(H),
(b) Al/Fe2O3(H), (c) Fe2O3(o), (d) Al/Fe2O3(o), (e) Fe2O3(p), and (f) Al/Fe2O3(p).
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Investigations of the low‐magnification TEM image (Figure 2(b)) of Fe2O3(H) nanoparticles
indicate that most of the particles have an irregular sphere geometrical structure, and usually
possess rough surfaces. Typical HRTEM images of the small part of Fe2O3(H) nanoparticles
were obtained and are shown in Figure 2(b), (c), and (d). Just one set of clear lattice fringes
with the interplanar distance of 0.25 nm could be seen in Figure 2(b), (d), inset (i), and (v),
which can be indexed to the (110) plane of rhombohedral Fe2O3(H) structure. Excellent
crystallinity is also confirmed by corresponding fast Fourier‐transform (FFT) transformation
(inset in Figure 2(iii)).

Figure 2. (a) and (e) show TEM images of Fe2O3(H) and Al/Fe2O3(H), respectively; (b, c, d) HRTEM images of Fe2O3(H)
nanoparticles. Insets i and v are the high‐resolution images of Fe2O3(H) nanoparticles, insets ii and iv show a high‐
resolution image of Fe2O3(H) nanoparticles containing stacking faults and dislocation tangles/networks on the surface,
respectively, and inset iii shows the corresponding fast Fourier‐transform (FFT) pattern of Fe2O3(H) nanoparticles.

Particles containing a certain extent of lattice defects such as dislocation and stacking fault
caused by the high pressure, temperature, and concentration through the hydrothermal
treatment have also been found. Figure 2(c) gives an example of a series of diagonal and
straight‐stacking faults within a particle throughout most of the surface. It can be seen more
clearly in an enlargement of a local region (inset ii). Figure 2(d), the area “D” marked black
pane and the corresponding inset (iv), shows a high‐resolution image of the Fe2O3(H) nano‐
particles containing dislocation tangles/networks on the surface. These linear and plane defects
mentioned above have profound effects on the growth and property of the Fe2O3(H) nanopar‐
ticles [31, 32].

Figure 3 shows the oval Fe2O3(o) particles with the length‐to‐diameter ratio (L/D ratio) of 1.47–
1.59. From Figure 4(b), it is really easy to find out the rough surface of Fe2O3(o) particle, which
is consistent with the SEM measurement. In the TEM image of Al/Fe2O3(o) thermites, the small
spherical Al nanoparticles stick together, and also with the Fe2O3(o) particles.
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Figure 3 shows the oval Fe2O3(o) particles with the length‐to‐diameter ratio (L/D ratio) of 1.47–
1.59. From Figure 4(b), it is really easy to find out the rough surface of Fe2O3(o) particle, which
is consistent with the SEM measurement. In the TEM image of Al/Fe2O3(o) thermites, the small
spherical Al nanoparticles stick together, and also with the Fe2O3(o) particles.
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Figure 3. (a) and (c) show TEM images of Fe2O3(o) and Al/Fe2O3(o), respectively; (b) HRTEM image of Fe2O3(o) and the
corresponding fast FFT pattern (inset).

Figure 4(a) and (c) show the TEM images of the Fe2O3(p) and Al/Fe2O3(p), respectively. It is
obvious to see that almost all of the Fe2O3(p) particles are polyhedral in shape, which adhere
to the Al particles as seen in Figure 4(c). The corresponding selected area electron diffraction
(SAED) pattern shown in Figure 4(b) indicates that the Fe2O3(p) particles are single crystals.
Figure 4(d) shows the fringes with the interplanar distance of 0.25 nm in a typical HRTEM
image of a Fe2O3(p) particle, which agree well with the (110) lattice spacing of the rhombohedral
hematite.

Figure 4. (a) and (c) show TEM images of Fe2O3(p) and Al/Fe2O3(p), respectively, (b) Selected area electron diffraction
(SAED) pattern of Fe2O3(p) and (d) HRTEM image of Fe2O3(p) and the corresponding fast FFT pattern (inset).

Figures 5–7 show the SEM images of Fe2O3(H), Fe2O3(p), Fe2O3(o), and the corresponding Al/
Fe2O3, respectively. Take Figure 5, for instance. The SEM observation of Fe2O3(H)‐NC and Al/
Fe2O3(H)‐NC in Figure 5 shows that the two composites have rough, irregular surface
morphology under low magnification, probably due to the agglomeration of Fe2O3(H)
nanoparticles or Al/Fe2O3(H). From Figure 5(a) and (c), it can be found that the vast majority
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of Fe2O3(H) particles or Al/Fe2O3(H) adhered on the surfaces of NC short fibers. Also, some
small Fe2O3(H) (or Al/Fe2O3(H)) agglomeration and NC fragments can be observed. The
enlargement of a local region on the surface of Fe2O3‐NC and Al/Fe2O3(H)‐NC in Figure 2(b)
and (d) indicates that the mechanical‐grinding treatment has not changed the basic shape and
particle size of Fe2O3 and Al.

Figure 5. SEM images of Fe2O3(H)‐NC and Al/Fe2O3(H)‐NC. (a) Fe2O3(H)‐NC (×400 magnification), (b) Fe2O3(H)‐NC
(×50,000 magnification), (c) Al/Fe2O3(H)‐NC (×200 magnification), and (d) Al/Fe2O3(H)‐NC (×50,000 magnification).

Figure 6. SEM images of Fe2O3(p)‐NC and Al/Fe2O3(p)‐NC. (a) Fe2O3(p)‐NC (×1000 magnification), (b) Fe2O3(p)‐NC
(×50,000 magnification), (c) Al/Fe2O3(p)‐NC (×200 magnification), and (d) Al/Fe2O3(p)‐NC (×25,000 magnification).
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Figure 6. SEM images of Fe2O3(p)‐NC and Al/Fe2O3(p)‐NC. (a) Fe2O3(p)‐NC (×1000 magnification), (b) Fe2O3(p)‐NC
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Figure 7. SEM images of Fe2O3(o)‐NC and Al/Fe2O3(o)‐NC. (a) Fe2O3(o)‐NC (×1000 magnification), (b) Fe2O3(o)‐NC
(×50,000 magnification), (c) Al/Fe2O3(o)‐NC (×200 magnification), and (d) Al/Fe2O3(o)‐NC (×25,000 magnification).

3.2. Structure and composition

Structure and composition of Fe2O3 and thermite were characterized using EDS, XRD, and
FTIR techniques. The results [29] show that the three prepared iron oxides are Fe2O3 with a
stoichiometric ratio of O:Fe (3:2), because their typical XRD patterns coincided with JCPDS:
33‐0664, and the hematite lattice vibration is identified at 480 and 571 cm‐l [33]. The EDS data
show that the thermite samples contain Al element. XRD patterns of thermites reveal no
reaction between Al (JCPDS: 65‐2869) and Fe2O3. It can be found that the presence of water
peaks in FTIR spectra of thermites, which is a common phenomenon in the nanomaterials [34–
38] especially with the presence of Al particles.

4. Thermal analysis

To explore the reaction mechanism of the intense exothermic decomposition process of NC,
Fe2O3(H)‐NC, and Al/Fe2O3(H)‐NC and to obtain the corresponding kinetic parameters
(apparent activation energy (Ea/kJ mol‐1), pre‐exponential constant (A/s‐1)) and the most
probable kinetic model functions, the DSC curves at six heating rates of 5.0, 10.0, 15.0, 20.0,
25.0, and 30.0°C min‐1 were dealt by mathematic means, and the temperature data correspond‐
ing to the conversion degrees (α) were found. The values of Eα were obtained by Ozawa’s
method from the iso‐conversional DSC curves at the heating rates of 5.0, 10.0, 15.0, 20.0, 25.0,
and 30.0°C min‐1, and the Eα‐α relation is shown in Figure 8. From Figure 8, one can see that
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the activation energy slightly changes in the section of 0.10–0.80 (α), and the ranges were
selected to calculate the non‐isothermal reaction kinetics parameters.

Figure 8. Eα versus α curve of NC, Fe2O3(H)‐NC, and Al/Fe2O3(H)‐NC by Flynn‐Wall‐Ozawa’s method.

Six integral methods (MacCallum‐Tanner, Šatava‐Šesták, Agrawal, general integral, universal
integral, and Flynn‐Wall‐Ozawa) and one differential method (Kissinger) were employed [39–
43]. Forty‐one types of kinetic model functions and the basic data were put into the integral
and differential equations for calculation. The kinetic parameters and the probable kinetic
model function were selected by the logical choice method and satisfying the ordinary range
of the thermal decomposition kinetic parameters for energetic materials (Ea = 80–250 kJ mol‐1,
logA = 7–30 s‐1). These data together with their appropriate values of linear correlation
coefficient (r), standard mean square deviation (Q), and believable factor (d, where d = (1–r)Q)
are presented in Tables 2–4. The values of Ea and logA obtained from each single non‐
isothermal DSC curve are in good agreement with the calculated values obtained by Kissinger’s
method and Ozawa’s method. We consider the Fe2O3‐NC composites as an example, and
conclude that the reaction mechanism of the intense exothermic decomposition process of
Fe2O3‐NC is classified as Avrami‐Erofeev equation G(α)=[–ln(1–α)]2/3. Substituting f(α) with
3(1–α)[–ln(1–α)]1/3/2, Ea with 192.11 kJ mol‐1, and A with 1018.54 s‐1 in Eq. (1),

( ) /d
d
a a

b
E RTA f e

T
-= (1)

where f(α) and dα/dT are the differential model function and the rate of conversion, respec‐
tively.
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where f(α) and dα/dT are the differential model function and the rate of conversion, respec‐
tively.
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Method β/°C min‐1 Ea/kJ mol‐1 log (A/s‐1) r S d

MacCallum‐Tanner 5 207.98 20.55 0.9983 4.45 × 10‐4 7.50 × 10‐7

10 205.40 20.25 0.9984 4.11 × 10‐4 6.38 × 10‐7

15 209.33 20.68 0.9988 3.25 × 10‐4 3.98 × 10‐7

20 209.34 20.67 0.9987 3.49 × 10‐4 4.61 × 10‐7

25 211.75 20.91 0.9990 2.56 × 10‐4 2.48 × 10‐7

30 210.10 20.76 0.9982 4.69 × 10‐4 8.30 × 10‐7

Šatava‐Šesták 5 204.55 20.23 0.9983 4.45 × 10‐4 7.50 × 10‐7

10 202.12 19.94 0.9984 4.11 × 10‐4 6.38 × 10‐7

15 205.83 20.35 0.9988 3.25 × 10‐4 3.98 × 10‐7

20 205.83 20.33 0.9987 3.49 × 10‐4 4.61 × 10‐7

25 208.11 20.56 0.9990 2.56 × 10‐4 2.48 × 10‐7

30 206.56 20.42 0.9982 4.69 × 10‐4 8.30 × 10‐7

Agrawal 5 207.20 20.49 0.9982 2.37 × 10‐3 4.30 × 10‐6

10 204.54 20.18 0.9983 2.19 × 10‐3 3.67 × 10‐6

15 208.37 20.60 0.9987 1.73 × 10‐3 2.29 × 10‐6

20 208.33 20.58 0.9986 1.86 × 10‐3 2.65 × 10‐6

25 210.68 20.81 0.9990 1.36 × 10‐3 4.43 × 10‐6

30 209.03 20.66 0.9981 2.49 × 10‐3 4.77 × 10‐6

General integral 5 205.81 18.98 0.9985 2.36 × 10‐3 4.33 × 10‐6

10 203.30 18.69 0.9983 2.18 × 10‐3 3.69 × 10‐6

15 207.22 19.10 0.9987 1.72 × 10‐3 2.30 × 10‐6

20 207.24 19.09 0.9986 1.85 × 10‐3 2.66 × 10‐6

25 209.64 19.33 0.9989 1.36 × 10‐3 4.43 × 10‐6

30 208.02 19.18 0.9981 2.48 × 10‐3 4.79 × 10‐6

Universal integral 5 207.20 20.49 0.9982 2.37 × 10‐3 4.30 × 10‐6

10 204.54 20.19 0.9983 2.19 × 10‐3 3.67 × 10‐6

15 208.37 20.60 0.9987 1.73 × 10‐3 2.29 × 10‐6

20 208.33 20.58 0.9986 1.86 × 10‐3 2.65 × 10‐6

25 210.68 20.82 0.9990 1.36 × 10‐3 4.43 × 10‐6

30 209.03 20.66 0.9981 2.49 × 10‐3 4.77 × 10‐6

Mean 207.48 20.22

Flynn‐Wall‐Ozawa 185.68 (Eeo) 0.9998

197.56 (Epo) 0.9979

Kissinger 199.68 (EK) 19.82 0.9977

Mean (EeO, EpO, EK) 194.31

Note: E with the subscript of eo and po is the apparent activation energy obtained from the onset temperature (Te) and
the peak temperature (Tp) by Ozawa’s method, E with the subscript of K is the apparent activation energy obtained from
the peak temperature (Tp) by Kissinger’s method.

Table 2. Calculated values of kinetic parameters of decomposition reaction for NC.
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Method β/°C min‐1 Ea/kJ mol‐1 log(A/s‐1) r Q d

MacCallum‐Tanner 5.0 182.76 17.71 0.9888 4.32 × 10‐2 4.82 × 10‐4

10.0 190.67 18.63 0.9913 3.36 × 10‐2 2.92 × 10‐4

15.0 178.17 17.25 0.9949 1.97 × 10‐2 1.00 × 10‐4

20.0 196.93 19.31 0.9934 2.58 × 10‐2 1.72 × 10‐4

25.0 203.11 19.97 0.9940 2.32 × 10‐2 1.38 × 10‐4

30.0 208.59 20.60 0.9946 2.08 × 10‐2 1.11 × 10‐4

Šatava‐Šesták 5.0 180.74 17.53 0.9888 4.32 × 10‐2 4.82 × 10‐4

10.0 188.21 18.40 0.9913 3.36 × 10‐2 2.92 × 10‐4

15.0 176.41 17.10 0.9949 1.97 × 10‐2 1.00 × 10‐4

20.0 194.12 19.04 0.9934 2.58 × 10‐2 1.72 × 10‐4

25.0 199.95 19.67 0.9940 2.32 × 10‐2 1.38 × 10‐4

30.0 205.38 20.27 0.9946 2.08 × 10‐2 1.11 × 10‐4

Agrawal 5.0 182.16 17.69 0.9878 2.30 × 10‐1 2.80 × 10‐3

10.0 189.92 18.58 0.9906 1.79 × 10‐1 1.69 × 10‐3

15.0 177.45 17.22 0.9944 1.05 × 10‐2 5.88 × 10‐4

20.0 196.02 19.24 0.9928 1.37 × 10‐1 9.95 × 10‐4

25.0 202.11 19.89 0.9935 1.23 × 10‐1 7.90 × 10‐4

30.0 206.79 20.51 0.9942 1.11 × 10‐1 6.44 × 10‐4

General integral 5.0 180.77 16.22 0.9877 2.29 × 10‐1 2.81 × 10‐3

10.0 188.67 17.11 0.9905 1.78 × 10‐1 1.70 × 10‐3

15.0 176.27 15.79 0.9944 1.05 × 10‐1 5.87 × 10‐4

20.0 194.91 17.78 0.9927 1.37 × 10‐1 9.95 × 10‐4

25.0 201.06 18.42 0.9935 1.23 × 10‐1 7.98 × 10‐4

30 206.78 19.03 0.9942 1.10 × 10‐1 6.43 × 10‐4

Universal integral 5.0 182.16 17.69 0.9878 2.30 × 10‐1 2.80 × 10‐3

10.0 189.92 18.58 0.9906 1.79 × 10‐1 1.69 × 10‐3

15.0 177.45 17.22 0.9944 1.53 × 10‐1 4.88 × 10‐4

20.0 196.02 19.24 0.9928 1.37 × 10‐1 9.95 × 10‐4

25.0 202.11 19.89 0.9935 1.23 × 10‐1 7.99 × 10‐4

30.0 207.79 20.51 0.9942 1.11 × 10‐1 6.44 × 10‐4

Mean 192.11 18.54

Flynn‐Wall‐Ozawa 188.33 (Epo) 0.9993

Kissinger 189.98 (EK) 18.76 0.9992

Mean (EeO,EpO, EK) 189.16

Note: E with the subscript of eo and po is the apparent activation energy obtained from the onset temperature (Te) and
the peak temperature (Tp) by Ozawa’s method, E with the subscript of K is the apparent activation energy obtained from
the peak temperature (Tp) by Kissinger’s method.

Table 3. Calculated values of kinetic parameters of decomposition reaction for Fe2O3(H)‐NC.

Developments in Combustion Technology336



Method β/°C min‐1 Ea/kJ mol‐1 log(A/s‐1) r Q d
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25.0 199.95 19.67 0.9940 2.32 × 10‐2 1.38 × 10‐4

30.0 205.38 20.27 0.9946 2.08 × 10‐2 1.11 × 10‐4

Agrawal 5.0 182.16 17.69 0.9878 2.30 × 10‐1 2.80 × 10‐3

10.0 189.92 18.58 0.9906 1.79 × 10‐1 1.69 × 10‐3

15.0 177.45 17.22 0.9944 1.05 × 10‐2 5.88 × 10‐4

20.0 196.02 19.24 0.9928 1.37 × 10‐1 9.95 × 10‐4

25.0 202.11 19.89 0.9935 1.23 × 10‐1 7.90 × 10‐4

30.0 206.79 20.51 0.9942 1.11 × 10‐1 6.44 × 10‐4

General integral 5.0 180.77 16.22 0.9877 2.29 × 10‐1 2.81 × 10‐3

10.0 188.67 17.11 0.9905 1.78 × 10‐1 1.70 × 10‐3

15.0 176.27 15.79 0.9944 1.05 × 10‐1 5.87 × 10‐4

20.0 194.91 17.78 0.9927 1.37 × 10‐1 9.95 × 10‐4

25.0 201.06 18.42 0.9935 1.23 × 10‐1 7.98 × 10‐4

30 206.78 19.03 0.9942 1.10 × 10‐1 6.43 × 10‐4

Universal integral 5.0 182.16 17.69 0.9878 2.30 × 10‐1 2.80 × 10‐3

10.0 189.92 18.58 0.9906 1.79 × 10‐1 1.69 × 10‐3

15.0 177.45 17.22 0.9944 1.53 × 10‐1 4.88 × 10‐4

20.0 196.02 19.24 0.9928 1.37 × 10‐1 9.95 × 10‐4

25.0 202.11 19.89 0.9935 1.23 × 10‐1 7.99 × 10‐4

30.0 207.79 20.51 0.9942 1.11 × 10‐1 6.44 × 10‐4

Mean 192.11 18.54

Flynn‐Wall‐Ozawa 188.33 (Epo) 0.9993

Kissinger 189.98 (EK) 18.76 0.9992

Mean (EeO,EpO, EK) 189.16

Note: E with the subscript of eo and po is the apparent activation energy obtained from the onset temperature (Te) and
the peak temperature (Tp) by Ozawa’s method, E with the subscript of K is the apparent activation energy obtained from
the peak temperature (Tp) by Kissinger’s method.

Table 3. Calculated values of kinetic parameters of decomposition reaction for Fe2O3(H)‐NC.
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Method β/°C min‐1 Ea/kJ mol‐1 log(A/s‐1) r S d

MacCallum‐Tanner 5 174.56 16.81 0.9958 2.84 × 10‐3 1.21 × 10‐5

10 178.30 17.27 0.9967 2.22 × 10‐3 7.36 × 10‐6

15 185.26 18.04 0.9971 1.94 × 10‐3 5.61 × 10‐6

20 183.79 17.87 0.9969 2.10 × 10‐3 6.59 × 10‐6

25 207.72 20.50 0.9965 2.33 × 10‐3 8.11 × 10‐6

30 195.50 19.15 0.9962 2.53 × 10‐3 9.56 × 10‐6

Šatava‐Šesták 5 173.00 16.67 0.9958 2.84 × 10‐3 1.21 × 10‐5

10 176.53 17.11 0.9967 2.22 × 10‐3 7.36 × 10‐6

15 183.10 17.84 0.9971 1.94 × 10‐3 5.61 × 10‐6

20 181.71 17.68 0.9969 2.10 × 10‐3 6.59 × 10‐6

25 204.31 20.18 0.9965 2.33 × 10‐3 8.11 × 10‐6

30 192.76 18.89 0.9962 2.53 × 10‐3 9.56 × 10‐6

Agrawal 5 174.00 16.79 0.9953 1.51 × 10‐2 7.04 × 10‐5

10 177.61 17.24 0.9964 1.18 × 10‐2 4.29 × 10‐5

15 184.45 17.99 0.9968 1.03 × 10‐2 3.26 × 10‐5

20 182.94 17.82 0.9966 1.12 × 10‐2 3.84 × 10‐5

25 206.67 20.42 0.9962 1.24 × 10‐2 4.67 × 10‐5

30 194.49 19.07 0.9959 1.34 × 10‐2 5.53 × 10‐5

General integral 5 174.00 16.79 0.9953 1.51 × 10‐2 7.04 × 10‐5

10 177.61 17.24 0.9964 1.18 × 10‐2 4.29 × 10‐5

15 184.45 17.99 0.9968 1.03 × 10‐2 3.26 × 10‐5

20 182.94 17.82 0.9966 1.12 × 10‐2 3.84 × 10‐5

25 206.67 20.42 0.9962 1.24 × 10‐2 4.67 × 10‐5

30 194.49 19.07 0.9959 1.34 × 10‐2 5.53 × 10‐5

Universal integral 5 172.64 15.35 0.9953 1.51 × 10‐2 7.09 × 10‐5

10 176.39 15.80 0.9963 1.17 × 10‐2 4.31 × 10‐5

15 183.32 16.55 0.9968 1.03 × 10‐2 3.27 × 10‐5

20 181.88 16.39 0.9965 1.11 × 10‐2 3.85 × 10‐5

25 205.65 18.94 0.9962 1.23 × 10‐2 4.68 × 10‐5

30 193.52 17.63 0.9959 1.34 × 10‐2 5.53 × 10‐5

Mean 186.34 17.91

Flynn‐Wall‐Ozawa 172.66(Eeo) 0.9941 4.87×10‐3

194.23(Epo) 0.9990 8.60×10‐4

Kissinger 196.18(EK) 19.44 0.9989 4.56×10‐3

Mean(EeO,EpO, EK) 187.69

Note: E with the subscript of eo and po is the apparent activation energy obtained from the onset temperature (Te) and
the peak temperature (Tp) by Ozawa’s method, E with the subscript of K is the apparent activation energy obtained from
the peak temperature (Tp) by Kissinger’s method.

Table 4. Calculated values of kinetic parameters of decomposition reaction for Al/Fe2O3(H)‐NC.
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The kinetic equation of the exothermic decomposition reaction may be described as

( ) ( ) ( )
18.71 1/3 4d 10 1 ln 1 exp 2.31 10 /

d
a a a

b
T

T
= - é- - ù - ´ë û (2)

The values (Te0 and Tp0) of the onset temperature (Te) and peak temperature (Tp) corresponding
to β→0 were obtained by Eq. (3), and the self‐accelerating decomposition temperature (TSADT)
was obtained by Eq. (5) [39–43]. The values (TSADT and Tp0) are 182.03 and 194.10°C, respectively.

( ) ( )
2 3

e or p e0 or p   1 – 4b b bi i iT T a b c i= + + + = (3)

where a, b, and c are coefficients.

SADT e0T T= (4)

The thermal ignition temperature (Tbe0 or TTIT) was obtained by substituting Eeo and Te0 into
the equation of Zhang et al. (Eq. (5)) [44], and the critical temperatures of thermal explosion
(Tbp0 or Tb) were obtained by substituting Epo and Tp0 in Eq. (5). The values (TTIT and Tb) are
191.44 and 204.16°C, respectively,
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The thermal behaviors of NC are also analyzed with the same method using the data in
Figure 8. The results show that the reaction mechanism of the intense exothermic decompo‐
sition process of them is classified as reaction order f(α) = 3(1–α)[–ln(1–α)]1/3/2, G(a) = [–ln(1–
α)]2/3. The DSC curves of Fe2O3(p)‐NC, Al/Fe2O3(p)‐NC, Fe2O3(o)‐NC, and Al/Fe2O3(o)‐NC at a
heating rate of 10°C min‐1 are listed in Figures S1 and S3 (Supplementary data), respectively.
The Eα‐α relations of Fe2O3(p)‐NC, Al/Fe2O3(p)‐NC, Fe2O3(o)‐NC, and Al/Fe2O3(o)‐NC are
shown in Figures S2 and S4 (Supplementary data). Table 5 and the supplementary data (Tables
S1–S4) show the calculated values of kinetic parameters of decomposition reaction for NC,
Fe2O3(H)‐NC, Al/Fe2O3(H)‐NC, Fe2O3(p)‐NC, Al/Fe2O3(p)‐NC, Fe2O3(o)‐NC, and Al/Fe2O3(o)‐
NC. From Table 5, it can be found that (1) the Ea values of NC‐based composites containing
Fe2O3 and Al/Fe2O3 are less than that of NC; (2) the Ea value of NC‐based composites containing
Al/Fe2O3 is less than that of NC‐based composites containing the corresponding Fe2O3; (3)
among the three Fe2O3 particles, Fe2O3(H) is the best catalyst because Ea of Fe2O3(H)‐NC is the
lowest; (4) the Ea value of Al/Fe2O3(o)‐NC is 0.16 and 5.57 kJ mol‐1 lower than that of Al/
Fe2O3(H)‐NC and Al/Fe2O3(p)‐NC, respectively, but the thermal ignition temperature and the
critical temperature of thermal explosion of Al/Fe2O3(o)‐NC are so high. Therefore, the
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The values (Te0 and Tp0) of the onset temperature (Te) and peak temperature (Tp) corresponding
to β→0 were obtained by Eq. (3), and the self‐accelerating decomposition temperature (TSADT)
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The thermal ignition temperature (Tbe0 or TTIT) was obtained by substituting Eeo and Te0 into
the equation of Zhang et al. (Eq. (5)) [44], and the critical temperatures of thermal explosion
(Tbp0 or Tb) were obtained by substituting Epo and Tp0 in Eq. (5). The values (TTIT and Tb) are
191.44 and 204.16°C, respectively,
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prepared Fe2O3(H) and Al/Fe2O3(H) are the two kinds of promising catalysts developed in
accelerating the decomposition rate or the process of NC.

Sample Ea/kJ mol‐1 log(A/s‐1) Te0/°C Tp0/°C Tbe0/°C Tbp0/°C ΔS≠/J·mol‐1·K‐1 ΔH≠/kJ·mol‐1 ΔG≠/kJ·mol‐1

NC 207.48 20.22 181.76 197.00 191.42 206.69 138.40 199.68 134.61

Fe2O3(H)‐NC 192.11 18.54 182.03 194.10 191.44 204.16 106.21 189.98 140.35

Al/Fe2O3(H)‐NC 186.34 17.91 175.57 190.02 185.71 199.59 94.31 196.18 152.46

Fe2O3(p)‐NC 200.67 19.45 176.38 196.42 185.53 206.82 123.72 185.65 127.56

Al/Fe2O3(p)‐NC 191.75 18.51 180.29 195.55 190.25 205.52 106.31 185.39 135.56

Fe2O3(o)‐NC 202.69 19.68 178.87 187.64 187.93 197.14 128.29 195.50 136.39

Al/Fe2O3(o)‐NC 186.18 17.87 179.82 191.87 189.39 201.97 93.50 187.43 143.95

Table 5. Calculated values of kinetic parameters of decomposition reaction for NC, Fe2O3(H)‐NC, Al/Fe2O3(H)‐NC,
Fe2O3(p)‐NC, Al/Fe2O3(p)‐NC, Fe2O3(o)‐NC, and Al/Fe2O3(o)‐NC.

By thermal analysis, the addition of Fe2O3(H) and Al/Fe2O3(H) did not change the kinetic model
function of NC, reduced the value of Ea, and the critical temperature of thermal explosion,
thus Fe2O3(H) nanoparticles and Al/Fe2O3(H) thermites could accelerate the decomposition
rate or process of NC. Furthermore, the effects of Fe2O3(H) nanoparticles and Al/Fe2O3(H) on
the thermal decomposition of NC have been investigated by the thermogravimetry with
Fourier transform infrared analysis (TG‐IR).

The TG‐IR‐hyphenated technique is a highly preferred approach for investigating the thermal
degradation of energetic materials. The TG‐thermogravimetric derivative (TG‐DTG) curves of
NC, Fe2O3(H)‐NC, and Al/Fe2O3(H)‐NC at a heating rate of 10°C/min are presented in
Figure 9. Just one stage of the total mass loss can be found from the decomposition processes
of NC, Fe2O3(H)‐NC, and Al/Fe2O3(H)‐NC. The total weight loss of NC is 68.41%, while that
of Fe2O3(H)‐NC and Al/Fe2O3(H)‐NC are about 34.77 and 31.12%, respectively, which is lower
than that of NC due to the remaining Fe2O3 and some residues.

A series of temperature values of typical points including the initial decomposition tempera‐
ture (Ti), the extrapolated onset temperature (Te), the peak temperature (TL), the extrapolated
end temperature (Tc), and the final temperature (Tf) deserve special attention. Compared with
the degradation process of NC, these typical temperature values of Fe2O3(H)‐NC and Al/
Fe2O3(H)‐NC obviously are reduced under the influence of Fe2O3(H) nanoparticles and Al/
Fe2O3(H) as seen in Figure 9(b) and (c). The peak temperatures of NC, Fe2O3(H)‐NC, and Al/
Fe2O3(H)‐NC are 209.43, 208.59, and 210.24°C, respectively.

The apparent variation of IR characteristic absorption peaks of the gaseous decomposition
products of NC, Fe2O3(H)‐NC, and Al/Fe2O3(H)‐NC corresponding to the thermal decompo‐
sition process at the typical temperature points (Ti, Te, TL, Tc, and Tf) is shown in Figure 10 and
Table 6. It can be found that the gaseous products detected include CO, NO2, NO, N2O, HCHO,
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and HCOOH during the decomposition process of NC with and without the Fe2O3(H)
nanoparticles or Al/Fe2O3(H).

Figure 9. TG‐DTG curves of NC (a), Fe2O3(H)‐NC (b), and Al/Fe2O3(H)‐NC (c).

Figure 10. IR spectra of the gases evolved from the degradation of NC (a), Fe2O3(H)‐NC (b), and Al/Fe2O3(H)‐NC (c).

NC Fe2O3(H)‐NC Al/Fe2O3(H)‐NC
T/°C Gaseous products T/°C Gaseous products T/°C Gaseous products

164.92 (Tx) H2O, CO2  160.47 (Tx1) H2O, CO2, NO2  164.40 (Tx2) H2O, CO2, NO2, NO 

178.81 (Ti) H2O, CO2, NO2 177.74 (Ti1) H2O, CO2, NO2 180.19 (Ti2) H2O, CO2, NO2, NO

200.16 (Te) H2O, CO2, NO2, NO 195.74 (Te) H2O, CO2, NO2, NO 196.76 (Te) H2O, CO2, NO2, NO

209.43 (TL) H2O, CO2, NO2, NO,
N2O, HCHO, HCOOH

208.59(TL) H2O, CO2, CO, NO2, NO,
N2O, HCHO, HCOOH

210.24 (TL) H2O, CO2, CO, NO2, NO,
N2O, HCHO, HCOOH

221.70 (Tc) H2O, CO2, CO, NO2,
NO, HCHO, HCOOH

223.31 (Tc) H2O, CO2, CO, NO2, NO,
N2O, HCHO, HCOOH

225.47 (Tc) H2O, CO2, CO, NO2, NO,
N2O, HCOOH

247.45 (Tf) H2O, CO2, NO 259.63 (Tf) H2O, CO2, CO, NO,
HCOOH

259.72 (Tf) H2O, CO2, NO2, NO

Note: Tx, some temperature below the initial decomposition temperature; Tx1(Tx2), some temperature below Ti1(Ti2); Ti,
the initial decomposition temperature; Ti1, the initial decomposition temperature of the obvious exothermic peak of
Fe2O3(H)‐NC; Ti2, the initial decomposition temperature of the obvious exothermic peak of AL/Fe2O3(H)‐NC; Te, the
extrapolated onset temperature; TL, the peak temperature; Tc, the extrapolated end temperature; Tf, the final temperature.

Table 6. Gaseous products generated during the decomposition processes of NC, Fe2O3(H)‐NC, and Al/Fe2O3(H)‐NC at
different temperatures.
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Note: Tx, some temperature below the initial decomposition temperature; Tx1(Tx2), some temperature below Ti1(Ti2); Ti,
the initial decomposition temperature; Ti1, the initial decomposition temperature of the obvious exothermic peak of
Fe2O3(H)‐NC; Ti2, the initial decomposition temperature of the obvious exothermic peak of AL/Fe2O3(H)‐NC; Te, the
extrapolated onset temperature; TL, the peak temperature; Tc, the extrapolated end temperature; Tf, the final temperature.

Table 6. Gaseous products generated during the decomposition processes of NC, Fe2O3(H)‐NC, and Al/Fe2O3(H)‐NC at
different temperatures.
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Table 6 lists the gaseous products generated during the decomposition processes of NC,
Fe2O3(H)‐NC, and Al/Fe2O3(H)‐NC at the typical temperature points. At the initial decompo‐
sition temperature (Ti), the IR absorption peaks of H2O (3600–3740 cm‐1), CO2 (2360, 670 cm‐1),
and NO2 (1593–1635 cm‐1) [45, 46] are easily identifiable (Figure 10(a, Ii) and (b, Ii)). During the
whole testing process, the existence of H2O and CO2 from the ambience is the outside
disruptive factor, which cannot be ignored. In order to prove that H2O and CO2 gas detected
at 178.81°C are not the products of NC decomposition, the variation of IR absorption peaks at
164.92°C is obtained, which is shown in Figure 10(a, Ix). The TG‐DTG curves of NC in
Figure 9(a) show that the decomposition of NC has not occurred at 164.92°C and begins from
178.81°C. By comparing the curves Ix (164.92°C) and Ii (178.81°C) in Figure 10(a), the bands at
3600–3740 cm‐1 are assigned to O‐H‐bonding‐stretching vibrational modes for water as an
impurity because of the extremely similar absorptive intensities. Apart from the impurity
peaks of H2O, it can be concluded that CO2 gas is not the initial degradation product because
the intensities of the detected CO2 gas are basically unchanged at both 164.92 and 178.81°C
shown in Figure 10(a, Ix, and Ii). Furthermore, the noticeable IR bands of NO2 are found in the
region of 1593–1635 cm‐1 at the beginning of the decomposition of NC shown in the curve Ii
(Figure 10(a)) [46], which means that the NO2 gas is an initial degradation product. The above
results concur with those of several previous studies [22, 23, 47, 48] in which the O‐NO2 bond
is deemed to be the first step leading to the release of NO2

2 2RO NO RO NO- ® × + - (6)

The NO2 stagnates in the polymer skeleton and then reacts with the RO• radical or its
degradation products. It is particularly necessary to point out that the signal of NO2 was
present as shown in the IR spectrum in Figure 10(b, Ix) at 160.47°C (Tx1). The intensities of
NO2 peaks increase with temperature, which is very different from the decomposition of NC.
It is a fact that NC could be slowly decomposed as the temperature increases further, which
has been enhanced by Fe2O3(H) nanoparticles due to their catalysis. That is, the Fe2O3(H)
nanoparticles could accelerate the O‐NO2 bond cleavage and the release of NO2. For this reason,
the absorption peaks of H2O and CO2 exist not only from the environment but also from the
degradation of Fe2O3(H)‐NC at 160.47°C (Tx1). Moreover, both NO2 and NO are detected
besides the H2O and CO2 gases, which indicates that Al/Fe2O3(H) can make NC decompose
faster than Fe2O3(H) does.

Figure 11 shows the 3D‐IR spectra of gas products of NC, Fe2O3(H)‐NC, and Al/Fe2O3(H)‐NC
at a heating rate of 10°C min‐1. At the initial decomposition temperature, the IR absorption
peaks of H2O (3600–3740 cm‐1), CO2 (2360, 670 cm‐1), and NO2 (1593–1635 cm‐1) [46, 47] are easily
identifiable (Figure 11). With the progress of the thermal decomposition process, the gas
productions such as NO (1762–1965 cm‐1), CO (2194 cm‐1), N2O (2241 cm‐1), HCHO (2814 and
1746 cm‐1), and HCOOH (1080–1128 cm‐1) are detected [26, 47]. By comparing the gaseous
products generated during the decomposition processes of NC, Fe2O3(H)‐NC, and Al/
Fe2O3(H)‐NC at different temperatures, it can be concluded that Fe2O3(H) and Al/Fe2O3(H) can
accelerate the O‐NO2 bond cleavage and the release of NO2 gas. The evolution of HCOOH
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gases is the products of the secondary autocatalytic reactions of NC [24, 26]. From Figure 11,
the intensities of all these gas products are very strong, which can be taken as an important
signal of identifying the faster decomposition rate of Fe2O3(H)‐NC and Al/Fe2O3(H)‐NC
composites than that of NC. One of the reasons for generating quantities of gases is that the
condensed phases break down fast with the presence of Fe2O3(H) nanoparticles and Al/
Fe2O3(H). It has to be pointed out that Al/Fe2O3(H) thermite is a better catalyst than Fe2O3(H)
nanoparticles for reducing the activation energy and accelerating to break the O‐NO2 bond
during the thermal decomposition process of NC.

Figure 11. 3D‐IR spectra of gas products of NC (a), Fe2O3(H)‐NC (b), and Al/Fe2O3(H)‐NC (c) at a heating rate of 10°C
min‐1.

5. Combustion catalysts used in AP/HTPB propellants

Figure 12 shows the burning rate (u) versus pressure (p) curves of AP/HTPB propellants. Based
on the experimental data, the pressure exponent (n) can be calculated [29, 49]. The catalytic
efficiency is another evaluation index of the combustion catalyst [29], which is shown in
Figure 13.

Figure 12. Burning rate (u) versus pressure (p) curves of AP/HTPB composite propellants.
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Figure 13. Efficiency of AP/HTPB composite propellants.

The burning rate of all the formulations increases as the pressure rises within 4–15 MPa. For
the formulations containing Fe2O3, the burning rate is in the order: F2<F3<F1. For the formu‐
lations with thermite, that order is S1>S2>S3. The BET‐specific surface areas of Fe2O3(H),
Fe2O3(o), and Fe2O3(p) are 5.3, 3.1, and 6.9 m2/g, respectively. Possibly due to the aggregation
of Fe2O3(H), its specific surface area is smaller than that of Fe2O3(p), which is opposite to what
we expected simply based on the particle size. However, when the particles are dispersed to
the formulations, Fe2O3(H) particles are believed to have a larger surface area than Fe2O3(p)
based on the particle size. Therefore, the superior combustion performance can be ascribed to
the dominant role of the surface area of the Fe2O3 particles. From Figures 12 and 13, the
formulations containing thermites all have better burning rate and combustion‐supporting
ability than the formulations containing the corresponding Fe2O3. And thermite with a smaller
size of Fe2O3 (H) particles has a higher burning rate.

A good formulation is considered to have a high burning rate with a low pressure exponent.
From Table 7, it can be found that Fe2O3 can take effect on decreasing the pressure exponent
of the propellant. Considering the role of Al nanopowders and the thermite reaction in
enhancing the burning rate, thermites Al/Fe2O3 are the better burning rate modifiers in
improving the combustion performances of AP/HTPB composite propellants. Overall, the
Al/Fe2O3(H) is the best combustion catalyst.

p/MPa nN0 nF1 nF2 nF3 nS1 nS2 nS3

4–7 0.35 0.37 0.31 0.37 0.36 0.34 0.32

7–10 0.42 0.36 0.26 0.27 0.31 0.29 0.36

10–13 0.63 0.45 0.37 0.48 0.48 0.50 0.39

13–15 0.65 0.45 0.43 0.35 0.51 0.49 0.39

Table 7. The burning rate pressure exponent of formulations under different pressure.
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Moreover, the combustion wave structures of AP/HTPB composite propellants containing
Al/Fe2O3 thermite obtained at 4 MPa are shown in Figure 14. The flames of the three compo‐
sites (Figure 14) are entirely yellowish that is caused by the fuel‐rich diffusion flame generated
by the decomposed gases of the binder and the AP particles [50]. There is no obvious dark
zone, which is different from the double‐base propellants. Above the burning surface, both the
AP flame and the diffusion flame produced by the decomposed gases exist simultaneously,
leading to major heat release of the combustion process. High flame temperature up to 2700
K was generated at the center of the luminous flame as in the case of Al/Fe2O3(H) catalyst. Thick
gray smoke was formed surrounding the yellowish flame of the formulation S2, due to the
incomplete burning. When adding Al/Fe2O3(p) thermite to the AP/HTPB propellants, the front
luminous flame of formulation S3 was blown down to the downstream and numerous Fe2O3

and Al particles were ejected from the burning surface. The results of the combustion wave
structures and flame temperature characteristics indicate that the Al/Fe2O3(H)‐containing
propellant formulation is the best formulation among the tested samples.

Figure 14. Combustion wave structures of AP/HTPB composite propellants contain thermites Al/Fe2O3: (S1) Al/
Fe2O3(H), (S2) Al/Fe2O3(o), and (S3) Al/Fe2O3(p).

6. Conclusion

In summary, the structural effect of different sizes and shaped Fe2O3 particles on the perform‐
ance as enhancers, with or without Al, in the thermal decomposition process of NC and the
combustion of AP/HTPB has been studied and compared. The as‐prepared Fe2O3 particles and
Al/Fe2O3 have good compatibility with NC from DSC thermal analysis, suggesting the safely
use of Fe2O3‐NC and Al/Fe2O3‐NC composites. The non‐isothermal decomposition kinetics of
the composites and NC can be modeled by the Avrami‐Erofeev equation f(α)=3(1–α)[–ln(1–
α)]1/3/2 in differential form. Through the TG‐IR analysis of decomposition processes and
products of the composites and NC, it is speculated that the as‐prepared Fe2O3 particles and
Al/Fe2O3 can effectively accelerate the thermal decomposition reaction rate of NC by promot‐
ing the O‐NO2 bond cleavage. Among the three studied different shapes of Fe2O3, the granular
Fe2O3 and its corresponding thermite (Al/Fe2O3(H)) exhibit the highest burning rate due to the
larger surface area associated with a smaller particle size. Moreover, the Al/Fe2O3(H) thermites
have more effective combustion‐supporting ability for AP/HTPB composite propellants than
Fe2O3 and the other two as‐prepared Al/Fe2O3 thermites. Moreover, adding the thermites to
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Fe2O3 and the other two as‐prepared Al/Fe2O3 thermites. Moreover, adding the thermites to
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the composite propellants could contribute to increasing the flame temperature and improving
the combustion wave structures of the formulations. In all, the addition of the prepared oxides
or thermites can distinctly increase the burning rate, enhance the flame temperature, and
decrease the burning rate pressure exponent of the AP/HTPB composite propellants.
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Abstract

Fluid instabilities, particularly interfacial instabilities, have proven to be a powerful
mechanism  in  driving  and  sustaining  combustion  processes  in  several  devices  of
practical interest. Modern combustors are in fact designed to exploit the mixing and
combustion  characteristics  associated  with  a  broad  class  of  canonical,  interfacial
instabilities. In spite of their relevance to combustor design, a detailed understanding
of such flows has been elusive. While much progress has been made in gaining insights
into the dynamics of shear-driven flows, an understanding of the interaction between
combustion processes and other interfacial instabilities remains preliminary. In this
chapter, we review recent results on Rayleigh-Taylor (RT) instability and the shock-
driven Richtmyer-Meshkov (RM) instability in the context of combustion. The vast
catalogue  of  research  on  non-reacting  RT  and  RM  flows  has  demonstrated  these
instabilities can be manipulated to achieve more efficient and aggressive mixing in
comparison with the canonical Kelvin-Helmholtz (KH) problem. This has motivated
recent efforts to understand RT/RM instability development in the presence of chemical
reactions, leading to combustion and heat release – we present a review of these results
and identify opportunities and challenges in this chapter.

Keywords: interfacial instabilities, Rayleigh-Taylor instability, Kelvin-Helmholtz in‐
stability, Richtmyer-Meshkov instability, non-premixed combustion modelling

1. Introduction and background

Turbulent mixing triggered by interfacial instabilities [1–4] is a fundamental process that
dominates several engineering applications and natural phenomena. In many instances, the
turbulence is profoundly modified by heat release at low or high energy densities, and product
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formation from chemical or nuclear reactions. Furthermore, when the mixing occurs across an
interface that initially separates a fuel from an oxidizer medium in a non-premixed configura‐
tion, the turbulent mixing is a rate-limiting step that dictates the progress of the reactions at the
flame site. Thus, the flow affects the flame and vice-versa. In a recent, comprehensive review of
turbulent mixing, Dimotakis [5] proposed a hierarchy of mixing phenomena extending from
passive scalar mixing (Level-1) to the so-called Level-3 mixing where the active coupling
described above is dominant. While such complex interactions are important in describing flow
conditions as they exist in engineering applications, the vast majority of turbulence models that
seek to obtain reduced order descriptions of the flow assume [6] self-similar, statistically steady,
universal behaviour. Thus, reliable data from experiments and simulations is in great de‐
mand to verify the validity of these hypotheses, but has not been forthcoming due to challeng‐
es in accurately diagnosing these complex flows. The research described herein attempts to
break this impasse by performing systematic, high resolution simulations of a new class of
idealized flow problems and developing an understanding of the mixing processes based on
the data available.

The Kelvin-Helmholtz (KH) instability occurs at a sharp or diffuse interface separating two
streams at different velocities, so that the velocity differential ΔU serves to drive the growth
of imposed perturbations at the interface. Much of the research on KH instabilities has been
motivated by its central role in mixing fuel and oxidizer in several commonly used combustor
designs. KH instabilities, whether they occur in a mixing layer, a planar or cylindrical jet, have
provided a useful canonical framework for understanding non-premixed combustion. In fact,
the design of many modern day combustor devices is acutely informed by the desire to exploit
the dynamics of KH-driven mixing between fuel and oxidizer streams. However, there exist
alternate combustor designs that exploit the mixing characteristics of other interfacial insta‐
bilities such as the RT and shock-driven RM flows. In spite of the importance of these flows in
recent combustor designs [7–10], a detailed and comprehensive understanding has not
emerged. This is especially true when these flows occur in non-premixed configurations.

We will describe our recent work that addresses a few of the above issues in the areas of reacting
RM and RT flows. When a shock wave interacts with a contact discontinuity separating
different gases, the material interface is susceptible to the development of the Richtmyer-
Meshkov (RM) instability [11–13]. The instability is driven by the deposition by the shock of
baroclinic vorticity [14–16] due to locally misaligned density and pressure gradients
(~∇ρ ×∇ p) at the interface. Perturbations present initially at the interface can thus be ampli‐
fied, first through a phase of linear growth [11, 17], followed by non-linear saturation [18, 19],
and eventually turbulent mixing [20]. The non-reacting RM flow has been extensively studied
using theory [11, 17–19], simulations [20–25] and experiments [12, 26–30]. However, if the
initial sharp interface separates a fuel and oxidizer at elevated temperatures, the turbulent
mixing will enable, and in some cases limit, chemical reactions between the reactants resulting
in a non-premixed combustion process. Thus, this coupled physics problem provides an
idealized test bed for developing a fundamental understanding of turbulent phenomena in
the presence of heat addition and product formation due to combustion.
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of imposed perturbations at the interface. Much of the research on KH instabilities has been
motivated by its central role in mixing fuel and oxidizer in several commonly used combustor
designs. KH instabilities, whether they occur in a mixing layer, a planar or cylindrical jet, have
provided a useful canonical framework for understanding non-premixed combustion. In fact,
the design of many modern day combustor devices is acutely informed by the desire to exploit
the dynamics of KH-driven mixing between fuel and oxidizer streams. However, there exist
alternate combustor designs that exploit the mixing characteristics of other interfacial insta‐
bilities such as the RT and shock-driven RM flows. In spite of the importance of these flows in
recent combustor designs [7–10], a detailed and comprehensive understanding has not
emerged. This is especially true when these flows occur in non-premixed configurations.

We will describe our recent work that addresses a few of the above issues in the areas of reacting
RM and RT flows. When a shock wave interacts with a contact discontinuity separating
different gases, the material interface is susceptible to the development of the Richtmyer-
Meshkov (RM) instability [11–13]. The instability is driven by the deposition by the shock of
baroclinic vorticity [14–16] due to locally misaligned density and pressure gradients
(~∇ρ ×∇ p) at the interface. Perturbations present initially at the interface can thus be ampli‐
fied, first through a phase of linear growth [11, 17], followed by non-linear saturation [18, 19],
and eventually turbulent mixing [20]. The non-reacting RM flow has been extensively studied
using theory [11, 17–19], simulations [20–25] and experiments [12, 26–30]. However, if the
initial sharp interface separates a fuel and oxidizer at elevated temperatures, the turbulent
mixing will enable, and in some cases limit, chemical reactions between the reactants resulting
in a non-premixed combustion process. Thus, this coupled physics problem provides an
idealized test bed for developing a fundamental understanding of turbulent phenomena in
the presence of heat addition and product formation due to combustion.
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Turbulent mixing and combustion enhanced by RM plays a central role in the performance of
scramjets. In most scramjet designs, the interface between the fuel jet and air co-flow is
repeatedly shocked by a stationary shock train, so that the misaligned density and pressure
gradients result in the deposition of baroclinic vorticity. The induced velocity from the
baroclinic vorticity deposition drives much of the subsequent instability development. As a
result, the instability growth rate, heat release rate from combustion and combustion efficiency
may all be manipulated through the incident shock strength, density ratio between the fuel
and oxidizer and initial conditions that seed the interface prior to shock impact.

The dynamics of the shock-interface interaction has been investigated extensively in an
idealized framework through a class of shock-bubble problems, which represent the simplest
RM configuration. The study of shock interaction with a spherical flame bubble was first
undertaken experimentally by Markstein [31] who observed the emergence of an eventual
chaotic flame from the deposited baroclinic vorticity. The shock-bubble problem was also
investigated theoretically by Picone and Boris [16], who examined the flow resulting from the
interaction of a planar shock with a cylindrical flame region. Several numerical studies have
also addressed this problem including investigations of shock-flamelet interactions [32, 33],
shock interactions with cylindrical jet flames [34] and DDT phenomena in shock-bubble flame
interaction [35]. Recently, Haehn et al. [36] performed shock tube experiments in which a
focused, spherically converging shock interacted with a spherical bubble consisting of a
premixed combination of H2, O2 and Xe, so that the high temperatures from the shock heating
resulted in combustion and heat release. In Figure 1(a), we show the schematic of an ideal
shock-bubble configuration, which we have investigated using careful numerical simulations
described in Section 2.

Figure 1. Schematic of (a) shock-bubble (b) Richtmyer-Meshkov and (c) Rayleigh-Taylor instabilities.

While the shock-bubble problem has illustrated certain key aspects of RM behaviour relevant
to flames, the requirement to model controlled initial perturbations has led to recent numerical
simulation studies in which shocks accelerate planar (premixed) flames subjected to well-
defined (often sinusoidal) initial perturbations. For instance, Khokhlov et al. [37] investigated
the growth of a sinusoidally perturbed premixed flame upon shock impingement and found
the energy release from combustion varied in direct relation to the interfacial surface growth
from the RM instability. These results are consistent with and follow from earlier numerical
investigations of non-reacting RM interfaces [38] that found the interface surface area increased
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in proportion to the baroclinic circulation deposition at the interface, according to the scaling
relationship,
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where V is the growth rate of the interfacial area, Γ0 is the initial circulation, a0 and λ are the
perturbation amplitude and wavelength and c1 and c2 are non-dimensional coefficients. Eq. (1)
points to a significant and thus far unrealized potential for mixing enhancement and improve‐
ments in combustion efficiency, particularly in a non-premixed configuration where the RM
instability growth may be used to control and enhance the product formation at the interface.
Thus, a configuration in which the shock impinges on an interface separating the fuel and
oxidizer leading to a non-premixed flame that is controlled by turbulence and mixing at the
interface (according to Eq. (1)) represents a significant departure from the earlier RM efforts
described above. In Section 3, we describe results from our simulations involving a planar
shock interacting with a planar, perturbed interface between fuel and oxidizer resulting in
shock-induced non-premixed combustion. The details of the problem schematic are shown in
Figure 1(b).

The RM configurations discussed above are relevant to several applications in engineering and
to a multitude of combustion phenomena occurring in nature. Shocks generated inside the
combustion chamber of an internal combustion engine interact with flame or fuel/air interfaces
of various thicknesses, and can result in the phenomenon of engine knocking, necessitating the
use of expensive, higher octane fuels. In scramjet propulsion, mixing between fuel jets and co-
flowing supersonic air can be impacted by the presence of oblique shocks and is thus central
to the design of the injectors [39]. The baroclinic vorticity from the interaction has also been
observed to play a crucial role in lifting the jet away from the combustor wall, thus decreasing
wall heating effects [39]. The importance of accurately capturing such flow physics in realistic
conditions was demonstrated recently in a proof-of-principle design and experimental study
[40] of a shock-induced combustion ramjet (Schramjet). Our results (Section 3) below indicate
a marked increase in the heat release rate and combustion efficiency immediately following
shock impact, pointing the way towards high-performance combustion devices that can be
manipulated by strategically structured shock trains.

We also discuss non-premixed combustion occurring at the site of a Rayleigh-Taylor unstable
interface between fuel and oxidizer. The Rayleigh-Taylor instability occurs at a perturbed
interface between fluids of different densities when the light fluid is accelerated into the
heavier fluid (Figure 1(c)). Infinitesimal perturbations on the interface can still grow first
exponentially (linear stage), and then secularly with a constant velocity (non-linear stage).
When multiple modes are present, non-linear interactions are possible yielding an eventual
turbulent, mixed state. RT-driven mixing afflicts a wide range of physical phenomena
including energy yield in inertial confinement fusion [41], type Ia supernovae detonation [42–
44], geophysical flows [45–47] and mixing in centrifugal combustors [8, 9, 48]. Although RT
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instability in such flows is often intimately coupled with chemical/nuclear reactions and heat
release, most studies have focused on the inert flow configuration. Recently, RT instability
development in premixed flames [49, 50] has been investigated theoretically and numerically,
although the corresponding non-premixed reacting configuration has never been studied
before. Owing to its significance in a wide range of applications, the non-reacting RT instability
has been extensively investigated over the last five decades [1, 21, 51–54]. From this body of
work, a consensus has emerged on the dynamics of the turbulent RT mixing layer. When
initialized with a broad spectrum of modes, the resulting flow has been observed to be self-
similar, with the width of the mixing layer evolving quadratically in time according to [2, 3,
54–56]

2
/ ,b sh aAgt= (2)

where the subscripts b(s) refers to the advancing bubble(spike) front, respectively, g is the
acceleration due to gravity, A is the Atwood number,
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and α is the growth rate of the mixing layer.

Recently, RT dynamics has been recognized to play a central role in the performance of
combustors that rely primarily on centrifugal loading. Recent innovations in gas turbine design
include a shift towards the use of ultra-compact combustors (UCC) [8, 9] that operate at high
g-loading. UCCs greatly reduce the weight of the gas turbine engine, thus increasing the thrust
to weight ratio. In addition, the compact size allows for the inclusion of a reheat cycle between
turbines, thus increasing the efficiency of the system. Most common UCC designs involve the
admission of fuel and oxidizer streams tangentially into the combustor chamber, while the g-
loading is provided centrifugally through high-speed rotation. Such a configuration in which
a non-premixed fuel and oxidizer interface is subjected to high g-loading (~ 104 g0) is susceptible
to the development of the Rayleigh-Taylor (RT) instability [51, 52] at the flame site. In spite of
this central role, the nature of the interaction between the RT instability and the flame surface
has been poorly understood. RT-dominated flames provide unique opportunities in the design
and operation of modern combustors that cannot be realized through device designs that rely
primarily on shear-driven mixing to enhance combustion. For instance, in the unstable regime,
RT growth will eventually outpace corresponding Kelvin-Helmholtz (KH) growth leading to
greater mixing and more efficient burning. Thus, while RT grows self-similarly as ~ t2, the
shear-driven KH flows evolve as ~ t (but with a decaying centerline velocity). Correspondingly,

the outer scale Reynolds number associated with RT mix (defined as 
•

 , where h(t) is the
mixing layer width,  is its growth rate and ν is the mixture viscosity) will evolve as t3, while
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remaining constant for KH flows [56]. This can allow for more compact designs of combustors,
but also render unnecessary, several commonly used active and passive mixing augmenters.
Furthermore, the faster growth of Re in RT ensures the flame does not undergo relaminariza‐
tion upon ignition due to the increased viscosities, a common affliction that impacts several
reacting flows. In addition, we have also discovered from preliminary numerical simulations
that when the fuel stream is suitably diluted, the flame region can act as a stabilizing layer that
can partially suppress the growth of the instability. This effect can be exploited in practical
combustors to anchor the flame when necessary or to increase the time for the fuel to burn
allowing for cleaner combustion with lesser unburnt fuel.

We describe detailed direct numerical simulations of non-premixed flames that evolve under
the influence of mixing from RT or RM instabilities. Thus, the flow configurations studied here
provide a simple, yet powerful framework in which to understand a wide class of non-
premixed flames. The flame is initiated and sustained by the mixing process resulting directly
from RT and RM instabilities, so that the combustion efficiency is directly dependent on the
performance of these hydrodynamic instabilities. Similarly, RM/RT instability development is
affected by heat release and the dynamics associated with the flame. Such a two-way coupling
between flame and flow has been labelled Level III mixing, and anticipated in [5], but the non-
premixed problems studied here provide a simple and idealized framework to examine such
interactions.

2. Numerical methods and simulation details

The simulations reported in this chapter were performed using the FLASH code developed
by the FLASH Center for Computational Sciences at the University of Chicago [57, 58]. FLASH
is a multi-physics, finite-volume, Eulerian code with a broad range of capabilities including
adaptive mesh refinement (AMR) on a block-structured mesh, state-of-the-art hydrodynamics
solvers, implicit solvers for diffusion that include thermal conduction, mass diffusion and
viscosity [57–59]. FLASH is also capable of operating in both ILES [60] (implicit large eddy
simulation) and DNS [61] (direct numerical simulation) modes, where the former approach is
suited to handle shocks and sharp interfaces [57, 58], while the latter approach is preferred in
describing small-scale features in turbulence [61]. Recent modifications [62, 63] to the FLASH
code by the authors have rendered it capable of describing a wide range of chemically reacting
flows of relevance to combustion phenomena as they occur in realistic applications, and are
summarized below, while additional details are available in refs. [57, 58, 62].

FLASH solves the compressible Euler equations (2)–(4), written in conservative form [57]

( ) . 0,d V
dt
r r+Ñ = (4)
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where g, ρ, V, P and E are the gravitational acceleration, density, velocity, pressure and the
total energy per unit mass, respectively. The internal energy (e) is obtained independently from
the following equation:

( ) . . 0.d e e P V V P
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Finally, pressure is updated using an ideal gas equation of state (EOS) for γ-law fluids. Reacting
flows involving multiple species are handled through a separate advection equation for each
species ‘i’ in the system given by,
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where Yi is the mass fraction of species ‘i’. The hydro solver embedded in FLASH solves the
governing equations using a second order PPM or fifth order WENO schemes. Diffusive
transport of mass, momentum and heat are implemented through a dedicated diffuse unit that
(a) implicitly updates the primary variable or (b) enforces the diffusion effects through the so-
called “flux-based” infrastructure which updated the fluxes of primary variables.

Special care is given to the treatment of sharp interfaces and fronts to avoid spreading due to
numerical diffusion. The details of the flame front thickness relative to the turbulent length
scales are important in determining product formation in reacting flows. FLASH uses a multi-
step approach to modify the underlying PPM/WENO methods in regions of large gradients
in the primary field variables (density or temperature) to guard against the numerical diffusion
of such features. The strategy involves artificial contact steepening [57, 58] using high-order
polynomials of the zone-averaged primary variable in regions identified by the algorithm as
having large third derivatives.

To enable FLASH to handle chemically reacting flows with heat addition, the EOS unit has
been expanded to incorporate multiple species with temperature-dependent properties. The
updated EOS covers a temperature range of 298 K to 5000 K and calculates thermodynamic
properties by applying 10 coefficients for each species in the mixture. The 9 species 19 step
reversible reaction mechanism of Mueller et al. [64] has been implemented to describe H2-O2
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combustion. Viscosity and thermal conductivity were calculated using combination averaging
formulas given in ref. [65].

Thus, the computational tools employed here are capable of handling a variety of physics
including gas-phase chemical kinetics, diffusive transport of mass, momentum, and heat,
shocks, presence of sharp interfaces, multi-species mixtures and thermal radiation. The results
of an extensive validation and convergence study were reported in ref. [62] for several flows
through comparison with analytical solutions, and published numerical and experimental
data. Our validation cases included advection of reacting and non-reacting fronts in 1D and
2D [66], comparison with experimental data of laminar premixed flames in a Bunsen burner
configuration [67, 68] and comparison with DNS of shock-driven combustion of a spherical
bubble [69].

Figure 2. Temperature contours from simulations of a single-mode Richtmyer-Meshkov instability at a scaled time kV0t
= (a) 1.6 and (b) 3.0, at grid resolutions of 64 zones/λ, 128 zones/λ, 256 zones/λ and 512 zones/λ. (c) The corresponding
width of the mixing zone is plotted against scaled time.

For all simulations reported here, detailed and systematic grid independence studies were
performed. We summarize the results from one such study for the shock-accelerated RM
problem described in Section 3. A sinusoidally perturbed (wavelength, λ = 6 cm), single-mode
interface separating hydrogen (300 K) and oxygen (1625 K) was accelerated by a Mach 1.2 shock
traversing from the light (H2) to heavy (O2) fluid (Atwood number = 0.5) in an aspect ratio 6
numerical shock tube (see [62] for details). The impulsive acceleration of the interface (ΔU)
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triggers RM instability and the perturbed interface with initial amplitude (h0 = 0.2/k, where
k = 2π/λ) grows at a rate [11], V0 = dh

dt = kAh 0ΔU . The transmitted shock is reflected back from
the end wall of the shock tube and interacts with the growing flame but this time processes a
heavy-light interface at a scaled time kV0t =1.6 (Figure 2(a)). Subsequently the interface
undergoes a phase inversion followed by enhanced mixing due to the activation of higher
harmonics and small-scale corrugations. Figure 2 is a plot of temperature contours (a) before
(kV0t = 1.6) and (b) after (kV0t = 3.0) reshock for grid resolutions of 64 zones/λ, 128 zones/λ, 256
zones/λ and 512 zones/λ. Simulations with zoning in excess of 64/λ are converged in terms of
the gross features such as perturbation amplitude while the small-scale features retain some
grid dependence as expected. In Figure 2(c) we plot the evolution of mixing width against
scaled time for the four resolutions employed. Slight variations are observed at late times
(kV0t > 3), due to the appearance of small-scale, secondary instabilities which retain some grid
dependence, while the amplitudes of penetration of the mixing layer have converged with
respect to the grid resolution.

Finally, Table 1 provides simulation details of the shock-bubble interaction problem, RM and
RT instabilities.

Domain size (cm) Resolution Mass diffusion Thermal diffusion Viscous diffusion

Shock-Bubble 3.0x1.5 (x × y) Uniform
grid: 1280
× 640

Binary: H2 − O2 Combination
averaging

Combination
averaging

Richtmyer-
Meshkov

36 × 6 × 6
(x × y × z)

Adaptive
mesh: 1536
× 256 × 256

Numerical Numerical Numerical

Rayleigh-Taylor 24 × 8 × 8
(x × y × z)

Uniform
grid: 768 ×
256 × 256

Schmidt number =
0.75

Prandtl number
= 0.75

Combination
averaging

Table 1. Details of numerical simulations.

3. Results and discussion

An example of a typical configuration to investigate the interaction of a shockwave with a fuel
bubble is shown in Figure 1(a). In the numerical setup, a spherical hydrogen bubble moves
towards and interacts with a stationary planar Mach 2 shock wave. The configuration for this
2D problem consists of a rectangular domain of dimensions 3 cm by 1.5 cm. The H2 bubble
diameter is 0.5 cm, while the stationary shock wave is located at x = 0.7. The hydrogen bubble
approaches the shock with an ambient velocity U = 1.24e5 cm/s. The initial distance between
the bubble surface and the shock is 0.2 mm, while the preshock temperature and pressure were
specified to be 1000 K and 1 atm, respectively, for both air and hydrogen bubbles. The shocked
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air on the left side of the domain is initialized with ambient velocity of Ushocked = 4.3e4 cm/s,
temperature of 1565 K and pressure of 4.4 atm. The mass fraction of the H2 bubble as a function
of radius is specified by [69]:
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where S represents the sharpness of the interface, rc is the bubble radius and (x0, y0) determine
the location of the bubble centre. As stated in ref. [62], S was chosen to be 3, which yields a
value of 2.5e-2 cm for the initial interface thickness. As a result of the interaction between the
shock wave and the bubble, shock waves travel towards the right outlet boundary at x=3 cm.

Figure 3. Time evolution of H2O mass fraction (top panel) and magnitude of vorticity (bottom panel) from 2D simula‐
tions of a shock-bubble flame. Images are realized at t = (a) 10 μs, (b) 20 μs and (c) 40 μs.

Figure 3 shows contours of product (H2O) mass fraction and magnitude of vorticity at different
times in the evolution of the shocked fuel bubble. Figure 3(a) corresponds to 10 μs since shock
impact and shows the onset of combustion has resulted in early product formation along the
stem of the bubble. Vorticity contours reveal an organized vortex roll resulting from the
baroclinic vorticity deposition from the shock interaction, and a counter-rotating counter‐
part (not shown). Thus, the bubble traverses under the induced velocity from the vortex ring.
By t = 20 μs (Figure 3(b)), product formation is concentrated in a large reaction zone that is
co-located with the vortex. The vorticity contour at this time shows the vorticity associated
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with the primary rollup is now more organized in to a coherent structure. An interesting
observation is that the product mass fraction appears to be concentrated along the rolled up
vortex sheet, while the peaks of the vorticity are dominant within the core of the vortex
structure. Thus, the reaction zones are concentrated along the rolled-up layers of vortex sheet
that bring fuel and oxidizer surfaces into close contact, precipitating reaction and combus‐
tion. In contrast, the bulk of vorticity is concentrated in the vortex core and spreads from its
peak value at this location due to diffusion. The images in Figure 3(c) correspond to t = 40 μs
and show the distribution of vorticity has further diffused away from its peak value at the
core. Contours of product mass fraction show the presence of H2O has intensified within the
outer layers of the vortex and is being sustained through a balance between production due
to combustion and smearing due to mass diffusion.

We have investigated a variant of the RM instability, in which a planar shock interacts with a
planar interface initially separating fuel and oxidizer streams. The advantage of this configu‐
ration is manifold and includes the ability to impose carefully formulated perturbations at the
interface to control the progress of the turbulent mixing and the attendant flame dynamics.
Furthermore, the simple geometry employed (absence of curvature effects found in the shock-
bubble problem) implies that the flow is statistically isotropic and homogeneous in the two
directions perpendicular to shock propagation. Thus, planar-averaged turbulent quantities
may be represented as 1D functions in space and can be modelled using reduced-order 1D
turbulence models.

We characterize the progress of the turbulent mixing in our simulations using the mixture
fraction variable defined using [70]
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where Zi, Wi and Yi are the mixture fraction, molecular weight and mass fraction of species ‘i’,
while ZOa

 and ZH f
 are the atomic mixture fraction of O and H evaluated in the air and fuel

streams, respectively.

The mixture fraction defined from Eq. (11) is a conserved quantity in our reacting flow
simulations and also remains monotonic across the mixing layer enabling a direct comparison
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between the reacting and non-reacting flow simulations (quantities such as mass fractions are
non-monotonic in reacting flows and cannot be used for this purpose). For instance, the x-
locations of the 1 and 99% levels of the planar-averaged mixture fraction <Z> can be indicative
of the extents of the mixing layer width and can be tracked in time to evaluate the growth rate
of the turbulent mixing layer in both reacting and non-reacting flows. The initial interface is
seeded by perturbations dominated by short wavelengths [3] and given by
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In our simulations, we evaluate Eq. (12) for an annular spectrum of wavenumbers (ky, kz)

ranging from modes 16–32. We scale time according to τ = t A +U
λmin

, where λmin is the shortest
wavelength in the initial condition packet, U is the jump velocity acquired by the initially
stationary interface as a result of shock impact (obtained from Rankine-Hugoniot jump
conditions) and A+ is the Atwood number across the mixing layer corresponding to post-shock
conditions. The schematic details for the multimode RM problem are shown in Figure 1(b)
and show the variegated interface separating fuel (H2 at 300 K) and oxidizer (O2 at 1000 K).
The planar shock is initialized in the fuel stream, with a shock strength corresponding to Ma
1.2. Thus, the shock proceeds from a light to heavy fluid, so that the Atwood number is positive
and is ~ 0.66. The impedance mismatch of the fluids involved in such an interaction is expected
to result in reflected and transmitted shocks, which are processed by the outflow and reflecting
boundary conditions, respectively. Thus, the transmitted shock from the first interaction is
reflected from the endwall and is incident on the interface a second time. However, during
this ‘reshock’ event, the ‘incident’ shock proceeds now from the heavy fluid (shocked O2) to a
light fluid (shocked H2), so that the Atwood number for this interaction is −0.72. The heavy-
to-light interaction produces a second transmitted shock in the H2 stream, and a reflected
rarefaction wave in the O2 stream.

In Figure 4(a,b), we show iso-surfaces of mixture fraction ranging from 1 to 99% at two critical
instances in the evolution of the RM flame: early time following the first shock interaction
(Figure 4(a)) and late time following the reshock event (Figure 4(b)). The iso-surfaces are
coloured to indicate temperature variations across the mixing layer. At early time (τ = 16),
dominant structures on the flamefront appear to be shorter in wavelength and are driven
primarily by the baroclinic vorticity from the shock impact. The growth of these modes is also
enhanced by a combustion wave that is generated during ignition, which accelerates the
mixing front, while the pressure gradient associated with the expansion wave drives mode
growth consistent with a short-lived variable-g RT phase. Across the mixing layer, regions of
high temperature are visible and are predominantly organized as bubble and spike structures
penetrating through the flame region. The maximum temperature is observed closer to the
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stoichiometric surface and approaches ~3200 K, the expected adiabatic flame temperature for
H2–O2 combustion.

At the late time (τ = 160) shown in Figure 4(b), the mixing region has been subjected to a second
shock (the reshock event from the reflected shock) and shows the second shock has signifi‐
cantly transferred energy to large-scale structures. The initial condition for this second shock
event is comprised of modes (structures) that are already non-linear and thus have saturated
amplitudes. Thus the reshock event constitutes a finite-amplitude initialization of the RM
instability, resulting in aggressive growth of already mature modes. This outcome is of
consequence to the performance of scramjet engines which can be designed to expose the
flame/mixing layer to multiple shock events, strategically positioned to maximize mixing and
combustion efficiency, with the growth of the instability becoming more aggressive with each
shock event. Temperature variations across the mixing layer at τ = 160 are consistent with the
presence of large-scale structures and are found to be organized with the dominant bubble
and spike structures that penetrate the mixing layer and flame regions.

Figure 4. Time evolution of iso-surfaces of Z and the temperature distribution in the RM-driven flame (a) shortly after
incident shock (τ= 16) and (b) at late time after the reshock (τ= 160).

We provide quantitative data from our reshocked RM simulation in Figure 5. The flame sur‐
face area was computed using a 3D numerical surface computation algorithm in the Vis‐
It-2.9 software [71, 72] and is shown in Figure 5 as a function of the non-dimensional RM
time τ. When scaled with the square of the lateral shock tube dimension (L), the flame sur‐
face area shows significant increases shortly after the shock events at τ ≈ 0 and τ ≈ 80. In
between these events, the surface area growth is gradual and consistent with the underlying
power-law behaviour of the mixing layer width. Note that the surface area of the mixing
layer is affected not just by the large scales (which develop as tθ), but significantly by the
presence of small-scale features which can be affected by diffusion and flame polishing. We
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intend to examine these effects in detail in follow-up articles. In Figure 5, we also show the
time evolution of the integrated heat release rate defined according to

.0
,xL

combe dx< >ò & (13)

where Lx and ėcomb are length of computational domain in x-direction and heat release rate while
the operator < • > indicates planar averaging in y-z direction. Peaks in the heat release rate
correspond to significant ignition events that follow both the first and second shocks. Com‐
paratively very little heat release is observed between such events.

Figure 5. Evolution of flame surface area and integral heat release rate versus scaled time τ = t A +U
λmin

 from RM simula‐

tion.

We also discuss our recent results of the reacting Rayleigh-Taylor instability in a non-premixed
flame setting. We present results from high resolution, Navier-Stokes simulations of a
chemically reacting RT unstable interface separating hydrogen (fuel) and air under strong
acceleration (g = 6 x 103 g0, where g0 = − 981 cm/s2), representative of conditions in ultra-compact
combustion devices [8, 9]. The density ratio across the interface corresponds to an Atwood
number of 0.6, while the temperature on the fuel and air side were specified uniformly to be
1000 K. Note that in our simulations, the fuel stream (H2) was diluted with N2, so that the
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Atwood number and hence the density contrast driving the instability could be easily varied
by adjusting the concentration of N2. The simulations were initialized with a narrow spectrum
of perturbation modes imposed at the interface, leading eventually to self-similarity and
turbulence. A uniform grid (256 zones/L) was employed such that Δx ~ η (Kolmogorov length
scale) is sufficient to resolve [73, 74] late time turbulent flow field.

Figure 6. Time evolution of reacting RT instability at Agt2/L = (a) 0.3, (b) 1.2, (c) 4.8 and (d) 19.2.

In Figure 6(a–d), we plot qualitative images from different stages of our reacting RT simulation,
in a non-premixed configuration. The images show iso-surfaces of the mixture fraction Z
(defined according to Eq. (11)), coloured by temperature. Note that for this fuel-oxidizer
combination, and conditions investigated here, the flame sheet corresponds to Z ~ 12%, the
stoichiometric iso-surface of mixture fraction. The timestamps are identified in terms of the
RT-characteristic non-dimensional timescale Agt2/L, where L is the spanwise extent of the
computational domain. Through Figure 6(a–d), there is a clear progression in the development
of RT to larger scales at the bubble and spike front. This is accompanied by ignition and
combustion that results from the turbulent mixing process, and in turn affects it. The appear‐
ance of high temperature regions is visible within the internal layers of the turbulent mixing
region, so that at late times, the flame sheet appears highly convoluted at both the large and
small scales. The peak temperature within the RT mixing layer consistently reaches ~ 2500 K,
approaching the adiabatic flame temperature for H2-air combustion of ~2600.

In Figure 7, we plot quantitative data corresponding to the integral heat release rate and the
total flame sheet surface area from our turbulent RT flame simulations. Interestingly, we find
both quantities to scale with the characteristic non-dimensional timescale of the problem
Agt2/L. The heat release rate displays an early spike, corresponding to the first instance of
ignition, likely caused due to diffusion across the initial interface. This is followed by a short-
lived period during which both the heat release rate and the surface area grow rapidly in
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response to the linear growth of perturbation modes imposed on the surface. However,
following non-linear saturation and the onset of self-similarity (Agt2/L ~ 3–5), an asymptotic
growth rate is observed which appears to scale quadratically in time. We expect the surface
area to be influenced by the square of the dominant wavelength <λ> that deform the interface
at any time, but also by intermediate scales such as the square of the Taylor microscales [1].

Figure 7. Evolution of flame surface area and integral heat release rate against Agt2/L from reacting RT simulation.

4. Summary

In this chapter, we have reviewed historical progress and recent results in the area of com‐
bustion processes occurring in interfacial instabilities. While earlier efforts have focused on
combustion associated with shear-driven instabilities (KH), the significance of baroclinically
driven RM and buoyancy-driven RT instabilities to several combustor designs is gaining
recognition. We have investigated these flows in a non-premixed setting using direct numer‐
ical simulations. Both RM and RT instabilities allow for aggressive growth and control of the
combustion process through the turbulent mixing they engender between the fuel and oxidizer
layers. In RM, the mixing can be controlled through several factors including the Atwood
number, initial perturbations imposed at the interface and most significantly by reshocking
the mixing layer at strategically chosen times. Similarly, the RT mixing and combustion can
be manipulated through the Atwood number by modifying the level of N2 dilution in the fuel
stream. This is an effective strategy, since the N2 is inert and does not affect the reaction kinetics,
but can significantly alter the hydrodynamic mixing dynamics through the Atwood number.
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The aggressive mixing and turbulence associated with these flows is beneficial since it can act
to counter/delay the relaminarization process commonly observed in shear-driven flames due
to increased viscosity following ignition. To address some of the above issues, we have defined
novel formulations of RT and RM non-premixed combustion that can serve as canonical
problems for this class of flows. The statistical isotropy and homogeneity in the plane of the
interface implies the planar-averaged quantities associated with these flows can be represented
as 1D functions, and thus can be used readily in reduced order turbulent combustion models.
Our simulations also track quantities of interest to the turbulent combustion community such
as the heat release rate and flame surface area, revealing a rich and complex array of phenom‐
ena associated with those quantities.
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Abstract

This  work  treats  the  control  of  nonstationary  pressure  oscillations  of  combustion
processes subject to external harmonic excitation. The low-order van der Pol model of
nonstationary combustion processes with two degrees of freedom and a multiplicative
feedback control function is considered. Nonstationary oscillations of the combustion
process with asynchronous and synchronous excitation, respectively, are analyzed by
means of the extended Lindstedt-Poincare (EL-P) method with multiple time scales. The
steady-state amplitudes of competitive quenching with asynchronous excitation are not
so much affected in comparison with steady-state amplitudes of an autonomous system,
opposite to the synchronous excited system. The influence of control parameters on the
quenching of the externally excited oscillations is investigated in details.

Keywords: combustion processes, pressure oscillations, external harmonic excitation,
van der Pol model, EL-P method with multiple time scales, control

1. Introduction

The phenomenon of the instability of the combustion process is commonly explained by the
nonstationary flame causing an acoustic wave, which reflects from the walls of the combus-
tion chamber back to the combustion process. The thermoacoustic coupling between acoustic
waves and unsteady heat release using a generalized energy equation, followed by feedback
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control concepts is presented by Dowling and Morgans [1]. Using theory of systems, this
coupling can be explained alternatively by means of a feedback with a negative damping
between the heat release process and acoustic wave propagation in the combustion chamber.
The recent researches in the area of combustion process attempt to eliminate the unstable
combustion and reduce the emission pollution, especially the emission of nitrogen-oxygen
compounds at the same time. The reduction of pollution can be achieved by decreasing the
fuel-to-air ratio; however, this causes the instability in the form of self-excited oscillations,
which in general contain incommensurate frequencies.  The problem of instability can be
solved by the control of the fuel influx into combustion chamber, which can be realized by
introduction of multiplicative control function performing the desired modulation of heat
release rate. In order to obtain an efficient model of active control in this chapter, the reduced-
order model of combustion instability process is proposed in the form of generalized, coupled
van der Pol differential equations [2]. This model is built using a grey-box system approach
[3], which is based on combination of physical knowledge determining the structure and
identification of unknown parameter values, which are fitted to the measured input/output
data of the system. In the proposed low-order model, the physics is present only in a feedback
coupling  between acoustic  wave  propagation  and heat  release  giving  rise  to  a  negative
damping as the cause of the combustion instability.  The presented model of combustion
instability is based on the linear acoustics and propagation of standing acoustic waves in the
combustion chamber. Due to the presented nonlinear coupling between linear acoustics and
nonlinear heat release rate, theoretically an infinite number of acoustic modes exist. Based on
experimental results of Sterling [4] and Dunstan [3], the following analysis is considering the
temporal  variations  of  first  two acoustic  modes with corresponding natural  frequencies.
Unlike the models of Peracchio and Proscia [5], Dunstan and Murray et al. [6], respectively,
natural frequencies in the present model can be incommensurate in general. From the system
point of view, acoustic waves are modeled as pure linear oscillators and the heat release rate
is modeled as the static nonlinearity, which can be accurately adapted to the real situation by
identification of system parameters. On this basis, the model can be stated as a set of partial
differential equations (PDEs) in terms of time scales, which are ideally suited to be attacked
by the extended Lindstedt-Poincare (EL-P) method. The spatial scales are not present in the
model, because it is assumed that all heat is released into the fluid at a point [5].

This chapter is organized as follows. In Section 2, the control structure and the governing
coupled van der Pol equations of controlled combustion process with external harmonic
excitation are presented. Section 3 applies the EL-P method with multiple time scales [7] to
control problems of combustion process with asynchronous external harmonic excitation.
Section 4 deals with control problems of combustion process with synchronous external
harmonic force. Section 5 focuses on results and discussions of competitive quenching
phenomenon. Section 6 discusses the validation of the proposed van der Pol model of com-
bustion processes, and Section 7 outlines practical aspects of the model implementation.
Section 8 contains conclusions.
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2. Van der Pol model of combustion process with external harmonic
excitation

In this section, the phenomenon of instability of the combustion process due to the feedback
with negative damping is described by means of the low-order model, which consists of
generalized two degrees of freedom (2-DOF) van der Pol oscillator with external harmonic
excitation. The coupled van der Pol oscillator model is experimentally verified and it is possible
to analyze the appearance of excited oscillations, which can evolve to limit cycles in accordance
with experimental observations [8]. The dynamics of the generalized 2-DOF coupled nonau-
tonomous van der Pol oscillator is governed by the following equation:

( ) ( ) ( )
2

32
0 1 1 2 3 1 22

d d 1 cos , 1,2
d 3d

i
ni i

y y y y y y F t i
tt
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where the left-hand side of Eq. (1) models the linear acoustics of the combustion chamber
represented by two harmonic oscillators with 1 and 2 being the natural frequencies of

first two temporal pressure oscillation modes y1 and y2, respectively. The first term on the right-
hand side of Eq. (1) models the nonlinear heat release process, where the sum y1+y2 denotes
the temporal variations of the downstream pressure p at the burning plane and function = 0 + 1(1 + 2) − 133(1 + 2)3 represents the flame heat release rate in dependence on

pressure  = 1 + 2 . Parameters 0, 1 and 3 are determined experimentally through system

identification. The parameter 0 stands for a drift, which is different from zero, so that 0 is

an arbitrary (positive or negative) constant. The parameter 1 is a slope of function q about

origin, which corresponds to a positive constant. The term −133(1 + 2)3of the heat release

rate static characteristic describes saturation phenomenon, where parameter 3determines the

level of saturation. This level is also defined by a positive constant. The parameter ε is the gain
of the heat release process. To justify the use of EL-P method in the analysis of combustion
process, the feedback nonlinearity is assumed to be small. This requirement is achieved by
multiplication of the time derivative of heat release rate by a small positive number ε>0. Note,

that derivative term dd = d 0 + 1(1 + 2) − 133(1 + 2)3 /d on right-hand side of Eq. (1)

represents a negative damping, which in the absence of external excitation can drive self-
excited oscillations. Although temporal acoustic oscillations remain linear, nonlinearity occurs
in the heat release rate, which affects the initial growth of excited oscillations until a limit cycle
is reached due to the heat release saturation. The second term F cos ωt on the right-hand side
of Eq. (1) models the external harmonic excitation, where F is the excitation amplitude and ω
is the excitation angular frequency. This term can be seen as a disturbance, which allows
analyzing the system subjected to the noise. The proximity of excitation frequency ω to natural
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frequencies 1 and 2decides whether an interconnection between these frequencies exists.

If the excitation frequency is far away of natural frequencies, all three frequencies are not
interconnected and the system is driven by asynchronous force. On the other hand, when ω is
close to one of two natural frequencies, there exists an interconnection between both frequen-
cies and the system is driven by synchronous force. The thermoacoustic model of the com-
bustion process is depicted in Figure 2a, where harmonic oscillators modeling acoustics are
placed in two parallel forward branches and the heat release process is modeled in a feedback
loop. On the basis of assumption about the spatial coherence, the proposed model captures
the temporal variations of pressures and heat release rate, while the spatial distributions are
omitted.

Figure 1. Van der Pol model of the combustion process with external harmonic excitation. (a) Model without control,
(b) Model with control.

The coupled van der Pol oscillator in Eq. (1) can be represented by the control structure,
shown on Figure 1a, where the control plant consists of two harmonic oscillators in forward
branches, which are harmonically excited and the feedback consists of derivative of the
flame heat release rate multiplied by ε. By expanding the derivative of the flame heat release
rate, a negative damping term appears, which is the cause of instability of the combustion
process. The instability is reflected in self-excited/driven oscillations, which evolve to the
limit cycles. The limit cycle amplitudes are determined by the nonlinearity of the heat re-
lease rate function. The growing self-excited/driven oscillations can be so intense as to lead
to a structural damage. To prevent such consequences, the control of oscillations can be in-
troduced by means of multiplicative control function Ψ(1 + 2), which is based on meas-

urement of pressure  = 1 + 2and placed in an additional feedback branch as shown in

Figure 1b. Multiplicative control function Ψ(1 + 2) is chosen in order to achieve the mod-

ulation of a fraction of the fuel influx into the combustion chamber and consequently to af-
fect the heat release rate. Thus, by applying the control function Ψ, the right-hand side of the
governing Eq. (1) is modified in the form:
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The suitable candidates of control function Ψ(1 + 2) are sought in the form of polynomial

functions of pressure  = 1 + 2. As suggested in reference [2], the control function Ψ(1 + 2)
is proposed in the form:

( ) ( ) ( ) ( )2

0

31
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where 1 denotes the amplifying factor, which is of the same sign as the constant 0 and 2
is a positive constant. Besides, the constant 2 must be greater than unity, 2>1, as is shown

later. When both 1 = 2 = 0, the system is without the control. The low pass filter, shown in

Figure 1b, is optional. Its role is discussed in details in the paper by Pušenjak et al. [2] and will
not be repeated here. Due to the low-order van der Pol model of combustion process, the
implementation of the control algorithm is very fast and the active control is very effective.

The stability analysis in the scope of the active control can be applied to reduce NOx pollution
by extending the stability domain of computed pressure oscillations [9]. By applying the
presented model, a realistic modeling of the flame heat release rate is quite possible, when
parameters 0, 1 and 3, respectively, are properly adjusted by using identification methods.

By such an approach, the present method can be applied to model combustion instabilities in
gas turbines with lean premixed combustors and power plants.

In the next section, the EL-P method with multiple time scales [7] is applied for computation
of pressure oscillations with external harmonic excitation arising in the coupled nonautono-
mous van der Pol oscillator. For the sake of compactness, we introduce new parameters:
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and rewrite governing equation (2) with control function (3) in the form:
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3. Application of the extended Lindstedt-Poincare method with multiple
time scales in the combustion process with asynchronous external
harmonic excitation

The instability problem of the combustion process, which is posed in the form of coupled van
der Pol Eq. (5) with external harmonic excitation, can be analyzed by EL-P method with
multiple time scales [2]. To provide a perturbation analysis of the generalized model of
instability, it is assumed at first that interaction between both resonators and external harmonic
excitation does not exist. In such a case, the natural frequencies 1 and 2 are arbitrary and

do not meet any of the special conditions 1=2, 1=32 or 1=⅓2. In addition, it is

assumed, that the excitation frequency ω is far away of both natural frequencies 1 and2. When these conditions are met, we say that such a combustion process is driven by

asynchronous external harmonic force. As we will see, the pressure oscillations developed in
this case are characterized by the phenomenon of the competitive quenching. In this phenom-
enon, one of the resonators is excited and oscillations of the other resonator are quenched in
dependence on initial conditions. On the other side, the excited oscillations under special
conditions 1=2, =32 or 1=⅓2correspond to the several kinds of interaction between

both resonators, where mutual synchronization phenomenon with close frequencies or
multiple harmonics, respectively, appears. Owing to the limited space, perturbation analysis
of such oscillations will not be treated.

Following the EL-P method with multiple time scales, two fast time scales 1 = 1 and2 = 2 are introduced, where 1 and 2 are termed the nonlinear frequencies of coupled van

der Pol oscillators in accordance with Eq. (12). In addition, the time scale 3 = , which

corresponds to the excitation frequency ω and a slow time scale 4 = 𝀵𝀵 with a small positive

expansion parameter ε are introduced. Using time scales, the time derivatives d/dt and d2/dt2
are replaced by differential operators:
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Owing linear acoustics, following substitutions are proposed:

( ) ( ) ( )1 2 3 4 1 2 4 3, , , , , cos , 1,2i i iy x E it t t t t t t t= + = (7.a)

1 2E E E= + (7.b)

and by using differential operators (6a, 6b), governing equations of the coupled van der Pol
oscillators [Eq. (5)] are rewritten into partial differential equations:
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(8)

After performing indicated partial derivations, one obtains:
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(9)

When the system is not subject of control, K1 = K2 = 0, then γ0 = φ0, γ1 = φ1, γ2 = 0, γ3 = −⅓φ3, γ4

= 0, γ5 = 0, γ6 = 0 and Eq. (9) is simplified in the form:
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The approximate solution of Eq. (9) in dependence on three time scales τ1, τ2 and τ4 is sought
in the form of power series:

( ) ( )1 2 4
0

, , , 1,2k
i ik

k
x x ie t t t

¥

=
= =å (11)

Similarly, the nonlinear frequencies ωi, (i=1,2) are expressed in the form of power series about
linear frequencies ω10 and ω20, respectively:

( ) ( )4
0

, 1,2k
i ik

k
iw e w t

¥

=
= =å (12)

where frequencies ωik, (i=1,2) of power series (12) may be slowly varying parameters in
dependence on the slow time scale τ4. Frequencies ωik, (i=1,2) are unknown in advance and
must be determined successively during the perturbation procedure. As we will see later at
perturbation step of zeroth order in Eq. (9), frequencies ωi0, (i=1,2) are linearly dependent on
natural frequencies ωni and thus are termed linear frequencies. Frequencies ωik,(k ≥ 1) are
determined at perturbation step of kth order from so-called solvability conditions and may be
in general nonlinear functions of slowly varied amplitudes. Therefore, frequencies ωi, (i=1,2)
are termed nonlinear on the basis of Eq. (12). By substituting the assumed solution [Eq. (11)]
and the power series [Eq. (12)] into Eq. (9) and then equating terms of equal power of ε on both
sides of equation, one obtains a set of PDEs, which must be successively solved as perturbation
steps of ascending order:

( )2 2 2
0 0 0
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(14)
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for i=1,2.

The right-hand side of Eq. (13) is only a function of time scale τ3, while the left-hand side of
Eq. (13) contains dependencies on time scales τ1, τ2 and τ4. Thus, both sides of Eq. (13) are
independent on each other and the right-hand side must satisfy the condition F + (ω2 − ωni2)Ei
= 0. According to the supposition, the excitation frequency ω is far away from each of natural
frequencies ωni, (i=1,2) and amplitudes Ei, (i=1,2) of solution (7a) can be determined from this
condition as:

( ) ( )2 2 , 1,2
ni

F
iE i

w w-
= = (16)

As mentioned earlier, in such circumstances we have deal with the asynchronous case of
external excitation. When the excitation frequency is close or equal to one of the natural
frequencies, the corresponding amplitude Ei cannot be uniformly determined by means of Eq.
(16). In this case, we have a synchronous excitation and the corresponding solution (7a)
requires setting of the amplitude Ei equal to zero. The perturbation procedure for the syn-
chronous excitation force will be treated in details in the next section. In the sequel, the general
asynchronous case is analyzed.

The general solution of zeroth order, which allows two independent natural frequencies ωn1

and ωn2, is sought in the form:

( ) ( ) ( ) ( )0 4 4 4, cos , 1,2i i i i ix A it t t t F t= é + ù =ë û (17)

from where it follows that the self-excited/driven oscillations of coupled autonomous van der
Pol oscillator, which correspond to the zero-order solution, are foreseen as almost periodic
solutions with slowly varying amplitude and phase. Inserting assumed solutions into zero-
order PDE gives an important relation between linear and natural frequencies of the oscillator:

( )2 2
0 00 1,2i ni i ni iw w w w- + = Þ = = (18)

Combustion Processes with External Harmonic Excitation using Extended Lindstedt-Poincare Method with Multiple
Time Scales

http://dx.doi.org/10.5772/63220

381



which reveals, that linear frequencies are equal to the natural frequencies of the coupled van
der Pol oscillator under assumption that linear frequencies can be only positive. Consequently,
it follows from Eq. (12) that nonlinear frequencies ω1 and ω2 are independent in this case, too.
By inserting the solution (17) into first-order PDE (14), one obtains:

( ) ( ) ( ) ( ) ( ){ }
( ) ( ) ( ) ( )

2 2 2
1 1 1

2 2
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j
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ì üæ öï ï- × é + ù + é + ù +å åí ýç ÷ë û ë ûè øï ïî þ

2

1l=

ì ü
åí ý

î þ

(19)

Secular terms on the right-hand side appear, which causes an unbounded increase of the
solution. To obtain an uniform solution, secular terms must be removed. The elimination of
secular terms is achieved by assembling terms, which appear at functions cos[τi+Φi(τ4)] and
sin[τi+Φi(τ4)], (i=1,2), respectively, and equating obtained expressions by zero. This task is
accomplished by symbolic computation in Mathematica® [2] and results in solvability
conditions of first order:

( ) ( )0 4 1 42 0i i i iA ,w t w F t¢é + ù =ë û (20)

( ) ( ) ( ) ( )2 2 2
0 4 4 1 3 4 3 4

12 4 3 2 2 0
8i i i i iA A A A Ew t t g g t t-

ì üé ùé ù¢ - + + + =í ýê úê úë ûë ûî þ
(21)

for i=1,2. If the combustion process is not externally excited, the system of governing Eq. (9) is
autonomous, where p = 0, Ei= 0, (i=1,2) and E = 0. By inserting expressions (4) for parameters
γj, (j=1,…,6), solvability conditions (21) can be written in the form:

( ) ( ) ( ) ( ) ( ) ( )2 2
0 4 4 1 0 2 1 2 3 4 3 4

12 4 1 1 2 0
8i i i i iA A K K K A Aw t t j j j t t-

ì üé ùé ù¢ + é + - ù - - + =í ýë û ê úê úë ûë ûî þ
(22)

Solvability conditions, given by means of Eqs. (20) and (22) for an autonomous case, agree
perfectly with solvability conditions of first order as were derived in reference [2].

From Eq. (20) it follows that trivial solution A1(τ4) = A2(τ4) = 0 always exists. In the case of
nontrivial solution Ai(τ4) ≠ 0, (i=1,2) one has:

( ) ( )1 4 0 1 2i i , i ,w F t¢+ = = (23)
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Solvability conditions, given by means of Eqs. (20) and (22) for an autonomous case, agree
perfectly with solvability conditions of first order as were derived in reference [2].
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and frequencies ωi1, which appear in Eq. (23) are unknown at this stage of approximation and
their computation is deferred to the second-order approximation. The nontrivial solution Ai(τ4)
≠ 0, (i=1,2) can be obtained by numerical integration of Eq. (21), although the closed form of
solution is obtainable in exceptional cases [2].

The solution of Eq. (21) tends to reach the asymptotic values, when τ4→∞. In this case,lim4 ∞′ 4 = 0 and steady-state solution  = lim4 ∞ 4  can be obtained by solving

equation:

( ) ( )2 2 2
1 3 34 3 2 2 1 2

s s si i i siA A A A E , i ,g g -
é ù= - + + =ë û (24)

where following possibilities exist: (i) a trivial solution Ais = 0, (i=1,2), (ii) a nontrivial solution ≠ 0  = 1, 2 ,1 = ± 2,  1, 2 = ± 23 −13 − 322 and (iii) a nontrivial solution ≠ 0,  = 1 or 2 , coupled with trivial solution A(3-i)s = 0, where  = 1 or 2. The solution in

this case is 3 = ± −4133 − 22,  3 −   4 = 0. By substituting expressions for constants

γ1 and γ3, one obtains asymptotic values in explicit form:

( )
( )

( )
( ) ( )

1 0 2 1 1 0 2 12 2
1 2 3 43

2 3 2 3

1 11 12 2 0
3 1 6 1 2s s s

i , i i
K K K K

A E , A E , A
K K

j j j j
j j -

+ - + -
= ± - = ± - =

- -
(25)

From Eq. (25) it follows that by applying the control, the parameter K2 may not take values in
the range 0< K2≤1 in order to prevent complex roots or the divergent behavior of asymptotic
values for K2 = 1, respectively. Therefore, the parameter K2 must be greater than unity, K2>1. If
control is not applied, both constants K1 and K2 are equal to zero, K1 = K2 = 0, giving the steady-
state (asymptotic) values:

( )
2 21 1

1 2 3 43
3 3

1 12 2 0
3 6 2s s s

i , i iA E , A E , Aj j
j j -= ± - = ± - = (26)

From Eqs. (25) and (26), respectively, it follows that all nontrivial steady-state values of the
combustion process with external harmonic excitation are affected to some extent, when
compared by asymptotic values of self-excited oscillations [asymptotic values of self-excited
oscillations can be obtained by inserting value E = 0 into Eq. (25) or Eq. (26), respectively].

To proceed with the perturbation procedure, generally the almost periodic solution of the first
order is constructed, which contains all possible combination tones and has the form:
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(27)

Coefficients Bim,(2m+1)k+j (τ4) and Cim,(2m-1)k+j (τ4), respectively, can be computed by putting the
solution (27) into Eq. (19), removing secular terms from its right-hand side and equating like
terms on both sides.

The second-order approximation is constructed in the same manner as the first-order approx-
imation. To do this, one inserts solutions (17) and (27) into second-order PDE (15). The right-
hand side of the obtained equation contains secular terms, which must be removed to prevent
the unbounded increase of the solutions. The elimination of secular terms, which appear at
functions cos[τi+Φi(τ4)], (i=1,2), is again achieved by assembling terms and equating obtained
expressions by zero. Because this task is extensive, it is accomplished by symbolic computation
in Mathematica®. The resulting solvability conditions offer a relationship between unknown
nonlinear frequencies ωi2, (i=1,2) and coefficients Ai(τ4), Bim,(2m+1)k+j (τ4) and Cim,(2m-1)k+j (τ4),
respectively. Due to the lengthy formulas, they will not be presented here. The elimination of
secular terms, which appear at functions sin[τi+Φi(τ4)], (i=1,2), respectively, and equating
obtained expressions by zero, leads to solvability conditions:

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

2 2 2
4 1 0 2 1 3 4 3 4 4

1 4 4 4

4 1 4 2 8

4 0, 1,2

t j j j t t t

w F t t F t

-
ì üé ùé ùé ùé ù ¢+ - - + + +í ýê úê ê ú úê úë ûë ûë ûë ûî þ

¢ ¢¢é + ù+ = =ë û

i i i i

i i i ï

A K K A A E A

A i
(28)

After determination of solvability conditions of the second order, the perturbation procedure
may be continued with the computation of the second-order solution xi2(τ1,τ2,τ4). Under
hypothesis of the small expansion parameter 𑩪𑩪 𑩪𑩪 1, one observes, that this task is sometimes
unnecessary on the basis of the following test. By computing frequencies ωi2, (i=1,2) from
solvability conditions at a given instant of the slow time scale, one can check if the terms ε2 ωi2
of the power series (12) are sufficiently small under the prescribed tolerance. If they are so on
the entire interval of the slow time scale, then the first-order perturbation analysis is adequate.
Now, by considering the solvability condition of the first order (20) for the nontrivial case Ai(τ4)
≠0, (i=1,2), that is the simplified condition ωi1+Фi

'(τ4)=0 in Eq. (28), one obtains:

( ) ( )4 40 const.i iF t F t¢¢ ¢= Þ = (29)

By considering the above result in solvability condition (20) again, it follows:
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obtained expressions by zero, leads to solvability conditions:
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After determination of solvability conditions of the second order, the perturbation procedure
may be continued with the computation of the second-order solution xi2(τ1,τ2,τ4). Under
hypothesis of the small expansion parameter 𑩪𑩪 𑩪𑩪 1, one observes, that this task is sometimes
unnecessary on the basis of the following test. By computing frequencies ωi2, (i=1,2) from
solvability conditions at a given instant of the slow time scale, one can check if the terms ε2 ωi2
of the power series (12) are sufficiently small under the prescribed tolerance. If they are so on
the entire interval of the slow time scale, then the first-order perturbation analysis is adequate.
Now, by considering the solvability condition of the first order (20) for the nontrivial case Ai(τ4)
≠0, (i=1,2), that is the simplified condition ωi1+Фi

'(τ4)=0 in Eq. (28), one obtains:

( ) ( )4 40 const.i iF t F t¢¢ ¢= Þ = (29)

By considering the above result in solvability condition (20) again, it follows:
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( ) ( ) ( ) ( )1 4 1 10 0 0 1 2i i i i i i , i ,w F t w F w F¢ ¢ ¢+ = + = Þ = - = (30)

From Eq. (30), it follows that frequencies ωi1 are constant. Thus, Eq. (29) can be integrated as
follows:

( ) ( ) ( )
4

4 1 4 1 4
0

0 d 0i i i i i

t
F t F w t F w t= - = -ò (31)

From Eq. (31), one concludes that strictly speaking, phases are linear, slowly varying functions
of the time scale τ4. However, keeping in mind the definition of the slow time scale τ4 = εt, we
can approximate Eq. (31) with Φi(τ4)≈Φi(0), which implies that derivatives of phase angles are
equal to zero, ′ 4 = ′ 0 = 0. By considering this in Eq. (30) again, we finally obtain:

( )1 0 1 2i , i ,w = = (32)

The obtained result simply means, that nonlinear frequencies ωi of the first order analysis of
van der Pol type nonlinear system can be approximated by the zero order term of Eq. (12).
Thus by considering Eq. (18), nonlinear frequencies ωi can be approximated by the corre-
sponding natural frequencies ωni:

( )0 , 1,2i i ni iw w w= = = (33)

Now, the following important observation can be made. Substituting Eq. (32) into Eq. (20) and
assuming K1 = K2 = 0 in Eq. (22) to consider the uncontrolled case, the solvability conditions of
the first order are simplified on the form:

( )4 0i ,F t¢ = (34)

( ) ( ) ( ) ( )2 2 2
4 4 1 3 4 3 4

1 4 2 2 0
8i i i iA A A A Et t j j t t-

é ùé ù¢ - - + + =ê úê úë ûë û
(35)

for i=1,2. This result is exactly the same as derived by Krilov-Bogoliubov averaging method
(K-B method) in Landau et al. [8] (with ε = 1, so that the slow time scale τ4 = εt in the present
method corresponds to the time t in the K-B method). Consequently, there is no difference in
computed zero order amplitudes and phases of pressure oscillations, regardless of whether
presented EL-P method or Krilov-Bogoliubov averaging method, respectively is applied.

Combustion Processes with External Harmonic Excitation using Extended Lindstedt-Poincare Method with Multiple
Time Scales

http://dx.doi.org/10.5772/63220

385



4. Application of the extended Lindstedt-Poincare method with multiple
time scales in the combustion process with synchronous external harmonic
excitation (ω close to ωn2)

In this section, the combustion process with synchronous external harmonic excitation is
treated. Although we will assume in the sequel, that excitation frequency ω is close to the
second natural frequency, ω≈ωn2, the case with ω≈ωn1 can be treated in an analogous way. To
stress the nearness of the natural frequency ωn2 to the excitation frequency ω, we introduce the
parameter Δ by means of equation:

( )2 2 2 2 2 2 2
2 2 2,n n nw w w w w eD eD w w= + - = + = - (36)

where ε is the same small positive expansion parameter as appears in definition of the heat
release process, Eq. (1). Opposite to the asynchronous case, the second mode must be driven
by the soft harmonic excitation force, which is given in the form εf cos ωt, (F = εf). For conven-
ience, the excitation frequency ω is renamed to ω2 in order to reduce the number of time scales.
With this device, three time scales τ1 = ω1t, τ2 = ω2t = ωt and τ3 = εt are used in the perturbation
analysis. Under these conditions, the synchronization phenomenon can be described by means
of equations:
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(37.b)

Equation (7.a) for the first mode, i=1, is now rewritten in the reduced form:
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( ) ( )1 1 2 3 1 1 3 1 2, , , cosy x Et t t t t t= + (38)

where solution of PDEs (37.a,b) is sought by means of power series:

( ) ( ) ( ) ( ) ( )1 1 3 1 1 3 2 2 3 2 2 3 1 1 3
0 0 0

, , , , , ,k k k
k k k

k k k
x x y yt t e t t t t e t t w e w t

¥ ¥ ¥

= = =
= = =å å å (39)

Performing perturbation steps, which are presented in details in the asynchronous case and
finally assembling secular terms, which appear at functions cos[τi+Φi(τ3)] and sin[τi+Φi(τ3)],
(i=1,2), respectively, one obtains following solvability conditions of first order:

( ) ( )10 1 3 1 3 112 0Aw t F t w¢é ù+ =ë û (40.a)

( ) ( ) ( ) ( )2 2 3 2 3 2 3 2 32 cos 0A A fw t F t D t F t¢ é ù- + =ë û (40.b)

( ) ( ) ( ) ( ){ }2 2 21
10 1 3 1 3 1 3 1 3 2 3 182 A A 4 3 A 2A 2 0Ew t t g g t té ùé ù¢ - + + + =ê úë ûë û (40.c)

( ) ( ) ( ) ( ) ( ){ }
2

2 2 21
2 2 3 2 3 2 3 1 3 2 3 1 3 12 82 A sin 4 3 A 2A 2 0f A Eww t F t t g g t té ùé ù¢ é ù+ - + + + =ë û ê úë ûë û (40.d)

Solvability conditions (40a) and (40c) for the first mode pressure oscillation, i=1, are little
changed, when compared by solvability conditions (20) and (21), respectively for asynchro-
nous excitation. Formally, amplitude E = E1+E2 in Eq. (21) must be replaced with E = E1, (E2 =
0) in solvability conditions (40c, 40d). However, solvability conditions (40b) and (40d) for the
second mode pressure oscillation, i=2, are much more changed in comparison with asynchro-
nous case. There is a substantial difference between phase courses Φ1(τ3) and Φ2(τ3) provided
by solvability conditions (40a) and (40b), respectively. While Eq. (40a) produces a linear
dependence of phase angle Φ1(τ3) on the slow time scale τ3 [compare Eq. (31) in Section 3], Eq.
(40.b) produces a variable phase angle Φ2(τ3) with complicated dependence on the slow time
scale, which cannot be obtained analytically.
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5. Results

In this section we investigate self-excited as well as externally driven oscillations of coupled
van der Pol model of combustion processes. Besides this, the effect of the control in order to
suppress the nonzero amplitude of the limit cycles is analyzed. The control function is
activated, when the switching time ton is reached, which is defined as the time when the slowly
varying amplitude approaches a steady-state value within the prescribed tolerance range.
The parameter tol is chosen to define the allowed tolerance range and has the value tol = 10-6

in all examples, which are analyzed bellow. Inside the time interval 0 ≤ t < ton, the control is not
active and both parameters K1 and K2 are zero valued (K1 = K2 = 0), while in the time interval
ton≤ t ≤ ∞ the control is applied with a positive valued parameter K2 and a gain factor K1 with
the same sign as the parameter φ0. In what follows, results of the analysis of the competitive
quenching phenomenon by using coupled van der Pol model of combustion process are
presented. Although the presented general theory is valid for a small expansion parameter ,
the reasonable results can be computed even for the value of the expansion parameter ε = 1.
Nevertheless, Lindstedt-Poincare method with multiple time scales can be modified with
strong nonlinearities and large expansion parameter ε [10]. The parameters of the combustion
process analyzed in this section have values: φ0 = 0.5,φ1 = 1.78 × 102,φ3 = 1.24 × 107 and ε = 1.
Thus, the slowly time scale τ4 = εt can be replaced by the time t for the sake of simplicity. By
using this agreement, dependencies of all variables on the slow time variable τ4 are denoted
in Figures 2 and 3 as dependencies on the time t.

The phenomenon of competitive quenching arises, when nonlinear frequencies ω1 and ω2 do
not have interconnection between itself nor between first odd subharmonic or first odd
superharmonic, respectively. In other words, the phenomenon of competitive quenching
appears, when ω1 is not close to ω2 nor 3ω2 or ⅓ω2. The general theory presented in Section 3

Figure 2. Comparison of pressure oscillation in the uncontrolled combustion process. (a) Pressures x1(t) and x2(t) with-
out external excitation. (b) Pressures y1(t) and y2(t) with external harmonic excitation.— Oscillation computed by EL-P
method. --- Envelope computed by EL-P method.
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 is applicable to this phenomenon on the whole, where important conclusions about the
phenomenon are analyzed in details.

Characteristic for the competitive quenching phenomenon is excitation one of resonators,
while oscillations of the other resonator are quenched in dependence on initial conditions.
Such oscillations are analyzed in the case of natural frequencies ωn1 = 2π × 210 s-1, ωn2 = 2π ×
740 s-1. The characteristic properties of the competitive quenching phenomenon at selected
initial conditions A1(0) = 4 × 10-3, A2(0) = 2 × 10-3 are computed for the value of expansion
parameter ε = 1 and are shown in Figures 2 and 3.

Figure 3. Comparison of pressure oscillation in the controlled combustion process. (a) Pressures x1(t) and x2(t) without
external excitation. (b) Pressures y1(t) and y2(t) with external harmonic excitation. — Oscillation computed by EL-P
method. --- Envelope computed by EL-P method.

The combustion process is first analyzed without applied control by setting the control
parameters K1 and K2 to be equal to zero, K1 = K2 = 0. Computed pressure oscillations of
combustion process without control are plotted in Figure 2. In Figure 2a, first- and second-
mode pressure oscillations x1(t) and x2(t), respectively are shown, which are computed for the
combustion process without external excitation. When external harmonic excitation is applied
with excitation amplitude f = 104 and with corresponding excitation frequency ω = 2ωn2,
respectively, the corresponding pressure oscillations y1(t) and y2(t) look like on Figure 2b.
Comparison of oscillations x1(t) and y1(t) shows, that external harmonic excitation has a very
small impact on the first oscillation mode, so that differences are not visually observable.
However, computation of steady-state amplitudes shows a small deviation. The steady-state
amplitudes for the uncontrolled combustion process are computed by using Eq. (26), which
determines the steady-state amplitude of harmonically excited response y1(t) by means of

expression1 3 = ± 2 1/3 − 2/2, while the steady-state amplitude of response x1(t)
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without the external excitation is obtained by the expression 1 3 = ± 2 1/3 . When

harmonic excitation is not applied, E = 0, the steady-state amplitude is 1 3 = ± 0.007578and

with the applied harmonic excitation, the steady-state amplitude is 1 3 = ± 0.007568. We

can see, that the difference between steady-state values is very small, but the computed values
can be approximately checked on Figure 2.

On the contrary, comparison of second mode oscillations x2(t) and y2(t) reveals significant
differences. Steady-state amplitudes of both responses are in accordance with Eq. (26) equal
to zero, 2 4 = 0. Zeroed steady-state amplitudes of second-mode oscillation can be seen in

Figure 2 by dashed curve, which presents the envelope of zero-order solution (17).

Combining zero-order solutions xi0(τi, τ4) by using Eq. (17) and first-order solutions xi1(τ1,τ2,τ4)
by Eq. (27), respectively, in power series (11), one obtains corresponding courses of self-excited
oscillations xi(τ1,τ2,τ4) ≈ xi0(τi, τ4)+ε xi1(τ1,τ2,τ4), (i=1,2) for the combustion process without
external excitation taking E = 0 into account. Self-excited time responses are plotted by
continuous lines in Figure 2a.

On contrary, harmonically excited counterparts are computed by means of Eqs. (7a, 7b), where
Eq. (11) is considered in approximation xi(τ1,τ2,τ4) ≈ xi0(τi, τ4)+ε xi1(τ1,τ2,τ4), (i=1,2). The corre-
sponding time responses are plotted by continuous lines in Figure 2b. The most important
difference occurs between second-mode time responses x2(t) and y2(t), respectively, after the
passage of the transient phenomenon.

While transient self-excited oscillation x2(t) without external harmonic excitation expires in a
sinusoidal oscillation with corresponding limit cycle, transient oscillation y2(t) with external
harmonic excitation expires in a composite oscillation of aperiodic nature.

As is clearly seen from Figure 2, the amplitudes of oscillations xi and yi, respectively, slightly
differ from the zero-order amplitudes A1(τ4), A2(τ4) due to the first-order contributions
xi1(τ1,τ2,τ4), (i=1,2) added to the zero-order solutions xi0(τi, τ4). Thus, the first-order contribu-
tions are of the moderate size than the zero-order solutions, and it can be expected that the
contributions of the second-order solutions xi2(τ1,τ2,τ4), (i=1,2) are still smaller and thus can be
neglected. From this reason, it follows that the first-order EL-P analysis is sufficient even if the
expansion parameter takes the value ε = 1.

The characteristic properties of the competitive quenching phenomenon depicted in Figure 3
indicate the effect of the applied fuel influx control on the combustion process. The control is
activated in the switching time ton, which is computed by means of the numerical integration
of solvability conditions (22) until amplitudes A1(τ4), A2(τ4) approach the steady-state values,1 3 = ± 2 1/3 − 2/2 A(3-i)s|4 = 0 within the tolerance range tol = 10-6. By activating the

control function in the switching time ton = 0.1, which is determined in a way as is described,
the values of control parameters are changed to K1 = 0.5, K2 = 2.
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Figure 3 shows the courses of slowly varying amplitudes A1(τ4), A2(τ4), drawn by dashed lines,
while the corresponding pressure oscillations xi(τ1,τ2,τ4) ≈ xi0(τi,τ4)+ε xi1(τ1,τ2,τ4), (i=1,2) without
external excitation and responses yi with external harmonic excitation, respectively, are drawn
by continuous lines.

From Figure 3a, it follows that pressure oscillations xi(t) without external excitation are
successfully quenched to zero after the activation of the control in the switching time ton = 0.1.

On contrary, Figure 3b reveals that quenching of pressure oscillations yi(t) after the activation
of the control is not perfect, because a small composite oscillation of aperiodic nature remains
due to the constantly present external harmonic excitation. However, the remaining oscillation
with very small amplitude is acceptable.

6. Validation of the van der Pol model of combustion processes

In the combustion chamber, theoretically an infinite number of acoustic modes of pressure
wave propagation can exist. However, experimental researches of combustion processes, done
by Sterling [4] and Dunstan [3], indicate the existence of two dominant longitudinal acoustic
modes with corresponding natural frequencies. This fact validates the choice of 2-DOF van der
Pol model of combustion processes, proposed in this chapter. Another experimentally verified
feature of acoustic modes is occurrence of incommensurate natural frequencies [8]. Consider-
ing this feature in the proposed van der Pol model leads to the multiple time scales concept.
Due to the strong nonlinear coupling, various combination tones emanate in addition to
dominant natural frequencies. As mentioned in Section 3, first-order solution in Eq. (27)
contains all possible combination tones with 21 corresponding Fourier coefficients, 2 + 1  +  4  and 11 Fourier coefficients , 2 𑨒𑨒 1  +  4 , respectively, for both

modes (i=1,2), which must be determined. Computation of Fourier coefficients using EL-P
method is validated by comparison with K-B method [2]. By considering all combination tones
of Eq. (27) in K-B method, an exact agreement of computed coefficients in both methods is
found.

The choice of the van der Pol model of combustion processes is justified especially due to the
existence of limit cycles. Limit cycles in combustion process arise as a result of heat release
saturation. This feature of the van der Pol model is particularly valuable because it allows to
predict the highest level of the acoustic pressures by means of the calculation of the steady-
state values, see Eq. (25). The static characteristic of the heat release process is described by
means of the generalized nonlinearity of van der Pol type, which includes the saturation term.
The generalized static characteristic of heat release rate contains three parameters 0, 1and3,, respectively, which must be determined by identification methods so as to provide the best

matching with a real heat release process.
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Figure 4. Van der Pol model of the combustion process with transport time delay θ.

A further validation can be obtained by modification of van der Pol model to consider a
transport time delay θ from nozzle to flame surface of combustion processes. For this purpose,
the time delay, differentiator block and low pass filter are included in the feedback path of a
modified van der Pol model as is depicted in Figure 4. To show the effect of the time delay on
self-excited pressure oscillations and to determine the steady-state values, external excitation
is omitted, because we know now, that its influence is small. On the other side, the computa-
tional effort in such an analysis is much smaller.

In accordance with the proposed structure, the van der Pol model in Figure 4 is described by
governing equations:

( ) ( ) ( )
2 32

0 1 ,1 ,2 3 ,1 ,22
d d 1 , 1,2

d 3d
i
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x x LPF x x x x i

tt q q q qw e j j jé ù+ = + + - + =ê úë û
& & & & (41)

where  is the time derivative of pressure  = 1 + 2 at the burning plane, which

is delayed for a time delay θ and LPF denotes the action of the low pass operator on the heat
release process.
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Figure 4. Van der Pol model of the combustion process with transport time delay θ.
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Low pass filter is linear and the filter dynamics is assumed to be much faster than the slowly
varying amplitudes and phases in dependence on the slow time scale τ4 (the index 4 in τ4 is
retained here for convenience). Because the time delay θ can be assumed small, amplitudes
and phases are considered independent of delay (that is ,  4 =  4 and,  4 =  4 ). Under this assumption, the zero-order solution of Eq. (42) reads:
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The low pass filter produces The gain G(ω) and the phase shift φ (ω) at the phase shift at the
specified frequency ω and affects the input signal in accordance with the following relation-
ship:
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By means of zero-order solutions (44), one deduces the following solvability conditions for
elimination of secular terms in Eq. (43):
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Equations (46) and (47) determine the evolution of slowly varying amplitudes Ai(τ4) and phases
Φi(τ4), respectively. By comparing solvability conditions in Eqs. (20) and (22) (with K1 = K2 =
0!), one can conclude that evolution of amplitudes and phases, respectively, is strongly
influenced by the transport time delay θ as well as by the transfer function of the low pass
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filter. This influence is reflected in the change of nontrivial steady-state values. Besides trivial

steady-state values 1 = 2 = 0 the following nontrivial steady-state values are obtained

from Eq. (47):
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The obtained results show that steady-state values of first- and second-mode pressure
oscillations depend inversely on the values of natural frequencies 𝀵𝀵𝀵𝀵 = 𝀵𝀵0[see Eq. (33)]. This

outcome is extremely valuable in prediction of the highest level of the acoustic pressures and
is in accordance with experimental observations [8].

7. Implementation of the van der Pol model of combustion processes

To eliminate growing combustion oscillations, the coupling between acoustic waves and the
unsteady heat release must be interrupted by applying the control. To reach this goal, passive
and active control methods are enforced. The passive control is effective in a limited range of
operating conditions and design changes are usually expensive and time consuming. Earlier
concepts of active control of combustion instabilities used loudspeakers to increase surface
losses in a combustor [1]. The lack of loudspeaker actuators is insufficient robustness for use
in industrial applications and prohibitive power requirements at large-scale combustion
systems. The recent development of active control seeks to achieve a stable operation regime
of a full-scale combustion system. The proposed van der Pol model of combustion processes
applies a recent concept of an active feedback control of the heat release by controlling the fuel
flow rate. The control function is multiplicative and is realized with the modulation of the
injection of the fuel flow. The properties of a good actuation can be reached by the use of fuel
valve with a linear response characteristic, large bandwidth and operating range to achieve
the effective control of two oscillation modes and to affect limit cycle oscillation. In addition,
the fuel valve should have a fast response time, good robustness and durability; however, it
should not have hysteresis behavior.

Sensors are generally provided to measure the dynamic quantities, which are related to the
combustion oscillations. In the present model, the pressure of the acoustic wave and the fuel
flow are measured quantities, which are acquired by means of the pressure transducers and
sensors, which measure the light emission of some chemicals in the flame or by chemilumi-
nescence sensors, respectively. The use of pressure transducers is advantageous, because they
can be installed outside the area of high temperatures at the burning plane on account of
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acoustic wave propagation across the entire combustion chamber. Pressure transducers have
large bandwidth and a good robustness. The placement of pressure transducers is important,
because the location of the possible pressure node must be avoided and on other side, the
signal-to-noise ratio must be maximized.

Recent development in the heat release sensing offers the use of diode lasers. Earlier, they had
been used for temperature measurements, but recently they can directly measure fuel con-
centrations. A comprehensive review of this topic is given in [9].

The proposed van der Pol model of combustion processes is based on the grey-box principle.
This means that the controller must be designed on system measurements. The instability of
the combustion process may have severe consequences, which makes measurement a difficult
task. Due to existence of two oscillation modes, which span over a wide frequency range, the
controller must be able to control both modes. The combustion process almost always involves
time delays caused by fuel convection and acoustic wave propagation. When such a delay
becomes larger than an oscillation period, assumptions made in Section 6 are violated and
provide a great challenge to the controller design [11].

8. Conclusions

In this chapter, the EL-P method with multiple time scales is successfully applied to the analysis
of instability problem in the combustion process with external harmonic excitation, which is
modeled by means of coupled van der Pol oscillator. By applying the control of the fuel influx,
the asphyxiation of pressure oscillations is reached and studied in the phenomenon of the
competitive quenching.

The solvability conditions of the first order in EL-P method are derived, which determines
slowly varying amplitudes and phases as well as steady-state values. With external harmonic
excitation, both limit cycle oscillations and compound oscillations can be successfully sup-
pressed to the acceptable level by using the multiplicative feedback control.
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Abstract

Oxide-based  electronics  have  been  well  established  as  an  alternative  to  silicon
technology; however, typical processing requires complex, high-vacuum equipment,
which is a major drawback, particularly when targeting low-cost applications. The
possibility to deposit the materials by low-cost techniques such as inkjet printing has
drawn tremendous interest  in solution processible materials  for electronic applica‐
tions; however, high processing temperatures still required. To overcome this issue,
solution combustion synthesis has been recently pursued. Taking advantage of the
exothermic  nature  of  the  reaction as  a  source  of  energy for  localized heating,  the
precursor  solutions  can  be  converted  into  oxides  at  lower  process  temperatures.
Theoretically, this can be applied to any metal ions to produce the desired oxide, opening
unlimited possibilities to materials’ composition and combinations. Solution combus‐
tion synthesis has been applied for the production of semiconductor thin films based on
ZnO, In2O3, SnO2  and combinations of these oxides, and also for high κ dielectrics
(Al2O3). All of which are required for numerous electronic devices and applications such
as fully oxide-based thin-film transistors (TFTs). The properties of produced thin films
are highly dependent on the precursor solution characteristics; hence, the influence of
several processing parameters; organic fuel, solvent and annealing temperature was
studied. Although precursor solution degradation/oxide formation mechanisms are not
yet fully understood, particularly for thin films, we demonstrate that high-perform‐
ance devices are obtained with combustion solution-based metal oxide thin films. The
results clearly show that solution combustion synthesis is becoming one of the most
promising methods for low-temperature flexible electronics.

Keywords: solution processing, combustion synthesis, environmentally friendly, met‐
al oxide materials, thin-film transistors, semiconductor oxides, dielectric oxides
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1. Introduction

1.1. Solution combustion synthesis

Solution combustion synthesis (SCS) is a popular method for the preparation of a wide variety
of materials due to its simplicity, broad range of applicability and the possibility of easily
obtaining products in the desired composition. This method has been widely used for the
development of oxide powder materials; including perovskites, spinels, ferrites; for diverse
applications, such as catalysis and solid oxide fuel cells [1–3] and is becoming one of the most
convenient methods for the preparation of simple and multicomponent oxides for electronic
applications [4].

SCS is based on a redox system that requires a solution that upon heating to moderate
temperatures leads to the development of a strongly exothermic redox reaction, which
generally provides the energy for the metal oxide formation. The ignition temperature of the
exothermic reaction is significantly lower than the final combustion temperature which results
in the material formation; thus allowing the conversion of solution precursors into oxides at
lower process temperatures [1–3].

The precursor solution for combustion synthesis is typically constituted by metal nitrates,
which are employed simultaneously as metal source and oxidizing agents, and an organic fuel
that acts as a reducing agent. However when using metal chlorides, as a metal ion source, a
combustion aid is required to provide the oxidizing nitrate ions; in this case, ammonium nitrate
is typically used. The most frequently applied fuels are urea, acetylacetone and glycine,
amongst others, since these can form stable complexes with metal ions to increase solubility
and prevent selective precipitation of the metal ions in solution. This process produces oxide
materials of good compositional homogeneity, which is especially important in the synthesis
of multicomponent oxides. Historically, water is the most widely used solvent for the com‐
bustion synthesis of powder materials [1–3]. Recently, the pursuit of environmental friendly
solvents for electronic applications, such as ethanol and water, is growing [5–7]; however,
organic solvents, including 2-methoxyethanol and acetonitrile, are currently the most widely
used for the production of oxide thin films for electronic applications purposes [5].

The resulting solution is then heated to evaporate the solvent and when ignition temperature
is reached the exothermic reaction takes place. During the combustion reaction, the fuel is
oxidized by the nitrate ions. The precursor materials are converted into the metal oxide, and
gaseous H2O, CO2 and N2 are the remaining products formed in the combustion reaction. This
process can in theory be applied to any desired metal ion.

The solution combustion synthesis of a metal oxide can be represented by the combination of
metal nitrate decomposition reaction and fuel oxidation reaction. As an example, respective
equations for the combustion synthesis of Al2O3 from aluminium nitrate and using urea as fuel
are given as follows [Eq. (1) and (2)] [6].
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The overall combustion reaction can thus be written as Eq. (3)

( ) ( )3 2 2 2 3 2 2 23 2
2 .9 5 10 5 8+ ® + + +Al NO H O CO NH Al O H O CO N (3)

Note that these are theoretical reaction equations that do not consider possible secondary
reactions such as nitrates decomposition, urea hydrolysis, thermal decomposition and also
fuel-oxidizer adducts; however, the overall reaction allows the calculation of a stoichiometric
condition that can be used as a reference [3, 6].

There are many essential variables in solution combustion synthesis, including metal ion, metal
precursor type and concentration, content of organic fuel, combustion aid and oxidizer/fuel
proportion; which is determinant for the thermodynamics of the oxide formation [2].

A concept for determining the stoichiometric proportion of oxidizer and fuel for SCS was
adopted from the Jain method [8], which is based on propellant chemistry and allows the
calculation of the reducing/oxidizing valences (OV/RV) of a redox mixture. In this method,
oxygen and nitrogen are considered oxidizers with the respective valence of −2 and 0. On the
other hand, carbon, hydrogen and metal ions are considered as reducing elements with their
final valences of +4 and +1 and the corresponding metal valence, respectively. Consequently,
urea has a reducing valence of +6 (RV = 4 + 4 × 1 + 2 × 0 − 2) whilst aluminium nitrate has an
oxidizing valence of −15 (OV = 3 + 2 × 0 − 3 × 6), resulting in a 15/6 (or 5/2) reducing/oxidizing
valences for an optimal stoichiometric redox mixture of urea-aluminium nitrate.

The relation between the redox stoichiometry and the molar ratio of reagents can be deter‐
mined by the reducing/oxidizing valences (RV/OV) of the reagents and is given by Eq. (4)

F =
RV n
OV

(4)

The oxygen consumption or production is controlled by the fuel/oxidizer ratio (Ф) which also
depends on n; the number of moles of fuel per mole of oxidizer [1–3]. The optimal stoichiometry
composition of the redox mixture is obtained for Ф = 1 that corresponds to a condition in which
the reaction does not require any molecular oxygen to occur. For the given example of urea-
aluminium nitrate redox mixture, 5 moles of urea are required per 2 moles of aluminium nitrate
to assure redox stoichiometry of the aluminium oxide formation reaction, as depicted in Eq.
(3) [6].

Solution Combustion Synthesis: Applications in Oxide Electronics
http://dx.doi.org/10.5772/64761

399



A fuel-lean condition is obtained when Ф < 1 and upon reaction molecular oxygen is produced;
whereas when Ф > 1 molecular oxygen is required to fully convert the fuel and the redox
mixture is in a fuel-rich regime [3].

1.2. Solution-based oxide electronics

The evolution from rigid silicon-based electronics to flexible electronics requires the use of
new materials with novel functionalities that allow non-conventional, low-cost and environ‐
mental friendly processing technologies [9, 10]. Metal oxide-based electronics have been well
established as an alternative to silicon technology, demonstrating exceptional electronic
performance as active semiconductor components, which can be tuned for the applications,
where high transparency/electrical conductivity is demanded [11, 12]. The major investment
of several high-profile companies: SHARP, SAMSUNG, LG, BOE has led to the commerciali‐
zation of oxide-based display backplanes in a very short period of time, and the global market
is expected to increase [9, 10]. The current typical processing techniques require complex high-
vacuum equipment which is a major drawback, particularly when targeting low-cost appli‐
cations.

Recently, the demands for low-cost flexible electronics has led to a remarkable development
of solution-based production methods and solution-processed inorganic metal oxide semi‐
conductor materials for high-performance thin-film transistors (TFTs), and such devices have
demonstrated competitive results when compared with materials obtained by physical
techniques [4, 13].

Several solution-based chemical synthetic routes have been exploited for the preparation of
these oxides because of their simplicity, versatility, and scale-up capability; however, the
application of solution combustion synthesis to the production of thin films for TFT applica‐
tions was first reported in 2011 [4]. Since then, significant research efforts have been put on
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combustion synthesis processing parameters that allow an environmentally friendly produc‐
tion of high-quality insulator and semiconductor thin films at low temperature and their
combination in fully combustion solution-processed TFTs.
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based materials for electronic applications, including insulator and semiconductor thin films
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2. Experimental details

2.1. Precursor solution preparation and characterization

The preparation of all precursor solutions was performed in a similar manner. Typically, the
metal salts were dissolved in 25 mL of solvent, either 2-methoxyethanol (2-ME, C3H8O2, Fluka,
99%), ethanol (C2H6O, Merck, 99.5%) or deionized water, to yield solutions with the desired
metal ion concentration. Then, the fuel (urea; CO(NH2)2, Sigma, 98%) and ,if required, the
combustion aid (ammonium nitrate; NH4NO3, Roth, 98%) were added to the prepared
solutions which were maintained under constant stirring until complete dissolution. The urea
to metal nitrate molar proportion was determined by the Jain method, as described in
Section 1.1, to guarantee the redox stoichiometry of the reaction for each material; namely 1.6:1
for Zn2+ metal ions and 2.5:1 for In3+ and Al3+ metal ions. In the case of metal chloride precursors,
a combustion aid is required and the molar proportion of metal ion:NH4NO3:urea used was
1:1:1 for tin chloride solutions.

Semiconductor ZTO precursor solutions were prepared by mixing zinc oxide and tin oxide
precursor solutions in a 2:1 proportion. Zinc oxide precursor solution was prepared as
described earlier in 2-methoxyethanol or ethanol to yield solutions with 0.05 M concentration.
Tin oxide precursor solutions were prepared by mixing tin chloride (SnCl2⋅2H2O, Sigma, 98%),
urea and ammonium nitrate to yield solutions with 0.05 M concentration. Individual solutions
were magnetically stirred for 12 h before ZTO solution preparation.

Dielectric aluminium oxide precursor solutions were prepared by dissolving aluminium
nitrate nonahydrate (Al(NO3)3⋅9H2O, Fluka, 98%) and urea in 2-methoxyethanol, ethanol or
water, to yield solutions with 0.1 M concentration. Prior to their use, all solutions where
magnetically stirred for at least 15 min and filtrated through a 0.45 µm hydrophilic filter. All
reagents were used without further purification.

Thermal characterization of precursor solutions was performed by thermogravimetry and
differential scanning calorimetry (TG-DSC). TG-DSC analyses were performed on precursors
dried for 12 h at 80°C under air atmosphere up to 550°C with a 10°C/min heating rate in an
aluminium crucible using a Simultaneous Thermal Analyzer, Netzsch (TGA-DSC—STA 449
F3 Jupiter).

2.2. Thin-film deposition and characterization

Prior to deposition all substrates (silicon wafer and soda-lime glass) were cleaned in an
ultrasonic bath at 60°C in acetone for 15 min, then in 2-isopropanol for 15 min. and dried under
N2; followed by a 30 min. UV/Ozone surface activation step using a PSD-UV Novascan system.
Thin films were deposited by spin coating the precursor solutions at 2000 rpm for 35 s (Laurell
Technologies) followed by an immediate hotplate annealing in ambient conditions; this
procedure was repeated to obtain the desired thickness.

The films’ structure was assessed by glancing angle X-ray diffraction (GAXRD) performed by
an X’Pert PRO PANalytical powder diffractometer using with Cu Kα line radiation
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(λ = 1.540598 Å) with angle of incidence of the X-ray beam fixed at 0.9°. The surface morphology
was investigated by atomic force microscopy (AFM, Asylum MFP3D) and scanning electron
microscopy (SEM-FIB, Zeiss Auriga Crossbeam microscope). Cross section of produced films
and devices was performed by focussed ion beam (FIB). In FIB milling experiments, Ga+ ions
were accelerated to 30 kV at 5 pA and the etching depth was around 250 nm. Spectroscopic
ellipsometry measurements of thin films deposited on silicon substrates were made over an
energy range of 1.5–6.0 eV with an incident angle of 70° using a Jobin Yvon Uvisel system to
determine film thickness.

2.3. Electronic device fabrication and characterization

Metal-insulator-semiconductor (MIS) capacitors were produced by AlOx thin-film deposition
onto p-type silicon substrates (1–10 Ω cm) as described earlier (see section 2.2). Aluminium
gate electrodes (100 nm thick) with an area of 8.7 × 10−3 cm2 were deposited by thermal
evaporation via shadow mask. A 100-nm-thick aluminium film was also deposited on the back
of the silicon wafer to improve electrical contact. Electrical characterization was performed
measuring both the capacitance-voltage and capacitance-frequency characteristics in the range
off 10 kHz to 1 MHz of the devices using a semiconductor characterization system (Keithley
4200SCS).

Thin-film transistors (TFTs) were produced in a staggered bottom-gate, top-contact structure
by depositing AlOx thin films onto p-type silicon substrates (1–10 Ω cm) as described earlier.
The semiconductor layer was deposited by sequentially spin coating four layers of semicon‐
ductor precursor solution 0.05 M onto the AlOx thin films and annealed in air at 350°C for
30 min after each layer deposition. For comparison, AlOx/IGZO TFTs were also produced with
sputtered IGZO thin films. IGZO thin films were fabricated in a AJA ATC-1300F sputtering
system using a IGZO target with 2:1:1 composition (in In2O3:Ga2O3:ZnO molar ratio). Deposi‐
tion was carried out in Ar+O2 atmosphere at a pressure of 2.3 mTorr and r.f. power of 100 W,
to obtain a 30 nm thick film. Post-processing annealing was performed in air on a hotplate at
180°C for 1 h. Finally, source and drain aluminium electrodes (100 nm thick) were deposited
by e-beam evaporation via shadow mask onto annealed films, defining a channel width (W)
and length (L) of 1400 µm and 10 µm, respectively (W/L = 14). Electrical characterization was
performed by the measurement of current-voltage characteristics of the devices using a
semiconductor parameter analyser (Agilent 4155C) attached to a microprobe station (Cascade
M150) inside a dark box, at room temperature. The saturation mobility (µSAT) was determined
from the following equation: [18]
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where Ci is the gate dielectric capacitance per unit area, W and L are the channel width and
length, VG is the gate voltage and VT is the threshold voltage, which was determined in the
saturation region by linear fitting of a ID

1/2 vs. VG plot.
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3. Results

The core of oxide-based electronics for displays applications are thin-film transistors (TFTs).
Figure 1 shows a schematic representation of a TFT structure and respective transfer plot. TFTs
are three terminal field-effect devices, whose working principle relies on the modulation of
the current flowing in a semiconductor placed between two electrodes (source and drain). A
dielectric layer is inserted between the semiconductor and a transversal electrode (gate), being
the current modulation achieved by the capacitive injection of carriers close to the dielectric/
semiconductor interface, known as field effect [12].

Figure 1. Schematic representation of a bottom-gate TFT structure and typical field effect electrical characteristics plot.

The semiconductor and gate insulator are equally important material components in field-
effect transistors; consequently, the development of both materials by solution techniques is
essential [6].

3.1. Amorphous semiconductor oxides

Amorphous oxide semiconductors (AOSs) have drawn significant attention in the field of flat
panel displays during the last decade, due to their high carrier mobility when compared to
amorphous silicon (a-Si). Indium-gallium-zinc oxide (IGZO) is the most explored semicon‐
ductor due to its superior field effect mobility and enhanced electrical performance [11, 12].
However, alternative semiconductor materials that rely on abundant and non-toxic elements
are required due to environmental demands. Zinc-tin-oxide (ZTO) is a promising indium and
gallium-free alternative and impressive results have already been obtained in TFTs applica‐
tions [19, 20].

Several solution-processed ZTO-based TFTs have been reported; however, processing
temperature above 400°C and a toxic organic solvent, such as acetonitrile, 2-ethoxyethanol or
2-methoxyethanol are usually required [5]. The use of non-toxic solvents has been pursued
and ethanol [5] and water [7] based ZTO TFTs have already been reported.

The decomposition of urea [Eq. (2)] and zinc nitrate [Eq. (6)] is represented as follows.
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The overall ZnO formation reaction can thus be written as follows Eq. (7).
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Using the Jain method, the reducing valence of urea is +6 and the oxidizing valence of zinc
nitrate is –10. In order to assure the redox stoichiometry 5/3 (or 1.6), moles of urea are required
per mole of zinc nitrate.

The tin oxide formation can be represented by the following equation:
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In the combustion synthesis of tin oxide, a combustion aid, ammonium nitrate, was added to
the precursor solution as commonly performed for chlorine-based metal salts. According to
Jain’s method, the oxidizer valence of ammonium nitrate (NH4NO3) is −2 and to achieve Ф = 1
0.3 mol of urea per mole of ammonium nitrate are required. In this case, a fuel-rich condition,
Ф > 1, was used to ensure the full oxidation of the metal precursor.

ZTO precursor solution was prepared after mixing individual of zinc and tin oxide precursor
solutions of 0.05 M concentration in a 2:1 proportion, respectively. Thermal analysis of ZTO
precursor solutions was performed to investigate the influence of solvent on their decompo‐
sition behaviour. TG-DSC measurements were performed on precursors dried for 12 h at 80°C.
Figure 2 shows the DSC results for ZTO precursors up to 350°C as above this temperature no
further events were observed.

The combustion reaction of the organic fuel with the metal nitrates typically leads to an intense
exothermic peak with corresponding abrupt mass loss. For ZTO precursors, these were
observed at 125°C and 108°C for 2-ME and ethanol-based solutions, respectively. A smaller
peak is observed at 275°C which can be related to secondary reactions [3, 4] that can occur
during thermal decomposition of the reagents.
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Figure 2. TG-DSC analysis of ZTO-based precursor solutions using 2-methoxyethanol (2-ME) and ethanol as solvent.
Adapted from [5].

The precursor solution degradation mechanism is expected to be different in bulk and thin-
film form which explains the need for higher thin-film processing temperature than the one
determined by thermal analysis. Devices annealed at temperatures below 350°C did not show
effective gate modulation as such, the processing temperature was fixed at this temperature
although the minimum temperature required for full degradation of the precursors is 275°C.

Structural characterization of the films (Figure 3a) indicates that amorphous films are obtained
up to 350°C for both precursor solution solvents, as no diffraction peaks were observed.
Morphological surface analysis show that smooth and uniform films are obtained regardless

Figure 3. Structural and morphological analysis of 2-methoxyethanol (2-ME) and ethanol-based ZTO thin films pro‐
duced at 350°C: a) XRD, b) AFM, c) SEM.
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of solvent; however, 2-ME-based ZTO films demonstrate a lower surface roughness, 0.2 nm,
when compared to ethanol-based films; 5 nm.

Combustion solution-based ZTO TFTs were produced by spin-coating precursor solutions
onto commercial Si/SiO2 substrates. Electrical characterization of TFTs was performed by
measuring the transfer and output characteristics of the devices in ambient conditions in the
dark. Figure 4 shows a cross section SEM image of ZTO TFTs produced on Si/SiO2, with Al
source-drain electrodes, obtained after FIB milling and electrical characterization of 2-ME and
ethanol-based ZTO TFTs.

Figure 4. Electrical and morphological characterization of ZTO/SiO2 TFTs produced at 350°C: transfer and output char‐
acteristics of a) 2-methoxyethanol (2-ME) and b) ethanol-based ZTO/SiO2 TFTs. c) SEM-FIB cross section of a ZTO/SiO2

TFT.

The analysis of the electrical characteristics reveals that ZTO TFTs show an Ion/Ioff above 106,
saturation mobility of 2 cm2/V⋅s, low subthreshold swing and low hysteresis. Output charac‐
teristics exhibit saturation suggesting a low background carrier concentration and anticipate
the absence of transconductance degradation as VGS increases, revealing good dielectric/
semiconductor interface properties and no significant carrier injection problems. These devices
exhibit high operational stability under positive gate bias stress [21]. Combustion synthesis-
based ZTO thin films thus demonstrate high potential for alternative and environmental
friendly solution-based electronic applications, allowing their use as reliable switching
elements in active matrices.

3.2. Dielectric oxides

Insulator materials suitable for TFT gate dielectric applications must fulfil some criteria,
namely i) high bang gap, with favourable conduction band offset to avoid high gate leakage;
ii) high dielectric constant (high-κ) the added capacitance can compensate interface traps, thus
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improving the transistor performance and allow low operating voltage; iii) good interface
properties, which can be achieved using amorphous dielectrics [11, 22, 23].

Solution-based high-κ dielectrics, such as Al2O3, HfO2, ZrO2, have demonstrated high per‐
formance and suitability for the application in metal oxide semiconductor-based TFTs [5, 6,
17, 24–28]. Amongst these, aluminium oxide is one of the most developed materials from
solution synthesis since several aluminium precursors salts are readily availability at low cost.
The influence of processing parameters on the solution combustion synthesis of aluminium
oxide was studied.

The decomposition reactions for aluminium, urea and the overall aluminium oxide formation
reaction are already represented by Eq. (1), (2) and (3), respectively. According to Jain’s method
and to ensure redox stoichiometry, 2.5 mol of urea per mole of aluminium nitrate were used
to prepare aluminium oxide precursor solutions with 0.1 M concentration. The influence of
several processing parameters such as fuel, solvent and annealing temperature on the prop‐
erties of dielectric AlOx thin films was studied.

Thermal analysis of AlOx precursor solutions was performed to investigate the influence of
solvent on their decomposition behaviour. Figure 5 shows the DSC results for AlOx precursors
prepared with 2-methoxethanol, ethanol and water.

Figure 5. TG-DSC analysis of AlOx-based precursor solutions: a) non-combustion AlOx precursor using 2-methoxyetha‐
nol (2-ME) and b) combustion AlOx precursor using 2-ME, ethanol and water as solvent.

Thermal behaviour of AlOx precursor solutions is strongly affected by the presence of urea,
which acts as fuel; when no fuel is added only endothermic peaks corresponding to solvent
evaporation (water at 95°C and 2-methoxyethanol at 125°C) which is the main component of
the solution with a corresponding 60% mass loss and subsequent organics decomposition
(235°C) are observed, meaning that additional energy must be supplied to promote oxide
formation. On the other hand, when urea is added in a stoichiometric proportion an intense
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exothermic peak with corresponding abrupt mass loss at about 180°C is observed. This
exothermic event is attributed to the combustion reaction of the organic fuel with the metal
nitrates; a smaller peak at 250°C is also observed and can be related to the degradation of
residual organics. Thermal behaviour of combustion AlOx precursor solutions does not shown
significant variations when using different solvents. The influence of solvent in the oxide
formation reaction is apparently more significant for multicomponent oxides, such as ZTO
(Figure 2).

Thin films of AlOx were produced by spin-coating precursor solution onto a substrate (either
soda-lime glass or Si) and annealing on a hotplate for 30 min. The influence of several proc‐
essing parameters on the structural and morphological properties of dielectric AlOx thin films
obtained from 0.1 M concentration solutions was studied. XRD, SEM and AFM characteriza‐
tion of the AlOx thin films was performed and Figure 6 shows typical data obtained for AlOx

thin films produced at 350°C from 2-methoxyethanol, ethanol and water-based precursor
solutions.

Figure 6. Structural and morphological analysis of combustion solution AlOx thin films produced at 350°C: a) XRD, b)
SEM and c) AFM of water-based films. Inset show gate current density.

Generally, structural and morphological properties of AlOx thin films did not vary significantly
regardless of processing parameters within the studied range. The variation of precursor
solution’s solvent does not influence the structural properties of the films, which is in agree‐
ment with that observed for DSC measurements. Morphological properties are slightly
influenced by the solvent used with rms film roughness increasing from 0.3 nm when using
2ME or ethanol to 0.9 nm for water-based films. Fuel content and annealing temperature also
do not affect structural and morphological properties as amorphous, highly uniform and
smooth AlOx thin films with rms roughness of below 1 nm were consistently obtained at 350°C.
The properties demonstrated by these aluminium oxide thin films produced from solution
synthesis are highly desirable for electronic applications as low surface roughness leads to
enhanced interface properties.
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The effect of processing parameters on the electrical properties of these films was studied by
assessing the electrical performance of capacitors and thin-film transistors comprising the
solution-based AlOx films.

Solution-based AlOx capacitors were produced by spin-coating AlOx precursor solutions onto
commercial Si substrates followed by aluminium gate contact deposition by thermal evapo‐
ration. The effect of processing parameters on the electrical performance of these devices was
studied and Figure 7 shows capacitance-voltage measurements for different fuel, using either
urea, citric acid or no fuel; and annealing temperature, 350, 250 and 200°C. The effect of
precursor solution solvent variation has already been reported elsewhere [6].

Figure 7. Electrical characterization of AlOx capacitors produced with different parameters: a) fuel variation in 2-ME;
b) temperature variation for 2-methoxyethanol-based films. Inset show gate current density.

The electrical characteristics of AlOx capacitors produced with no fuel show a non-uniform
capacitance variation at −3 to −2 V indicating the presence of organic residues within the film
such as nitrate groups; these ions favour water adsorption leading to higher capacitance due
to the high dielectric constant of water, as previously observed [6, 29]. To improve film
properties, when a non-combustion synthesis route is applied, either higher temperature or
UV-assisted annealing is currently being used [26, 30]. When citric acid is added as fuel low
capacitance and high current density is observed, this is consistent with more porous AlOx

films and in fact their application as gate dielectric in TFTs was not successful as only short-
circuited devices were obtained. Urea leads to consistent one domain capacitance character‐
istics and low current density within TFT operating voltage range as required for gate dielectric
applications. The film properties are highly affected by processing temperature due to
inefficient organics removal; at 250°C a two domain system is obtained, similar to that observed
for non-combustion synthesis route, and at 200°C large hysteresis indicates an increase in
charge defects concentration consistent with organic impurities within the film. Although from
DSC analysis, the ignition temperature of AlOx combustion reaction was determined to be
180°C, still higher temperature is required to obtain thin films with desirable dielectric
properties. This inconsistency between thermal analysis and electrical properties obtained at
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low temperature is attributed to the difference between bulk and film decomposition proc‐
esses.

IGZO TFTs comprising combustion solution-based AlOx gate dielectric were produced by
sputtering IGZO semiconductor layer onto annealed AlOx thin films and finally evaporating
aluminium source/drain contacts. The use of a standard sputtered semiconductor allowed the
assessment of the TFTs performance variation solely due to the dielectric layer’s processing
parameters influence. Electrical characterization of TFTs was performed by measuring the
electrical characteristics of the devices in ambient conditions in the dark (Figure 8).

Figure 8. Electrical characterization of IGZO/AlOx TFTs produced at different temperatures using a) 2-methoxyethanol
and b) water as solvent.

TFT performance is assessed trough the analysis of the turn-on voltage (VON), the threshold
voltage (VT), drain current on-off ratio (ION/IOFF), subthreshold slope (S) and saturation mobility
(µSAT), which was calculated using AlOx capacitance at the 10 kHz in order to minimize
overestimation. Electrical characteristics of these devices are presented in Table 1.

AlOx solvent Temperature (°C) VON (V) ION/IOFF µSAT cm2/Vs
2-ME 350 −0.36 1 × 105 17.3

250 −0.30 8 × 104 9.6

200 −0.25 2 × 104 13.5

Water 350 0 5 × 105 9.2

250 −0.10 5 × 105 6.9

200 0 7 × 103 12.9

Table 1. Electrical characteristics of solution-based IGZO/AlOx TFTs.

Despite the non-ideal capacitance-voltage characteristics obtained for low-temperature AlOx

thin films, IGZO/AlOx TFTs were successfully produced. Similarly to what is obtained for
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capacitors the TFTs performance is highly dependent on annealing temperature. For both
solvents used, 2-methoxyethanol and water, enhanced properties are obtained for 350°C and
similar trend with temperature variation is observed which is in agreement with DSC-TG
analysis. For lower temperatures, a hysteresis increase and on/off current ratio decrease is
observed, being more significant for 200°C, due to oxide charge defects within the dielectric
as a consequence of incomplete organic residues removal. Nevertheless, successful gate
modulation at low operation voltage, due to the higher capacitance achieved with very thin
AlOx films, was obtained for all devices which demonstrated close to zero VON, high ION, high
saturation mobility and low subthreshold swing as required for electronic applications.

3.3. Fully solution-based oxide TFTs

The realization of printed electronics requires all solution-based devices; consequently,
semiconductor and dielectric materials must be combined in TFTs. Fully combustion-solution-
based TFTs comprising the developed dielectric and semiconductor materials have been
successfully fabricated. Figure 9 shows transfer characteristics of these devices [5, 6].

Figure 9. Transfer characteristics of fully combustion solution-based bottom gate TFTs produced at 350°C on highly
doped p-Si (gate) with a) 2ME-based ZTO and AlOx, b) ethanol-based ZTO and AlOx, and c) 2ME-based GZTO and
water-based AlOx. Adapted from [5, 6].

The combination of solution-processed dielectric and semiconductors yielded TFTs with a
good overall performance, demonstrating very low clockwise hysteresis, close to zero VON and
ION/IOFF above 104. Generally, 2ME-based devices show better performance when compared to
more environmental friendly ethanol; saturation mobility increases from 0.8 cm2/V⋅s to
2.3 cm2/V⋅s for ZTO/AlOx TFTs, also 2ME GZTO shows µSAT of 1.3 cm2/V⋅s when combined
with water-based AlOx. These differences in device performance are attributed to trapped
charges at the semiconductor-insulator interface as consequence of the semiconductor films’
composition and rougher morphology of ethanol-based films [5, 6]. The high IOFF observed
mainly arises from the use of non-patterned semiconductor layers which can be improved by
implementing patterning techniques. The combination of AlOx dielectrics and ZTO-based
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semiconductors yielded very promising results for application in fully solution-processed
electronics; however, the processing temperature required for good TFT performance was
350°C which is still too high for flexible substrates. Nevertheless, these results are within the
state-of-the-art for solution-processed ZTO TFTs using different solvents (Table 2).

Ref Solvent Gate dielectric T (°C) Mobility (cm2 V−1 s−1) ION/IOFF VON (V)

[32] Acetonitrile HfOy/AlOx 400 3.84 105 ~ −0.2

[31] Acetonitrile ZrO2 500 ~10 109 ~ −0.3

[33] Acetonitrile SiO2 350 0.30 104 ~ 5

[20] Acetonitrile Si3N4 500 7.7 108 ~ −8

[4] 2-methoxyethanol SiO2 225 0.32 104 ~ −30

250 1.76 107 ~ 10

[34] 2-methoxyethanol SiO2 450 1.95 107 ~ −19

[35] 2-methoxyethanol SiO2 550 17.02 107 ~ −4

[5] 2-methoxyethanol AlOx 350 2.6 104 ~ 0

Ethanol AlOx 350 0.8 102 ~ 0.1

[7] Water SiO2 250 0.12 105 ~ 5

300 3.03 107 ~ −3

Table 2. Selected processing details for reported solution-based ZTO TFTs.

Figure 10. Transfer characteristics of fully combustion-solution-based InOx/AlOx TFTs produced from 2ME precursors
using a maximum processing temperature of 200°C.
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The use of indium-free semiconductor materials, such as ZTO and GZTO, although environ‐
mentally relevant somehow lead to a compromise of solution-processed TFTs performance
both in saturation mobility and processing temperature.

Fully solution-based TFTs were obtained at maximum processing temperature of 200°C when
combining the developed 2-methoxyethanol-based AlOx dielectric with solution-based indium
oxide semiconductor produced using UV-assisted low-temperature annealing as reported in
[36]. Transfer characteristics of low-temperature InOx/AlOx TFTs are depicted in Figure 10.

In Ox/AlOx TFTs showed higher saturation mobility (µSAT = 5.6 cm2 V−1 s−1) when compared to
indium-free devices processed at higher temperatures and otherwise similar electrical
performance whilst at the same time being compatible with polymeric substrates for flexible
electronics applications.

4. Conclusions

The application of solution combustion synthesis to prepare oxide materials for electronic
devices was successfully achieved for dielectric and semiconductor thin films using varied
processing parameters. We have clearly demonstrated that dielectric AlOx thin films can be
obtained using green solvents such as ethanol and water and successfully combined with
ethanol-based ZTO semiconductor layers to yield fully combustion solution-based TFTs.
Although electrical properties of these solution-processed TFTs are still far for what is required
in AMTFT displays applications, successful preparation and combination of dielectric and
semiconductor oxides films by a relatively low-temperature solution process represents a
significant achievement and an advancement towards environmentally friendly production
process. The facile applicability of SCS to other metal precursors opens numerous possibilities
for low temperature synthesis of oxides materials and thin films required for the development
of all solution-based devices. The mechanisms behind precursor degradation/oxide formation
process are not yet fully understood so the challenge remains to unravel the ideal combination
of solvent, oxidizer and organic fuel to obtain high-quality materials and properties. Never‐
theless, this versatile synthesis method combined with innovative low-temperature annealing
processes will continue to play a major role in the future development flexible electronics.
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