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Preface

Natural gas has become the world’s primary supply of energy in the last decades. It is natu‐
rally occurring from the decomposition of organic materials, over the past 150 million years,
into hydrocarbons. It is considered one of the most useful energy sources and the fastest
growing energy source in the world. This book presents state-of-the-art advances in natural
gas emerging technologies. It contains ten chapters divided into three sections that cover
natural gas technology, utilization, and alternative.

Section 1 consists of five chapters dealing with advances in natural gas technology. They
provide overview of the recent technology on energy recovery from the liquefied natural
gas (LNG) regasification process, regasification of LNG in industrial parks, hydraulic frac‐
tion conductivity improvement using nanoparticles, gas hydration in a spraying reactor,
and the gas well testing.

Section 2 consists of two chapters that cover the recent advances in natural gas utilization.
They address the possible utilization of unconventional oil upgrading and the direct injec‐
tion of natural gas.

Section 3 consists of three chapters dealing with the recent advances in natural gas alterna‐
tive. They cover the biomass as an alternative for gas production, hydraulic fracturing ex‐
periment, and shale gas in Poland.

We hope readers find this book more informative and enjoyable and present the latest tech‐
nology related to natural gas. We are grateful to InTech for giving us the opportunity to
make this book happen, and we are indeed thankful to Mr. Edi Lipovic of InTech for his
support and in getting this book into final shape. Finally, we urge our readers to point out
any errors or improper descriptions to our attention. We are also grateful to receive any
comments or suggestions.

Prof. Hamid A. Al-Megren
Director of Materials Science Research Institute

King Abdulaziz City for Science and Technology
Riyadh, Kingdom of Saudi Arabia

Dr. Rashid M. Altamimi
Deputy Director of Scientific Affairs
Materials Science Research Institute

King Abdulaziz City for Science and Technology
Riyadh, Kingdom of Saudi Arabia
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Chapter 1

Energy Recovery from the LNG Regasification Process

Roberto Bruno, Piero Bevilacqua and Natale Arcuri

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/67771

Abstract

The global request of natural gas (NG) is continuously increasing, consequently also the
regasification of liquefied natural gas (LNG) is becoming a process largely employed.
Liquefied natural gas at a temperature of around 113 K at atmospheric pressure has to be
regasified for its transportation by pipeline. The regasification process makes the LNG
exergy available for various applications, particularly for the production of electrical
energy. Different possibilities to exploit the thermal energy released during regasification
are available. New plant configurations whose functioning does not constrain the pro-
cesses of the regasification terminal are proposed. A possible solution is LNG exploitation
as a cold source for ocean thermal energy conversion (OTEC) power plants. Electric energy
can be produced also by the exploitation of heat released from hot sources, for instance,
the condensation heat of power plants by means of consecutive thermodynamic cycles.
The rational use of the cold source (LNG) allows the increment of electrical production and
growth of the thermodynamic efficiency, with corresponding environmental benefits.

Keywords: LNG regasification, exergy analysis, OTEC systems, thermodynamic
analysis, ammonia

1. Introduction

The natural gas (NG) can be converted in liquefied natural gas (LNG) in order to make easier
its storage and transport. The exact composition of natural gas, and the LNG formed from it,
varies according to its source and processing history; usually a percentage ranging from 85 to
95 is represented by pure methane. By cooling the natural gas to about 113 K (�160�C), it
condenses into LNG, with a correspondent volume reduction factor of 600. In function of the

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



LNG ship capacity, the carried gas could be enough to heat almost 43,000 homes per year [1].
From an energy point of view, in fact, the LNG energy content is equal to about 50 MJ/kg,
corresponding to 21.5 GJ/m3 by considering that at 113 K, the mass is 430–450 kg m�3.
Moreover, the regasified methane has a mass of about 0.71 kg m�3 in normal conditions, and
its energy content is about 35 MJ/m3. LNG is usually transported by ship to dedicated termi-
nals and then stored at atmospheric pressure in superinsulated tanks; successively, LNG is
heated and converted into gaseous form in order to supply the pipeline system.

From a historical point of view, the first regasification process operating with LNG began
operation in 1917 in West Virginia, in order to produce stockpile helium as part of a research
program. The first commercial plant, instead, was built in 1941 for peak-shaving purposes, by
exploiting the stored liquefied natural gas as a strategic reservoir for future usage. The first LNG
ship has left the Louisiana for the United Kingdom in the year 1959, demonstrating the feasibility
of LNG transport, by stimulating the spread of large-scale commercial LNG projects. Five years
later, in fact, the United Kingdom also began importing Algerian LNG. Nowadays, other desti-
nations are reached such as Japan, Europe, South Korea, China, and countries with developing
economy. The United Kingdom imported LNG until 1990 because the exploitation of gas
extracted from the North Sea became a less expensive alternative. Japan is another country with
a massive employment of LNG, importing it mainly from Alaska. The heavy expansion of LNG
imports made Japan the forefront of the LNG worldwide trade in the 1970s and 1980s. The oil
embargo happened in 1973 allowed a quick spread of natural-gas-fired power generation in
Japan that generated a pollution reduction. The United States began to import LNG first from
Algeria in the 1970s; successively, the rising of natural gas prices led to a rapid growth of the
internal natural gas supply. Due to the rapid increment of the internal demand in the 1990s, a
strong growth in US LNG deliveries was observed. More recently, a liquefaction plant was
realized in the closest part of Trinidad and Tobago and that became the main US LNG supplier.
Port Pelican in the Gulf of Mexico is the first example of offshore re-gasification facility realized
in 2004, with the intention to reduce the land-use requirement [1, 2].

Currently, natural gas feeds about 21% of global primary energy demand. LNG trade in 2013
was about 10% of the total natural gas consumption. Although North America and Europe are
the major users of natural gas, other countries as East Asia and Caribbean nations cover the
majority of natural gas demand with LNG regasification. Other countries such as Taiwan,
South Korea, Japan, Chile, Puerto Rico, Dominican Republic, Spain, and Portugal cover more
than 50% of their gas requirements by means of LNG, and the percentage reaches 100% in the
countries such as Taiwan, South Korea, and Puerto Rico [2] (Figure 1).

Generally, in the 2000s, the LNG demand has increased strongly because the number of
countries that import LNG has tripled, and at the same time, the regasification capacity has
doubled. Some aspects such as the possibility to access flexible shipping strategies, the growth
of the spot market, and floating regasification technology have allowed the large diffusion of
different LNG supply options, especially in countries with an emergent economy. The same
advantages are exploited by export regions located in the Middle East and for countries with
an increment of their energy needs (Asia Pacific and Latin America), as well as in countries that
require a diversification of the primary energy sources (Italy) [3] (Figure 2).
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In recent years, in comparison to the traditional way of natural gas transportation (pipelines),
the LNG market has become more attractive in relation to the flexibility in its transportation
and in terms of destination choices [2].

In Europe, the high management and realization costs of pipeline infrastructures determine a
substantial regime of oligopoly, contrarily the transportation of LNG via ship allows for
numerous advantages, such as [4]:

Figure 1. LNG% share of gas demand.

Figure 2. Regasification capacity trend.

Energy Recovery from the LNG Regasification Process
http://dx.doi.org/10.5772/67771
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• Reduced dependence on a limited number of countries, taking advantage from a wide
geopolitical distribution of the supply countries;

• The realization of gas pipelines requires long time, while the LNG via ship allows for the
access to the market in a short time span;

• The diversification of the involved technologies provides a greater supply safety.

The transportation of natural gas via pipelines is cost-competitive for distances lower than
2500 km and for inland destinations; however, severe geological and political constraints could
be a strong limitation especially in the case of cross-border trade [2].

In the twenty-first century, LNG will become an essential energy resource for human beings.
Therefore, the modalities to recover the LNG cold energy for power generation system repre-
sent an interesting field. Several methods to recover LNG exergy can be employed in power
generation systems, and each one has their own characteristics and results suitable for differ-
ent utilization. Moreover, an energy intensive process to liquefy the natural gas is still
required; therefore, the identification of technological solutions that allow for a partial recov-
ery of the employed energy is recommended. Natural gas, or other products obtained in the
liquefaction plant, is the primary source employed to start the liquefaction process. The LNG
energy content is notable; therefore, the recovery of a part of the energy in the regasification
process is reasonable. Frequently, this energy is not recovered because it is dispersed in the
seawater, which constitutes an abundant and free hot thermal source to drive the regasification
process. The LNG cold energy could be recovered by multiple processes, which depend upon
the technologies used for its regasification. Moreover, LNG could be seen as a cold thermal
source for the direct production of electrical energy, by means of consolidated technologies [5].

2. The regasification process: the exergy analysis

The regasification process happens in dedicated terminals (onshore or offshore) by employing
different steps: from gas tankers, where natural gas is transported at atmospheric pressure in a
state of saturated liquid and with a temperature of around 113 K, LNG is pumped to the tanks
located in the terminal. Successively, by means a compression in liquid phase and a heating
to environment temperature, the natural gas is brought in gaseous form. The vaporization
process is generally obtained providing thermal load by using seawater or by burning a small
part of the regasified LNG; the required thermal load, in fact, is about 1.5–1.7% of the LNG
energy content. A considerable quantity of energy can be recovered during the LNG vaporiza-
tion process by exploiting the exergy of LNG, defined as the maximum mechanical work
obtainable starting from its temperature and pressure and in function of external temperature
and pressure. Therefore, the LNG exergy content is determined as the sum of two contribu-
tions [5]:

• the first in function of the temperature difference between LNG and external environment
(T0):

exth ¼ ex p;Tð Þ � ex p;T0ð Þ (1)

Advances in Natural Gas Emerging Technologies6
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• the second is determined in function of the pressure difference between LNG and external
environment (p0):

exp ¼ ex p;T0ð Þ � ex p0;T0
� �

(2)

Due to the phase change and the successive heating to the external temperature, the thermal
exergy can be quantified with the relation:

exth ¼ T0

Tav
� 1

� �
∙rþ

ðTav

T0

cp∙ 1� T0

T

� �
dT (3)

where Tav is the mean LNG temperature during the transformation, r is the vaporization latent
heat, and cp is the LNG specific heat at constant pressure. Instead, the following relation
evaluates the pressure exergy:

exp ¼
ðp, T0

p0,T0

υdp (4)

Regarding the pressure contribution, the increment of the phase change temperature and the
correspondent latent vaporization heat decrement lead to a reduction of the thermal exergy,
contrarily the pressure exergy increases. The first contribution prevails on the second; there-
fore, the total exergy reduces with the pressure growth. The total exergy decreases slightly for
pressures greater than 1.5 MPa, reaching a value of around 0.8 MJ/kg (Figure 3).

Depending on the environment temperature, the pressure and thermal exergies increase
reaching a value of total exergy equal to 0.8 MJ/kg for a value of 280 K (Figure 4).

The exergy trend suggests that the employment of a recovery systemwith different cycles, which
exploits both pressure and thermal exergies, is preferable. For instance, pressure exergy can be
recovered with the “direct expansion” technique operating at high pressures, whereas thermal
exergy can be recovered by means of a Rankine cycles operating with low boiling fluids.

Figure 3. Exergy trend in relation to the regasification pressure.

Energy Recovery from the LNG Regasification Process
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3. Natural gas direct expansion technique

The concomitant production of methane in gaseous form and electrical power starting from
the LNG regasification process can be achieved by means of an open Rankine cycle whose
working fluid is the produced natural gas (NG). The thermodynamic transformations and the
correspondent plant scheme are shown in Figure 5.

The LNG is compressed by the submerged pumps Ps and the delivery pump Pf from the
atmospheric pressure to the supply pipeline pressure level and successively, through the booster
pump Pb, to a supercritical final pressure value (transformation 1!2). The compression in liquid
phase allows for lower pumping work. The fluid vaporization and its overheating are succes-
sively achieved in the HE1 heat exchanger supplied by a warm thermal source (usually seawa-
ter) to obtain the NG with a temperature close to the environment value (2!3). The produced
gas has an elevated pressure value; therefore, an expansion in an organic turbine TE allows for
the achievement of the pipeline pressure (3!4), with the contemporaneous production of
mechanical work. The NG low temperature at the end of the expansion is newly increased by

Figure 4. Exergy trend in function of the environment temperature.

Figure 5. Sketch of a typical plant for natural gas direct expansion.
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the heat exchanger HE2, to reach the outdoor temperature value, using the same hot source
(4!5). By supposing a pipeline pressure level of 7 MPa and a maximum pressure level of 15
MPa, the specific compression and expansion works together with the heat exchanged in the two
heating processes are reported in Table 1 for an ideal case and a real case. For the latter, a
compression and expansion isentropic efficiency of 0.80 and pressure drops equal to 3% of the
maximum pressure in the heat exchangers are hypothesized. In Table 1, first and second
thermodynamic efficiencies are also reported, showing that the system is self-sustaining from
an energy point of view.

The use of the sole direct expansion technique of NG, however, does not allow the complete
use of the potential of the cold source [6].

4. LNG exploitation as cold source for ocean thermal energy conversion
systems (OTECs)

In tropical areas, the production of electric energy could be achieved by exploiting the temper-
ature difference between the warmer surface seawater (hot source) and the coldest water
pumped from the depths (cold source). This process is realized in the so-called “ocean thermal
energy conversion systems” (OTEC), where the hot source is employed to vaporize a specific
working fluid, while the cold source is required for its condensation. The thermal efficiency of
a traditional OTEC is penalized due to the limited temperature difference between the thermal
sources, and the correspondent plant results as being very expensive because the seawater
flow rates involved in the vaporization and condensation process are significant, requiring
pipes with great length and diameter and elevated pumping powers. The achievement of
greater values of the thermal efficiency is recommended to reduce the initial costs of the OTEC
plant, obtainable by a temperature difference growth between the thermal sources. At this
purpose, the LNG stored in the tanks of the regasification terminal can be employed as a cold
source; the hot one is the abundant and free seawater. By exploiting these two heat sources, an
OTEC system could realize the LNG vaporization and the production of electric load through
two thermodynamic cycles in cascade, using pure ammonia as the working fluid in a top
closed Rankine cycle, and NG as working fluid in a bottom cycle through the direct expansion

Transformation Ideal Real

Compression 0–2 [kJ/kg] 16.6 20.7

Heating 2–3 [kJ/kg] 667.9 663.6

Expansion 3–4 [kJ/kg] 67.0 52.3

Heating 4–5 [kJ/kg] 145.6 129.1

ηth
I [%] 7.5 4.8

ηth
II [%] 12.6 8.0

Table 1. Available enthalpy variation, first and second principle efficiencies concerning LNG during direct expansion
process.
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technique. The seawater is used to promote the ammonia vaporization and the LNG to
support its condensation. These cycles allow for an increment of the produced electric power
by recovering the LNG exergy and, at the same time, guarantying the LNG regasification for
the supply of the gas pipeline network [7]. An OTEC plant operating with ammonia presents
temperature and pressure values that are strongly different from those of a traditional OTEC
Rankine cycles; therefore, the ammonia was chosen because it seems a suitable working fluid
on the basis of the real operative conditions. With reference to the higher thermodynamic
efficiencies, Kalina cycles operating with ammonia-water mixtures could be a possible alterna-
tive, because they allow the achievement of an efficiency of 10–50% higher than cycles operat-
ing with pure ammonia [8]. In the proposed OTEC system, low condensation temperatures are
required; therefore, pure ammonia (R717) appears to be the appropriate working fluid [9].

Figure 6 shows a closed Rankine cycle operating with pure ammonia. A vaporization pressure
of 605 kPa is recommended because the ammonia vaporization temperature of 281 K is about
of the same order of magnitude as the surface seawater temperature. At the start of expansion,
R717 is in dry saturated vapor condition, with a correspondent specific enthalpy of 1454 kJ/kg.
If the condensation pressure is set to 10 kPa, in the ammonia turbo-expander a mechanical
work of 346 kJ/kg is producible, by reaching at the end of the process a temperature of about
202 K, ever greater than the LNG temperature stored in the tanks located in the terminal. By
supposing a pinch point temperature difference of 10 K in the involved heat exchangers, the
other thermodynamic parameters can be determined imposing a pressure drop in the con-
denser and the vaporizer equal to 3 and 5%, respectively, of the nominal pressure and an
efficiency equal to 85% for the pumps and the turbo-expander [7].

Figure 6. Closed Rankine cycle operating with ammonia (R717) and correspondent phase curve.
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The specific enthalpy values of R717 in dry vapor saturated conditions (point D), in the
function of the chosen temperature field, are slightly variable. By setting ammonia vaporiza-
tion temperature to 288 K (where the vaporization pressure is equal to 691 kPa), the specific
enthalpy is about 1460 kJ/kg, with an increment of +0.4% compared to the reference value of
1454 kJ/kg. By setting an ammonia vaporization temperature of 276 K (at a pressure of
454 kPa), the specific enthalpy becomes equal to 1449 kJ/kg (�0.3%). Therefore, the variation
of the pinch point temperature produces negligible differences on the performances of the
proposed OTEC system. The ammonia thermodynamic properties concerning the points shown
in Figure 6 are listed in Table 2.

The condensation heat released from the top cycle can be employed to support the LNG
vaporization in a direct expansion cycle, by realizing two thermodynamic cycles in cascade
(Figure 7). The efficiency of the top cycle is determined by considering the produced electrical
power and the released thermal power supplies of the bottom cycle to produce additional
electric power and to preheat the LNG in the regasification process. The remaining heat
required to complete the regasification could be provided by seawater [7].

Transformations h [kJ/kg] x [kg/kg] s [kJ/kgK] ν [m3/kg] T [K] p [kPa]

Start compression—A �134.8 0 �0.621 0.00140 202 9.7

End compression—B �133.8 – �0.402 – 282 604.3

Start vaporization—C 229.1 0 0.883 0.0016 282 604.3

End vaporization—D 1454.0 1 5.240 0.219 281 575.5

End expansion—E 1108.1 0.85 5.534 8.29 202 10

Table 2. Main thermodynamic parameters concerning a Rankine cycle operating with ammonia: specific enthalpy,
quality, specific entropy, specific volume, temperature, and pressure.

Figure 7. Combined cycle to produce electric energy in a OTEC plant promoting the LNG regasification.
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4.1. Preliminary sizing evaluations

The available LNG flow rate can be evaluated from the regasification capacity and the plant
operability of the terminal. Starting from this value, the ammonia flow rate requested by the
Rankine top cycle can be determined with an energy balance of the R717 condenser [7].
Regarding the points shown in Figure 6, the ammonia flow rate is equal to:

_mNH3 ¼
_mLNG∙CLNG

p ∙ tLNG
out � tLNG

in

� �

hE � hA
(5)

where the LNG outlet temperature can be set to the ammonia condensation temperature
decreased by the pinch point (192 K, for example), while the inlet temperature is the tempera-
ture of the stored LNG of 113 K. An average LNG specific heat of 3000 J/kgK can be set based
on the considered temperature range [10], while the values of hE and hA can be found in
Table 2. The ammonia flow rate allows for the evaluation of the absorbed electric power to
pump the working fluid by the relation:

WNH3
P ¼ pB � pA

� �
∙υA∙ _mNH3

ηP
(6)

where pA and pB are the condensation and vaporization pressures, νA is the specific volume of
R717 in saturated liquid point and ηP is the efficiency of the pump requested to move the same
fluid. Eq. (7) describes the energy balance equation of the OTEC vaporizer, and it allows the
evaluation of the warm seawater flow rate required for the ammonia vaporization:

_mH2O ¼ _mNH3 ∙ hD � hBð Þ
cH2O
p ∙ tH2O

in � tH2O
out

� � (7)

where hD and hB indicate the initial and the final specific enthalpies of the vaporization
process, whereas the seawater temperature difference comparing at the denominator is set to
7 K to prevent marine environment damages [11]. The ammonia turbo-expander produces an
electric power that can be evaluated with the following relation:

WNH3
T ¼ hD � hEð Þ ∙ _mNH3 ∙ ηALT (8)

where ηALT is the alternator efficiency. The calculation of the net electric power requires also
the evaluation of the pumping powers for the warm seawater and for LNG. These powers can
be obtained starting from the calculations of the pressure drops in the condenser and in the
vaporizer paths. The concentrated pressure drops can be neglected, therefore, only continuous
pressure drops in the pipes (Pa) are considered:

ΔPc ¼ ρ ∙
f ∙ L ∙ c2

2 ∙D
(9)

where f is a friction factor calculable from the Moody diagram, L is the overall length of the
pipes, D their diameter, and c the fluid velocity in the pipes. The mass flow rate equation
allows for the evaluation of the pipes diameter imposing the fluid velocity:
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_m ¼ ρ∙
πD2

4
∙c (10)

Moreover, the relation suggested by Kern for shell and tube heat exchanger type [12] can be
employed to determine the pressure drops occurring in the vaporizer and in the condenser (Pa):

ΔPHE ¼ 2 ∙ f ∙G2
s ∙Ds ∙ N þ 1ð Þ

ρ ∙De ∙
μ
μt

� �0:14 (11)

In the last equation, the geometrical parameters are Ds (shell internal diameter), N (baffles
number on the shell side), and De (equivalent diameter). From a thermodynamic point of view,
Gs represents the specific mass flow rate, while ρ, μ, and, μt are, respectively, the density, the
dynamic viscosity, and the dynamic viscosity of the fluid evaluated at the inlet temperature in
the heat exchanger. Finally, the heat exchanger friction factor f can be calculated with the
following correlation [13]:

f ¼ e 0:576�0:19ln Res½ �ð Þ (12)

in function of the Reynolds number (Res) calculated starting from the values of the specific
mass flow rate, of the equivalent diameter, and of the shell fluid dynamic viscosity at an
average temperature (μav). The knowledge of the pressure drops allows for the evaluation of
the electric power absorbed by seawater pumps by means of the following relation:

WH2O
P ¼ ΔPc þ ΔPHEð Þ ∙ _mH2O

ρ∙ηP
(13)

Regarding the electric power required for the condenser operation, a similar relation can be
used:

WLNG
P ¼ ΔPc þ ΔPHEð Þ∙ _mLNG

ρ∙ηP
(14)

Finally, the net electrical work of the OTEC plant results [7]:

WOTEC
n ¼ WNH3

T �WH2O
P � WLNG

P � WNH3
P (15)

The thermal efficiency of the top cycle of the novel OTEC system is given by:

ηtopth ¼ WOTEC
n

QNH3
vap

(16)

where the heat power extracted from the warm seawater (QNH3
vap Þcan be evaluated with the

relation:

QNH3
vap ¼ _mNH3 ∙ hD � hBð Þ (17)
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Figure 8 shows the thermodynamic open cycle using LNG as a working fluid, while in Table 3,
the values of the correspondent thermodynamic parameters are listed, by supposing a super
critical vaporization pressure of LNG equal to 15 MPa and a pipeline operative pressure of
7 MPa. The global efficiency of the two cycles in cascade considers the additional mechanical
work produced by the direct expansion of the natural gas and the supplementary heats
required to complete the ammonia vaporization and for the natural gas postheating [7]. Point
3 is representative of the gasification process supplied solely by the ammonia condensation
heat; therefore, the thermal power required to complete the phase change in a dedicated heat
exchanger can be determined with the following relation:

Q3!4 ¼ _mLNG ∙ h4 � h3ð Þ (18)

Likewise, the relation (19) provides the thermal power required to supply the natural gas
postheating in another heat exchanger:

Figure 8. Thermodynamic coordinates of natural gas that evolves according to direct expansion.

h [kJ/kg] s [kJ/kgK] ν [m3/kg] T [K] p [kPa]

Point 1 �301.3 5.0 0.00227 113 100

Point 2 �261.5 5.2 0.00238 125 15,000

Point 3 40.00 6.7 0.00315 191 14,450

Point 4 440.0 8.6 0.00800 281 13,728

Point 5 364.0 8.7 0.01250 240 7210

Point 6 505.0 9.2 0.01677 281 7000

Table 3. Main thermodynamic parameters concerning the natural gas cycle: specific enthalpy, specific entropy, specific
volume, temperature and pressure.

Advances in Natural Gas Emerging Technologies14



Figure 8 shows the thermodynamic open cycle using LNG as a working fluid, while in Table 3,
the values of the correspondent thermodynamic parameters are listed, by supposing a super
critical vaporization pressure of LNG equal to 15 MPa and a pipeline operative pressure of
7 MPa. The global efficiency of the two cycles in cascade considers the additional mechanical
work produced by the direct expansion of the natural gas and the supplementary heats
required to complete the ammonia vaporization and for the natural gas postheating [7]. Point
3 is representative of the gasification process supplied solely by the ammonia condensation
heat; therefore, the thermal power required to complete the phase change in a dedicated heat
exchanger can be determined with the following relation:

Q3!4 ¼ _mLNG ∙ h4 � h3ð Þ (18)

Likewise, the relation (19) provides the thermal power required to supply the natural gas
postheating in another heat exchanger:

Figure 8. Thermodynamic coordinates of natural gas that evolves according to direct expansion.

h [kJ/kg] s [kJ/kgK] ν [m3/kg] T [K] p [kPa]

Point 1 �301.3 5.0 0.00227 113 100

Point 2 �261.5 5.2 0.00238 125 15,000

Point 3 40.00 6.7 0.00315 191 14,450

Point 4 440.0 8.6 0.00800 281 13,728

Point 5 364.0 8.7 0.01250 240 7210

Point 6 505.0 9.2 0.01677 281 7000

Table 3. Main thermodynamic parameters concerning the natural gas cycle: specific enthalpy, specific entropy, specific
volume, temperature and pressure.

Advances in Natural Gas Emerging Technologies14

Q5!6 ¼ _mLNG ∙ h6 � h5ð Þ (19)

By means of simple energy balance equations related to the two heat exchangers, the flow rate
of seawater required to complete the processes of gasification and postheating is evaluated by
setting the limit of 7 K on its temperature difference. Furthermore, by using Eqs. (9) and (11)
for the calculation of the pressure drops in these heat exchangers, the requested electric power
to pump the warm seawater in the LNG cycle is:

WH2O
P ¼

ΔPV
C þ ΔPV

HE þ ΔPPH
C þ ΔPPH

HE

� �
∙ _mV

H2O þ _mPH
H2O

� �

ρ∙ηP
(20)

where the superscript V refers to the LNG vaporization and the superscript PH refers to the
postheating process.

The work to pump the LNG to the supercritical pressure value can be evaluated with the
relation:

WP
1!2 ¼ _mLNG ∙ h2 � h1ð Þ (21)

Finally, the mechanical work is calculable with the following equation:

WT
4!5 ¼ _mLNG ∙ h5 � h4ð Þ (22)

The net electrical power achievable by the direct expansion (DE) technique is equal to:

WDE
n ¼ WT

4!5 ∙ ηALT �WP
1!2

ηP
� WH2O

P (23)

therefore, the global thermal efficiency of the proposed OTEC plant open is:

ηTOT ¼ WOTEC
n þWDE

n

Qvap þQ3!4 þQ5!6
(24)

4.2. Performances of an OTEC plant powered by LNG

By setting a value of LNG flow rate equal to 208 kg/s, corresponding to a regasification
capacity of 8 Gm3 per year (13.3 Mm3 per year in liquid phase) with a utilization factor of
85%, the results listed in Table 4 are determined [7].

The coupling of the two cycles allows an increment of the net electric power, and at the same
time, a higher value of the thermal efficiency is achievable if compared with those of a traditional
OTEC systems. The electric power growth, in fact, is obtained by exploiting the second open
LNG cycle that, additionally, allows the completion of the regasification process. The new
thermodynamic process to vaporize the LNG requires an energy demand lower than traditional
regasification plants. In comparison to LNG terminals where seawater flow rate is exclusively
employed for LNG vaporization, the proposed plant allows major energy savings due to the

Energy Recovery from the LNG Regasification Process
http://dx.doi.org/10.5772/67771

15



lower pumping powers required to complete the process. The proposed plant does not emit CO2

by considering that the production of electric energy is achievable without the combustion of
fossil sources. The global CO2 emissions present a null value because the self-consumed electric
powers of the whole plant have been already contemplated in the calculations; therefore, the
absorption of further electric power from the external grid is not requested [7].

5. Electric production from regasification of LNG using waste heat

From a thermodynamic point of view, a more rational use of LNG as a cold source is obtain-
able by inserting the ammonia closed Rankine cycle described in the previous section. This
closed cycle has to be inserted between the thermodynamic cycle describing the operation of a
conventional power plant and the open cycle of the direct expansion of natural gas. The
possibility to exploit the high temperature of the fluid flow rate released by power plants,
instead of seawater, allows for the employment of ammonia cycles with a higher pressure
level, with consequent advantages in terms of mechanical work produced by the ammonia
turbo-expander. Therefore, the plant operation happens by means of three cycles in a
sequence: a closed thermodynamic cycle of the existing power plant (for instance, a water
vapor Rankine cycle), an intermediate ammonia-closed Rankine cycle, and the open Rankine
cycle for the natural gas direct expansion. By adopting the plant configuration shown in
Figure 9, power plant and regasification terminal can operate independently. Moreover, an

Value

_mNH3 40 [kg/s]

WNH3
P

39 [kWel]

WNH3
T

11.6 [MWel]

WH2O
P

405 [kWel]

WLNG
P

146 [kWel]

WOTEC
n

11 [MWel]

QNH3
vap

63 [MWth]

ηtopth
0.175 [�]

WH2O
P DEð Þ 1.64 [MWel]

WP
1!2 9.74 [MWel]

WT
4!5

15.0 [MWel]

WDE
n

3.63 [MWel]

Q3 ! 4 83.2 [MWth]

Q5 ! 6 29.3 [MWth]

ηTOT 0.081 [�]

Table 4. Main results of a OTEC system employing the two cycles in cascade.

Advances in Natural Gas Emerging Technologies16



lower pumping powers required to complete the process. The proposed plant does not emit CO2

by considering that the production of electric energy is achievable without the combustion of
fossil sources. The global CO2 emissions present a null value because the self-consumed electric
powers of the whole plant have been already contemplated in the calculations; therefore, the
absorption of further electric power from the external grid is not requested [7].

5. Electric production from regasification of LNG using waste heat

From a thermodynamic point of view, a more rational use of LNG as a cold source is obtain-
able by inserting the ammonia closed Rankine cycle described in the previous section. This
closed cycle has to be inserted between the thermodynamic cycle describing the operation of a
conventional power plant and the open cycle of the direct expansion of natural gas. The
possibility to exploit the high temperature of the fluid flow rate released by power plants,
instead of seawater, allows for the employment of ammonia cycles with a higher pressure
level, with consequent advantages in terms of mechanical work produced by the ammonia
turbo-expander. Therefore, the plant operation happens by means of three cycles in a
sequence: a closed thermodynamic cycle of the existing power plant (for instance, a water
vapor Rankine cycle), an intermediate ammonia-closed Rankine cycle, and the open Rankine
cycle for the natural gas direct expansion. By adopting the plant configuration shown in
Figure 9, power plant and regasification terminal can operate independently. Moreover, an

Value

_mNH3 40 [kg/s]

WNH3
P

39 [kWel]

WNH3
T

11.6 [MWel]

WH2O
P

405 [kWel]

WLNG
P

146 [kWel]

WOTEC
n

11 [MWel]

QNH3
vap

63 [MWth]

ηtopth
0.175 [�]

WH2O
P DEð Þ 1.64 [MWel]

WP
1!2 9.74 [MWel]

WT
4!5

15.0 [MWel]

WDE
n

3.63 [MWel]

Q3 ! 4 83.2 [MWth]

Q5 ! 6 29.3 [MWth]

ηTOT 0.081 [�]

Table 4. Main results of a OTEC system employing the two cycles in cascade.

Advances in Natural Gas Emerging Technologies16

alternative plant configuration could provide the condensation heat released from the water
steam cycle to gasify directly LNG in the open Rankine cycle [5].

Figure 10 shows the several thermodynamic transformations of the working fluids in the T-S
plane. Regarding the open cycle supplied by NG, a part of the LNG regasification is carried out
by exploiting condensation heat released from R717 in the HE2 heat exchanger; the process is
completed by means of the seawater flow rate that evolves in the HE3 heat exchanger. R717
superheated steam is produced in the HE1 heat exchanger, by recovering the heat released by the
top cycle. A further seawater flow rate is employed in the HE4 heat exchanger in order to realize
the postheating process, after the expansion of the natural gas in the turbo-expander [5].

Supposing the availability of a constant steam flow rate from the top cycle, R717 flow rate is
determined by considering the thermal balance equation to the HE1 heat exchanger. The
superheating temperature at the R717 vaporization pressure is calculated starting from the

Figure 9. Plant layout according to the three cycles in cascade.

Figure 10. The three thermodynamic cycles in cascade: water steam Rankine cycle (top), ammonia cycle (intermediate),
and NG cycle (bottom).
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steam temperature, decreased by an appropriate pinch-point. With reference to the scheme of
Figure 9, this equation is:

_msteam∙ h5 � h6ð Þ ¼ _mNH3 ∙ h9 � h8ð Þ (25)

Likewise, the thermal balance at HE2 heat exchanger provides the LNG outlet enthalpy:

_mNH3 ∙ h10 � h7ð Þ ¼ _mLNG∙ h13 � h12ð Þ (26)

where the enthalpy value h13 is determined to ensure a difference in temperature, compared
with the ammonia condensation temperature, equal to the pinch-point (usually 10 K). In order
to determine the gas inlet conditions in the turbo-expander (point 14), a maximum tempera-
ture difference of 7 K for the seawater flow rate can be set for the HE3 heat exchanger. The
thermodynamic efficiency of the plant, with reference to the net power produced by every
cycle Wn, is determined with the following relation:

ηth ¼
Wn1 þWn2 þWn3

_m ∙ LCVð ÞEPP þQHE3,HE4
seawater

(27)

where _m and LCV, respectively, are the mass flow rate and the lower combustion value of the
fuel employed in the existing power plant, and Qseawater is the thermal power provided by the
sea flow rate to supply both HE3 and HE4 heat exchangers. In order to determine the electric
power produced in the turbines and the electrical power absorbed by the pumps, the following
relations were used:

WT ¼ ηALT ∙ _m ∙ Δh (28)

WP ¼ _m ∙ Δh
ηp

(29)

where Δh is the real enthalpy variation.

5.1. Example of repowering of an incinerator plant by LNG regasification

In Table 5, the main parameters concerning the three thermodynamic cycles in cascade are
listed; the whole system is supplied by the condensation heat released from a top water vapor
Rankine cycle describing the operation of a waste incinerator plant [5].

Applying the aforementioned equations, Table 6 reports the trend of the global thermal
efficiency of the system, the global electrical power, and the thermal power extracted from the
sea to complete the regasification process, based on the LNG flow rate.

In Figure 11, the trend of the thermal efficiency evaluated for three different operations of the
plant described in Figure 9 is reported: isolated functioning of the existing plant, with direct
expansion supplied exclusively by the heat released from the waste incinerator plant, and with
the proposed configuration operating with three cycles in cascade.
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Thermodynamics cycles Parameter Value

Steam Rankine cycle Pump efficiency 70%

Boilers efficiency 87%

Turbine efficiency 80%

Maximum RDF feed flow rate 19 ton/h

Percentage of tapped steam 14.5%

Vaporization pressure 4 MPa

Overheated steam temperature 673 K

Condensation pressure 0.013 MPa

Ammonia Rankine cycle Pump efficiency 70%

Turbine efficiency 80%

Vaporization pressure 0.4 MPa

Overheated ammonia vapor temperature 35�C

Condensation pressure 0.04 MPa

LNG Rankine cycle Pumps efficiency 80%

Turbine efficiency 78%

Inlet pressure 8 MPa

Inlet temperature 113 K

Inlet pressure in turbine 15 MPa

Outlet pressure from turbine 15 MPa

Outlet temperature from HE3 283 K

Electric generators efficiency 98%

Table 5. Main properties of a hypothetical existing power plant powered by ammonia and NG cycles.

LNG flow rate [kg/s] NG temperature exiting from condenser [K] Qseawater [MW] ηth [%] Wtot [MW]

108 213.35 33.4 22.8 22.9

105 215.75 31.4 23.1 22.7

100 219.65 28.0 23.7 22.5

95 224.35 24.5 24.3 22.3

85 234.75 17.7 25.7 21.8

75 248.05 10.9 27.4 21.3

65 267.15 4.0 29.3 20.8

55 297.65 0 30.3 20.3

Table 6. NG outlet temperature from condenser, thermal power delivered from seawater, thermodynamic efficiency, and
produced electric power for the reference plant employing the three cycle in cascade, in function of LNG flow rate.
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Likewise, Figure 12 shows the trend of the electrical power produced by the three aforemen-
tioned plant operation modes.

The latter figure shows that employing an LNG flow rate of 100 kg/s, the electric power
provided by the whole system increases by approximately 60% if compared with the isolated
existing plant. Supposing the exploitation of existing plant condensation heat to supply the
LNG direct expansion, the electric power increases by 25%. From the thermal efficiency point
of view, varying the LNG flow rate from 95 to 105 kg/s, the rational exploitation of the LNG as

Figure 11. Thermodynamic efficiency varying the LNG flow rate in case of isolated functioning of the waste incinerator
plant, with only direct expansion of NG and for the three cycles in cascade.

Figure 12. Total electric power varying the LNG flow rate in case of isolated functioning of the waste incinerator plant,
with only direct expansion of NG and for the three cycles in cascade.
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a cold source allows the obtainment of values always greater than the isolated operation of the
waste incinerator plant. With the considered plant parameters, other LNG flow rates have not
been considered because they are not able to ensure a suitable temperature field to promote
LNG vaporization by ammonia condensation heat. If the heat released from the existing plant
is employed to supply the methane direct expansion, the thermal efficiency results as being
greater than the isolated waste incinerator plant only for an LNG flow rate lower than 80 kg/s.
The worsening of the thermal efficiency with the LNG flow rate increment is linked to the
major thermal power provided by seawater to complete the regasification process. The use of
the condensation ammonia heat allows for a substantial reduction in the seawater flow rate for
LNG vaporization, of 63 and 60%, respectively, if compared to a simple regasification plant
and a regasification plant with the direct expansion of natural gas. Regarding the electrical
power surplus (10.8 MW for the examined case), the reductions of CO2 emissions are reported
in Table 7 by hypothesizing that the same surplus of energy was produced in conventional
power plants with an availability factor of 85% [5].

6. Further application for LNG exergy recovery

LNG can be used not only for power generation, but the exergy content could also be reused in
different sectors. In the following, some possible applications of LNG exergy recovery during
the regasification process are reported.

6.1. Cold chain and air-conditioning applications

Cold chain is represented by a series of steps (storage, transport, and sale) involved not only
for the commercialization of certain food products, especially frozen and deep-frozen, but also
to deliver cold flow rates required for different uses. The customers can be metropolitan areas,
big shopping centers, or manufacturing companies of specific products. These systems require
the realization of an appropriate pipeline system to transport the chilled flow rate from the
LNG terminal to the users. These pipelines are relevant for the development of the so-called
“smart-district” in order to achieve a rational exploitation of the energy resources. The choice
of a suitable fluid for the cold flow rate transportation is also required in order to solve several
problems concerning the viscosity growth, the freezing risk, and the elevated pumping pow-
ers. For this purpose, new fluid categories such as “ice slurries” and “nano-fluid” have been

Power generation plant type ηth [%] kg CO2/kWhe kg CO2/year

Waste incinerator 25 1.120 88,897 � 103

Steam produced by natural gas 42 0.481 38,195 � 103

Steam produced by oil 42 0.632 50,185 � 103

Steam produced by coal 42 0.866 68,766 � 103

Combined cycle supplied by gas 56 0.361 28,666 � 103

Table 7. CO2 is emitted into the atmosphere supposing that the surplus of electric energy produced by the repowering of
the waste incinerator plant is produced with conventional typologies of power plants.

Energy Recovery from the LNG Regasification Process
http://dx.doi.org/10.5772/67771

21



recently introduced, while hydrocarbon mixtures and carbon dioxide are already employed
because they are cheaper. In Ref. [14], a feasibility study in order to exploit the cold energy
provided by a regasification terminal located around 2–3 km from the users is reported. In
particular, a set of 10 food industries that require 9 MW of cold power at an average temper-
ature of �43�C, and a large hypermarket with an estimated cooling power of 7.5 MW (7.0 MW
only for air-conditioning application and 0.5 MW to supply cooling device with temperature
ranging from �15 to �30�C) have been considered. The working fluid that supplies the
pipeline is represented by CO2 in liquid phase, produced by recovering the LNG exergy
during the regasification process, allowing for a reduction of the pumping power by 30 times,
compared to the gaseous CO2. This system is efficient for a brief distance, because in long
pipelines, the CO2 pumping powers are too elevated.

6.2. Hydrogen production

Currently, the major industrial process employed for hydrogen production is the “steam
reforming.” The product of this process is a gas, called “reformed gas,” which is formed by
hydrogen, carbon dioxide, and carbon monoxide. The chemical reactions that govern the system
are:

CH4 þ 2H2O ! CO2 þ 4H2 (30)

CH4 þH2O ! COþ 3H2 (31)

In order to remove the carbon monoxide produced by the second reaction, the same is treated
with water vapor, according to the following reaction:

COþH2O ! CO2 þH2 (32)

The composition of the reformed gas depends on several parameters, but usually it is constituted
by 80% of hydrogen, 20% of carbon dioxide, 0.5% of carbon monoxide, and 1.5% of unreacted
natural gas (methane). For the CO2 and other impurities removal, a further reaction with
ammonia or the pressure swing adsorption (PSA) method is employed, by producing a reformed
gas with a hydrogen concentration of 99.999%. For storage purposes, a hydrogen liquefaction is
required, with a considerable expenditure of energy. At this step, the LNG regasification can be
employed in order to achieve two results: production costs reduction and production of CO2 in
liquid phase as a waste product. The process is divided into four steps:

• the hydrogen production takes place in a regasification terminal where a part of the
gasified GN is used in the reforming process as raw material;

• the reforming process happens with the usual methods reducing the impurities in a range
between 10 and 100 ppm;

• the carbon dioxide is liquefied by exploiting the LNG latent heat;

• the carbon dioxide recovered is employed for industrial purposes.

LNG intervenes for hydrogen cooling, by reducing the pumping work requested for hydrogen
compression, and for the reformed gas cooling, allowing the CO2 extraction in liquid form. The
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hydrogen liquefaction at the end of the process can take place via three methods: Brayton cycle
supplied by helium, Linde simple method, and Claude Hydrogen method [15]. In the afore-
mentioned methods, the presence of liquid nitrogen or other fluid for cooling applications is
required, and furthermore, high-power pumping is necessary. The LNG can supply all the
cooling processes, with significant savings, avoiding the employment of liquid nitrogen or
other dangerous fluids.

6.3. Cryogenic thermoelectric generator

A cryogenic thermoelectric generator is a device that transforms the temperature difference
between its junctions into electrical energy, but the low efficiency of the process restricts their
employment to few cases. A different situation is observable when the thermoelectric genera-
tor recovers heat or cold from other processes: in these cases, the low efficiency of the generator
is no longer a limitation. In the regasification process, LNG is used for the cold junction and the
superficial seawater for the hot one. Supposing constant properties of junction materials,
calculated at the junctions average temperature, the produced electric power can be deter-
mined as the difference between the thermal power delivered from the hot and the cold
sources. The thermal efficiency can be determined in the function of a single parameter Z,
called merit parameter, and defined by the relation [16]:

Z ¼ ΔS2

K ∙ r
(33)

where K is the thermal conductivity of the material, r is the electrical resistance, and ΔS is the
variation in the Seebeck coefficient. The maximum thermal efficiency is:

η ¼ ΔT ∙ 1� 1 ε=ð Þ
Tc þ Th=ε

(34)

where ΔT is the temperature difference calculated among the hot (Th) and the cold (Tc)
junctions. ε is defined in relation to the merit parameter and to the average temperature of
the junctions Tm by the relation:

ε ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZTm

p
(35)

In the case of LNG regasification, an ideal ΔT of about 170�C is available, with a thermal
efficiency slightly greater than 9%. At present, in real cases, which exploit other thermal
sources, a maximum efficiency of 8% is achievable, despite the higher temperature differences.
From a thermodynamic point of view, LNG offers better results because the cold source has a
higher quality compared to the hot thermal source.

6.4. Desalination of seawater

A widespread idea to solve the problem of lack of water for civil, industrial, and agriculture
uses is to obtain distillated water from seawater. Among the various techniques for the
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desalination of seawater, the “freezing technique” is suitable to be associated to the LNG
vaporization [14]. The freeze desalination process is also known by the name of normal
freezing or progressive freezing. The physical principle is such that when a water solution
containing dissolved salts is cooled to its melting point, ice crystals, mostly made of pure
water, are produced. All the different substances are excluded from the water crystalline
structure. The salts in the solution are concentrated in the brine surrounding the ice crystals.
After an appropriate time, the ice crystals are separated from the brine, washed and melted to
obtain distillated water. The freeze distillation consists of three basic operations: freezing,
washing, and melting. The cooling energy to be supplied to the desalination plant can be
recovered from the LNG vaporization process.

In a freeze desalination plant, high salinity water is fed into the plant head through a heat
exchanger where the water flow is progressively cooled to the melting temperature. Subse-
quently, the suspended solid matter is retained in the filter section, while the dissolved gases
are separated from the fluid to achieve a better freezing. The water, cooled and pretreated, is
sent to the next stage where ice crystals are formed. The freezer fluid has to subtract an
additional fraction of heat from the brackish water, to achieve suitable conditions for the
crystals creation. Since their formation, the crystals are covered with high salinity water. The
salt solution has a high surface tension, and therefore, it adheres to the crystals. The brine and
crystal mixture are successively sent, through a pump, to the washing compartment where the
liquid phase is separated by drainage, and then the salts covering the crystals surface are
separated. The desalination plant, therefore, can use the vaporization of the LNG for the
formation of ice crystals.

6.5. Air separation

The separation of air into its components is a practice intensely used in medical or industrial
application. For instance, nitrogen is an excellent inert gas, whereas pure oxygen is very much
used in medicine. Typically, air separation processes are classified into three categories: cryo-
genic separation, pressure swing adsorption process, and distillation through membranes.

Usually cryogenic separation is preferable when a high degree of purity of components is
required, and these have to be used in liquid phase. A plant for air cryogenic distillation [17]
can be combined with a LNG regasification terminal to exploit the exergy available in the
regasification process. After an initial filtering stage, the air is compressed and undergoes a
first spray cooling. Successively, carbon dioxide is removed by a molecular sieve bed that
eliminates also any remaining water vapor and any gaseous hydrocarbons from the air. Then,
process air is passed through an integrated heat exchanger, for instance, supplied by LNG,
where a great amount of cooling energy is required to reach the temperature value of �172�C.
Part of the liquefied air is enriched by oxygen, whereas the remaining part is constituted
prevalently by nitrogen in order to be again distilled to produce pure nitrogen in a high
pressure distillation column. The output products are nitrogen and pure oxygen with impure
argon because of the presence of small residual amounts of oxygen and nitrogen. Finally, argon
is sent in a purification section where the oxygen is eliminated. Then argon is liquefied via a
further cooling to a temperature of �180�C.
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Abstract

The exponentially growing markets of liquefied natural gas (LNG) require efficient pro-
cesses for LNG regasification within import terminals. Usually, the regasification of LNG 
is accomplished by direct or indirect heating. However, integrating LNG regasification 
into different processes within industrial parks (mainly processes involving low temper-
atures) is an efficient approach because of the utilization of the low-temperature energy. 
In some LNG import terminals, integration technologies are already being used. Previous 
publications showed an increase in the thermodynamic efficiency for systems combin-
ing air separation (as an example) and LNG regasification. In addition, the variation in 
the efficiency as well as the capital investment depends on the schematic and operation 
conditions. This fact creates great potential for improving the systems. In this chapter, 
different schematics are evaluated using exergy-based methods in order to improve the 
effectiveness of complex industrial processes that can involve LNG regasification.

Keywords: LNG, regasification, refrigeration process, cryogenic process, exergy-based 
methods

1. Introduction

Natural gas became a very important primary energy carrier in the last decades. The world fuel 
share of natural gas increased from 16% (in the year 1973) to 21% at present. Approximately 
50% of the natural gas is supplied as liquefied natural gas (LNG) (Figure 1). In the year 2015, 
19 countries exported LNG, with Qatar, Australia, Malaysia, and Nigeria being the main 
exporting countries. The number of importing countries increased to 34 in the year 2015 [1–4].

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



The total chain of LNG consists of the following four steps: exploration and pretreatment, liq-
uefaction and storage, transportation by ship as well as regasification, storage, and distribution.

Figure 2 shows the options of different technologies for the regasification of LNG. Thermal 
energy coming from the combustion of natural gas, seawater or cooling water, air, and pro-
cess integration technologies can be used for the regasification of LNG.

A heat transfer process (direct or indirect) between LNG and other working fluid(s) is 
the basic principle used for the regasification of LNG (Figure 2a) in almost all import 
terminals overall the world. At present, five regasification technologies are used [5]: open 
rack vaporizers (ORV), shell-and-tube vaporizers (STV), submerged combustion vapor-
izers (SCV), and combined heat and power units with submerged combustion units (CHP-
SCV). Other types of vaporizers, the so-called atmospheric evaporators, are used only 
for the regasification of very small amounts of LNG and operate periodically. Heat from 
industrial processes can also be used for the regasification of LNG (Figure 2b), and this, 
however, will not affect the improvement of the industrial process, because the block 
“regasification of LNG” and block “Industry/Power Plant” have separate system boundar-
ies. Techno-economic evaluation of these options is discussed in Refs. [6, 7]. Within these 
technologies (Figure 2a and b), the low-temperature exergy of the LNG is destroyed with-
out any use.

However, low-temperature exergy of the LNG is a valuable “fuel” for many industrial pro-
cesses such as chemical, power generation, and so on. Therefore, researchers are working on 
the development of different options for using the low-temperature exergy of LNG (Figure 2c 
and d). These options can be classified as “industrial parks” because the vaporization of LNG 
becomes an integral part of complex processes generating electricity or chemical products 
(common boundary conditions). There are two options for the realization of the concepts 
(Figure 2c and d):

Figure 1. Major trade movements 2015 (in billion cubic meters) [3].

Advances in Natural Gas Emerging Technologies28



The total chain of LNG consists of the following four steps: exploration and pretreatment, liq-
uefaction and storage, transportation by ship as well as regasification, storage, and distribution.

Figure 2 shows the options of different technologies for the regasification of LNG. Thermal 
energy coming from the combustion of natural gas, seawater or cooling water, air, and pro-
cess integration technologies can be used for the regasification of LNG.

A heat transfer process (direct or indirect) between LNG and other working fluid(s) is 
the basic principle used for the regasification of LNG (Figure 2a) in almost all import 
terminals overall the world. At present, five regasification technologies are used [5]: open 
rack vaporizers (ORV), shell-and-tube vaporizers (STV), submerged combustion vapor-
izers (SCV), and combined heat and power units with submerged combustion units (CHP-
SCV). Other types of vaporizers, the so-called atmospheric evaporators, are used only 
for the regasification of very small amounts of LNG and operate periodically. Heat from 
industrial processes can also be used for the regasification of LNG (Figure 2b), and this, 
however, will not affect the improvement of the industrial process, because the block 
“regasification of LNG” and block “Industry/Power Plant” have separate system boundar-
ies. Techno-economic evaluation of these options is discussed in Refs. [6, 7]. Within these 
technologies (Figure 2a and b), the low-temperature exergy of the LNG is destroyed with-
out any use.

However, low-temperature exergy of the LNG is a valuable “fuel” for many industrial pro-
cesses such as chemical, power generation, and so on. Therefore, researchers are working on 
the development of different options for using the low-temperature exergy of LNG (Figure 2c 
and d). These options can be classified as “industrial parks” because the vaporization of LNG 
becomes an integral part of complex processes generating electricity or chemical products 
(common boundary conditions). There are two options for the realization of the concepts 
(Figure 2c and d):

Figure 1. Major trade movements 2015 (in billion cubic meters) [3].

Advances in Natural Gas Emerging Technologies28

• The regasification of LNG could be integrated into a system for the generation of electricity. 
One of the first publications, where this idea has been described, was Ref. [8]. An extended re-
view of such technologies as well as novel concepts was reported, for example, in Refs. [9, 10].

• The low-temperature exergy of LNG could be used within: (a) desalination processes as re-
ported in Refs. [11, 12] and (b) agro-industrial processes for freezing purposes as discussed 
in Refs. [13–15].

The implementation of the regasification of LNG into chemical industries (Figure 2d) is well 
known from the industrial project developed by Osaka Gas in Japan [16]. Here, the LNG 
import terminal is integrated within an industrial complex with refinery and petrochemical 
plants. LNG is regasified in four steps, which is related to the temperature levels of the refinery 
and the petrochemical plant. These steps are as follows: (a) separation of light hydrocarbons 

(a)

(b)

(c)

(d)

Figure 2. Options for the regasification of LNG: (a) direct or indirect heat transfer process, for example, ORV, STV, and 
SCV; (b) heat utilization of an industrial process; (c) LNG-based cogeneration for electricity generation; and (d) LNG-
based cogeneration for chemical products.
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produced as a by-product in the oil refining process (the temperature level is around −100°C; 
an energy source to separate olefin used as a raw material of polymer products at the petro-
chemical plant), (b) liquefaction of carbon dioxide, a by-product in the production of hydrogen 
(the temperature level is around −55°C), (c) low-temperature storage of butane (−8°C), and (d) 
cooling of water used to cool the intake air for gas turbines (10°C).

Since this chapter focuses on the regasification of LNG in conjunction with air separation pro-
cesses (concept of industrial parks shown in Figure 2d), the state-of-art of such a technology 
will be given.

A concept for the regasification of LNG integrated into an air separation unit was reported 
in Ref. [17]. A recycle nitrogen stream is used to evaporate the LNG stream. This integration 
leads to a decrease in the total specific power consumption from 1.3 kWh/m3 (related to the 
sum of oxygen and nitrogen steams) to 0.8 kWh/m3. In addition to that the installation costs 
are reduced by 10%.

In Ref. [18] was proposed a high-performance energy-supply system with cryogenic air separa-
tion using the cold of LNG and a power generation system with gas and steam turbines, where 
the required electrical power is reduced from 1.2 kWh/m3 (per oxygen steam) to 0.57 kWh/m3. 
In this paper, two different options of a double-column distillation process are discussed.

The integration of the regasification of LNG into a one-column air separation system was 
proposed and evaluated in Ref. [19]. The reported power consumption is decreased by 39%. 
Another configuration of a one-column air separation system with an oxy-fuel power genera-
tion cycle and regasification of LNG was evaluated in Ref. [20]. The achieved reduction in the 
power consumption is 38.5%. Later, a novel system has been developed [21], where the cold 
of LNG is used to precool the air. The power consumption is decreased in this case by 56%.

There are also several patents related to the integration of LNG into an air separation unit, e.g., 
Refs. [22–26]. The data related to energy consumption or/and efficiency are not mentioned.

The authors developed several concepts for the integration of LNG regasification into air sep-
aration systems. Conventional and advanced exergy analyses as well as economic analyses 
have been applied to evaluate the performance of these industrial parks. Detailed information 
can be found in Refs. [27, 28].

2. Process description

Before the authors’ concepts for integrating LNG regasification into air separation systems are 
discussed, a conventional air separation process is evaluated. In this chapter, only generalized 
information based on Refs. [27, 28] have been reported.

2.1. Case A—air separation unit

Main products of an air separation unit are oxygen and nitrogen, which could be in liquid and 
in gaseous form. In some air separations plants, noble gases (argon, for example) are gained. 
The typical air separation unit is composed of three to four blocks:
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• Air compression and purification block

• Air liquefaction block (main heat exchanger (MHE))

• Column block (CB)

• Nitrogen liquefaction block (NLB) (is not mandatory).

The nitrogen liquefaction block is necessary in order to produce higher amounts of liquid 
products and to achieve a higher purity of the products. This block consists of a large number 
of components. It affects the thermodynamic efficiency and the investment costs. The concep-
tual design of the single air separation unit (Case A) is shown in Figure 3.

2.1.1. Air compression and purification block

The air compression block consists of two air compressors with interstage cooler. The dustless 
air is compressed to 5.6 bar [29]. Within the purification block, impurities which will freeze at 
low temperatures are removed using adsorption technology. The considered impurities in the 
compressed air stream are water vapor and carbon dioxide. The concentration must be lower 
than 0.1 ppm for water vapor and 1.0 ppm for carbon dioxide [30].

2.1.2. Main heat exchanger

The compressed air leaving the air compression and purification block is cooled to −173 °C 
within the MHE. The air leaves the MHE partially in liquid form. The streams leaving the 
column block are used to cool down the air. The MHE is a multi-stream (four cold and one 
hot stream) counterflow heat exchanger and is together with the column block embedded in a 
so-called cold box in order to decrease the heat sink from the environment.

Figure 3. Conceptual schematic of Case A (air separation unit).
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2.1.3. Column block

After the MHE, the cold air is fed to the column block. The column block consists of two 
separate columns, which are thermally coupled by the condenser/reboiler. The lower column 
is the high-pressure column (HPC), with a pressure of 5.6 bar, and the upper column is the 
low-pressure column (LPC) with a pressure of 1.3 bar. Both columns are simulated as sieve 
tray columns. Several side streams leaving the HPC are fed to the LPC. The top-products of the 
HPC are gaseous and liquid nitrogen streams. The liquid nitrogen stream is removed from the 
system as a product stream, and the gaseous stream is fed to the MHE. The top product of the 
LPC is also gaseous nitrogen, which is fed to the MHE. At the bottom, liquid and gaseous oxy-
gen are gained. While the liquid stream is also removed from the system, the gaseous stream 
is fed to the MHE. In addition, a side stream from the LPC is fed to the MHE which contains 
mainly nitrogen and is called purge gas stream.

2.1.4. Nitrogen liquefaction block

The NLB consists of four compressors, two expanders, two heat exchangers, and several 
mixing and splitting devices [27]. One of the two gaseous nitrogen streams (stream 31) 
within the MHE is fed to the nitrogen liquefaction block. Here, stream 31 is mixed with 
streams 44 and 47, which are already in the nitrogen liquefaction block. The resulting 
stream (stream 32) is then heated in HE1 and compressed within a three-stage compression 
process with interstage cooling to 38 bar. The stream is split into streams 45 and 39. Stream 
39 is fed to NC4, compressed to 46 bar, and fed together with stream 45 to HE1, where both 
streams are cooled. The stream with a pressure of 38 bar (stream 46) is afterwards fed to 
EXP1 and mixed with the incoming stream. The second stream leaving the HE1 is again 
split into two streams: stream 42 and stream 21. Stream 42 is fed to EXP2, and after this, 
it is used in the HE2 to cool stream 21. This stream leaves the nitrogen liquefaction block 
(stream 48) and is split into two parts (streams 58 and 59), which are fed to both columns 
as a reflux.

2.1.5. Product compression

The nitrogen and oxygen streams leaving the MHE are fed to the NC5 and OC and are com-
pressed to 20 bar, but this pressure depends on the consumer. After compression, the nitrogen 
stream is used to heat the purge gas stream, which also leaves the MHE. The required tem-
perature for the purge gas is 170°C [31], because the purge gas stream is used to desorb the 
impurities in the purification block.

2.2. Case A Design 1

Case A Design 1 (Case AD 1) (Figure 4 [27]) is the concept of the industrial park where the 
LNG stream is regasified within the MHE after having been pressurized in an LNG pump.

The air compression and purification block is identical with the same block in Case A.
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2.2.1. Main heat exchanger

In comparison to Case A, the main heat exchanger is adjusted by the LNG stream. It also 
includes four cold streams, which are now oxygen, purge gas, nitrogen, and LNG (the second 
nitrogen stream is not used within the MHE anymore). The hot stream is air, which is cooled 
to −173 °C.

2.2.2. Column block

The column block is almost identical to the column block in Case A. The only difference is that 
the top product (nitrogen stream, stream 30) is directly fed to the nitrogen liquefaction block, 
instead of passing by the MHE.

2.2.3. Nitrogen liquefaction block

The implementation of LNG within MHE has affected the nitrogen liquefaction block. Here, 
the nitrogen liquefaction block consists of three compressors, one expander, as well as one 
mixing and one splitting device. The top product of the HPC (stream 30) is fed to the NLB, 
heated in the HE2, and afterwards mixed with stream 44, which is also heated in the HE2 
(stream 42). They form stream 32, which is heated in the HE1 and is then compressed in a 
three-stage compression process. Between the first and the second stages, the stream is cooled 
in HE3, which is located in the product compression block. After the compression process, 
the stream is cooled in HE1 and split into streams 42 and 41. Stream 42 is fed to EXP2, heated 

Figure 4. Conceptual schematic of Case AD1.
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within HE2, and mixed with the incoming stream 30, whereas stream 41 is cooled within the 
HE2 and fed to the column block as a reflux.

2.2.4. Product compression

Also in this system, the product streams are compressed to 20 bar. One more heat exchanger 
is required here in comparison with Case A. Here, the nitrogen stream from the NLB is used 
to heat the purge gas stream to the required temperature (HE3). This nitrogen stream and the 
nitrogen stream leaving the NC5 are fed to the HE4 in order to heat the LNG stream to ambi-
ent temperature.

2.3. Case A Design 2

Case A Design 2 (Case AD2) (Figure 5 [27]) is the concept where LNG being pressurized in an 
LNG pump is further regasified within MHE, the air compression and purification block, and 
the nitrogen liquefaction block. The concept is shown in Figure 5.

Figure 5. Conceptual schematic of Case AD2.
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2.3.1. Air compression and purification block

The structure of the air compression and purification block differs from the structure of the 
two systems discussed above. In Case AD2, air is compressed within a three-stage compres-
sion processes to 5.6 bar, which requires an additional interstage cooler. The cooling medium 
in the interstage coolers is the LNG stream. Thus, after the water has been removed from the 
air, the air could be cooled to a lower temperature while heating the LNG stream. This leads 
to a decrease in the power consumption in the following air compressors. Consequently, the 
air enters the MHE with a slightly lower temperature compared to Cases A and AD1.

2.3.2. Main heat exchanger

The main heat exchanger has the same structure as in Case AD1. The cold streams are gaseous 
oxygen, nitrogen, purge gas, and the LNG, whereas the hot stream is air. Hence, in Case AD2, 
the LNG stream is divided into two parts: one is fed to the MHE, and the second one to the 
nitrogen liquefaction block.

2.3.3. Column block

The column block is identical to the Case AD1. In addition, here the top-product of the LPC is 
directly fed to the nitrogen liquefaction block.

2.3.4. Nitrogen liquefaction block

The structure of the nitrogen liquefaction is different from the Cases A and AD1. It now con-
sists of only one heat exchanger and two compressors. The top product of the HPC (stream 
30) and one part of the total LNG stream are heated in the HE2. The nitrogen stream is com-
pressed within a two-stage compression process. Afterwards, it is cooled in the HE2 and fed 
to both columns as a reflux.

2.3.5. Product compression

The gaseous oxygen and nitrogen streams leaving the MHE are also compressed to 20 bar. 
The nitrogen stream is then used to heat the purge gas. Finally, the LNG stream is heated to 
ambient temperature within HE4 using the compressed nitrogen and oxygen streams and the 
heated pure gas stream.

3. Methodology

The exergy-based methods are meaningful tools to analyze, understand, and improve energy 
conversion systems [32]. These methods consist of several analyses [33, 34]:

• Conventional exergy analysis

• Exergoeconomic analysis
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• Exergoenvironmental analysis

• Advanced exergy analysis

• Advanced exergoeconomic analysis

• Advanced exergoenvironmental analysis.

In this chapter, the conventional and advanced exergetic analyses are applied for evaluation 
of the three proposed cases. Additionally, the results from an economic analysis are reported.

3.1. Conventional exergetic analysis

A conventional exergetic analysis identifies the sources of the thermodynamic inefficiencies 
within components and the overall system. The approaches “exergy of fuel” and “exergy of 
product” are applied [32]. The exergy destruction within each component (Eq. (1), the sub-
script k refers to the component being evaluated) and within the overall system (Eq. (2), sub-
script tot) is calculated from

    E ˙    F,k   =   E ˙    P,k   +   E ˙    D,k    (1)

    E ˙    F,tot   =   E ˙    P,tot   +   E ˙    D,tot   +   E ˙    L,tot    (2)

The exergetic efficiencies of component k (Eq. (3a)) and the overall system (Eq. (3b)) are 
defined as

   ε  k   =   
  E ˙    P,k   ___   E ˙    F,k  

    (3a)

   ε  tot   =   
  E ˙    P,tot   ____   E ˙    F,tot  

    (3b)

3.2. Advanced exergetic analysis

The advanced exergetic analysis is an extension of the conventional exergy analysis and helps 
to identify the interrelations among the exergy destructions within the components and the 
real potential for improving the energy conversion system (the methodology could be found 
in Refs. [33, 34]. In the advanced exergetic analysis, the exergy destruction could be spilt 
into avoidable and unavoidable or/and endogenous and exogenous parts. Furthermore, these 
parts could be combined to determine the

• unavoidable endogenous exergy destruction,

• unavoidable exogenous exergy destruction,

• avoidable endogenous exergy destruction, and

• avoidable exogenous exergy destruction.
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The unavoidable exergy destruction represents the part which could not be reduced due to 
technological limitations associated with the component being considered. Thus, the avoid-
able exergy destruction is the part which could be reduced by thermodynamically improving 
the component. The endogenous exergy destruction represents the part which is caused by 
the irreversibilities within the component itself, while the exogenous exergy destruction is the 
part which occurs within this component due to the exergy destructions within the remaining 
components of the overall system.

In this chapter, the exergy destruction is split into unavoidable and avoidable parts. More 
information about other options to split the exergy destruction has already been reported in 
Ref. [27].

Splitting the exergy destruction into the unavoidable and avoidable parts requires iden-
tifying the technological limitations of the different types of components. The following 
assumptions are used: minimum temperature difference of 0.5 K for all heat exchangers; 
maximum isentropic efficiency of 80% for the LNG pump, and maximum isentropic effi-
ciency of 90% for the compressors and expanders. The splitting of the exergy destruction 
was not applied to the column block, throttling valves, splitting devices, and dissipative 
components.

3.3. Economic analysis

The economic analysis estimates the cost of components as well as the fixed and total capital 
investment. In this chapter, the economic analysis is conducted based on Ref. [32]. Additional 
details are given in Ref. [28].

3.3.1. Purchased equipment costs

The cost of all components (purchased equipment costs (PEC)) is estimated using cost data 
available in the literature and are adjusted according to the operation conditions using tem-
perature, pressure, and material factors. The factors are obtained from Ref [38], whereby the 
temperature factor has to be adjusted for temperatures below 0°C. All components which 
work at temperatures higher than −29°C are made of carbon steel [35]. For lower tempera-
tures, materials like stainless steel, aluminum, cooper, or monel could also be used.

3.3.2. Cost of the heat exchangers

For the heat exchangers, two different kinds of heat exchangers are assumed: shell-and-tube 
and plate heat exchangers.

The interstage coolers in the air compression and purification block and in the nitrogen liq-
uefaction block are shell-and-tube heat exchangers. The remaining heat exchangers (HE1, 
HE2, HE3, HE4, and MHE) are plate heat exchangers. To estimate the costs, the heat duty 
and the temperature differences are obtained from AspenPlus [36]. The overall heat transfer 
coefficients are selected according to the available data. The costs are estimated based on data 
from Ref. [37].
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3.3.3. Cost of the turbomachinery

This set of components includes the compressor, expanders, and the LNG pump. The com-
pressors are centrifugal compressors and the expanders are axial expanders. For all turboma-
chinery, the required or generated power is the determined factor for the cost estimation. The 
costs are taken from Refs. [37–39], for the compressors, expanders, and the pump, respectively.

In general, the cost of compressors includes the cost for the electrical motor. However, in Case 
A, there is one exception. The cost of NC3 and NC4 is estimated without motor, because they 
are connected to EXP1 and EXP2, respectively.

3.3.4. Cost of the column block

The estimation of the costs of the column block is divided into two parts: empty shell and 
trays [29]. The low-pressure and high-pressure columns are simulated as sieve tray columns 
with 96 and 54 stages, respectively. To estimate the costs of the two empty shells, the diameter 
and the height must be known. According to Ref. [40], the diameter must be lower than 4–5 m, 
because, otherwise, it will be difficult and costly to construct a sieve tray column. Here, a 
diameter of 3 m for both columns is assumed. For the calculation of the height of each column, 
the distance between each tray must be known. In Refs. [41–43], values of 80 mm to 300 mm, 
300 mm to 600 mm, and around 610 mm are mentioned, respectively. We assumed a value of 
400 mm, which results in a height of 21.6 m and 38.4 m for the HPC and LPC, respectively. 
Both columns on top of each other have a total height of 60 m, which is in the range of the size 
for the cold box of an air separation unit [41]. The estimation of the costs of the trays depends 
on the diameter of the columns and on the number of trays. The costs for the empty shell and 
the trays are obtained from data reported in Ref. [39].

3.3.5. Estimation of the costs of the purification system

The estimation of the costs of the purification systems is based on the results of the above-
mentioned groups of components. The percentage distribution of the costs of the different 
types of components is given by Ref. [45]. The purification system accounts for 13% of the 
total cost of the components.

3.3.6. Fixed and total capital investment costs

After estimation of the purchased equipment costs, the fixed capital investment (FCI) is calcu-
lated. The fixed capital investment is the sum of the direct and indirect costs. The direct costs 
could be further divided into onsite and offsite costs. Here, the offsite costs are here neglected. 
The onsite costs contain the purchased equipment costs and additional costs such as installa-
tion, piping, electrical equipment and instrumentation and controls. In the literature [32, 39], 
these additional costs are calculated as a share of the purchased equipment costs. Another 
possibility to consider the additional costs of each component is the modular method, which 
considers the module factor according to Ref. [44]. Therefore, the purchased equipment cost 
of each component is multiplied by a specified module factor which is individual for each 
component type.
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The estimation of the costs of the column block is divided into two parts: empty shell and 
trays [29]. The low-pressure and high-pressure columns are simulated as sieve tray columns 
with 96 and 54 stages, respectively. To estimate the costs of the two empty shells, the diameter 
and the height must be known. According to Ref. [40], the diameter must be lower than 4–5 m, 
because, otherwise, it will be difficult and costly to construct a sieve tray column. Here, a 
diameter of 3 m for both columns is assumed. For the calculation of the height of each column, 
the distance between each tray must be known. In Refs. [41–43], values of 80 mm to 300 mm, 
300 mm to 600 mm, and around 610 mm are mentioned, respectively. We assumed a value of 
400 mm, which results in a height of 21.6 m and 38.4 m for the HPC and LPC, respectively. 
Both columns on top of each other have a total height of 60 m, which is in the range of the size 
for the cold box of an air separation unit [41]. The estimation of the costs of the trays depends 
on the diameter of the columns and on the number of trays. The costs for the empty shell and 
the trays are obtained from data reported in Ref. [39].

3.3.5. Estimation of the costs of the purification system

The estimation of the costs of the purification systems is based on the results of the above-
mentioned groups of components. The percentage distribution of the costs of the different 
types of components is given by Ref. [45]. The purification system accounts for 13% of the 
total cost of the components.

3.3.6. Fixed and total capital investment costs

After estimation of the purchased equipment costs, the fixed capital investment (FCI) is calcu-
lated. The fixed capital investment is the sum of the direct and indirect costs. The direct costs 
could be further divided into onsite and offsite costs. Here, the offsite costs are here neglected. 
The onsite costs contain the purchased equipment costs and additional costs such as installa-
tion, piping, electrical equipment and instrumentation and controls. In the literature [32, 39], 
these additional costs are calculated as a share of the purchased equipment costs. Another 
possibility to consider the additional costs of each component is the modular method, which 
considers the module factor according to Ref. [44]. Therefore, the purchased equipment cost 
of each component is multiplied by a specified module factor which is individual for each 
component type.
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The indirect costs consist of engineering, supervision, construction costs, contractor’s profit, 
and contingencies. All these costs are calculated as a given percentage of the direct costs. For 
the total capital investment (TCI), the different time points of the investments are considered 
and the related required payments of interest.

3.4. Safety aspects

LNG has an outstanding safety history. Commercial LNG transportation started in the 1960s 
without serious accidents. Only six incidents which are mainly related to collisions with other 
ships or run a ground have been reported in Ref. [46], but in all these cases no LNG was 
released. The good safety history is attributed to the well-developed technology for LNG 
tankers and the strict safety regulations. Nowadays, two types of LNG carriers exist: spherical 
type and membrane type. Both tanks are of double-hulled construction, which increases the 
safety of LNG carriers. Especially since 1980, the number of annual incidents related to the 
transport of oil, LNG, and LPG decreased due to a wide range of safety regulations, design, 
crew competence, and ship management improvements [47].

In general, the main hazards related to LNG are fires, explosion, cryogenic freeze burns, 
embrittlement of metal, and confined spaces [5]. The main sources of LNG hazards are, for 
example, liquid leaks under pressure, liquid leaks from storage tanks, rollover of an LNG 
storage tank, and liquid pools evaporating to form a flammable vapor plume [46]. Not all 
of the above-mentioned sources of LNG hazards occur in each step of the LNG chain. Thus, 
leaks under pressure occur in liquefaction and regasification process and during the transfer 
of LNG from storage and vice versa. The risk assessment of the LNG technology is widely 
spread in the literature. Ramsden et al. [49] published a study including the main important 
safety regulations for the transport of LNG. A detailed analysis and modelling of the risk 
associated with LNG was conducted in Ref. [46]. The safety and risk aspects of LNG are also 
analyzed in Ref. [5].

In case of a spill or leakage of LNG, a fire or explosion is the main hazard related to LNG. 
The consequences of leaks are shown graphically in a so-called event tree, which is shown in 
Figure 6 for a leakage of LNG near atmospheric and at elevated pressure. As shown in this 
figure, the consequences of spills depend on several facts like type of release, direct or delayed 
ignition. According to these facts, different kinds of fire occur like pool fire, jet fire, flash 
fire, or boiling liquid expanding vapor explosion (BLEVE). The presence of pure oxygen or 
oxygen-enriched streams, low temperatures, and high-pressure streams are associated with 
the main hazards in air separation plants. In Ref. [48], the following four main hazards are 
related to air separation units: rapid oxidation, embrittlement, and pressure excursions due 
to vaporizing liquids and oxygen-enriched or deficient atmospheres. A survey of accidents at 
Japanese air separation plants conducted [51] and categorized them according to the follow-
ing types: explosion, burn, frost bite, and suffocation. The component with the highest num-
ber of accidents is the reboiler. Mainly, these accidents are explosions due to the accumulation 
of hydrocarbons within the liquid oxygen.

In the discussed cases with the integration of the LNG regasification, the simultaneous pres-
ence of LNG and oxygen increases the hazards potential.
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4. Simulation

The simulation of the three discussed cases has been conducted using AspenPlus. The Peng-
Robinson equation of state is selected, because it is appropriate for low-temperature pro-
cesses. Table 1 shows the assumptions for the two incoming streams: air and LNG. Main 
assumptions for the simulation of the different types of components are shown in Table 2. The 
detailed description of the simulation is reported in Ref. [27].

Parameters Unit Air value LNG Value

T °C 15 −162

p bar 1.0134 1.3

  m ˙   kg/s 16.4 10

xi kmol/kmol   x  
 N  

2
  
   =  0.772 ;   x  

 O  
2
  
   = 0.208 

xAr   = 0.0095;   x  
 H  

2
  O
   = 0.0102 

  x  
C O  

2
  
   = 0.0003 

  x  
C H  

4
  
   =  0.8698 ;   x  

 C  
2
   H  

6
  
   =  0.0935 

   x   C  3   H  8   
   =  0.0233 ;   x   C  4   H  10  

   =  0.0063 

   x  
 N  

2
  
    =  0.0071 

Table 1. Assumptions for the incoming streams.

Figure 6. Event tree for the release of LNG at atmospheric and elevated pressure (based on Ref. [49]).
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5. Results and discussion

5.1. Energy analysis

Figures 7 and 8 show the power consumption/generation within turbomachinery and the heat 
rate in the heat exchangers, respectively. The total power consumption is    W ˙    tot,CA   = 18.5 MW  
for Case A. It decreases to    W ˙    tot,CAD1   = 12.0 MW  and    W ˙    tot,CAD2   = 6.9 MW , which corresponds to 
a reduction in the power consumption of 35.2% (Case AD1) and 62.8% (Case AD2).

Parameter Unit Value

Compressors, expanders

ηis – 0.8

ηmech – 0.99

Column block

Stages (HPC) – 54

Stages (LPC) – 96

Stage pressure drop bar 0.003

Reflux ratio (HPC) kg/s/kg/s 0.75

Bottom rate (LPC) kg/s 0.5

Heat exchangers

Pressure drop % 3

Table 2. Selected assumptions for different types of components.

Figure 7. Power consumption/generation (MW).
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Figure 8. Heat rate within the heat exchangers (MW).

A decrease in the power consumption of more than 50%, if the regasification of LNG is intro-
duced into an air separation process, has been reported in Refs. [20, 50]. Thus, the authors’ 
results are in the range of the data reported by other scientists.

The results show that NC1 in Case A has the highest power consumption, followed by NC2 
and NC5. In Case AD1, the power consumption of NC1 and NC2 is decreased by 50% (for 
each compressor). For Case AD2, the power consumption of the air compressors decreases as 
well due to the interstage cooling with LNG instead of water.

The heat rate in the heat exchangers varies significantly in the different systems. The HE1 in 
Case A is the component with the highest heat rate followed by the IC3 and IC4 in the nitro-
gen liquefaction block of the same system. The MHE has the same heat rate in Case A and 
AD1, because the air enters and leaves the MHE with the same temperatures. In Case AD2, 
the heat rate decreases slightly, because the air entering the MHE has a lower temperature. In 
addition, the heat rate in IC1 and IC2 is reduced from Case AD1 to Case AD2. In Cases A and 
AD1, the air is compressed within a two-stage compression process. In Case AD2, the air is 
compressed within a three-stage compression process, which decreases the temperature after 
each compressor, and, thus, results in a lower heat duty in the following interstage coolers.

5.2. Exergetic analysis

The definitions of the exergy of fuel and exergy of product for each component as well as for 
the overall systems are reported in Ref. [27]. The results of the overall system for Cases A, 
AD1, and AD2 are shown in Table 3. The exergetic efficiency increases form 34.7% in Case A 
to 42.2% in Case AD1 and to 54.1% in Case AD2. This corresponds to an increase in the exer-
getic efficiency by 21% from Case A to Case AD1 and an increase in the exergetic efficiency of 
56% from Case A to Case AD2.
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Figures 9–11 show the exergy balances for all productive components of Cases A, AD1, and 
AD2, respectively. Each diagram has two axes: the left one is related to the exergy of fuel 
(MW) as the sum of exergy of product and exergy destruction, and the right one shows the 
exergetic efficiency (%).

The results obtained from the exergy analysis show that the exergetic efficiencies are around 90% 
for turbomachinery; however, for the heat exchangers, this value varies between 2% and 76%.

In Case A (Figure 9), the HE1 and the MHE are of particular interest. The HE1 is the compo-
nent with the highest exergy destruction in this system. However, the component with the 
lowest exergetic efficiency is HE3. The exergetic efficiency of the MHE is 76%. This value is 
decreased in Case AD1 to 57% (Figure 10). In Case AD2, the IC1, IC2, and IC3 are productive 
components, but they have a very low exergetic efficiency between 2% and 7% (Figure 11). 
The air should not be cooled to the very low temperatures that are provided by LNG. It results 
in the low exergetic efficiency.

Figures 12–14 show the distribution of the exergy destruction among most important compo-
nents for the Cases A, AD1, and AD2, respectively. The remaining components are lumped 
under “others.”

System
   E ˙    

F, tot
  ,  MW    E ˙    

P, tot
  ,  MW    E ˙    

D, tot
  ,  MW    E ˙    

L, tot
  ,  MW 

εtot, %

Case A 18.6 6.4 11.9 0.2 34.7

Case AD1 20.6 8.7 11.7 0.2 42.2

Case AD2 15.5 8.4 7.0 0.09 54.1

Table 3. Results obtained from the exergetic analysis of the overall systems.

Figure 9. Results obtained from the exergy analysis of Case A.
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Figure 11. Results obtained from the exergy analysis of Case AD2.

Figure 10. Results obtained from the exergy analysis of Case AD1.

Figure 12. Distribution of the exergy destruction among components of Case A.
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In Case A, HE1 is the component with the highest exergy destruction, which accounts for 21% 
of the total exergy destruction. The second component is the IC3 in the nitrogen liquefaction 
block with 13%. The structural changes from Case A to Case AD1 lead to a different priority. 
Hence, in Case AD1, the MHE is the component with the highest exergy destruction, i.e., 25% 
of the total exergy destruction. Of particular interest is also the CB with an exergy destruc-
tion of 10%. In Case A, however, both components (MHE and CD) play a minor role (around 
5–6%). In Case AD2, the MHE is the component with the highest exergy destruction followed 
by HE2 and IC1. The contribution of the column block is only 9%.

Figure 13. Distribution of the exergy destruction among components of Case AD1.

Figure 14. Distribution of the exergy destruction among components of Case AD2.
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Figure 15. Results obtained from the advanced exergy analysis of Case A (MW).

5.3. Advanced exergetic analysis

Figures 15–17 show the results obtained from the advanced exergetic analysis, for Cases A, 
AD1, and AD2, respectively. For all productive components, the exergy destruction is divided 
into unavoidable and avoidable exergy destructions.

The results obtained from the conventional exergetic analysis highlighted already that HE1 in 
Case A is the component with the highest exergy destruction, where approximately half of the 
exergy destruction could be avoided. The exergy destruction within HE3 is quite low, but it has a 
large potential for improvement, due to a relative high amount of avoidable exergy destruction.

In Case AD1, the MHE is the component with the highest exergy destruction, where just a 
small part could be avoided. The potetial for improvement is slightly higher for HE1 and HE2.

In Case AD2, the MHE and HE2 have the highest exery destruction with a relativ small poten-
tial for improvement. However, the components IC2 and IC3 could be improved.

5.4. Economic analysis

Figure 18 shows the estimated purchased equipment costs for three discussed cases. In addition 
to this information, the distribution of PEC among the group of components is demonstrated 
in Figures 19–21. The purchased equipment costs of the air compression and purification 
block and the column block are approximately the same for all three cases. However, the dis-
tribution within each case varies. While the share of the overall costs of the air compression 
and purification block differs slightly (between 7% and 9%), the share of the column block is 
affected more and varies between 40% and 54% for the three cases.

Table 4 shows the results of calculations of the fixed and total capital investment for the over-
all systems. The FCI and TCI of the Case AD1 is only slightly lower (3%) than the FCI and TCI 
of Case A. However, the difference between Case A and Case AD2 is far greater. Here, the FCI 
is 21.3% lower compared to Case A.
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Figure 16. Results obtained from the advanced exergy analysis of Case AD1 (MW).

Figure 17. Results obtained from the advanced exergy analysis of Case AD2 (MW).

Figure 18. Purchased equipment costs for the Cases A, AD1, and AD2.

Concepts for Regasification of LNG in Industrial Parks
http://dx.doi.org/10.5772/intechopen.70118

47



Figure 19. Distribution of the purchased equipment costs among the groups of components for Case A.

Figure 21. Distribution of the purchased equipment costs among the groups of components for Case AD2.

Figure 20. Distribution of the purchased equipment costs among the groups of components for Case AD1.
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Figure 21. Distribution of the purchased equipment costs among the groups of components for Case AD2.

Figure 20. Distribution of the purchased equipment costs among the groups of components for Case AD1.
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Unfortunately, the economic results cannot be compared with the data reported by other 
scientists because of the lack of such information in the literature.

6. Conclusions

In this chapter, the concept of the LNG-based industrial park is discussed. This means the inte-
gration of LNG regasification into different processes, where low temperatures are required 
in industrial plants. One option is the utilization of the low-temperature exergy of LNG dur-
ing the liquefaction of air within an air separation unit. Exergy-based methods (conventional 
and advanced exergetic analyses) are applied to identify the potential for improvement of the 
discussed systems. The exergoeconomic and exergoenvironmental analyses will be reported 
later. The authors are also working on safety-related issues. A novel exergy-based method, 
the exergy-risk-hazard analysis, will be applied in order to identify the differences in the 
potential hazards for the proposed concepts.

Author details

Tatiana Morosuk1*, Stefanie Tesch1 and George Tsatsaronis2

*Address all correspondence to: tetyana.morozyuk@tu-berlin.de

1 Exergy-Based Methods for Refrigeration Systems, Institute for Energy Engineering, 
Technische Universität Berlin, Germany

2 Energy Engineering and Environmental Protection, Institute for Energy Engineering, 
Technische Universität Berlin, Germany

Case A mil. US$ (2015) Case AD1 mil. US$ (2015) Case AD2 mil. US$ (2015)

Calculation of the fixed capital investment (FCI)

Direct costs 41.4 39.9 32.6

Indirect costs 17.2 16.5 13.5

FCI 58.5 56.4 46.1

Calculation of the total capital investment (TCI)

Plant facilities investment 1 
(60% of FCI)

35.1 33.9 27.6

Plant facilities investment 2 
(40% of FCI)

23.4 22.6 18.4

Interest for PFI 1 and PFI 2 9.7 9.4 7.6

TCI 68.2 65.8 53.7

Table 4. Results obtained from the economic analysis of the overall systems.
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Abstract

Hydraulic fracturing is a commonly used practice in the oil industry for well stimula-
tion and production enhancement. With the general theme of the oil and gas industry 
moving toward systems with nano-sized pores, nanoparticles have gained a significant 
amount of attention especially in the field of hydraulic fracturing. Several groups have 
developed different nanoparticle systems that improve hydraulic fracture conductiv-
ity. This paper is a review of the highlighted work published in the area of applica-
tion of nanoparticles to improve fracture conductivity. Nanotechnology can be used 
to improve the efficiency of hydraulic fracturing process. Four major production chal-
lenges faced by the oil and gas industry including incomplete filter cake cleanup, 
proppant pack damage, formation damage, and having micro-fractures that are not 
packed with proppants and will close under closure stress are introduced in this work. 
Solutions have also been reported using the advances in nanotechnology to address 
some of these challenges.

Keywords: nanotechnology, oil & gas, hydraulic fracturing, shale, natural gas

1. Introduction

1.1. Nanotechnology

Nanotechnology is the application of nanomaterials with at least one dimension in the 1–100 
nm range. Taking advantage of high surface/volume ratio and high specific surface function-
alization, nanotechnology helps in the generation of materials which have properties very 
different from the original materials. Nanotechnology is an active research area with applica-
tions in almost all engineering domains, and petroleum engineering is no exception. Many 
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upstream researchers are trying their best to bring around an industrial revolution by making 
use of nanotechnology to find solutions to the existing technological challenges in the indus-
try. Since the conception of this technology, nanomaterials have been used widely in different 
fields including drilling, completion, workover, stimulation, and wastewater treatment. Some 
recently discovered applications of nanotechnology in well stimulation treatments will be dis-
cussed in this work.

1.2. Hydraulic fracturing process

Hydraulic fracturing is a very common practice for stimulating oil and gas wells. It has con-
tributed significantly toward making previously unrecoverable reserves exploitable and 
enhancing production rates from existing fields. The first hydraulic fracture treatment was 
carried out in Hugoton gas field in Grand county, KS, in 1947 [1–3].

The process consists of pumping a fracturing fluid into the pay zone at an injection pres-
sure and rates high enough to generate and propagate fractures into the formation. The 
fracturing fluid used in the process is a blend of different additives like viscosifiers which 
aid in the creation of fractures which would then act as a conduit for the flow of hydro-
carbons into the wellbore. First, fluid without additives called ‘pad’ is pumped to initiate 
the fracture and adjust the temperature and salinity of the near fracture area to compatible 
values with the injected fluid. This is followed by injection of a ‘slurry,’ which is a mixture 
of different additives and proppants, which would then continue to extend the fracture 
further into the formation and distribute the proppants along the length and height of 
the fracture. Once the injection pressure is removed and the well is ‘shut-in,’ the fractures 
tend to close because of the closure stress applied by the rocks. The proppants having been 
already injected into the fracture prevent the fractures from closing, ensuring a conductive 
path for the hydrocarbons to flow once the well is put into production. Before the produc-
tion phase starts, the viscous fracturing fluid present in the fracture has to break down and 
flow back to the surface, to prevent it from causing hindrance to the flow of hydrocarbons 
during production. For this purpose, the ‘slurry’ of the cross-linked fluids contains chemi-
cals termed ‘breakers’ which would break down the highly viscous fracturing fluids into 
less viscous fluid which can flow back to the surface during the ‘flow back’ period after 
the shut-in process. This process is termed ‘cleanup.’ After the flow back period, the well 
is put into production and the hydrocarbons flow into the wellbore through the highly 
conductive hydraulic fracture network. The industry tends to believe that slickwater-type 
fracturing fluids generate a minute filter cake, if any. Therefore, more and more operators 
are currently showing a tendency to exclude the breaker systems when they are using 
slickwater fluids [1].

The selection of a proper fracturing fluid involves several considerations. It starts with choos-
ing the pad volume where one must consider what and how much pad is required to create 
the desired fracture geometry. This is followed by estimating the viscosity the fluid should 
possess, to generate sufficient fracture width (to ensure proppant entry into the fracture), to 
ensure proppant suspendability (to transport proppant from the wellbore to the fracture tip) 
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and to limit fluid loss. Fracturing fluid viscosity is the main mechanism for fluid loss control 
where a gel filter cake cannot form [1].

In short, an ideal fracturing fluid would be one that ‘has an easily measured controllable vis-
cosity, controllable fluid loss characteristics, would not damage the fracture or interact with 
the formation fluid, would be completely harmless and inert and cost less than $4.00 US/gal-
lon’ [1, 4]. Excessive viscosity increases costs, raises treating pressure which may cause unde-
sired height growth, and can reduce fracture conductivity as most chemicals that are used to 
increase viscosity leave residue which damages the proppant pack permeability. Insufficient 
viscosity causes improper proppant distribution, increased fluid loss, inferior fracture dimen-
sions, and inadequate fracture conductivity [1, 4].

Oil-based fracturing fluids were the first to be used, but environmental and safety concerns 
raised by their applications have prompted the industry to move toward developing an alter-
native. Today, more than 90% of fracturing fluids are water based [2]. Aqueous fluids are 
not only economical, but the additives developed over the years to be used with them have 
helped in controlling the fracture parameters that would be generated [3].

The additives used in the fracturing fluids are:

• Gelling agents

• Cross-linkers

• Breakers

• Fluid loss additives

• Bactericides

• Surfactants and non-emulsifying agents

• Clay control additives

Guar-based fluids are commonly used as fracturing fluids to form a filter cake, propagate the 
fracture, and transport proppants during a typical hydraulic fracturing job. They are used in 
their cross-linked forms in conventional reservoirs and in their linear or cross-linked forms in 
unconventional reservoirs. They are relatively cheap, and they have been found to perform 
well under shear and temperature conditions encountered in the wellbore and formation. The 
viscosity of the polymer solutions decreases with increasing temperature.

It is very important that the fracturing fluids retain their viscosity so that they can apply ade-
quate hydrostatic pressure on the rocks to crack them open. Hence, cross-linkers, such as borate 
and zirconate, are added to enhance the viscosity of the gel [1, 9]. Addition of cross-linkers to 
hydroxypropyl guar (HPG) solution increases the viscosity of the linear gel from less than 50 
cP into the 100’s or 1000’s of cP range. The higher viscosity aids in generating wider fractures 
which can accept higher concentrations of proppant. Cross-linking also helps in reducing the 
fluid loss to improve fluid efficiency. Moreover, cross-linking increases the elasticity and prop-
pant transport capability of the fluid while simultaneously reducing the friction pressure [1, 7].
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1.3. Problems related to hydraulic fracturing in conventional formations

1.3.1. Incomplete fracture cleanup

Fracturing fluids cause reduction in proppant pack permeability because of their following 
disadvantages.

1.3.2. Filter cake buildup

During the fracturing operation, the high-pressure fracturing fluid leaks off into the forma-
tion. A polymer and fluid loss additive filter cake is formed. During fracture closure, the prop-
pants are embedded into the filter cake, making it difficult to remove the filter cake during 
production. A typical filter cake thickness of 0.5 mm (0.13 in.) on each fracture wall is enough 
to completely block a thin fracture propped with two layers of 20/40-mesh proppants [8].

Filter cake is usually attacked by the injected breakers reducing its thickness during the 
cleanup period, but in most cases a thin layer of filter cake still remains during the produc-
tion phase due to the inefficiency of the cleanup operation. The ratio of the filter cake to the 
fracture width determines the extent of resistance offered by the fluid, against the applied 
pressure difference across the proppant pack [9, 10]. A thick filter cake reduces the width of 
the fracture available for the flow of hydrocarbon [1]. A schematic picture of one side of a 
hydraulic fracture is shown in Figure 1.

Figure  1. Schematic picture of one side of fracture after closure [5].
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1.3.3. Gel residue

Despite the usage of copious amountvs of breakers, the usage of cross-linked fluids usually 
leaves a proppant pack containing a lot of fibrous material between the grains, which are then 
‘glued’ together [8]. Palisch et al. reported that gel damage is a significant factor which reduces 
proppant pack conductivity by different mechanisms [6]. The porosity and permeability of the 
proppant pack get significantly reduced by the gel residue (Figure 2) left in the proppant pack 
due to incomplete fracture cleanup. Moreover, the unbroken fluids found mostly near the tip of 
the fractures cause loss in effective fracture length. The gel saturation is usually higher near the 
tip of the fracture as the drawdown pressure is weaker toward the tip. This causes the effective 
fracture length available for production to be much less than the propagated fracture length as 
the yield stress required for the flow to start is harder to overcome near the fracture tip [2, 13].

1.3.4. Non-degraded fracturing fluid

If you consider the scenario just after the fracturing job, the propped fracture will be almost 
completely saturated with fluids with viscosity much greater than that of the injected fluid 
because of the fluid leak off into the formation. The fluid which leaked off reduces the oil/gas 
saturation in the invaded zone to values closer to their irreducible saturation. The deliverability 
of the well will continue to remain impaired until this fluid is at least partially removed from 
the formation and the fracture. Further reduction in productivity can occur due to the increased 
bottom hole pressure as a result of the dense liquid which is held up in the wellbore [1, 31].

Incomplete cleanup of fractures leaves partially broken fracturing fluids and residues even 
after the breakers have degraded the filter cake. The significant damage caused by partially 
broken fracturing fluids and filter cake to the fracture conductivity, and thereby to the cumu-
lative oil production, has been shown by many researchers [1].

Figure  2. Gel residue in the proppant pack [6].
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1.3.5. Formation damage due to fluid loss

The fluid which ‘leaks off’ into the reservoir causes hydraulic and physical damage to the res-
ervoir. In the area invaded by the leaked off fluid, hydraulic damage is caused by the shifts in 
capillary pressure and relative permeability curves. Physical damage is caused by processes 
like clay swelling, invasion of fracturing fluid into the formation, etc. [10]. These effects will be 
more prominent in shales because of their significant clay content; this is especially the case 
with shale rocks that contain smectite and montmorillonite clays [5]. The volume of the fluid 
lost into the formation has a direct relation with the permeability of the formation and also 
increases with decreasing viscosity of the fluid injected. Fluid loss also depends on the differ-
ence between fracture injection pressure and reservoir pressure, initial water saturation of the 
formation, etc. The more the fluid is lost into the formation, the less is the pressure applied on 
the formation rocks, thereby reducing the length and the width of the fractures propagated [1].

Damages due to the invasion of filtrate volumes are more significant in tight and ultra-tight for-
mations, even though the fluid loss volumes are smaller for these very low permeability rocks 
because of the inverse square root relation between capillary pressure and permeability. To 
further compound this problem, the system of naturally induced micro-fractures, from which 
the tight and ultra-tight unconventional hydrocarbon reservoirs typically produce, can cause 
significant fluid loss volumes [30]. Reducing fluid loss to the formation would help in creating 
longer fractures with more fracture contact area which would help in increasing production [1].

1.4. Hydraulic fracture propagation in unconventional reservoirs

The main purpose of hydraulic fracturing in shale reservoirs is to increase hydrocarbon pro-
duction by connecting the already existing fissures and fractures and creating a network of 
fractures and micro-fractures. It is also believed to dilate the already existing systems of small 
fissures and fractures which are initially filled with calcite, quartz, or other minerals [11, 16]. 
Reopening of natural fractures occurs when the induced stresses inside the rock overcome 
formation in situ stresses. Although the size of the induced cracks and reopened parts of the 
preexisting natural fractures are very small in comparison with the main hydraulic fracture, 
they can still tremendously increase the well-formation contact area if they are kept open dur-
ing production using appropriate propping agents [1, 17].

Ultra-low permeability shale reservoirs are dependent on a large fracture and micro-fracture 
network to maximize well performance. Micro-seismic fracture mapping has shown that 
large fracture networks can be generated in many shale reservoirs [11]. Preexisting healed or 
open natural fractures and favorable stress-field conditions enhance the chances for creating 
large fracture networks (Figure 3). Such complex fracture networks are desirable in ultra-tight 
shale reservoirs because they maximize the fracture-surface contact area with the shale [1].

Conventional reservoirs are mostly reliant on single-plane-fracture half-length and conductiv-
ity for improving well performance. However, the concepts of single-fracture half-length and 
conductivity are inadequate to completely describe stimulation performance in shale reser-
voirs with complex network structures in multiple planes [11]. Hence, a concept called stimu-
lated reservoir volume (SRV) was developed to be used as a correlation parameter against well 
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performance [11]. The size of the created fracture network was approximated as the 3D vol-
ume (SRV) of the micro-seismic event cloud [11]. It has been observed that the volume of SRV 
increases with the fracture network size and complexity. Mayerhofer et al. have shown earlier 
that the cumulative production from the reservoir is directly proportional to the SRV [1, 11].

1.5. Problems related to hydraulic fracturing in unconventional reservoirs

1.5.1. Proppants for unconventional reservoirs

Hydraulic fracturing process in unconventional formations face certain problems such as the 
lack of small, enough proppants that are capable of filling the micro-fractures. Proppants with 
different mesh sizes of 20/40, 30/50, 40/70, 70/140, and 80/200 with grain diameters ranging 
from 0.033 in. (0.8382 mm) to 0.0041 in. (104.14 µm) are conventionally used during hydraulic 

Figure  3. Micro-seismic fracture mapping shows complex network growth in shales [18].
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fracturing of tight shale formations [12]. These proppants can create conductivity in the larger 
generated or existing fractures, but they are not small enough to penetrate into the existing or 
generated micro-fractures. This will reduce the length and conductivity of the complex fracture 
network caused by the closure of micro-fractures at the end of a fracturing job [12]. During fluid 
injection into the reservoir during hydraulic fracturing, the opening of the natural fractures and 
the pressure applied inside them decrease as the distance increases from the point of injection [1].

2. Nanotechnology as a solution to improve fracture conductivity during 
well stimulation

2.1. Nanoparticle-associated surfactant micellar fluids as an alternative to cross-linked 
polymer systems

Several researchers have been trying to develop surfactant-based fluids as a low damage alter-
native to cross-linked fluid systems. Surfactant-based systems, however, were still far from 
perfect when it comes to gel residue after hydraulic fracturing treatment. Crews et al. in 2012 
came up with an improved fluid system which makes use of nanoparticles, internal breakers 
and low molecular weight surfactants to match the stimulation performance of cross-linked 
system while leaving almost negligible gel residues [32].

Surfactant-based fluids rely on the development of long, thin, threadlike micelles that overlap 
and entangle with one another for the generation of viscosity required to exert pressure on 
the formation. Nettesheim et al. investigated the influence of nanoparticles in micellar solu-
tions and observed that low concentrations of 30 nm silica nanoparticles can increase the low 
shear rate viscosity, relaxation time and elastic storage modulus of surfactant-based fluids. 
They postulated that the surface of the nanoparticles might be interacting with the endcaps 
of threadlike micelles acting as junctions to network the micelles [14]. This helps in achieving 
targeted viscosity using reduced concentration of surfactants. The internal breakers, when 
used with this fluid system, not only reduced the viscosity significantly but also broke the 
pseudo-filter cake into brine and nanoparticles. These nanoparticles were small enough to 
easily pass through the pore throats of formation rocks during production, along with the 
production fluids. This eliminates the problem of production loss due to formation damage. 
Figure 4 shows the effect of nanoparticles on fluid viscosity [15].

2.2. Nanoparticles to prevent migration of fines

Reservoirs which are prone to sand problems sometimes produce small particles which can 
make their way through proppant beds and sand screens to enter the wellbore. They are 
called fines, and they can erode and plug surface equipment and sand screens. They are also 
known to cause decline in production by plugging proppant pack and perforations.

Advent of nanotechnology has helped in finding cheaper ways to restrict migration of fines. 
Delaying the entry of fines into the wellbore helps in extending the production life of wells 
and in decreasing the frequency of required well interventions. It also helps in extending the 
life of fractures, fracturing equipment, and flow lines [33].
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Huang et al. devised a new method of controlling fines migration by coating nanoparticles 
on proppants. Nanoparticles are injected in liquid slurry form into the blender tub during 
sand injection stages of the treatment [33]. These nanocrystals adhere to the surface of the 
proppants due to strong van der Waals and electrostatic forces of attraction. When the fines 
approach the proppant pack treated with nanocrystals, they get trapped by the same forces 
of attraction preventing them from moving into the wellbore. Once the fines are deposited in 
the proppant pack, attraction from the surrounding nanocrystals helps in preventing bridg-
ing and pore space plugging, thus maintaining the porosity of the proppant pack [33].

2.3. Delayed release of enzyme breakers using nanoparticles

In addition to denaturation of enzymes at higher temperature and pH conditions, operators 
face another problem while injecting enzymes along with the fracturing fluids. The enzymes, 
if used in high concentrations in the free state, cause premature degradation of polymer gels, 
thus decreasing the viscosity and proppant carrying properties of the fracturing fluid. This 
leads to the generation of comparatively inferior fracture parameters and proppant place-
ment. However, the use of insufficient concentration of enzymes causes incomplete fracture 
cleanup and reduces the fracture conductivity.

Encapsulation of breakers gives the flexibility of using higher concentrations of breakers for 
better cleanup. A mixture of free and encapsulated breakers is usually used in the industry to 
achieve better results [9].

Industry badly required a delayed release agent to entrap the enzymes in order to make sure 
that they do not degrade the viscosity of the gel until the end of fracture propagation. This same 
entrapment agent should also be capable of releasing the enzymes after the fractures have been 

Figure  4. Low shear rate viscosity of threadlike micellar fluids with and without nanoparticles [15].
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created, in time for fracture cleanup. Such an encapsulating agent would ensure high fracture 
conductivity and minimum gel residue without compromising on generated fracture parameters.

Polymers carrying multiple ionic groups are called polyelectrolytes. They exhibit a dual char-
acter of highly charged electrolytes and macromolecular chain molecules simultaneously. 
Although they have the viscosity of a polymer and the electrical properties of an electrolyte, 
their ionic groups tend to dissociate in aqueous phase making the polymer charged [19].

A polyelectrolyte complex nanoparticle system with polyethylenimine (PEI) as the cation and 
dextran sulfate (DS) as the anion was developed by Tiyaboonchai and Middaugh [20]. It was 
a solid colloidal particle system with diameters ranging from 1 to 100 nm, designed to act as 
a delivery vehicle for pharmaceutical applications [21]. Cordova et al. modified this system to 
use in hydraulic fracturing operations (Table 1).

Reza Barati proved that these polyelectrolyte complex nanoparticles are capable of encapsu-
lating enzymes and protecting them from temperature and pH conditions that are usually 
inhospitable to them when in free state [23]. Bose et al. proved that when the enzyme breakers 
are entrapped inside these nanoparticles, a highly conductive fracture is generated with the 
best fracture cleanup scenario. They have also proved that these nanoparticles are capable of 
preventing fluid loss into formations of 10 mD and tighter [1].

They conducted experiments using fracturing fluids of the following recipes:

• With only proppants (proppant baseline)

• With proppants and cross-linked HPG (gaur gel baseline)

• With proppants, cross-linked HPG, and enzyme (HPGE)

• With proppants, cross-linked HPG, and enzyme encapsulated inside the nanoparticle sys-
tem (HPGEE)

• With proppants, cross-linked HPG, and the nanoparticle system (HPGNP)

Bose et al. reported the following results. Gaur gel (HPG) baseline, which used only the prop-
pants and the cross-linked gaur, showed the least conductivity due to the high viscosity of 
the unbroken filter cake. HPGE fluid system showed higher values of conductivity, which 
was expected due to the degradation of cross-linked gaur by free enzyme. HPGEE (entrapped 
enzyme) showed a conductivity value higher than HPGE system. Thus, nanoparticles which 
entrapped the enzyme for a period of time during the injection gave significantly higher 
 values of conductivity as reported by the free enzyme. This also implies that the enzyme is 

Polyelectrolyte 
complex 
nanoparticles

Mean size 
(nanometer)

Standard error 
size (nanometer)

pH Mean zeta 
(mV)

Standard error zeta

545.43 10.57 8.7 37.16 4.93

Table 1. Particle size and zeta potential measurement for polyelectrolyte complex nanoparticles with measurements 
done for three samples [22].
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being released after a period of time after which it acts like free enzyme. The higher value 
of conductivity obtained is due to the fact that the nanoparticles were able to distribute the 
enzyme more evenly in the filter cake and because of the fact that the enzymes were not lost 
to the formation since they were deposited in the filter cake [22].

Surprisingly, HPGNP gave a conductivity value comparable to that of HPGE. This may reduce 
the enzyme burden significantly. This shows that a relatively weaker filter cake, which can 
be easily cleaned up, was formed when nanoparticles were used with HPG solution. When 
nanoparticles were absent in the filter cake (HPG baseline case), a tight filter cake was formed 
by the polymer gel which resulted in very low fracture conductivity [22]. Figure 5 summa-
rizes the results of the experiments where each experiment was repeated three times and an 
error bar was reported for each bar chart.

2.4. Polyelectrolyte complex nanoparticles as fluid loss reducing agents

Fluid loss control additives are agents applied to reduce the volume of filtrate lost into the for-
mation during the propagation of a hydraulic fracture. The reduction in filtrate volume helps 
in the propagation of longer networks of fractures. Fracture area has been found to increase 
when the fluid loss coefficient and volume decrease [22, 24].

Figure 5. Conductivity values (in mD.ft) measured across the proppant pack for different experiments. Three experiments 
were conducted for each fluid, and standard error bars are provided in this figure [1].
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Selecting a properly sized agent to plug the pores and direct the fluids into micro-fractures 
is very important. Fluid loss agents smaller than the currently used ones could theoretically 
plug the nano-sized pore throat diameters and micro-sized fractures in shale oil and gas res-
ervoirs. Additives with diameters larger than one-third of the pore throat size cannot cause 
bridging by penetrating into the pores of the rock [24]. Using larger particles can cause the 
formation of external filter cakes, thereby reducing the filtrate volume. However, fluid loss 
additives having significantly larger sizes compared to the pore throat diameter will result in 
poor fluid loss prevention [22].

Pore throat sizes reported for different shale rocks are typically in the range of 10–1000 nm. 
Therefore, in order to plug the pore throats and reduce the filtrate volume, particles larger 
than 3 and 300 nm range must be used respectively, so as to cause only minimal damage to the 
rock [30]. Polyelectrolyte complex nanoparticles with particle sizes in the nanometer range 
were found to have the potential to act as fluid loss reduction agents. This potential acted 
as an impetus for Bose et al. to carry out static fluid loss tests using polyelectrolyte complex 
nanoparticles [22].

PEC nanoparticles performed as strong fluid loss control additives by reducing the fluid 
loss coefficient and the total fluid loss volume. HPG solution mixed with PEC nanoparticles 
showed significant reduction in fluid loss volume and fluid loss coefficient when compared 
with results obtained using the same volume of HPG solution without nanoparticles [22].

Fluid loss prevention capability of the nanoparticles will certainly help in the generation of 
longer fracture wings as well as in the extension of network of fractures. Reduction in the 
fluid loss volume caused by the nanoparticles will reduce the thickness of filter cake formed 
on the rock surface. This will result in cleaner highly conductive fractures capable of produc-
ing more hydrocarbons [22].

2.5. Fly ash nanoparticles as nano-proppants for tight unconventional reservoirs

Injecting nano-sized proppants after the injection of pad volume and prior to the placement 
of larger proppants is a good way to prevent the closure of micro-fractures and ensure their 
contribution in production [25]. These nano-proppants should be able to prop the micro-sized 
fractures, withstand the stress encountered in reservoir formations, and provide a conduc-
tive path for the flow of hydrocarbons during production. Injecting smaller proppants prior 
to the injection of larger ones may help in sequentially filling the widened natural fractures 
(widened during injection), allowing deeper percolation of proppants, and thus propping a 
longer fracture length [26]. Similarly, injecting nano-sized particles which can withstand the 
closure stress, followed by the conventionally used larger proppants, may help in propping 
more of the SRV, thereby increasing the seepage area and enhancing production [12, 25, 26].

Increasing the effective conductivity of the hydraulic fractures propagated in tight oil or gas 
plays by improving the type and placement of proppants will have the following results [12]:

• It will prevent the collapse of already existing micro- and nano-sized natural fractures 
which are opened up during injection.
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• Using very small proppants before the injection of the larger proppants will prevent the 
collapse of the fissures that are generated during the injection, after the injection is stopped.

• It will improve the production of oil and/or gas from the formation by reducing fluid loss 
and improving the total fracture conductivity [12].

Figure 6 demonstrates how the injection of nano-proppants will keep the small fissures open 
and extend the network of small fissures, while commercial proppants with significantly 
larger size keep the main fracture open [12].

Silica nanoparticles have been used successfully in drilling fluids to decrease water invasion 
into shale formations [27]. They showed good resistance against compressive stress. Fly ash 
nanoparticles obtained as a by-product in power plants is a cheap waste material comprising 
of nanoparticles of silica, calcium oxide, and aluminum oxide. These particles are removed 
and collected by electrostatic precipitators before the exhaust gases from the power plants 
are expelled into the atmosphere [28]. They are generally spherical in shape as the particles 
solidify rapidly while being suspended in the exhaust gas [1, 34]. There are mainly two types 
of fly ash particles namely class ‘C’ and class ‘F.’ Their composition varies slightly from each 
other as they are produced as a result of combustion of different types of coal.

Table 2 gives a list of constituents and their typical compositions in class F fly ash [12].

Figure 6. Schematic picture of proppants and nano-proppants distributed in fractures and micro-fractures [12].
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Bose et al. [12] used transmission electron microscope images to measure the size of fly ash 
nanoparticles. Round-shaped nanoparticles with diameters in the range of (100–800 nm) were 
observed in addition to some residue. The sphericity of the proppant particles plays a big 
role in determining the conductivity of the fracture propped by the respective proppants. 
The higher the sphericity, the better the conductivity of the fracture and vice versa. The find-
ing that most of the sample particles are spherical in shape reaffirms their potential to create 
highly conductive flow paths for the flow of hydrocarbons when used as proppants for natu-
rally existing micro-fractures [12]. TEM images of fly ash nanoparticles are shown in Figure 7.

Nanoscale quasi-static indentation tests were conducted on fly ash particles to determine hard-
ness and reduced elastic modulus. Force was applied to an indenter tip, and the displacement of 
the tip into the specimen was recorded. From the load-displacement curve, hardness and reduced 

Figure 7. TEM images of fly ash nanoparticles collected from two different power plants. The left image presents a 
particle from the fly ash class C, and the right image shows the different size of the fly ash particle from the class F [12].

Constituent Typical composition ranges

SiO2 40–60%

Al2O3 18–31%

Fe2O3 5–25%

CaO 1–6%

MgO 1–2%

TiO2 1–2%

Inorganic arsenic 16–210 ppm

Table 2. Constituents and their typical compositions in class F fly ash (Alliant energy, MSDS, 2005).
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elastic modulus values were determined by applying the Oliver and Pharr method using a preca-
librated indenter tip area function and a predetermined machine compliance value [12].

The conductivity of the fracture is adversely affected when the proppants get compressed 
after the injection pressure is removed. Measurement of the average value of reduced elastic 
modulus provides information about the extent of deformation that can happen to the prop-
pants when subjected to stress. An average reduced elastic modulus of 33 GPa for class C 
and 20 GPa for class F shows the ability of the fly ash particles to withstand deformation [12].

Hardness of a material is a parameter which measures the resistance of the material against 
permanent deformation under the effect of compressive stress. In order to ensure good pro-
duction rates, nano-proppants placed inside the fractures should be able to withstand the 
effective minimum stress usually encountered in the horizontal direction and the absolute 
vertical stress which is a function of their depth under the surface. Hardness value of 1.3 GPa 
for class C and 1.2 GPa for class F translates to 1.8 × 105 psi and 1.7 × 105 psi, respectively, 
which implies that these nano-proppants can withstand more than the maximum stress val-
ues encountered in a typical shale formation [12]. Barati [35] and Bose et al. [12] reported that 
fly ash nanoparticles acted as strong fluid loss control additives by reducing both fluid loss 
coefficient and total fluid loss volume when they were used with cores in 1–10 mD permeabil-
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Figure 8. Fluid loss volumes obtained for different fluid [12].
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Long-term fracture conductivity tests designed in accordance with the API recommenda-
tions were conducted using Scioto sandstone cores (permeability of approximately 0.01 
mD). Fly ash samples of class F (which showed more uniform size distribution) were used 
as proppants between two core wafers placed under stress, and fracture conductivity of 
this proppant pack was measured. When a fly ash loading that generated similar width to 3 
lbm/ft2 proppant pack was used, conductivity of 0.779 mD.ft was obtained for class F fly ash 
sample, which translates to a dimensionless fracture conductivity value of approximately 
10 [12].

Dimensionless fracture conductivity (Fcd) of a bi-wing vertical fracture is given by:

   F  cd   =   
 K  f   *  W  f   _____ K*  X  f  

    (1)

where Kf is the fracture conductivity, Wf is the fracture width, K is the matrix permeability, Xf 
is the effective fracture length.

According to Prats [29], increasing the dimensionless fracture conductivity beyond 10 or 
20 would not increase the production significantly. This implies that the fly ash nanopar-
ticles when used as nano-proppants would create a fracture length with good fracture 
conductivity [12].

Fly ash nanoparticles can potentially be used as both fluid loss additives and nano-proppants 
for hydraulic fracturing of tight and ultra-tight formations. These particles can prevent the 

Figure 9. Fluid loss coefficients obtained for different tests [12].
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fluid loss during the propagation of hydraulic fractures and then pack the system of micro-
fractures which are opened up during the fracturing process. This would ensure the creation 
of a larger propped network of stimulated reservoir volume which would increase the pro-
duction. The fluid loss prevention capability of such nanoparticles can also be applied to 
prevent mud loss during drilling of wells in tight and ultra-tight formations [12].

3. Summary

Despite the phenomenal amount of research carried out in the past few decades, hydraulic 
fracturing process is far from being perfect. Incomplete fracture cleanup causes the actual 
fracture conductivity to be much less than the desired fracture conductivity which would ulti-
mately impact the cumulative production from the reservoir. Major problems include prop-
pant pack damage, migration of fines, and formation damage. Similarly, hydraulic fracturing 
process in tight reservoirs can result in larger if the network of micro-fractures opened up 
during the injection phase is propped, enabling hydrocarbons to flow through them during 
the production phase.

Nanoparticle-associated surfactant micellar fluids when used as an alternative to cross-
linked fluids ensure adequate viscosity for fracturing fluids by cutting down the polymer 
damage left after fracturing process. Huang et al. devised a nanoparticle system which 
when coated on proppants helps in controlling fines migration problem. Barati et al. and 
Bose et al. proved that polyelectrolyte complex nanoparticles can help in improving frac-
ture cleanup by protecting and delaying the release of enzyme breakers. These nanopar-
ticles also acted as fluid loss reducing agents, thereby improving the generated fracture 
parameters and minimizing the formation damage in the ‘near fracture zone’ usually 
invaded by the leak off fluid. Fly ash nanoparticles have been proven to act as nano-
proppants which can prop the micro-fractures in tight reservoirs and potentially improve 
the cumulative production.

Nomenclature

cP Centipoise

Cw Coefficient of fluid loss

mD milli Darcy

PEC Polyelectrolyte complex

PEIDS Polyethylenimine dextran sulfate

SRV Stimulated reservoir volume
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Abstract

1L spraying reactor with a heat exchanger outside was used to investigate the effect of
spraying hydration process on storage capacity of methane in hydrate and on a methane
storage rate in hydrate to solve a problem of lower gas molecular transfer rate and worse
heat transfer rate. Some results showed that ethanol as a promoter had better spraying
hydration rate under the liquid spraying pressure 4–5 MPa, 0.46Vg VH

-1 min-1, which
had been approximately 10 times when conventional additive, sodium dodecyl sulfate,
was added to reaction system. Others showed that the spraying hydration reactor in
advantage had lain in achieving higher hydration rate at lower operational pressure of
gas phase compared with semi-continuous stirred tank reactor. Furthermore, evaluation
investigation on spraying hydration reaction showed that energy consumption had been
0.41kJ, while methane hydrates containing 1kJ heat were produced, and that the capital
efficiency in economy for the hydration process had been 0.41 under perfect competi-
tion. Finally, the process evaluation parameter used had become a measure instrument
for the prospect of resource utilization efficiency or for venture forecasting of capital
investment.

Keywords: natural gas hydration, spraying reactor, experiment, evaluation, economics

1. Introduction

A natural gas hydrate is a crystalline compound in which certain compounds stabilize the
cages formed by hydrogen-bonded water molecules under favorable conditions of pressure
and temperature [1]. Natural gas hydrates possess exceptional gas storage characteristic, as the
hydrates can contain 150–180 V V�1 (standard temperature, pressure) natural gas [2, 3]. Utiliz-
ing the storage properties of natural gas in hydrates, natural gas storage and transportation

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



will turn to be more economical than conventional ways such as liquefied natural gas trans-
portation and pipeline transportation in the near future, thus middle- or small-scale natural
gas fields also become valuable exploitable resources in the forthcoming times [4]. To improve
such a technology and to turn to be a reality as soon as possible, many laboratories have
studied the synthesis of natural gas hydrates during recent decades. These studies are mainly
divided into two groups: one group consists of fundamental research and the other group
consists of applied background research. In fundamental studies, natural gas hydrates are
synthesized in gas and liquid reaction systems when the conditions of the reactants or
mediums are gases of different compositions [5], liquids of different compositions [6–8], and
different combinations of liquid-solid systems [9, 10]. In applied background studies, natural
gas hydrate formations and process are evaluated in reactors of varying scales and types
[11–15]. In all the above studies, the economic efficiency of natural gas hydrate synthesis is
the crucial problem that needed to be solved. At present, the gas capacity in hydrates and the
hydrate rate remain the main factors to improve the technical levels. Generally, the mass
transfer and heat transfer are enhanced to promote the hydrate process in a reactor. However,
none of the endeavors for natural gas hydrate transportation currently show economical
advantages over liquefied natural gas transportation and pipeline transportation. These
endeavors merely have theoretical significance in a laboratory and are worthless to natural
gas fields with middle- or small-scale commercial exploitation. To allow natural gas hydrate
transportation to compete with liquefied natural gas transportation and pipeline transporta-
tion and promote the effective utilization of natural gas resources, natural gas hydration in a
spaying reactor under liquids of different compositions is carried out and experimental results
received are compared to other reaction systems in current investigations. Moreover, the
hydration process is evaluated to provide an effective way to natural gas hydrate formation
in a spraying reactor and to give a reference for optimal resource or capital utilization.

2. Experimental

2.1. Apparatus and material

An experimental apparatus, as shown in Figure 1, is built to investigate the storage capacity of
methane hydration and to evaluate the methane gas hydrate process. A cylindrical high-
pressure reactor made of stainless steel with available volume 1.072 L is used to generate the
gas hydrate. Designing pressure of the hydration reactor is from 0 to 40 MPa with the temper-
ature in the range of 263.15–323.15 K. In order to ensure the stability of the reactor flow and
prevent air backflow, a buffer tank is arranged in the experimental device. The pressure
regulator is used to retain constant pressure in the reactor when the experiments are carried
out. Volume of the buffer tank and maximum working pressure of the buffer tank are 12 L and
15 MPa, respectively. A water bath is used to provide temperature control of the experiments.
There is a canella around the exterior of the reactor that circulates a cooling ethylene glycol
water solution. A J2-63/7-type piston pump is used as a circulating pump, which drives and
cools the liquid in the outer circulation loop by the external water bath DC-2080. At the reactor
inlet and piston inlet, two filters are installed to prevent pipe blockage. Besides, a bypass is
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used to adjust spaying pressure and liquid flow. External heat exchange pipeline size and
length are φ6 � 1 and 2 m, respectively. Spraying water diagram in an idiographic reactor is
shown in Figure 2 when the maximum flow is 2.5 L min�1. Moreover, there are two platinum
resistance thermometers with an accuracy of �0.1 K. One extends into the bottom of the
reactor, which is used to measure temperatures of the reaction liquids, while the other extends
into the gas phase at the top, which is used to measure temperatures of the inlet methane gas.
A model D07-11 M/ZM mass gas flow meter is used to measure the gas added to reactor
during hydrate formation. The flow meter has a capacity of 0–1000 sccm at an accuracy within
2% of full scale and is repeatability of within 0.2% of the flow rate. There is a data collector to
record the temperature of the reactor, the gas flow meter and the total gas volume of the
consumed gas in the process of hydrate formation as a function of time. An electronic balance
with a readability of �0.1 mg and an electronic balance with a readability of �0.01 g are used
in weighing. The experimental materials used in this study are provided in Table 1.

Figure 1. Liquid spraying experimental apparatus of gas hydrates formation.

Figure 2. Photograph of water spraying by nozzle.
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2.2. Procedure

2.2.1. Determination of working conditions

In order to study the hydration process between methane gas and atomizing liquid sprayed
and to ensure hydrate formation mainly in spraying droplet rather than in the main liquid
phase, the temperature and pressure of the spraying liquid must meet the phase equilibrium
conditions of methane hydrate formation, and the main liquid phase temperature and pressure
condition do not meet the conditions of the phase equilibrium of methane, the formation of gas
hydrate or seldom hydration occurs in the main body of liquid phase.

By adjusting the temperature of the water bath and the valve, the spray liquid is kept at a state
with a low temperature (determined equilibrium pressure) and high pressure. Herein, the
outlet pressure nozzle experiment always is higher than the equilibrium pressure of 1–3 MPa,
which ensures that the initial impetus is always higher. Then, identify the gas phase pressure,
which is slightly lower than the phase equilibrium pressure, to ensure that the hydrate formed
mainly in spraying droplet instead of in the main body of liquid phase.

The temperature of the spraying liquid is set at 273.7 K in the experiment while the phase
equilibrium pressure is 2.64 MPa for methane hydration at the temperature. Liquid injection
pressure and methane gas pressure are from 4 to 5 and 2.4 MPa, respectively. Under these
conditions, methane hydrate formation is compared by using pure water, sodium dodecyl
sulfate solution, ethanol solution as a spraying liquid to investigate the effect of additive on
methane hydrate formation.

In addition, in order to test the effect of gas phase pressure on the spraying hydration process,
spraying hydration formation is also comparedwhen themethane gas pressure is 0.5 and 2.4MPa.

2.2.2. Process

1. The reactor was cleaned by water and experimental gas twice before preparing for an
experimental run.

2. Six hundred and fifty grams of 0.001 mol L�1 sodium dodecyl sulfate solutions were
charged into the empty reactor. Afterwards, the constant bath was run and its tempera-
ture was maintained at 272.2 K. An external cooler was set in 273.7 K to cool liquid

Component Purity/composition Supplier
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mixture reacted from piston pump to the reactor. Under the experimental flow rate, as
shown in Figure 2, cooled liquid temperature could approach external cooler tempera-
ture, 273.7 K, after they flowed through the nozzle. The temperature was selected as a
hydration temperature.

3. The piston pump was run, and the liquid flow was controlled between 0 and 0.25 L min�1

reactor by adjusting the liquid pipeline valve while the operating pressure of a reactor was
controlled between 4.0 and 5.0 MPa. When the liquid temperature reached 278.2 K, piston
pump was closed. Open the gas valve, the gas pressure in the reactor increased to the
pressure of 2.4 MPa, and then the piston pump was run again. Afterwards, the data
acquisition system was run to record temperatures of liquid and methane gas in the
reactor, the gas flow into the reactor, flow velocity, until the piston pump did not run so
far because of the pipeline resistance.

4. The experiment of 0.018 mol L�1 ethanol solution and distilled water was charged into the
reactor, and the first, second and third steps were repeated.

5. The experimental gas pressure was dropped to 0.5 MPa, and the first, second and third
steps were repeated.

2.3. Calculation of storage capacity of methane hydrate

The volume [3] of gas stored in a unit volume of hydrate under the hydrate formation con-
ditions of pressure and temperature is expressed as

C ¼ VNG

VNGH
¼ VNG

VL∗ 1þ ΔVð Þ ð1Þ

where C is the volume of gas stored in a unit volume of hydrate, VNG is the volume of gas
consumed, VNGH is the volume of hydrate when the reaction ends, VL is the volume of water
added and ΔV is the molar volume change of water turned into hydrate. Herein ΔV of
methane hydrate is 4.6 cm3 mol�1.

The hydration rate of hydrate formation can be calculated by the following equation:

r ¼ C
t

ð2Þ

where r, C and t are hydration rate, gas hydrate capacity and reaction time, respectively.

3. Results and discussion

3.1. Effect of liquid composition on the hydration process of methane

The capacity and reaction rate of methane hydrate under different liquid compositions are
plotted in Figure 3. Three results were given at different spraying times. Figure 3 shows or
deduces the following results under gas pressure 2.4 MPa: methane storage capacity, reaction
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time, and the average hydration rate were 6.4 Vg VH
�1, 229 min, and 0.028 Vg VH

�1 min�1,
respectively, when reaction liquid did not have any additives; methane storage capacity, reaction
time, and the average hydration rate were 6.9 Vg VH

�1, 143 min, and 0.048 Vg VH
�1 min�1,

respectively, when 0.001mol L�1 sodium dodecyl sulfate solutions were reaction liquid; methane
storage capacity, reaction time, and the average hydration rate were 10.5 Vg VH

�1, 23 min, and
0.46 Vg VH

�1 min�1, respectively, when 0.018 mol L�1 ethanol solutions were reaction liquid.

By analysis Figure 3, the following deductions could have been drawn:

1. Liquid spraying with a higher pressure and lower temperature could increase the driving
force of the hydration reaction, which had reduced the pressure of the gas phase.

2. The additive would affect the hydration reaction rate: without additives, hydration rate
was slower and operation time was also longer; if additive was used, hydration rate and
operation time were shorten obviously. In the experiments, sodium dodecyl sulfate and
ethanol as additives on the hydration rate increase were given. Ethanol as an additive,
hydration rate reaches 0.46 Vg VH

�1 min�1, which was about 10 times sodium dodecyl
sulfate as an additive.

3. Because the spraying system was a closed circuit device, the hydrate particles were apt to
block the reaction device. As a result, the gas hydrate slurry had a lower gas storage
capacity under this state. Thus, this device still had greater space to be improved.

3.2. Effect of gas pressure on the hydration process of methane

Effects of gas pressure on methane hydrate formation in a spraying reactor with a closed loop
are given in Figure 4. The capacity and reaction rate of methane hydrate under two different

Figure 3. Effect of liquid composition on methane hydrate formation (T ¼ 273.7 K, P ¼ 2.4 MPa).
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gas pressures were compared. On the one hand, when methane gas pressure was 0.5 MPa, and
there were no additives in liquid reagent, gas storage capacity in hydrate, operation time, and
hydration rate were 1.4 Vg VH

�1, 80 min, and 0.0175 Vg VH
�1 min�1, respectively. On the other

hand, when methane gas pressure was 2.4 MPa, and there were no additives in liquid reagent,
gas storage capacity in hydrate, operation time, and hydration rate were 6.4 Vg VH

�1, 229 min,
and 0.028 Vg VH

�1 min�1, respectively.

Analysis of Figure 4 showed that the hydration rate had depended not only on the liquid
pressure and temperature, but also on the gas pressure as an important factor. If a higher
hydration rate needed to be kept, an appropriate gas pressure must have been maintained.

3.3. Comparison of a hydration rate between two kinds of reactors

In order to show the characteristics of methane hydration process in the spraying reactor, the
methane hydration rate in the spray reactor was compared with that of the semi-continuous
stirred tank reactor, and the results obtained are shown in Table 2.

Figure 4. Effect of pressure of gas phase on methane hydrate formation (T ¼ 273.7 K).

Reactor type Gas pressure Spraying pressure (MPa) Additive Hydrate rate

(MPa) (Vg VH
�1 min�1)

Semi-CSTR 5.0 Sodium dodecyl sulfate 0.43

Spraying reactor 2.4 4–5 Ethanol 0.46

Table 2. Comparison of two kinds of reactors on hydration rate.
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The methane hydrate rate was 0.43 Vg VH
�1 min�1 in a semi-continuous stirred tank reactor at

5.0 MPa and sodium dodecyl sulfate being additives. However, the methane spraying hydra-
tion rate reached 0.46 Vg VH

�1 min�1 at 2.4 MPa and under liquid spraying pressure 4–5 MPa
with the assistance of ethanol as additives. The compared results showed that the advantages
of methane hydration process in a spraying reactor had lain in lower gas pressure and higher
hydration rate could have been obtained.

4. Evaluation of hydration process in a spraying reactor

4.1. Mechanism of spraying hydration process

In order to explain and evaluate the hydration formation in the spraying reactor, the following
procedures were assumed:

1. Methane gas molecules with a certain pressure quickly diffused to spraying and atomiza-
tion liquid droplet surface with a higher pressure and lower temperature from the nozzle
afterwards were dissolved in it. The temperature condition was less than phase equilib-
rium temperature at the given pressure and had a greater degree of super-cooling.

2. Methane gas molecules around spherical droplets diffused toward the internal liquid
droplets and formed an unstable cluster. Afterwards, they began to nucleate and to form
a collective cluster. After that collective clusters had reached a critical size and they began
to grow rapidly and formed a stable crystal releasing the heat of reaction. At the same
time, the liquid pressure drops and liquid droplets temperature increased. When gas
pressure was too low, because driving force from methane gas molecules to liquid droplet
diffusion was insufficient, the hydration reaction process had occurred only on the droplet
surface and had stayed in the nucleation stage.

3. With the decrease of the reaction degree of super-cooling, crystal growth rate declined.
When the droplet temperature was higher than the equilibrium temperature, crystal
growth ceased and crystal was suspended in the liquid under the action of gravity and of
buoyant force.

4. During the hydration process, the hydrate particles in the liquid increased rapidly and the
viscosity of hydrate slurry increased gradually. Moreover, the resistance from the gas
hydrate slurry that inhaled into the circulating pipeline was gradually increased until the
piston pump could not be continued to run.

In the experiment, an additive as a hydration promoter reduced the surface tension of solution
and had some functions such as wetting, penetration, emulsification, and solubilization; thus,
the surface gas-liquid mass transfer rate was improved, accelerating the implementation of the
above process. Moreover, the phase equilibrium conditions of methane gas and water were
only considered in the experimental design, neglecting the effects of the additives on the phase
equilibrium change. The understanding of the mechanism still had limitations, which could
not fully have explained the spraying hydration process. Thus, phase equilibrium data from
different components of the hydration system still needed to have been added and other pieces
of evidence had also been needed.
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4.2. Evaluation of the reactor performance evaluation

The production capacity and energy consumption for the spraying reactor would have become
key points as a basis for the reactor amplification in this section. The daily production capacity
and daily energy consumption of the reactor were calculated for evaluating the reactor effi-
ciency.

4.2.1. Mass balance

For this experiment, 4.32 g methane gas was stored when 650 g solution or pure water was
added to the reactor for a batch operation. Process reaction time was 0.5 h and supplementary
time was 0.5 h, allowing 20 runs per day.

Throughput calculation was the first step of a mass balance. The mass of methane hydrates
produced during the hydration process, which consisted of mass of water solution and mass of
methane gas reacted, was calculated. The mass balance equation for the produced methane
hydrate slurry could thus have been expressed as

m ¼ mw þmCH4 ð3Þ

where m, mw, and mCH4 are mass of hydrates formed, mass of water solution added, and mass
of methane gas reacted, respectively, during a run.

If the run time of the reactor was τ, then the mass of methane hydrates slurry produced could
have been written as follows:

mt ¼ m∗τ ð4Þ

where mt is the mass of hydrates formed and τ is the daily run time.

The methane gas fraction of the methane hydrates slurry might have been expressed as

θ ¼ mCH4

m
� 100% ð5Þ

where θ is the methane gas mass fraction of the methane hydrates slurry.

In terms of these equations, a mass balance was calculated and is shown in Table 3.

4.2.2. Energy balance

For convenience in calculation, the temperature changes of the inlet gas and the inlet water
could have been considered to have a negligible effect on their consumption of the hydration

Parameter mw (g) mCH4 (g) m (g) τ mt (kg) θ (%)

Value 650 4.32 654.32 20 13.09 0.66

Table 3. Throughput and methane gas fraction of methane hydrates.
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process, or else their temperature could have been controlled. Then, the total energy consump-
tion during a run could have been expressed, including energy consumption of the compres-
sion process, energy consumption of the cooling process, and the power for driving the plunger
pump. In each run the equation for the total energy consumption could have been written as

Q� ¼ 1þ ζð Þ � Qcp þWr þW
� �

ð6Þ

where Q�, Qcp, Wr, W and ζ are the total energy consumption, energy consumption of the

compression process, energy consumption of the refrigeration unit, work for driving the
plunger pump, and an coefficient of other auxiliary operation energy consumption to opera-
tion process energy consumption, respectively. Here ζ value was 0.01 when the calculation of
the total energy consumption was carried out implemented.

1. Compression of methane gas

Here, a general assumption and conventional calculation were used [16]. Assume that the
initial pressure of the feed gas was set to be P1 and the initial temperature was set to be T1.
The feed gas was pressurized to the hydrate operation pressure P2 by an adiabatic
compression process with efficiency factor ηad. The final temperature T2 after compression
could have been calculated from the initial temperature using the following equation:

T2 ¼ 1þ φ
λ�1=λð Þ � 1
ηad

 !
T1 ð7Þ

where λ is the ratio of the heat capacity at constant pressure to the heat capacity at
constant volume, expressed as

λ ¼ cp=cv, ð8Þ

where cp is the heat capacity at constant pressure and cv is the heat capacity at constant
volume.

φ, the ratio of the final pressure P2 to the initial pressure P1 of the compression process,
could have been expressed as

φ ¼ P2=P1: ð9Þ

The temperature of the compression process was calculated from the above equation.
Results for the model parameters are given in Table 4.

Assuming that the work performed on methane gas was Wcp, the compression process
energy consumption Qcp could have been expressed as

Parameter T1 (K) (MPa) (MPa) ηad φ λ T2 (K)

Value 298 0.1 7 0.8 70 1.29 894

Table 4. Calculation of final temperature of compress process.
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Wcp ¼ Q
cp
ηad ð10Þ

where η
ad
is the efficiency factor under adiabatic conditions.

One was that the internal energy change ΔU could have been expressed as

ΔU ¼ Qcp �Wcp ¼ 1� ηad
� �

Qcp: ð11Þ

That was:

Qcp ¼ ΔU
1� ηad

: ð12Þ

The other was that the internal energy change ΔU could also have been expressed as

ΔU ¼ n
ðT2

T1

CvdT ð13Þ

where n is the molecular number of the methane gas.

The heat capacity at constant volume cv could have been expressed using the heat capacity
at constant pressure cp, which in turn was related to absolute temperature T. So, the heat
capacity at constant volume cv was related to absolute temperature T. The relationship
between the heat capacity at constant pressure and absolute temperature could have been
expressed as follows:

cp ¼ aþ bT þ cT2, ð14Þ

where a, b, and c are the parameters of heat capacity at constant pressure.

But the relationship between the heat capacity at constant volume and the heat capacity at
constant pressure was

cv ¼ cp � R, ð15Þ

where R is the gas constant.

Therefore, substituting Eqs. (14) and (15) into Eq. (13), ΔU became

ΔU ¼ n
ðT2
T1

aþ bT þ cT2 � R
� �

dT ð16Þ

Integrating the right-hand side of Eq. (16), the internal energy change ΔU became

ΔU ¼ n a� Rð Þ T2 � T1ð Þ þ b
2

T2
2 � T2

1

� �þ c
3

T3
2 � T3

1

� �� �
: ð17Þ

In Eq. (17), values of T1 and T2 are presented in Table 4, and values of a, b, c and R are
presented in Table 5.
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Substituting these data into Eq. (17), the internal energy change ΔU was written simply as

ΔU ¼ 26:17n, ð18Þ

Substituting Eq. (18) into Eq. (11) or Eq. (12), the compression process energy consump-
tion Qcp became

Qcp ¼ 130:85n ð19Þ

2. Cooling of the methane hydration process

In the methane hydration process, substantial heat of the reaction, 54.2 kJ mol�1 [18], was
released by a chemical reaction, which could have been expressed as

CH4 þ 5:75H2O ! CH4 � 5:75H2Oþ 54:2 kJ mol�1 ð20Þ

Therefore, the heat of reaction released could have been expressed as

Qrh ¼ 54:2n ð21Þ

where Qrh is the heat of reaction released and n is the molecular number of the methane
gas.

According to principle of heat balance, heat exchanged in the cooling system was equal to
the heat of reaction released that was,

Qe ¼ 54:2n ð22Þ

where Qe is the heat exchanged in the cooling system.

Work consumption of the refrigeration unit Wr could have been expressed as

Wr ¼ 54:2n
COP

, ð23Þ

where Wr is the work consumption of the refrigeration unit and COP is the coefficient of
performance.

3. Power for driving the plunger pump

The power for driving the plunger pump in terms of experimental determination was
expressed as

W ¼ Po � Pið ÞVt ð24Þ

Parameter a (J mol�1 K1) b�103 (J mol�1 K�2) c � 106 (J mol�1 K�3) R (J mol�1 K�1)

Methane 14.15 75.496 �17.99 8.314

Table 5. Parameter of heat capacity at constant pressure and gas constant [17].
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where W , Pi, Po, V, and t are the power for driving the plunger pump, inlet pressure of
plunger pump, outlet pressure of plunger pump, liquid volume flow rate, and operation
time, respectively.

During a run, power for driving the plunger pump was calculated and is shown in Table 6.

4. Total energy consumption of the methane hydration process

Total energy consumption per day for the methane hydration process could have been
calculated from Eq. (6). The total energy consumption per day for the methane hydration
process Qt was expressed as

Qt ¼ Q�∗τQ�, ð25Þ

where Qt is the total energy consumption per day and τ is the run time per day.

Since the total mass of methane hydrate slurry produced per day was mt, the energy
consumption for each 1 kg methane hydrate slurry produced could have been written as

Q0 ¼
Qt

mt
, ð26Þ

where Q0 is the energy consumption per 1 kg methane hydrate produced, and mt is the
total mass of methane hydrates produced in a day.

The parameter values for the methane hydration process are given in Table 7.

4.2.3. Resource efficiency for utilization in a spraying reactor

In order to evaluate the resource efficiency for utilization of the methane hydration process in a
spray reactor, introducing a dimensionless parameter Ω, energy consumption evaluation
parameter [11], which was expressed as the ratio between the energy consumption per 1 kg
methane hydrate slurry produced to heat value of the 1 kg methane hydrate slurry.

Parameter Pi (MPa) Po (MPa) V (L�h�1) t (h) W (kJ)

Value 2.4 7.0 15 0.5 34.5

Table 6. Power calculation for driving the plunger pump.

Parameter Value Parameter Value

mCH4 (g) 4.32 Q∗ (kJ) 88.81

COP 3 τ 20

Qcp (kJ) 35.33 Qt (kJ) 1776.2

W (kJ) 34.5 mt (kg) 13.09

Wr (kJ) 18.1 Q0 (kJ kg
�1) 135.69

Table 7. Energy consumption calculation for hydration process in a spraying reactor.
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The expression was
Ω ¼ Q0=Qc, ð27Þ

where Q0 is the energy consumption per 1 kg methane hydrate produced, and Qc is the heat
value of 1 kg methane hydrate slurry.

The heat value of 1 kg methane hydrate slurry was expressed as

Qc ¼ 1� θ� q, ð28Þ

where q is the combustion heat of methane [19].

The dependent data of heat value of methane hydrate slurry and energy consumption of
hydration process are given in Table 8.

According to the thoughts of the energy consumption evaluation parameter, assessment of the
parameter could have been used as reference data to evaluate the process quality. The size of
its value depends on the complexity of the process, energy consumption level of the auxiliary
process, and specific factors of the level of science and technology.

For the methane hydration process in a spraying reactor, if experimental gas directly came
from a small-scale natural gas field, then the energy consumption of methane gas compression
could have been neglected. Thus, the total energy consumption in such a run could have been
replaced by the energy consumption of the cooling process and the power of driving plunger
pump. Calculated results are given in Table 9.

As shown in Table 9, the energy consumption evaluation parameter had a value of 0.246.
Compared to the process for hydration of compressed methane gas, the energy consumption
decrease was 39%. If the management level was improved or the auxiliary energy consumption
ζ was reduced to 0.005, the energy consumption evaluation parameter would have continued
to decline, the calculation results are shown in Table 10. As shown in Table 10, the process
evaluation parameter had a value of 0.245. Compared to spraying hydration of this laboratory
scale, the decrease was 40%. If further decrease of the process evaluation parameter needed to
be done, then specific aspects of the scientific and technological levels, such as a reactor with a
superior performance, optimal operation condition, and production with a large scale should
have been excavated. Under current states, the parameter value still was at a high level

Parameter q (kJ kg�1) θ Qc (kJ kg
�1) Q0(kJ kg

�1) Ω

Value 50010 0.0066 330.07 135.69 0.41

Table 8. Heat value of the hydrate slurry and evaluation for the hydration process.

Parameter Q� (kJ) Qt (kJ) Qc (kJ kg
�1) Q0 (kJ kg

�1) Ω

Value 53.1 1062 330.07 81.1 0.246

Table 9. Data of the process evaluation after process simplification.
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compared with references data reported [4–14]. Therefore, the investigation still would have
had a long way to go if this technology could have been applied to industrial production. Only
when the energy consumption parameter has been controlled into an appropriate level and has
had some advantages compared to the operational mode, the technology would have had
possibility to implement practice in industry.

Moreover, an energy consumption evaluation parameter was converted into a process evalua-
tion parameter to represent another meaning in application. Here, it meant that social resource
in economy was used to produce new resources from nature or other areas, holding efficiency
for a capital utilization process in economy [11]. The capital efficiency for utilization in econ-
omy was 0.41 in terms of principle of process evaluation in this experimental work. In other
words, 0.41 United States dollar must be consumed when 1 United States dollar was produced
under perfect competition. It was thus clear that the parameter was a measure for the prospect
of capital economic analysis and of venture forecasting [20–23].

5. Conclusions

Through the methane hydration experiment in a spraying reactor and analysis of the result
received, the following conclusions were drawn:

1. Liquid spraying hydration experiment with higher pressure and lower temperature
enhanced the mass transfer and heat transfer, increasing the hydration rate and reducing
the pressure of the gas phase.

2. Additives had an obvious effect on enhancing spraying hydration. When ethanol was
used as an additive, a hydration rate reached up to 0.46 Vg VH

�1 min�1, which was about
10 times higher than that sodium dodecyl sulfate as an additive. Compared with the semi-
continuous stirring tank reactor, advantages of methane hydration were that the higher
rate of hydration could have been obtained at lower gas phase pressure.

3. Hydrate slurry throughput of the spraying hydration reactor was found to be 13.09 kg d�1,
and the product contained 0.66% methane gas. Energy consumption was 0.41 kJ when
methane hydrates containing 1 kJ heat were produced.

4. Process evaluation parameters could have been used to evaluate the resource efficiency for
utilization in economywhen methane spraying hydration investigation was performed. The
parameter analysis showed that the simplified process, the integrated process, or better
management level could effectively reduce the resource consumption and could further
improve the resource output level. Assume that the experimental natural gas directly came
from natural gas field and the better management mode was adopted in a scaled up reactor,
the energy consumption of the spraying hydration process was 0.245 kJ when methane

Parameter Q� (kJ) Qt (kJ) Qc (kJ kg
�1) Q0 (kJ kg

�1) Ω

Value 52.9 1058 330.07 80.8 0.245

Table 10. Data of the process evaluation with smaller auxiliary energy consumption.
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hydrate slurry with 1 kJ heat was produced in this work. The derivative result only was
equal to 40% of this experimental apparatus. If the natural gas was from natural gas and the
better management mode was used, then the energy consumption was 0.245 kJ when
methane hydrate slurry production with 1 kJ heat value, whose decrease was 40% com-
pared to the experimental scale.

5. The efficiency for capital utilization in economy was 0.41 in this work. Compared to data
reported, the capital efficiency for utilization in economy still was at lower level. The
spraying hydration process still had larger space to be improved.
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Abstract

Modeling liquid flow for well test interpretation considers constant values of both
density and compressibility within the range of dealt pressures. This assumption does
not apply for gas flow case in which the gas compressibility factor is also included for a
better mathematical representation. The gas flow equation is normally linearized to
allow the liquid diffusivity solution to satisfy gas flow behavior. Depending upon the
viscosity-compressibility product, three treatments are considered for the linearization:
square of pressure squared, pseudopressure, or linear pressure. When wellbore storage
conditions are insignificant, drawdown tests are best analyzed using the pseudo-
pressure function. Besides, since the viscosity-compressibility product is highly sensitive
in gas flow; then, pseudotime best captures the gas thermodynamics. Buildup pressure
tests, for example, require linearization of both pseudotime and pseudopressure. The
conventional straight-line method has been customarily used for well test interpretation.
Its disadvantages are the accuracy in determining of the starting and ending of a given
flow regime and the lack of verification. This is not the case of the Tiab’s Direct Synthesis
technique (TDS) which is indifferently applied to either drawdown or buildup tests and
is based on features and intersection points found of the pressure and pressure deriva-
tive log-log plot.

Keywords: TDS technique, pseudotime, pseudopressure, rapid flow, viscosity, rate
transient analysis, pressure transient analysis

1. Introduction

Contrary to liquids, a gas is highly compressible and much less viscous. In general, gas 
viscosity is about a 100 times lower than the least viscous crude oil. It is important, however, to 
try to provide the same mathematical treatment to oil and gas hydrocarbons, so interpretation 
methodologies can easily be applied in a more practical way. Then, the gas flow equation is 
normally linearized to allow the liquid diffusivity solution to satisfy the gas behavior when 
analyzing transient test data of gas reservoirs. Depending on the values of reservoir pressure,

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



viscosity, and gas compressibility factor, the gas flow behavior can be treated as a function of
either pressure to the second power or linear pressure with a region which does not correspond
to any of these and it is better represented by a synthetic function call pseudopressure.
Pseudopressure is a function that integrates pressure, density, and compressibility factor. The
gas system’s total compressibility highly depends on gas compressibility which for ideal gases
changes inversely with the pressure. Then, another artificial function referred as pseudotime is
included to further understand the transient behavior of gas flow in porous media. For instance,
when wellbore storage conditions are insignificant, drawdown tests are best analyzed using the
pseudopressure function. On the other hand, buildup pressure tests require linearization of both
pseudotime and pseudopressure.

This chapter will be devoted to provide both fundamental of gas flow in porous media as well as
interpretation of pressure and rate data in gas reservoirs. The use of the oil flow equations and
interpretation techniques is carefully extended for gas flow so that reservoir permeability, skin
factor, and reservoir area can be easily estimated from a gas pressure or gas rate test by using
conventional analysis and characteristic points found on the pressure derivative plot (TDS
technique). Conventional analysis—the oldest pressure transient test interpretation technique—
is based upon understanding the flow behavior in a given reservoir geometry, so the pressure
versus time function is plotted in such way that a linear trend can be obtained. Both slope and
intercept of such linear tendency are used to characterize the reservoir. Conventional analysis has
two main drawbacks: (1) difficulty of finding a given flow regime and (2) absence of parameter
verification. On the other hand, TDS technique—is strongly based on the log-log plot of pressure
and pressure derivative versus time curves which provide the best way for flow regime identifi-
cation; then, it uses the “fingerprints” or characteristic points found in such plot which are
entered in practical and direct analytical equations to easily find reservoir parameters. Moreover,
the same parameters can be obtained from different sources for verification purposes. Such is the
case, for instance, of the reservoir area in elongated systems which can be estimated five times.

The chapter will include both interpretation techniques TDS and conventional in two cases: (1)
infinite and (2) finite reservoirs. Channels or elongated systems in which reservoir hemilinear,
parabolic or linear flow regimes developed once radial flow regime vanishes are reported in
Refs [8, 13, 14]. This formation of linear flow regime normally occurs in fluvial deposits
(channels), sand lens, parallel faulting, terrace faulting, and carbonate reefs. Then, such sys-
tems are worth of transient pressure analysis characterization. Latest researches on the deter-
mination of drainage area in constant-pressure-bounded systems using either conventional
analysis or TDS technique are also reported by Escobar et al. [10].

It is convenient to mention some other important aspects concerning gas well testing which
have appeared recently. The first case is the transient rate analysis in hydraulically fractured
wells which was presented by [19] for both oil and gas wells. The traditional model for
elliptical flow included the reservoir area as a variable. Handling the interpretation using
TDS Technique may be little difficult for unexperienced interpreters. Therefore, [20] intro-
duced a model excluding the reservoir drainage area and avoiding the necessity of developing
pseudosteady-state regime. When a naturally fractured reservoir is subjected to hydraulic
fracturing, the interpretation should be performed according to the presented by [21]. [35]
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presented the pressure behavior of finite-conductivity fractured wells in gas composite sys-
tems. As far a horizontal wells, the recent works by [23] and [24] included off-centered wells
for transient-rate or transient-pressure cases, respectively. [29] presented a study of production
performance of horizontal wells when rapid flow conditions are given.

Practical exercises will provide in the chapter provide a better understanding and applicability
of the interpretation techniques.

The purpose of this chapter is two folded: (1) to present the governing equation for gas flow
used in well test interpretation and (2) to use both conventional and TDS Techniques as
valuable tools for well test interpretation in both transient rate and transient pressure analysis.
Some detailed examples will be given for demonstration purposes.

2. Transient pressure analysis

Transient pressure analysis is performed measuring the bottom-hole pressure while the flow
rate is kept constant.

2.1. Fluid flow equations

The gas diffusivity equation in oil-field units is given by:

1
r
∂
∂r

P
μðPÞZðPÞ r

∂P
∂r

� �
¼ φ

0:0002637
∂
∂t

P
ZðPÞ

� �
(1)

Which can be modified to respond for three-phase flow (oil, water, and gas):

1
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∂
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0:0002637λt
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(2)

where, the total compressibility, ct, and total mobility, λt, are given by:

ct ≈ cgsg þ coSo þ cwSw þ cf (3)

λt ¼
kg
μg

þ ko
μo

þ kw
μw

(4)

As can be inferred from Eq. (3), the total compressibility varies significantly when dealing with
monophasic gas flow since the gas compressibility varies along with the pressure. Agarwal [1]
introduced the pseudotime function to alleviate such problem. This function accounts for the
time dependence of gas viscosity and total system compressibility:

ta ¼
ðt

tref

dt
μðtÞctðtÞ (5)
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Pseudotime is better defined as a function of pressure as a new function given in hr psi/cp:

taðPÞ ¼
ðP

Pref

ðdt=dPÞ
μðPÞctðPÞdP (6)

Notice that μ and ct are now pressure-dependent properties.

As expressed by Eq. (1), viscosity and gas compressibility factor are strong functions of pressure;
then, to account for gas flow behavior, Al-Hussainy et al. [2] introduced the pseudopressure
function which basically includes the variation of gas viscosity and compressibility into a single
function which is given by:

mðPÞ ¼ 2
ðP

Pref

P
μðPÞZðPÞdP (7)

After replacing Eqs. (6) and (7) into Eq. (1), it yields:

1
r
∂
∂r

r
∂mðPÞ
∂r

� �
¼ φ

0:0002637k
∂mðPÞ
∂taðPÞ (8)

Contrary to liquid well testing, rapid gas flow has a strong influence on well testing, [32]. As
the flow rate increases, so does the skin factor, then:

sa ¼ sþDq (9)

Eq. (9) shows that the apparent skin factor is a function of the mechanical skin factor—which is
assumed to be constant during the test— and the product of the flow rate with the turbulence
factor or non-Darcy term. This implies that two flow test ought to be run at different flow rates
to find mechanical skin factor and the turbulence factor from:

ðsaÞ1 ¼ sþDq1 (10)

ðsaÞ2 ¼ sþDq2 (11)

Solving the simultaneous equations:

D ¼ ðsaÞ1 � ðsaÞ2
q1 � q2

(12)

s ¼ ðsaÞ1 �
ðsaÞ1 � ðsaÞ2

q1 � q2
q1 (13)

where, the skin factors 1 and 2 are estimated from each pressure test. However, there is a need
of estimating the turbulence factor by empirical correlations for buildup cases or when a single
test exists. Then, the non-Darcy flow coefficient is defined by [26]:
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D ¼ 2:222� 10�15
γgkhβ

μgrwh
2
p

(14)

The above equation is also applied to partially completed or partially penetrated wells. hp is
the length of the perforated interval. For fully perforated wells, hp = h.

Parameter β is called turbulence factor or inertial factor can be found by correlations. The
correlation proposed by Geertsma [21] is given by:

β ¼ 4:851� 104

φ5:5
ffiffiffi
k

p (15)

The consideration on the skin factor effect on gas testing was recognized by Fligelman et al.
[25] who provided correction charts to account for apparent skin factor values.

2.2. Conventional analysis

The solution to the transient diffusivity equation, Eq. (8), is given by:

mðPÞDð1, tDaÞ ¼ � 1
2
Ei � 1

4tDa

� �
(16)

The dimensionless parameters used in this chapter are given below. The rigorous dimension-
less time is:

tD ¼ 0:0002637kt
φðμctÞr2w

(17)

Including the pseudotime function, ta(P), the dimensionless pseudotime is:

tDa ¼ 0:0002637k
φr2w

� �
taðPÞ (18)

Notice that the viscosity-compressibility product is not seen in Eq. (16) since they are included
in the pseudotime function. However, if we multiply and, then, divide by (μct)i, a similar
equation to the general dimensionless time expression will be obtained.

tDa ¼ 0:0002637k
φðμctÞir2w

� �
½ðμctÞi � taðPÞ� (19)

The dimensionless pseudopressure and pseudopressure derivatives are:

t�ΔmðPÞD0 ¼ hk½t�ΔmðPÞ0�
1422:52qscT

(19a)

mðPÞD ¼ hk½mðPiÞ �mðPÞ�
1422:52qT

(20)
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taðPÞ�ΔmðPÞD0 ¼ hk½taðPÞ�ΔmðPÞ0�
1422:52qscT

(21)

And the dimensionless wellbore storage coefficient is given by:

CD ¼ 0:8935
φhctr2w

� �
C (22)

The dimensionless radii are given:

rD ¼ r
rw

(23)

rDe ¼ re
rw

(24)

For practical purposes, Eq. (16) will end up in a semilog behavior of pseudopressure drops
against time. After replacing the respective dimensionless quantities into the mentioned
straight-line semilog expression, it is obtained [4]:

mðPiÞ �mðPwf Þ ¼ 1:422� 106qT
kh

1:1513log
kt

1688φðμgctÞirw2

 !
þ s0 þD

" #
(25)

mðPiÞ �mðPwf Þ ¼ 1:422� 106qT
kh

1:1513log
ktaðPÞ

1688φrw2

� �
þ s0 þD

� �
(26)

The above equations are applied during transient or radial flow regime. They are used to find
reservoir transmissibility and apparent skin factor from the slope and intercept, respectively, of
a semilog plot of well-flowing pressure versus time. After applying the superposition princi-
ple, the above equations for the buildup case are converted into:

mðPiÞ �mðPwf Þ ¼ 1:422� 106qT
kh

log
tp þ Δt
Δt

� �
(27)

mðPiÞ �mðPwf Þ ¼ 1:422� 106qT
kh

log
taðPÞp þ ΔtaðPÞ

ΔtaðPÞ

 !
(28)

From a semilog plot of pseudopressure versus time (or pseudotime), its slope allows calculating
the reservoir permeability and the intercept is used to find the pseudoskin factor, respectively:

k ¼ 1637:74qT
mh

(29)

s0 ¼ mðPiÞ �mðP1hrÞ
m

� log
k

φðμctÞir2w

� �
� 3:227þ 0:8686

� �
(30)
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Notice that for the pseudotime case, (µct)i product in the above equation will be set as the unity.
The gas pseudoskin factor is estimated for the buildup case as:

s0 ¼ mðP1hrÞ �mðPwf Þ
m

� log
k

φðμctÞir2w

� �
� 3:227þ 0:8686

� �
(31)

The governing dimensionless pressure equation during pseudosteady-state period is given by [28]:

mðPÞD ¼ 2tD
r2eD

þ ln rD � 0:75þ s0 (32)

By replacing the dimensionless quantities, changing the log base, the above equation leads to:

mðPiÞ �mðPwf Þ ¼ 0:2395qTt
Ahφ

þ 3263qT
kh

log
0:472re

rw
þ s0

2:303

� �
(33)

A Cartesian plot of m(Pwf) versus time or pseudotime during pseudosteady state will yield a
straight line in which slope, m*, is useful to find the well drainage area:

A ¼ 0:23395ð5:615ÞqT
φhm� (34)

Such deliverability tests as backpressure, isochronal, modified isochronal, and flow after flow
are conducted for the purpose of determining the flow exponent n (n = 1 is considered
turbulent flow and 0.5 < n < 1 is considered to be rapid flow) and the performance coefficients.
They assumed that stabilization is reached during the testing which is not true in most of the
cases. Then, they are not included in this chapter but can be found in Chapter 4 of Ref. [4].

2.3. TDS technique

Tiab [33] proposed a revolutionary technique which is very useful to interpret pressure tests
using characteristics points found on the pressure and pressure derivative versus time log-log
plot. He obtained practical analytical solutions for the determination of reservoir parameters.

mðPÞDr ¼ 7:029� 10�4kh
qT

� �
mðPiÞ �mðPwf ÞðtnÞ

qn

� �
¼ 1

2
ðlntD þ 0:80907þ 2sÞ (35)

From a log-log plot of pseudopressure and pseudopressure derivative against pseudotime,
Figure 1, several main characteristics are outlined:

1. The early unit-slope line originated bywellbore storage is described by the following equation:

mðPÞD ¼ tDa

CD
(36)

Replacing the dimensionless parameters in Eq. (36), a new equation to estimate the wellbore
storage coefficient is obtained:
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C ¼ ð0:419qTctÞ taðPÞ
ΔmðPÞ

� �
(37)

2. The intersection of the early unit-slope line with the radial horizontal straight line gives:

tDa

CD

� �

i
¼ 0:5 (38)

From this, an equation to estimate either permeability or wellbore storage is obtained once the
dimensionless parameters are replaced.

As presented by Tiab [33], the governing equation for the well pressure behavior during radial
flow reformulated by Escobar et al. [7] in terms of pseudofunctions is expressed by:

taðPÞi ¼
1695ctC

kh
(39)

3. According to Ref. [28], another form of Eq. (35) is obtained when wellbore storage and skin
factor are included:

mðPÞDr ¼ 1
2

ln
tDa

CD

� �

r
þ 0:80907þ lnðCDe2sÞ

� �
(40)

From the above equation, the derivative of pseudopressure with respect to the natural log of
tDa/CD is given by:

tDa

CD
mðPÞ0D

� �

r
¼ 0:5 (41)

From Eq. (21), the dimensionless pseudopressure derivative with respect to the natural log of
log tDa/CD gives:

1.E+06

1.E+07

1.E+08

1.E+03 1.E+04 1.E+05 1.E+06 1.E+07 1.E+08 1.E+09

Unit-slope line

Infinite-acting line

Pseudostable-state line
m

(P
) a

nd
 t 

 *
m

(P
)',

 p
si

  /
cp

a
2

t  , psi hr/cpa

( ) 
* ( ) '

Δ

Δa

m P
t m P

Figure 1. Log-log plot of pseudopressure and pseudopressure derivative versus pseudotime. After Ref. [7].
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tDa

CD
mðPÞ0D

� �

r
¼ 7:029� 10�4 kh

qT

� �
½taðPÞ �mðPÞ0� (42)

Combination of Eqs. (41) and (42) will result into an equation to estimate permeability:

k ¼ 711:26qT
h½taðPÞ � ΔmðPÞ0�r

(43)

3. Dividing Eq. (40) by Eq. (41), replacing the dimensionless quantities and, then, solving for
the pseudoskin factor will yield:

s0 ¼ 0:5
½ΔmðPÞ�r

½taðPÞ � ΔmðPÞ0�r
� ln

k
�
taðPÞ

�
r

φr2w

0
@

1
Aþ 7:4316

2
4

3
5 (44)

Finally, the pressure derivative during the pseudosteady-state flow regime of closed systems is
governed by:

tDa �mðPÞ0D ¼ 2πtDa (45)

The intersection point of the above straight line and the radial flow regime straight line is:

taDARPi ¼
1
4π

(46)

After substituting the dimensionless pseudotime function into Eq. (46), a new equation for the
well drainage area is presented:

A ¼
ktaðPÞrpi
301:77 φ

(47)

Further applications of gas well test can be found in the literature. Escobar et al. [12] intro-
duced the mathematical expressions for interpretation of pressure tests using the pseudo-
pressure and pseudopressure derivative as a function of pseudotime for hydraulically
fractured wells and naturally fractured (heterogeneous) formations. Fligelman [30] presented
an interpretation methodology using TDS technique for finite-conductivity fractured wells.
They used pseudopressure and rigorous time. In 2012, Escobar et al. [16] implemented the
transient pressure analysis on gas fractured wells in bi-zonal reservoirs. Moncada et al. [31]
extended the TDS for oil and gas flow for partially completed and partially penetrated wells.
As far as horizontal wells, it is worth to mention the work performed in Refs. [11] and [15] on
homogeneous and naturally fractured reservoirs.

2.4. Example 1

Chaudhry [4] presented a reservoir limit test for a gas reservoir (example 5-2 of Ref. [4]). However,
once the pressure derivative was taken to the test data, no late pseudosteady state regime was
observed. Then, the input data given belowwere used to simulate a pressure test given inTable 1.
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Sg = 70% Sw = 30% q = 6184 MSCF/D

h = 41 ft k = 44 md Bg = 0.00102 ft3/STB

rw = 0.4271 ft φ = 10.04% ct = 0.0002561 psi�1

ωg = 0.0992 md/cp γg = 0.732 Pcr = 380.16 psia

Tcr = 645.06 R T = 710 R re = 2200 ft (349 Ac)

m(Pi) = 340920304.2 psi2/cp

t, hr P, psi t, hr P, psi

0 3965 1.2713 3677.2527

0.001 3960.629 1.6005 3670.3779

0.002 3956.4313 2.0148 3663.602

0.003 3952.3774 2.5365 3656.8388

0.004 3948.4516 3.1933 3650.1477

0.005 3944.6431 4.0202 3643.5144

0.006 3940.9438 5.0107 3637.2126

0.007 3937.3469 6.0107 3632.0323

0.008 3933.8466 7.0107 3627.6664

0.009 3930.4382 8.0107 3623.8936

0.0113 3922.8277 9.0107 3620.5718

0.0143 3913.8402 10.0107 3617.6047

0.018 3903.2573 12.0107 3612.4479

0.0226 3891.1325 21.0107 3596.5482

0.0285 3877.5006 30.0107 3586.4447

0.0358 3862.4816 39.0107 3579.0231

0.0451 3846.2054 48.0107 3573.1536

0.0568 3829.2592 57.0107 3568.2967

0.0715 3812.1329 66.0107 3564.1453

0.09 3795.2335 75.0107 3560.4805

0.1133 3779.2686 84.0107 3557.2312

0.1271 3771.7594 93.0107 3554.3136

0.16 3757.7512 102.0107 3551.6672

0.2015 3745.1803 179.5107 3535.5164

0.2537 3734.0438 269.5107 3523.5847

0.3193 3724.1258 359.5107 3514.1663

0.402 3715.1658 449.5107 3505.545

0.5061 3706.8112 539.5107 3497.2804
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t, hr P, psi t, hr P, psi

0.6372 3698.9669 629.5107 3489.1576

0.8021 3691.489 719.5107 3481.0959

1.0098 3684.2741 809.5107 3473.056

ta(P), psi-hr/cp Δm(P), psi2/cp ta(P)* Δm(P)0, psi2/cp ta(P), psi-hr/cp Δm(P), psi2/cp ta(P)* Δm(P)0, psi2/cp

0 0 0 45802.414 1870739.384 17533667.77

37.7745 270218.7615 265698.0159 57569.7648 1838960.003 17954428.54

75.5167 518758.6126 520866.1041 72365.7851 1815682.598 18369258.28

113.2278 751325.0471 767304.1906 90970.2467 1799003.726 18783428.06

150.9089 968476.5902 1005966.456 114363.6923 1786548.918 19193297.17

188.561 1172014.904 1237504.102 143779.3051 1774358.756 19599754.75

226.185 1362245.214 1462410.249 178978.2667 1766967.699 19986008.75

263.7817 1544967.139 1681099.321 214477.474 1764620.952 20303606.64

301.352 1713052.797 1893921.256 249946.7071 1752899.594 20571329.92

338.8966 1876882.193 2101169.292 285390.4587 1717299.587 20802733.84

426.2923 2225474.894 2563944.683 320812.0523 1692510.182 21006509.26

536.1368 2605002.302 3110507.871 356214.0473 1681851.999 21188553.27

674.1563 3004035.218 3754179.95 426967.5286 1725356.98 21505009.16

847.5255 3404366.431 4491744.317 744772.1706 1759676.341 22480949.29

1065.235 3781729.348 5321159.089 1061858.072 1799660.974 23101515.46

1338.5511 4101068.915 6235191.645 1378463.16 1769298.728 23557564.54

1681.5934 4335396.363 7226023.963 1694705.511 1759287.154 23918367.9

2112.0768 4462372.666 8257991.514 2010656.317 1770713.335 24217012.8

2652.2558 4463511.759 9301323.123 2326363.101 1736601.944 24472345.81

3330.0995 4300906.005 10331215.57 2641858.765 1709368.012 24697796.42

4180.8019 4056795.12 11304325.65 2957168.15 1701504.59 24897723.65

4684.3808 3917486.951 11762181.87 3272311.76 1711704.512 25077261.23

5880.9567 3569692.658 12616571.14 3587306.105 1744436.565 25240114.57

7383.6218 3191507.548 13383609.83 6295436.794 1821464.183 26234973.81

9271.202 2873762.477 14063387.95 9432920.282 2036512.441 26970809.17

11642.9004 2591188.809 14668995.81 12564795.27 2355209.644 27552034.83

14623.503 2366500.199 15216145.54 15691965 2740929.323 28084374.29

18369.9003 2197999.347 15726460.2 18814758.13 3212985.03 28594968.02

23079.3518 2076483.39 16205683.18 21933329.44 3695740.205 29097073.99

28999.9239 1985415.325 16662774.49 25047755.95 4195533.855 29595671.37

36443.5374 1918507.605 17104058.59 28158083.33 4703995.72 30093194.56

Table 1. Pressure, pseudopressure, time, and pseudotime data for example 1.
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Estimate permeability, skin factor, and drainage area by both conventional analysis and TDS
technique.

2.4.1. Solution by conventional analysis

Figure 2 presents a semilog pressure of pseudopressure versus pseudotime. The slope and
intercept of the radial flow regime straight line in such plot are given below:

m ¼ �3995147:42 ðpsi2=cpÞ=ðlog hr� psi=cpÞ

mðPÞ1 hr ¼ 342125555:5 psi2=cp

Use of Eqs. (27) and (28) allows finding reservoir permeability and pseudoskin factor, respec-
tively:

k ¼ 1637:74qT
mh

¼ 1637:74ð6184Þð710Þ
ð3995147:42Þð41Þ ¼ 43:45 md

s0 ¼
340920304:25� 342125555:5

�3995147:42

�log
43:45

ð0:1004Þð0:42712Þ

� �
� 3:227þ 0:8686

2
664

3
775 ¼ �0:5172

To find the well drainage area, the Cartesian plot given in Figure 3 was built. Its slope,
m* = 0.0914 (psi2/cp)/(hr�psi/cp), is plugged into Eq. (34):

A ¼ 0:23395qT
φhm� ¼ 0:23395ð6184Þð710Þ

ð0:1004Þð41Þð0:0914Þð43560Þ ¼ 336:4 Ac
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Figure 2. Semilog plot for example 1.

Advances in Natural Gas Emerging Technologies106



Estimate permeability, skin factor, and drainage area by both conventional analysis and TDS
technique.

2.4.1. Solution by conventional analysis

Figure 2 presents a semilog pressure of pseudopressure versus pseudotime. The slope and
intercept of the radial flow regime straight line in such plot are given below:

m ¼ �3995147:42 ðpsi2=cpÞ=ðlog hr� psi=cpÞ

mðPÞ1 hr ¼ 342125555:5 psi2=cp

Use of Eqs. (27) and (28) allows finding reservoir permeability and pseudoskin factor, respec-
tively:

k ¼ 1637:74qT
mh

¼ 1637:74ð6184Þð710Þ
ð3995147:42Þð41Þ ¼ 43:45 md

s0 ¼
340920304:25� 342125555:5

�3995147:42

�log
43:45

ð0:1004Þð0:42712Þ

� �
� 3:227þ 0:8686

2
664

3
775 ¼ �0:5172

To find the well drainage area, the Cartesian plot given in Figure 3 was built. Its slope,
m* = 0.0914 (psi2/cp)/(hr�psi/cp), is plugged into Eq. (34):

A ¼ 0:23395qT
φhm� ¼ 0:23395ð6184Þð710Þ

ð0:1004Þð41Þð0:0914Þð43560Þ ¼ 336:4 Ac

3.05E+08

3.10E+08

3.15E+08

3.20E+08

3.25E+08

3.30E+08

3.35E+08

3.40E+08

3.45E+08

1.E+00 1.E+01 1.E+02 1.E+03 1.E+04 1.E+05 1.E+06 1.E+07 1.E+08

m
(P

), 
ps

i  
/c

p
2

t  (P), hr-psi/cp

m = -3995147.42 psi  *hr/log psi-hr/cp

2

m(P)      = 342125556 psi  /cp2
1 hr

Figure 2. Semilog plot for example 1.

Advances in Natural Gas Emerging Technologies106

2.4.2. Solution by TDS technique

Figure 4 presents the pseudopressure and pressure derivative versus pseudotime log-log plot
in which wellbore storage, radial flow regime, and late pseudosteady-state regimes are clearly
observed. The following characteristic points were read from Figure 4:
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Figure 3. Cartesian plot for example 1.

ta(P)r = 1694705.5 psi hr/cp Δm(P)r = 23918367.9 psi2/cp

ta(P)*Δm(P)’r = 1735066.96 psi2/cp ta(P)rpi = 10113641.48 psi hr/cp
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Figure 4. Pseudopressure drop and pseudopressure derivative versus time log-log plot for example 1.
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Permeability and pseudoskin factor are respectively estimated from Eqs. (42) and (44),

k ¼ 711:26qT
h½taðPÞ � ΔmðPÞ0�r

¼ 711:26ð6184Þð710Þ
ð41Þð1735066:96Þ ¼ 43:9 md

s0 ¼ 0:5
23918367:9
1735066:96

� ln
43:9ð1694705:5Þ
ð0:1004Þð0:42712Þ

� �
þ 7:4316

� �
¼ �0:454

and well drainage area is found with Eq. (47):

A ¼
ktaðPÞrpi
301:77 φ

¼ ð43:9Þð10113641:48Þ
301:77 ð0:1004Þ ¼ 336:4 Ac

Finally, the inertial factor and the non-Darcy flow coefficient are estimatedwith Eqs. (14) and (15):

β ¼ 4:851� 104

φ5:5
ffiffiffi
k

p ¼ 4:851� 104

ð0:1004Þ ffiffiffiffiffiffiffiffiffi
43:9

p ¼ 2265091235:63 ft�1

D ¼ 2:222� 10�15 ð0:732Þð41Þð43:9Þð2265091235:63Þ
ð0:0992Þð0:4271Þð412Þ ¼ 9� 10�5 D=Mscf

The true skin factor is found with Eq. (9):

sa ¼ sþDq ¼ �0:454þ 9� 10�5 ð6184Þ ¼ 1:42

It can be seen that the simulated parameters closelymatch the results obtained from the examples.

3. Transient rate analysis

Transient rate analysis is performed by recording the continuous changing flow rate under a
constant bottom-hole pressure condition. This procedure is normally achieved in very low gas
formations and shale gas systems.

3.1. Basic flow and dimensional equations

The Laplace domain, the rate of solution for a well producing against a constant bottom-hole
well-flowing pressure was given by [34]:

qD ¼ 1
uK0ð

ffiffiffi
u

p Þ (48)

The solution for a bounded reservoir was presented by [5]:

qD ¼ I1ðreD
ffiffiffi
u

p ÞK1ð
ffiffiffi
u

p Þ � K1ðreD
ffiffiffi
u

p ÞI1ð
ffiffiffi
u

p Þffiffiffi
u

p ½I0ð
ffiffiffi
u

p ÞK1ðreD
ffiffiffi
u

p Þ þ K0ð
ffiffiffi
u

p ÞI1ðreD
ffiffiffi
u

p Þ� (49)
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qD ¼ I1ðreD
ffiffiffi
u

p ÞK1ð
ffiffiffi
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p Þ � K1ðreD
ffiffiffi
u

p ÞI1ð
ffiffiffi
u

p Þffiffiffi
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p ½I0ð
ffiffiffi
u
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ffiffiffi
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u
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For considerable longer times, Ref. [27] showed that the qD function in Eq. (48) may be
approximated by:

1
qD

¼ 1
2
½ln tD þ 0:80907� (50)

where the dimensionless reciprocal rate and reciprocal rate derivative are given by:

1=qD ¼ k hΔmðPÞ
1422:52Tq

(51)

tD � ð1=qDÞ0 ¼
k h ½t � ΔmðPÞ0�
1422:52Tq

(52)

Including pseudoskin effects in Eq. (49),

1
qD

¼ 1
2
½ln tD þ 0:80907þ 2s0� (53)

3.2. Conventional analysis

After replacing the dimensionless quantities and changing the logarithm base, it yields:

1
q
¼ 1:422� 106qT

khΔmðPÞ 1:1513log
ktaðPÞ

1688φrw2

� �
þ s0

� �
(54)

As for the case of pressure transient analysis, from a semilog plot of pseudopressure versus
time (or pseudotime), its slope allows calculating the reservoir permeability and the intercept
is used to find the pseudoskin factor, respectively:

k ¼ 1637:74T
mh ΔmðPÞ (55)

s0 ¼ ð1=qÞ1hr
m

� log
k

φðμctÞir2w

� �
� 3:227þ 0:8686

� �
(56)

Considering approximation for large time to the analytical Laplace inversion of Eq. (49), the
following expression is obtained:

qD ¼ 1
ln reD � 0:75

exp
�2tD

r2eDðln reD � 0:75Þ
� �

(57)

For tD ≥ tDpss, this flow period is known as the exponential decline period. tDpss is the time
required for the development of true pseudosteady state at the producing well for constant
rate production case. Eq. (57) concerns only the circular reservoir. The solution can be general-
ized for other reservoir shapes by using the Dietz shape factor [6], CA,
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qD ¼ 2

ln 4AD
γCA

� � exp
�4πtD

ADln 4AD
γCA

� �
2
4

3
5 (58)

where, AD (dimensionless area) and reD (dimensionless radius) are given by:

AD ¼ A
r2w

(59)

reD ¼ re
rwe�s ¼

re
rwef f

(60)

Eq. (58) suggests that a plot of log(q) versus time will yield a straight line with negative slope
Mdecline,

Mdecline ¼ 2ð0:0002637Þk
r2eDðln reD � 0:75Þφμctr2w

(61)

and intercept at (t = 0):

qint ¼
khΔmðPÞ

1637:74Bμðln reD � 0:75Þ (62)

The reservoir area can be determined by solving the Eq. (62) for reD:

reD ¼ exp
1637:74Bμ

khΔmðPÞðln reD � 0:75Þ qint þ 0:75
� �

(63)

3.3. TDS technique

Escobar et al. [9] extended the TDS Technique for gas well in homogeneous and naturally
fractured formations using rigorous time. The equations they presented for wellbore storage
coefficient and permeability are given below:

C ¼ 0:4196
Tq tN

μ ΔmðPÞN
¼ 0:4198

T
μΔmðPÞ

t
t � ð1=qÞ0

� �

N

(64)

k ¼ 711:5817
T

hΔmðPÞ½t� ð1=qÞ0�r
(65)

Using a procedure similar to the pressure transient case, Escobar et al. [9] found an expression
to estimate the pseudoskin factor:

s0 ¼ 0:5
ð1=qÞr

½t� ð1=qÞ0�r
� ln

ktr
φμ ctrw2

� �
þ 7:43

( )
(66)

For the estimation of reservoir area, Escobar et al. [9] also presented an equation that uses the
starting time of the pseudosteady-state period, tspss.
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re2 ¼
0:0015k tspss

φμ ct

� �1=2

(67)

As treated in pressure transient analysis, Eq. (41), the reciprocal rate derivative takes a value of 0.5
during radial flow. The intercept of this with the reciprocal rate derivative of Eq. (57) will provide:

tDrpi ¼
1
2
reD2½lnðreDÞ � 0:75� (68)

in which numerical solution gives:

reD ¼ 1:0292 t0:4627Drpi
(69)

After replacing the dimensionless quantities, we obtain:

re ¼ 22:727� 10�3rwef f
k

φμ ctrwef f 2

� �0:4627

trpi0:4627 (70)

Refs. [13] and [14] presented rate transient analysis for long homogeneous and naturally
fractured oil reservoirs using TDS technique and conventional analysis, respectively. Equations
can be easily translated to gas flow.

3.4. Example 2

Escobar et al. [9] presented an example for a homogeneous bounded reservoir. Figure 5 and
Table 2 present the reciprocal rate and reciprocal rate derivative versus rigorous time for this
exercise. Other relevant data for this example are given below:
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Figure 5. Reciprocal rate and reciprocal rate derivative for example 2—homogeneous bounded reservoir. After Ref. [9].
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Find reservoir permeability, skin factor, and drainage radius for this example using the TDS
Technique.

3.4.1. Solution

The following characteristic points were read from Figure 5:

t, hr 1/q, MSCF�1 t*(1/q)0 , MSCF�1 t, hr 1/q, MSCF�1 t*(1/q)0, MSCF�1

3.11E-04 43189.24959 179751.1071 4.72E-02 17360.95346 135561.954

3.89E-04 40834.91569 162199.4397 6.09E-02 16811.48278 135417.1412

4.67E-04 39060.52002 163534.7645 7.58E-02 16365.45213 135450.8332

5.45E-04 37655.94848 160065.4877 0.094767643 15935.44127 134654.7122

7.01E-04 35537.19664 157149.8777 0.122175588 15464.07533 130033.9989

8.72E-04 33849.9472 154708.1815 0.152075165 15058.4209 120446.6934

1.07E-03 32361.46026 152593.8776 0.176991479 14766.60107 110524.7186

1.35E-03 30871.32659 150543.0499 0.224830802 14266.98732 91414.11215

1.66E-03 29601.36073 148839.1511 0.284629956 13699.34978 71972.81156

1.97E-03 28617.55908 147555.5061 0.354395635 13079.44168 55862.58323

2.36E-03 27646.46771 146325.5009 0.450074281 12279.66271 41400.85561

2.80E-03 26785.03603 145257.0868 0.569672588 11348.65545 30197.97654

3.42E-03 25823.21027 144105.0598 0.709203946 10349.64392 22079.63438

4.04E-03 25068.84401 143224.7896 0.900561238 9119.41797 15300.5905

4.73E-03 24398.17164 142461.4954 1.139757852 7783.903591 10316.16432

5.54E-03 23753.19888 141745.6607 1.315168702 6930.721305 7965.441894

6.63E-03 23056.85049 140996.5214 1.522472435 6043.090594 6009.327954

7.87E-03 22423.58559 140330.625 1.801535152 5027.292996 4239.056471

9.12E-03 21908.28203 139803.0353 2.120463971 4077.321632 2935.619806

1.15E-02 21141.51732 139045.8455 2.630750081 2923.310968 1712.191843

1.49E-02 20332.18915 138280.5426 3.28455416 1917.14852 909.5234175

1.86E-02 19683.45322 137688.6861 4.241340618 1040.993708 385.7970016

2.34E-02 19065.59817 137131.4759 5.261912839 543.216581 162.6885651

3.02E-02 18406.42719 136508.2532 6.569520997 230.4829168 41.88651512

3.77E-02 17872.96521 135981.9447 9.12095155 27.98082076 0.548915189

Table 2. Reciprocal rate, reciprocal rate derivative versus time data for example 2.

h = 80 ft k = 25 md rw = 0.3 ft

φ = 25% ct = 0.00187 psi�1 μg = 0.0122 md/cp

γg = 0.85 T = 670 R re = 30 ft (0.065 Ac)

Δm(P) = 340920304.2 psi2/cp ΔP = 580 psi
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Eqs. (65), (66), and (70) are used to obtain permeability, skin factor, and drainage.

k ¼ 711:5817T
hΔmðPÞ½t� ð1=qÞ0�r

¼ 711:5817ð670Þ
ð80Þð30976300Þð7:293� 10�6Þ ¼ 26:37 md

s0 ¼ 0:5
ð5:76� 10�5Þ
ð7:293� 10�6Þ � ln

ð25Þð0:0472Þ
ð0:25Þð0:0122Þð0:00187Þð0:3Þ2
 !

þ 7:43

( )
¼ 0:68

re ¼ 22:727� 10�3ð0:3Þ ð25Þ
ð0:25Þð0:0122Þ ð0:00187Þð0:3Þ2
 !0:4627

ð0:6Þ0:4627 ¼ 19:5 ft

Notice that the results closely match the permeability and external reservoir radius as
presented by Ref. [9].

Finally, it is worth to mention that nowadays, conventional shale-gas reservoirs have become
very attractive in the oil industry. Then, their characterization via well test analysis is very
important. Shale-gas reservoir is normally tested under constant well-flowing pressure condi-
tions—transient rate analysis—then, the recent studies performed in Refs. [17] and [22] should
be read. If such wells are tested under constant rate conditions—pressure transient analysis—
then the reader should refer to the works by Bernal et al. [3] and Escobar et al. [18].

Nomenclature

A Well drainage area, ft2 and Ac
B Volumetric factor, rb/MSCF
C Wellbore storage coefficient, bbl/psi
ct Total compressibility, 1/psi
D Turbulent flow factor, Mscf/D
h Formation thickness, ft
hp Perforated interval, ft
I0, I1 Bessel function
k Permeability, md
K0,K1 Bessel function
m Semilog slope
m* Cartesian slope
m(P) Pseudopropressure function, psi2/cp
Mdecline Slope of plot of log(q) versus time
n Flow exponent
P Pressure, psi

tr = 4.72 � 10�2 hr [t*(1/q)’]r = 7.293 � 10�6 D/Mscf

(1/q)r = 5.76 � 10�5 D/Mscf trpi = 0.06 hr
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PD Dimensionless pressure
Pwf Well-flowing pressure, psi
q Gas flow rate, MSCF
1/q Reciprocal of the flow rate, D/Mscf
r Radius, ft
re External reservoir radius, ft
rw Radio del pozo, ft
rweff Effective wellbore radius, rwe

�s, ft
s’ Apparent or pseudoskin factor
sa Total skin factor
t Time, hr
tD*PD’ Dimensionless pressure derivative
tDpss Exponential decline period
t*(1/q)’ Reciprocal rate derivative, D/Mscf
tD*(1/qD)’ Dimensionless reciprocal rate derivative
tp Horner or producing time
tpss Exponential decline period, hr
tspss Time to initiate pseudosteady state, hr
u Argument for a Bessel function
Z Gas supercompressibility factor

Greek

α Turbulence factor or inertial factor
Δ Change, drop
φ Porosity, fraction
γ Euler’s constant—1.781 or e0.5772

γ gGas gravity
λ Mobility, md/cp
μ Viscosity, cp

Suffices

1 hr One hour
cr Condition at critical point
DA Dimensionless referred to drainage area
Da Dimensionless referred to pseudotime
D Dimensionless
De Dimensionless referred to external
e External
eff Effective
g Gas
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i Initial or intercept
pss Pseudosteady state
r Radial flow
ref Reference
rpi Intercept radial-pseudosteady
t Total
ta(P) Pseudotime, psi-hr/cp
w Well
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Catalytic Natural Gas Utilization on Unconventional
Oil Upgrading

Peng He and Hua Song
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Abstract

The upgrading of unconventional oil using methane, the principal component of natural 
gas, is a promising alternative method to the conventional hydrotreating process, which 
consumes naturally unavailable H2 at high pressures. Methanotreating is an economi-
cally attractive process with abundant and readily available raw materials to accomplish 
the upgrading of bio-oil and to attain improved oil quality. The application of methane 
as the H donor avoids the energy consumption and CO2 rejection during the reform-
ing of methane to produce H2. More product oil is also obtained through the incorpo-
ration of methane into the product oil. Ag/ZSM-5, Zn/ZSM-5 and Ag-Zn/ZSM-5 have 
been employed to upgrade bio-oil under methane environment to achieve increased oil 
yield and H/C molar ratio, suppressed total acid number and unsaturation degree of the 
product oil. Ag-Zn/ZSM-5 is used to catalyze the methanotreating of heavy oil to attain 
lower viscosity accompanied with good stability and compatibility, which are critical 
for the pipeline transportation of heavy oil to downstream refineries. Higher gasoline 
and diesel fractions, increased H/C molar ratio, lower total acid number are witnessed 
upon the upgrading in the presence of Ag-Zn/ZSM-5 under methane environment. The 
mechanism studies practiced in the literature using methods including solid-state NMR 
and FTIR have revealed at least two reaction pathways, i.e., carbenium pathway and 
alkyl pathway, to accomplish the activation of methane, which is crucial for the involve-
ment of methane in the following upgrading reaction steps. The reaction thermodynam-
ics and reaction intermediates have also been explored by computational approaches by 
researchers. These observations and achievements will encourage more researchers to 
develop more catalyst systems and attain improved catalytic performance in the uncon-
ventional oil upgrading using natural gas.

Keywords: natural gas, unconventional oil, methane activation, bio-oil, biomass, heavy oil, 
zeolite, catalytic upgrading, mechanism study, theoretical calculation

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



1. Introduction

The utilization of unconventional oil is attracting attention as the energy demand is grow-
ing rapidly driven by the urbanization all over the world, while the reserve of conventional 
petroleum is decreasing. The past decade has witnessed a dramatic change brought by uncon-
ventional oil to the petroleum industry. For instance, the technology breakthrough in the 
extraction of shale oil is one of the dominating factors that drive the crude oil price to drop 
from above 100 USD per barrel in 2014 to below 30 USD per barrel in 2016. Besides shale oil, 
other unconventional oil resources such as bio-oil and heavy oil could also be the alternative 
energy source of the conventional petroleum and meet the ever surging demand of human 
society due to their huge scale of potential reserves.

Bio-oil is receiving increasing attention since it is the only renewable source of hydrocarbon 
that can be used for liquid fuel [1] and chemical production [2–6] owing to its low cost, ready 
availability, resource abundance and environment-friendliness [7]. It is often produced from 
the pyrolysis of biomass, which destructs biomass in the absence of air/oxygen generating 
liquid bio-oil, syngas and biochar [8]. However, the obtained bio-oil often faces problems 
such as hydrogen deficit, high oxygen content and the presence of contaminants including 
sulfur, chlorine and trace metals. The low H/C molar ratio is closely related to the high con-
centration of unsaturated contents in the bio-oil, resulting in the instability when exposed to 
light, oxygen or heat above 80°C, rendering stability issues while storage and transportation 
[9]. The high oxygen content in the bio-oil makes the produced bio-oil of low heating value, 
impeding its application as substituent for traditional liquid fuel to power the world. In order 
to deal with these drawbacks, various processes have been explored to remove or chemically 
modify the undesired components to obtain upgraded bio-oil [10–14], among which hydro-
deoxygenation is most widely employed [10–12] to improve the quality of bio-oil in terms of 
higher energy dense, enhanced stability and suppressed causticity. The process, however, has 
to consume expensive H2 at high pressures (typically 70–140 atm and even above 200 atm) [15, 
16]. The involvement of naturally unavailable H2, and the stricter requirements of the reaction 
units to tolerate high pressure, will eventually escalate the operating cost [15]. The upgrad-
ing of bio-oil by catalytic cracking on zeolites at atmosphere pressure without hydrogen has 
also been explored to produce aromatics [14, 17], which still suffers from the low yield and 
high coke deposition due to the low H/C molar ratio [18]. Co-feeding with some hydrogen-
rich feedstocks such as waste oil, plastics and alcohols can provide hydrogen to the reaction 
system and improve the quality of bio-oil [19–22]. These co-fed materials, however, are not 
naturally available on a large scale. Therefore, an economically attractive method with abun-
dant and readily available raw materials to accomplish the upgrading of bio-oil and to attain 
improved quality is greatly desired.

Another unconventional oil with sufficient potential availability is heavy oil, such as bitu-
men extracted from Canadian oil sand. There are an estimated 174 billion barrels of bitumen 
reserves in Canada. In Alberta alone, the bitumen production reached 2.3 million barrels per 
day in 2014. Compared with conventional petroleum, the deficiency of heavy oil is owing 
to the low H/C molar ratio, high impurity content, high viscosity, high asphaltene content 
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and high density [23]. Heavy oil was formed from conventional oil, degraded by bacteria 
upon the migration towards the surface region. Some light hydrocarbons were consumed 
during the biology reaction process. As a result, heavy oil is deficient in hydrogen and has 
high asphaltene content. For instance, the hydrogen to carbon molar ratio is often below 1.5 
versus a value close to 2.0 in conventional reservoirs [24]. The heavy oil reservoirs are rich 
in several countries such as Canada and Venezuela, while the downstream refineries are in 
other countries including the United States. Therefore, the transportation of heavy oil from 
the oil fields to refineries is critical for its further upgrading and application in industry. The 
extracted bitumen from steam-assisted gravity drainage (SAGD) processes in Canada has 
an average density of 1.0077 g/cm3, API gravity of 8.9, and a dynamic viscosity of 2 × 105 to 
2 × 106 cP at atmospheric conditions [25]. Such a high viscosity makes it challenging to trans-
port heavy oil, especially through pipelines. Dilution of heavy oil is widely practiced to meet 
pipeline specifications for transport to refineries. Solvents such as naphtha or gas conden-
sates (1:2 ratio of diluent:bitumen, known as dilbit) and synthetic crude oil (SCO) (1:1 ratio of 
SCO:bitumen, known as synbit) are used to increase the API gravity of the diluted bitumen 
to 22. Pipeline transport requires a fluid density of <0.940 g/cm3 and dynamic viscosity of 
<330 cP (at 7.5–17°C) [25, 26]. Therefore, the complete elimination or significant reduction in 
diluent usage is highly desired from a financial and operating standpoint as well as from an 
environmental perspective.

In order to reduce the viscosity, thermal cracking is widely carried out to break down the 
carbon chains into short ones. Despite the reduced viscosity due to the carbon chain breakage 
into smaller molecules, the olefin content of the product oil will inevitably be lifted. Olefins 
contained in the produced oil are oxidatively and thermally unstable and may gradually form 
polymeric deposit during storage and transportation [27]. Therefore, hydrotreating processes 
are used to remove the olefin contents and reduce the sulfur and nitrogen content of the oil. 
But similar to hydrogen oxygenation process on bio-oil, such process is faced by the cost 
brought by the consumption of naturally unavailable hydrogen as well as the high pressure 
during the operation.

In industry, more than 50% hydrogen is obtained through the reforming of methane, the 
principal component of natural gas, such as steam methane reforming of methane. The 
reforming of methane is a highly endothermic reaction and often requires high operating 
temperatures (>800°C) and pressures (1.5–3.0 MPa) to attain high equilibrium conversion 
of CH4 towards H2. The involvement of such a naturally unavailable hydrogen source will 
inevitably result in a significant cost for hydrotreating process. Another drawback of this 
process is that the carbon from methane has to be ejected as CO2 to recover H2, resulting 
in more greenhouse emission. If CH4 could be used as the hydrogen source directly in the 
hydrocracking processes, the operating cost could be lowered, since the cost of methane 
reforming is saved. In this scenario, rather than ejected as CO2, the carbon from methane will 
be incorporated into the product oil to produce more synthetic oil and attain more profit. If 
the upgrading under CH4 atmosphere could be achieved at a lowered pressure, the cost of 
this process would again be reduced since the cost owing to the materials and connections of 
the reaction units is decreased.
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One of the obstacles of the application of methane in oil upgrading is its inert structure. The 
energy of the C–H bond in methane is the highest among all hydrocarbons. In order to acti-
vate the C–H bond of methane for successive upgrading steps, catalysts with high activity and 
stability should be formulated. Over the past decades, these catalysts that have been inten-
sively studied under variable conditions including oxidation and non-oxidation conditions, 
shedding light on the oil upgrading using methane. Among them, MIF-type zeolite (ZSM-5)-
based catalysts exhibit outstanding methane activation capability under non-oxidation con-
dition, which is more feasible for oil upgrading compared with oxidation condition. These 
catalysts are prepared by loading active metal species on ZSM-5 framework with variable 
acidity. At a temperature range of 350–400°C and pressure range of 10–50 bar, these catalysts 
can catalyze methane to upgrade unconventional oil to achieve the olefin saturation, deoxy-
genation, desulfurization, denitrogenation and demetallization. These studies open a door for 
upgrading unconventional oil with natural gas under fairly mild operating conditions instead 
of expensive hydrogen under rather stringent ones.

2. Production technology overview

2.1. Upgrading technology of bio-oil

Bio-oil is often collected from the pyrolysis of biomass, such as canola straw [28], saw dust 
[29] and agricultural residues [6], due to the convenient apparatus set up and relatively low 
capital cost [9]. Bio-oil is produced by heating up the biomass rapidly to a high temperature, 
typically 450–550°C, for a short period of residence time in the absence of oxygen, followed by 
the liquid product collection upon condensation [8, 30]. Such a fast pyrolysis process would 
significantly augment the liquid product yield and suppress the formation of gas product 
and char [8]. As a sustainable hydrocarbon resource with abundant availability and carbon-
neutral nature, bio-oil has drawn attention to be the potential reservoir that provides fuels 
and chemical feedstocks. The obtained bio-oil is a complex mixture composed of acetic acid, 
acetaldehyde, water, furfurals and phenolics [31]. The low energy density due to the large 
amount of oxygenated functional groups and the complex of the product matrix impedes the 
application of bio-oil as fuels or chemical feedstocks directly. Therefore, lots of efforts have 
been made to improve the quality of bio-oil in terms of product yield, suitable selectivity, 
stability, compatibility with conventional fuels, reduced corrosivity and so on.

Nowadays, there are mainly three processes for bio-oil upgrading [30]. In the first one, bio-
oil is first produced then upgraded by catalytic cracking, hydrotreating, steam reforming, 
etc [32]. For instance, the liquefaction oil can undergo the conventional petroleum catalytic 
hydrotreating method to attain higher yield of hydrocarbons upon deoxygenation [33–35]. 
Some researchers also put efforts on the catalytic conversion over certain fractions of bio-
oil, which is separated from bio-oil by methods rather than distillation of oils. For example, 
the pyrolysis can be conducted at multiple stages with specific temperatures, resulting in 
several batches of bio-oil product with different compositions [32]. Upon the fractionation 
of bio-oil, each fraction can be upgraded more efficiently comparing with the upgrading of 
bio-oil. Upgrading through reactions such as ketonization of small carboxylic acids [36], aldol 
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 condensation of furfurals followed by hydrogenation [37], alkylation [31] and hydrodeoxy-
genation [38] of phenolics can be carried out with corresponding high activity catalyst sys-
tems, respectively.

The other two processes, called in-bed and in situ pyrolysis, respectively, were divided based 
on the position of the catalyst within the reactor, while the bio-oil produced by pyrolysis is 
upgraded in vapor phase at high temperatures [30]. Compared with upgrading after condensa-
tion, such vapor phase upgrading is more feasible for industrial application due to the reduced 
number of operating units. During the in-bed catalytic pyrolysis, biomass and catalyst are 
mixed together, so the pyrolysis and upgrading are carried out simultaneously. The inorganic 
components of biomass such as silica, Na, K, Mg and Ca ions might contribute to the upgrad-
ing of bio-oil [9]. In the in situ process, the biomass is first cracked to produce pyrolytic vapors, 
and then the vapors pass through catalyst beds for upgrading. Compared with in-bed process, 
in this process, the produced bio-char and spent catalyst can be easily separated. Many catalyst 
systems have been developed to upgrade bio-oil. The co-fed H2 can enhance the quality of 
bio-oil by removing the oxygenated function groups via H2O and CO2. Many catalyst systems 
have been developed to achieve desired quality of the bio-oil. Hydrotreating catalysts similar 
to those used in petroleum industry such as Ni, Co and Mo loaded on silica and alumina sup-
ports have been used for the upgrading of bio-oil [9, 39, 40]. Catalysts based on neutral support 
materials including Ru/C, Pd/C and Pt/C are also used to suppress the coke formation [39, 41]. 
Other support materials such as ZrO2, CeO2, zeolites such as USY [42] and MSU [43] are also 
used to upgrade bio-oil to increase the product yield and formation of hydrocarbons. Among 
the catalysts employed, ZSM-5-based catalysts have been widely employed to upgrade bio-oil 
[12, 30], which might be due to the aromatization capability of ZSM-5 [44].

The in situ pyrolysis apparatus can be modified to execute the bio-oil upgrading using meth-
ane, i.e., methanotreating, by replacing H2 with CH4, and charging the corresponding cata-
lysts. The flow diagram of a typical reactor system [29] is displayed in Figure 1. The biomass, 
such as saw dust and flex straw, is grounded and sieved into small particles, and then put into 
the reactor. The biomass particle and the catalyst bed are sandwiched between three layers of 
quartz wool in the vertically oriented reactor. The feed gas is introduced downstream to react 
with the vapor product from pyrolysis. The product is then condensed and collected.

It is reported that when Ag/ZSM-5 is charged as the catalyst and sawdust are used as the bio-
mass feedstock, the introduction of CH4 to the feed gas increases the oil yield from 4.07 to 4.85 
wt%. As is displayed in Table 1, the quality of the collected oil is also improved. For instance, 
the H/C molar ratio is increased from 1.29 to 1.76. The contribution due to introduction dem-
onstrates the synergistic effect among methane, biomass pyrolysis and the Ag/ZSM-5 catalyst. 
When CH4 is fed without biomass, however, no significant conversion is observed, implying 
that the presence of biomass is critical to trigger the upgrading process, which relies on the 
synergetic effect between biomass, methane and the catalyst. It is worth noting that when 
ZSM-5 is modified by phosphorous and cerium, the oil yield is boosted along with a high 
H/C molar ratio of 2.26. The improved oil quality might be attributed to the suppressed crack-
ing capability of the catalyst, which reveals a potential direction to optimize the catalyst and 
achieve a better catalytic performance.
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Besides modifying ZSM-5 by silver, the methane catalyzed bio-oil upgrading is also realized 
by low cost metals [45]. Among Fe, Co, Cu, Mn, Zr, Ni, Ce and Zn, Zn shows the best catalytic 
performance on bio-oil upgrading when loaded on ZSM-5, in terms of H/C molar ratio, O/C 
molar ratio and acidity of the product oils. When 5%Zn/ZSM-5 is engaged as the catalyst, 
the H/C molar ratio of the product oil is increased from 1.92 to 2.20, which is obtained under 

Trials Oilayield (%) Water formed 
(mg/g)

Oil quality

H/C molar ratio O content O/C molar ratio

Inert 5.47 97.0 1.62 5.25 0.226

Inert, Ag/ZSM-5 4.07 135.6 1.29 0.18 0.009

30% H2 4.17 73.4 1.46 3.41 0.145

30% H2, Ag/ZSM-5 3.42 100.2 1.45 0.45 0.024

30% CH4 4.68 119.0 1.38 0.22 0.009

sole 30% CH4, Ag/ZSM-5 4.85 128.3 1.76 0.07 0.003

30% CH4,Ag/P-Ce-ZSM-5 6.89 110.9 2.26 7.35 0.356

30% CH4, Ag/ZSM-5 0 0 — — —

Adapted with permission from Ref. [29]. Copyright 2014 American Chemical Society.
a Moisture-free liquid collections with boiling point <150°C.

Table 1. Saw dust pyrolysis performance under various environments.

Figure 1. Process flow diagram of a typical multifunctional reactor system. Adapted with permission from Ref. [29]. 
Copyright 2014 American Chemical Society.
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CH4 environment without catalyst, indicating the incorporation of methane molecules into 
the product oil. A relatively low total acid number (TAN) of 30.63 mg KOH/g is witnessed 
along with a low O/C atomic ratio of 0.10, compared with 61.31 mg KOH/g and 0.16 when no 
catalyst is used under CH4 environment. The reduced acidity is attributed to the removal of 
the carboxylic acid groups during the methanotreating. The influence of Zn loading on the 
catalytic performance is evaluated by varying the loading amount of Zn at 1, 2, 5, 10 and 20 
wt%. As is shown in Figure 2, the liquid yield increases as the Zn loading is increased to 5%, 
but start to decrease at 10 and 20%. The H/C molar ratio, on the other hand, reaches the maxi-
mum value when the Zn loading is 10%.

By analyzing the products obtained using HZSM-5 and Zn/ZSM-5 with variable metal loading 
amount, it is concluded that during the reaction ZSM-5 framework promotes the deoxygen-
ation and improves the quality of bio-oil, while the Zn species dispersed on the framework 
facilitate CH4 activation and allow it to be incorporated into the carbon chain of the bio-oil, 
rendering an enhanced quantity of bio-oil.

The upgrading process can also be extended to other fields. For example, the expanding 
municipal solid waste (MSW) generated during the urbanization all over the work is caus-
ing growing environmental risk and management costs. The utilization of MSW in a similar 
manner as biomass not only disposes of the waste but also supplies the hydrocarbon fuel and 
chemicals. Therefore, the conversion of MSW into bio-oil upon upgrading under methane 
environment is drawing attention [28]. When MSW is used as the feedstock, the product oil 
collected over 1%Ag-5%Zn/ZSM-5 sees an oil yield of 12.73% in the presence of methane. 
The successful application of the catalytic conversion of MSW into fuels and chemicals under 
methane might change the landscape of waste management, leading to environmental and 
economic benefit. It is also worth noting that when MSW is engaged as the feedstock, the pres-
ence of 1%Ag-5%Zn/ZSM-5 would enhance the quality of bio-oil compared with 1%Ag/ZSM-5 
and 5%Zn/ZSM-5. Transmission electron microscopy (TEM) images (Figure 3) coupled with 
energy dispersive X-ray spectroscopy (EDX) analysis collected over the 1%Ag-5%Zn/ZSM-5 
catalyst demonstrate that Ag2O particles with bigger sizes (about 10–20 nm) are  surrounded 

Figure 2. Influence of Zn loading amount on catalytic performance of Zn/ZSM-5. Reprinted from Ref. [45]. Copyright 
2015, with permission of Springer.
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by the smaller ZnO particles (<10 nm). The synergetic effect due to the two metal species 
should contribute to the improved catalytic performance.

2.2. Upgrading technology of heavy oil

Hydrotreating is commonly performed to upgrade heavy oil in petroleum industry while 
hydrodesulfurization, hydrodenitrogenation, hydrodeoxydation and hydrodemetallization 
take place simultaneously in the presence of catalysts and substantial hydrogen supply. The 
catalytic hydrotreating capacity in the US is as large as 17.3 million barrels per day in January, 
2015, according to the statistics released by the US Energy Information Administration. 
Olefins, generated during the breaking down of the large molecules in the previous ther-
mal cracking step, are eliminated as hydrogen is added to the unsaturated bonds of olefins 
[46]. Among the hydrotreating catalysts, catalysts based on Mo2S promoted with Co or Ni 
have been intensively investigated for decades due to their good catalytic activity in the 
hydrotreating processes [47–50]. For instance, the reactivity of the Co-promoted Mo2S cata-
lyst is believed to be closely related to the Co-Mo-S structure, where the promoter atoms are 
located on the edge of the MoS2 clusters [51]. However, MoS2 promoted hydrotreating process 
would consume a large amount of hydrogen, which is not naturally available. As is discussed 
in the previous section, if methane, the principal component of natural gas, can be employed 
as the H-donor to accomplish methanotreating of heavy oil, the upgrading process can be 
more profitable and environmental friendly.

Methanotreating of heavy oil has been explored to produce partial upgraded heavy oil, i.e., 
a product oil with reduced viscosity accompanied along with higher H/C molar ratio, sup-
pressed acidity, improved stability and compatibility, by engaging Ag-Zn/ZSM-5 as the cata-
lyst [52]. As is displayed in Table 2, when Ag-Zn/ZSM-5 is charged as the catalyst under an 

Figure 3. TEM image of 5%Zn–1%Ag/ZSM-5. Reprinted from Ref. [28]. Copyright 2016, with permission of Elsevier.
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initial CH4 pressure of 5 MPa, the viscosity of the product oil is remarkably reduced from 
848,080 mPa (cP) to 413.7 cP, approaching the pipeline transportation requirements [53]. 
Despite a lower viscosity is witnessed when H2 is employed in the reaction, the liquid product 
yield is higher when CH4 is used, which is assigned to the incorporation of methane mole-
cules into the product. The stability and compatibility of the collected product oil are evalu-
ated through spot test. The obtained spot test images (Figure 4) show that the oil product 
collected under CH4 environment with the Ag-Zn/ZSM-5 charged (Figure 4e) exhibits the best 
stability and compatibility which approach those of the product from the H2 run (Figure 4f) 
making it more suitable for pipeline transportation.

Besides viscosity and stability, gasoline and diesel fractions of the oil samples also get signifi-
cantly improved upon the methanotreating. Because the heavy oil will eventually be converted 
to gasoline and diesel in downstream refineries, an increased gasoline and diesel fraction in the 

Trial Atmosphere Coke yield (wt.%) Liquid yield (wt.%) Viscosity (cP at 25°C)

Bitumen — — — 848,080

– N2 0.60 94.5 1718.3

– CH4 0.55 96.5 1617.1

HZSM-5 CH4 0.80 93.8 1374.4

Ag-Zn/ZSM-5 N2 0.86 92.9 1276.0

Ag-Zn/ZSM-5 CH4 0.75 97.8 413.7

Ag-Zn/ZSM-5 H2 0.62 93.1 280.2

Adapted from Ref. [52] with permission from the Royal Society of Chemistry.

Table 2. Performance of bitumen upgrading under various environments at 5.0 MPa and 380 °C for 150 min.

Figure 4. Stability test of (a) heavy oil feedstock and oil products collected under (b) N2, (c) CH4, (d) CH4 with ZSM-5,  
(e) CH4 with the Ag-Zn/ZSM-5 catalyst, and (f) H2 with the Ag-Zn/ZSM-5 catalyst. Adapted from Ref. [52] with 
permission from the Royal Society of Chemistry.
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product oil would lessen the burden of downstream refineries and make the partial upgrading 
more profitable. The gasoline and diesel fractions of the bitumen feedstock and the product oils 
gained under variable conditions are presented in Table 3. In the bitumen feedstock, there is lit-
ter gasoline and a small fraction of diesel (11.96%). After upgrading under various conditions, 
such as thermocracking under N2 or CH4, and catalytic upgrading under N2 or CH4, the fraction 
of gasoline and diesel is increased. However, among the oils in comparison, the highest total 
gasoline and diesel fraction of 36.77% and the highest gasoline fraction of 13.38% are achieved 
upon the upgrading in the presence of methane and the catalyst Ag-Zn/ZSM-5, demonstrating 
the carbon chain breakage and rearrangement capability of the catalyst under CH4.

Other properties of the oil including density, total acid number (TAN), water content, aver-
aged molecular weight and asphaltene content are critical for the pipeline transportation. 
Therefore, they are also important criteria for the industry application of the partial upgrad-
ing. These parameters of the bitumen feedstock and product oils are summarized in Table 4. 
After upgrading in the presence of methane and Ag-Zn/ZSM-5, the density is lowered from 
1.0275 to 0.9668 g/cm30, corresponding to an API of 14.7. The reduced density is consistent 
with the increased gasoline and diesel fraction. These improved parameters can be attributed 
to the cracking capacity of the catalyst under CH4, which is further evidenced by the aver-
aged molecular weight of the product oil. The lowest molecular weight (330 g mol−1) belongs 
to the oil product obtained under CH4 with the Ag-Zn/ZSM-5 present. Among the product 
oil samples in comparison, the increased water content is accompanied by the reduced TAN. 
When upgrading occurs under the environment of methane with the facilitation of the cata-
lyst, TAN is dramatically scaled down from 2.59 to 0.03 mg KOH/g, which results from the 
hydrodeoxygenation reactions that consume carboxylic and hydroxyl groups during metha-
notreating. The content of asphaltenes, the major contributor to the high viscosity of bitumen 
and the most difficult component in bitumen to be upgraded, of the various oil products is 
also compiled in Table 4. The methanotreatment witnesses a profound effect on the asphal-
tene content from 22.04 to 12.32%, which is a 44.1% reduction with respect to that of bitumen 
feedstock. This phenomenon is one important factor that contributes to the viscosity reduc-
tion in the product oil.

Trial Atmosphere Gasoline (wt.%) Diesel (wt.%) Total gasoline and 
diesel (wt.%)

Bitumen – 0.19 11.96 12.15

– N2 6.88 20.81 27.69

– CH4 6.95 23.74 30.69

HZSM-5 CH4 6.47 25.26 31.73

Ag-Zn/ZSM-5 N2 6.28 26.57 32.85

Ag-Zn/ZSM-5 CH4 13.38 23.39 36.77

Adapted from Ref. [52] with permission from the Royal Society of Chemistry.

Table 3. Gasoline and diesel fractions of the oil samples collected before and after bitumen upgrading under various 
environments at 5.0 MPa and 380°C for 150 min.
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The element composition of the product oils are listed in Table 5 for comparison. When Ag-Zn/
ZSM-5 is present with CH4, the highest H/C molar ratio of the product oil is obtained at 1.65, 
compared with 1.52 in bitumen feedstock. The increased H/C obtained over this reaction condi-
tion verifies the participation of methane in the reaction and implies its incorporation into the 
product oils. Besides, the H/C molar ratio is closely related to the saturation degree of the product 
oil, which plays an important role in its stability. Therefore, a high H/C molar ratio is favorable 
for the storage and transportation of the product oil. The increased H/C molar ratio is also accom-
panied with decreased nitrogen and sulfur content, indicating a spontaneous denitrogenation 
and desulfurization, which will ease the work load of oil upgrading in downstream refineries.

3. Catalyst structure and optimization

The key to upgrade unconventional oils lies on the catalyst that can effectively activate meth-
ane. The catalyst should possess the capacity to rearrange carbon chains. Several catalysts 
have been successfully employed to upgrade bio-oil and heavy oil using methane, such as 

Oil sample Liquid product properties

Density (g/cm3) TAN (mg KOH/g) Water content 
(wt.%)

Molecular weight 
(g/mol)

Asphaltene 
content (wt.%)

Bitumen 1.0275 2.59 0.159 700 22.04

N2 0.9957 0.51 0.147 527 16.81

CH4 0.9871 0.24 0.162 541 16.12

CH4+ZSM-5 0.9762 0.26 0.171 524 14.84

N2+ Ag-Zn/ZSM5 0.9755 0.39 0.158 458 14.43

CH4+ Ag-Zn/ZSM5 0.9668 0.03 0.185 330 12.32

Adapted from Ref. [52] with permission from the Royal Society of Chemistry.

Table 4. Properties of the oil samples collected before and after bitumen upgrading under various environments at 5.0 
MPa and 380°C for 150 min.

Oil sample Carbon (wt.%) Hydrogen (wt.%) H/C molar ratio Nitrogen (wt.%) Sulfur (wt.%)

Bitumen 81.09 10.29 1.52 1.85 6.48

N2 81.96 10.44 1.53 1.74 5.58

CH4 81.88 10.28 1.51 1.78 5.81

CH4+ZSM-5 81.93 10.19 1.49 1.84 5.74

N2+Ag-Zn/ZSM5 81.66 10.48 1.54 1.73 5.89

CH4+Ag-Zn/ZSM5 81.34 11.18 1.65 1.72 5.58

Adapted from Ref. [52] with permission from the Royal Society of Chemistry.

Table 5. Elemental analysis of oil samples collected before and after bitumen upgrading under various environments at 
5.0 MPa and 380°C for 150 min.
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Ag/ZSM-5, Zn/ZSM-5 and Ag-Zn/ZSM-5. Their catalytic performance, which has been dis-
cussed in the previous section, is closely associated with their unique structures. Therefore, 
the structure characterization is fundamental to get a better understanding of the reaction 
mechanisms, leading to a rational design of the catalyst formula to achieve improved catalytic 
performance.

3.1. 1%Ag/ZSM-5

1%Ag/ZSM-5 has been used to upgrade the bio-oil generated by the fast pyrolysis of 
biomass in vapor phase [29]. It is prepared by the incipient wetness impregnation of 
HZSM-5 with AgNO3 solution, followed by calcination at high temperatures for 3 h [29]. 
One structure parameter that has profound influence on the catalytic performance is 
the dispersion of the active metal, which can be promoted by optimizing the precur-
sor solution concentration (Figure 5a) and calcination temperature (Figure 5b). When 
the precursor concentration is 0.1 mol/L and the calcination temperature is 600°C, the  
magnitude of Ag dispersion is maximized. The Ag particles are widely dispersed 
throughout the catalyst surface with an averaged diameter of 13 nm (Figure 6a). Another 
approach to improve the catalytic performance of the catalyst is by introducing pro-
moters to the catalyst. When the support is modified by phosphorous and cerium, the 
morphology of the catalyst is changed dramatically (Figure 6b). The irregularly shaped 
zeolite support is surrounded by many needle-shaped rods agglomerated into small 
clusters, which are mainly composed of cerium oxide with small decoration of phos-
phorus oxide,  accompanied by the presence of silver species. As a result, significantly 
enhanced H/C ratio as well as oil yield is witnessed upon the structure modification 
(Table 1).

Figure 5. The Ag dispersion and H/C atomic ratio as a function of (a) AgNO3 concentration (calcination temperature is 
600°C) and (b) calcination temperature (AgNO3 precursor concentration is 0.1 M) used for Ag/ZSM-5 synthesis. Adapted 
with permission from Ref. [29]. Copyright 2014 American Chemical Society.
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3.2. 5%Zn/ZSM-5

Besides 1%Ag/ZSM-5, 5%Zn/ZSM-5 is also used to upgrade the bio-oil [45]. As is discussed 
in the previous section, the loading amount of Zn is selected to be 5wt% based on the oil 
yield and H/C molar ratio of the product oil (Figure 2). The XRD patterns of HZSM-5 and 
the catalysts are displayed in Figure 7. When Zn loading is 1, 2 and 5%, no additional peak is 
observed, indicating the Zn species is well-dispersed. When Zn loading is increased to 10%, 
the diffraction peaks due to ZnO crystalline start to appear and become noticeable when the 
loading is increased to 20%. The averaged particle sizes of ZnO are calculated to be 15.9 and 
38.4 nm, respectively. The TEM image of 5%Zn/ZSM-5 (Figure 8) shows that the ZnO particle 
size is below 10 nm. The smaller particle size and better dispersion should benefit and contrib-
ute to the outstanding performance of 5%Zn/ZSM-5.

Figure 6. TEM images of the fresh catalysts of Ag/ZSM-5 (a) and Ag/P-Ce-ZSM-5 (b). Adapted with permission from Ref. 
[29]. Copyright 2014 American Chemical Society.

Figure 7. XRD patterns of H-ZSM-5 and Zn/ZSM-5 catalysts. Adapted with permission from Ref. [29]. Copyright 2014 
American Chemical Society.

Catalytic Natural Gas Utilization on Unconventional Oil Upgrading
http://dx.doi.org/10.5772/66640

133



3.3. Ag-Zn/ZSM-5

By combining Ag and Zn to modify HZSM-5, Ag-Zn/ZSM-5 has been employed to upgrade 
bio-oil and heavy oil [28, 52]. The XRD pattern of 1%Ag-5%Zn/ZSM-5 is present in Figure 9. 
At this loading amount, no additional peak besides those belonging to the HZSM-5 support is 
observed, indicating that the metal particles are well-dispersed. The averaged particle size of 
Ag and Zn oxide species are determined from the TEM coupled with EDX images (Figure 3). 
The element composition of the particles can be determined by the EDX spectra (Figure 10). 
It is demonstrated that Ag2O particles with bigger sizes (about 10–20 nm) are surrounded by 
the ZnO particles with smaller sizes (<10 nm).

Figure 8. TEM image of 5%Zn/ZSM-5 catalyst. Adapted with permission from Ref. [29]. Copyright 2014 American 
Chemical Society.

Figure 9. XRD patterns of the catalyst samples. Reprinted from Ref. [28]. Copyright 2016, with permission of Elsevier.
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Figure 10. TEM–EDX results of different area for 5%Zn–1%Ag/ZSM-5. Reprinted from Ref. [28]. Copyright 2016, with 
permission of Elsevier.

Figure 11. XRD patterns of ZSM-5 and Ag-Zn/ZSM-5 before and after n-butylbenzene upgrading at 3.0 MPa and 380°C 
for 150 min. Adapted from Ref. [52] with permission from the Royal Society of Chemistry.
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XRD patterns and TEM images of the 1%Ag-10%Zn/ZSM-5, which is used to catalyze the 
methanotreating of heavy oil, are also acquired to investigate the behavior of the catalyst dur-
ing the upgrading. Figure 11 shows the XRD spectra of HZSM-5 and Ag-Zn/ZSM-5 acquired 
before and after the reaction with n-butylbenzene, a model compound to represent heavy oil, 
under N2 and CH4. It is noticed that diffraction peaks of Ag species are not discernible owing 
to its low loading and high dispersion. Also, the patterns of HZSM-5 remain unchanged upon 
metal loading and reaction, indicating that the catalyst structure remains intact after the intro-
duction of metal species and the reaction. The diffraction peaks of ZnO, on the other hand, 
become smaller and wider after reaction, implying the reduction in Zn species and improved 
dispersion during the reaction.

Figure 12. TEM images of spent Ag-Zn/ZSM-5 collected after catalytic n-butylbenzene cracking under the environment 
of (a) N2 and (b) CH4. Adapted from Ref. [52] with permission from the Royal Society of Chemistry.
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The improved dispersion of ZnO is evidenced on the TEM image (Figure 12) acquired over 
Ag-Zn/SM-5 after the reaction under CH4, while significant agglomeration of ZnO is wit-
nessed under N2. The improved ZnO dispersion assisted by CH4 might be the reason for the 
catalytic upgrading performance under CH4 environment.

4. Reaction mechanism study

The mechanism study of the reaction pathway is crucial for the rational design of the catalyst 
formula to achieve improved catalytic performance. Several methods have been carried out 
to probe the reaction pathway and approach the detailed information during the reaction.

Diffuse reflectance infrared Fourier transform (DRIFT) spectroscopy is employed to study the 
heavy oil upgrading mechanism on the surface of 1%Ag-10%Zn/ZSM-5 [52]. The FTIR spectra 
of the surface species on the catalysts at a series of stages of the reaction are collected. By com-
paring the spectra collected with and without methane, the interaction between the catalyst 
and methane are revealed. Considering the complex nature of the heavy oil matrix, styrene 
is chosen as the model compound to represent the reactive compounds in heavy oil during 
the methanotreating. The DRIFT spectra acquired from the styrene temperature-programmed 
desorption (TPD) experiment under N2 (blue line) and CH4 (red line) environment are dis-
played in Figure 13. The peaks assigned to various bonds are labelled by dots with different 
colors. The blue dot represents C–H stretching at 3015 cm−1 due to the presence of methane in 
the gas phase. The brown dot represents the peaks due to C–O bending derived from styrene 
adsorption on the surface of Ag-Zn/ZSM-5, which decay much faster when CH4 is present. 
This phenomenon implies that when CH4 is present, the adsorbed styrene surface species 

Figure 13. DRIFT spectra collected at different temperatures during styrene saturation under various gas environments 
over Ag–Zn/ZSM-5. Adapted from Ref. [52] with permission from the Royal Society of Chemistry.
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would react with CH4 and leave the catalyst surface. Similarly, the peaks due to the vinyl 
groups and aromatics also get smaller under CH4 compared with the N2 counterpart. And the 
reduced peak intensity is more significant at higher temperatures, i.e., 400 and 500°C. Such 
observations evidence the interaction between CH4 and the styrene surface species on Ag-Zn/
ZSM-5 and show that the reaction is more active at higher temperatures.

The reaction taking placing on the catalyst is also investigated by X-ray photoelectron spec-
troscopy (XPS). The spectra of the fresh and spent Ag-Zn/ZSM-5 obtained after the upgrading 
of n-butylbenzene under CH4 and N2 environment are presented in Figure 14. On Figure 14a, 
the peaks due to Ag 3d shift towards higher binding energy, indicating the reduction in the 
Ag species, which is one part of the upgrading process. The decreased amount of Ag and Zn 
species upon the reaction is also witnessed in Figure 14a and b. It could be due to the diffu-
sion of the metal species into the inner pores. Nevertheless, higher concentrations of Ag and 
Zn remain on the surface of the catalyst when CH4 is present, which might be correlate to the 
better performance under CH4 environment. The reduction in O concentration is also seen 
after the loading of metal species (Figure 14c), which might be due to the occupation of oxy-
gen sites by the metals. After the reaction, the remaining oxygen concentration is higher with 
the presence of CH4, which can be correlated to its better catalytic performance.

The mechanism is probed by the GC-MS analysis of the product oil obtained by the upgrad-
ing of n-butylbenzene over various conditions. The results are shown in Table 6.

Figure 14. XPS spectra of HZSM-5 and Ag-Zn/ZSM-5 before and after n-butylbenzene upgrading at 3.0 MPa and 380°C 
for 150 min under different environments at (a) Ag 3d, (b) Zn 2p, (c) O 1s, and (d) C 1s regions. Reproduced from Ref. 
[52] with permission from the Royal Society of Chemistry.
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It is clear that the portion of benzene in the product is significantly increased when Ag-Zn/
ZSM-5 is charged in the presence of CH4. It can be attributed to the aromatization of methane 
under the non-oxidative environment, which has been studied intensively [54–59]. There are 
at least two possible pathways, i.e.,

and

It is observed that styrene is the primary product of the thermocracking

It is also interesting to note that the ratio between isopropylbenzen and styrene, and that 
between n-propylbenzene and styrene, are 2.5 and 8.4 when the catalyst is charged under N2 
environment. The ratios are increased to 11.3 and 45.9 when CH4 is present. The higher ratios 
are due to the addition of CH4 into the vinyl group of styrene:

Another interesting observation is that ethylbenzene, which is absent under N2 environment, 
appears when CH4 is present. It can be because that the H2 formed during the CH4 dissociation 
is added to styrene:
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Based on these observations and interpretations, the overall reaction can be summarized to be

Compound Liquid product distribution/conversion (wt%)

N2 CH4 ZSM-5, N2 ZSM-5,CH4 Ag-Zn/ZSM-5, N2 Ag-Zn/ZSM-5, CH4

Benzene 0.58 0.61 29.50 28.98 37.86 45.88

Methylbenzene 30.34 31.33 1.70 1.28 2.33 2.28

Ethylbenzene 1.36 1.32 2.32 4.10 0 0.82

Styrene 19.59 19.78 0 0 0.71 0.12

Isopropylbenzene 0 0 8.94 9.79 1.74 1.35

N-propylbenzene 0 0 0 0 5.97 5.51

Pentylbenzene 3.05 2.95 1.76 4.00 3.39 2.16

Heptylbenzene 0 0 9.00 7.37 15.56 13.22

Octylbenzene 0 0 3.66 1.74 20.74 16.26

Nonylbenzene 0 0 0 2.75 3.81 2.59

Butylbenzenea 0.89 0.81 88.71 86.43 21.94 25.04

Methanea – 0 – 0 – 10.84

Adapted from Ref. [52] with permission from the Royal Society of Chemistry.
a Conversion.

Table 6. Composition of liquid products and conversions of n-butylbenzene and methane at 5.0 MPa and 380°C for 150 min.

Figure 15. The hypothetical reaction mechanism of methane activation and addition to the broken pieces formed during 
hydrocarbon cracking over Ag–Zn/ZSM-5 (M=Zn2+ or Ag+). Reproduced from Ref. [52] with permission from the Royal 
Society of Chemistry.
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The reaction mechanism is proposed as Figure 15.

The reaction mechanism of oil upgrading using methane is also approached from the per-
spective of methane activation, which is the key step involved. By simplifying the feedstock 
system, the revolution of methane can be tracked more accurately. Among the methods, 
solid-state NMR (SSNMR) has been widely used to probe the reaction intermediates [60–63]. 
For instance, Gabrienko et al. [64] has used 13C-enriched methane and ethylene as the feed-
stock to study the reaction between them. The NMR spectra acquired on upon the reaction 

Figure 16. 13C CP/MAS NMR spectra of methane and ethene adsorbed on Ag/H-ZSM-5 at room temperature and heated 
for 15 min at 673–823 K. Ethene-13C1 was heated at 298 (a), 673 (b), and 823 K (c). Methane and ethene-13C1 were heated 
at 298 (d), 673 (e), and 823 K (f). Methane-13C and ethene were heated at 298 (g), 673 (h), and 823 K (i). Methane and 
ethene were heated at 298 (j), 673 (k), and 823 K (l). Methane was heated at 298 (m), 673 (n), and 823 K (o). Spectra g–o 
were acquired under identical conditions, with 3000 scans and a repetition time of 2 s. Asterisks denote the spinning side 
bands. Adapted with permission from Ref. [64]. Copyright 2013 American Chemical Society.
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between 13CH4+CH2=CH2, 13CH2=CH2+CH4, and CH4+CH2=CH2 are displayed in Figure 16. 
The peak at 109 ppm is assigned to the ethane π-complex while the signal at 128 ppm is due 
to the benzene rings of simple alkyl-substituted aromatics adsorbed on zeolite catalysts. By 
comparing the spectra acquired upon 13CH2=CH2 adsorption and those obtained in the pres-
ence of CH4, it is clear that the introduction creates additional peaks at 623 K (Figure 16e), 
including those belonging to aromatic species. It also significantly enhances the signal inten-
sity due to benzene rings at 823 K (Figure 16f). By comparing the spectra acquired using 
13CH4+CH2=CH2 and CH4+CH2=CH2 (Figure 16i, l), it is worth noting that when 13C-enriched 
methane is present, the signal intensity due to benzene rings is increased dramatically, indi-
cating that a large fraction of benzene product molecules origin from methane. Also, it is 
noticed that when 13CH4 is present with ethene, the peak intensity due to aromatics is much 
stronger than that obtained when 13CH4 is fed without ethene. Such observation indicates 
that the conversion of methane into aromatics is significantly improved by co-fed ethene.

The authors also propose a possible reaction mechanism (Figure 17) to describe the reaction 
between methane and the catalyst. The hydrogen from methane reacts with H from the brøn-
sted acid sites with the assistance of the Ag active sites.

Similar methods have been practiced on other catalysts that demonstrate outstanding 
methane activation activity including In/ZSM-5 [65]. By elevating the temperature and 
acquire the corresponding SSNRM spectra (Figure 18), the intermediates from the evo-
lution of methane is identified. Accordingly, the reaction pathway is interpreted Figure 
18e. Methane dissociates on the In=O site on the catalyst to form H3C-In=O and brønsted 
OH groups. The H3C–In=O then reacts with the In=O site to form H3C-O-In=O site, which 
results in benzene, toluene and acetic acid molecules.

Figure 17. The mechanism of the H/D exchange between methane and brønsted acid sites on Ag/H-ZSM-5 zeolite. 
Adapted with permission from Ref. [64]. Copyright 2013 American Chemical Society.
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Besides SSNMR, the reaction mechanism is also probed using other methods. For instance, 
Liu et al. [66] employed a variety of characterization methods including FTIR, temperature-
programmed reduction in H2 (H2-TPR), temperature-programmed desorption of NH3 (NH3-
TPD) to study the evolution of methane on Zn/ZSM-5. The proposed reaction pathway is 
demonstrated in Figure 19. The dissociation of CH4 involves an intermediate of H–CH3–O–Zn 
four-member ring (Figure 19a). The bond between H and CH3 would be broken, and the 
positively charged CH3 group is bonded to the oxygen belonging to the zeolite framework 
(Figure 19b), followed by the aromatization steps (Figure 19c).

Figure 18. 13C CP/MAS and 13C MAS NMR spectra of surface species generated from methane-13C on InO+/H-ZSM-5 
zeolite with co-adsorbed benzene: at ambient temperature (a and b) and after heating at 523 K (c and d). Pathways of 
methane transformation on InO+/ HZSM-5 zeolite (e). Adapted with permission from Ref. [65]. Copyright 2014 American 
Chemical Society.
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In addition to the aromatization of methane, other reactions such as the reaction between 
methane and CO2 [67] and the one between methane and CO [68] have also been studied 
using SSNMR. The methane activation pathways in these scenarios help reveal the activation 
mechanism of methane. Two methane dissociation pathways, i.e., alkyl and carbenium path-
ways [61], have been revealed. In one scenario, upon the cleavage of C–H bond in CH4, the 
negatively charged CH3 piece is attached to the active metal, while H is bonded to the oxygen 
on the catalyst. This pathway is denoted “alkyl pathway”. In the other one, CH3 is bonded to 
an oxygen atom and positively charged. Therefore, it is denoted “carbenium pathway”.

5. Computational approaches

The theoretical calculation is a powerful tool to understand and interpret the reaction path-
way taking place. The obtained information will guide the rational design of the catalyst to 
achieve better performance on the oil upgrading using methane. As is demonstrated in previ-
ous sections, such feedstock and product matrix are highly complex. Therefore, the theoretical 
calculation is mainly explored over simpler systems such as the evolution of methane alone. 
Xu et al. [63] carried out the calculation using the Gaussian 09 software package. Al2Si6O9H14 
is used as the cluster model to represent the structure of ZSM-5. The negative charges of the 
cluster are balanced by the positively charged Zn2+, Zn+ and Zn–O–Zn clusters. The energy 
gaps between each intermediate are displayed in Figure 20. It is noticed that the energy of 

Figure 19. Mechanism of CH4 conversion to aromatic compounds over 2Zn/HZSM-5. Adapted with permission from 
Ref. [66]. Copyright 2011 American Chemical Society.
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the structure H3C-O-zeolite is the lowest. Accordingly, this structure is the most stable and 
possibly the key intermediate during the methane activation and dissociation. This observa-
tion also confirms the methane dissociation step in the mechanism proposed by Liu et al. [66] 
displayed in Figure 19.

Mo/ZSM-5 has been intensively studied for methane activation and conversion [69–71]. It has 
been determined that the active sites on the catalyst are closely related to the molybdenum 
carbide species [72]. In order to identify the anchoring sites of Mo carbide nanoparticles that 
catalyze the dehydroaromatization of methane, Gao et al. [73] compared the infrared vibra-
tional spectra for surface OH groups before and after the introduction of Mo species. The 
anchoring modes of Mo carbide nanoparticles, however, cannot be accurately determined 
through the IR spectroscopy. DFT cluster calculations and with hybrid quantum mechanical 
and molecular mechanical (QM/MM) periodic structure calculations are employed to evalu-
ate them. The structures of Mo2Cx (x = 1, 2, 3, 4, and 6) and Mo4Cx (x = 2, 4, 6, and 8) nanopar-
ticles are identified by the calculation results. It is also interesting to note that Mo carbide 
nanoparticles with a C/Mo ratio >1.5 are more stable on external Si sites according to the 
calculation results. They tend to migrate from inner pores of the zeolite to the external surface. 
Therefore, in order to minimize such migration, the researches pointed out that the C/Mo 
ratio for zeolite supported Mo carbide nanoparticles under hydrocarbon reaction conditions 
should be maintained below 1.5.

Computational calculation has also been used by many other researchers to gain a better 
understanding of the reaction thermodynamics [74, 75], reaction intermediates [76–79] and 
select the most active metal species [80]. This approach should be further developed to obtain 
more details of the reaction and guide the rational design of the catalyst.

Figure 20. Homolytic cleavage reaction pathway from DFT calculation for the activation of methane on Zn–O–Zn cluster 
in open shell to produce methoxy intermediates. Calculated energies (kcal mol−1) and selected interatomic distances (Å) 
are indicated. Adapted from Ref. [63] with permission from the Royal Society of Chemistry.
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6. Economic considerations

Natural gas, including its recently largely discovered form (shale gas), is abundant in North 
America. Currently, the utilization of natural gas is often limited to fuels and feedstock used 
in reforming to produce hydrogen. As a fuel, the application of natural gas is impeded by the 
difficulties in the liquefaction process. It is challenging to ship the natural oversea to custom-
ers in Europe and Asia. As a result, the value of natural gas is significantly underestimated 
compared with other hydrocarbon resources. According to the Annual Energy Outlook by 
the US Energy Information Administration in 2015, the price of natural gas is below $3.73 per 
million British thermal units (MBTU), while that of gasoline is above $10.77 per MBTU.

The proposed unconventional oil upgrading using methane, the principal component of 
natural gas, offers an effective approach to increase the value associated with natural gas by 
incorporating methane into the synthetic oil molecules. It not only enhances the  productivity 
of the product oil but also converts the low value added methane into high value added 
 commodities, making the process more profitable.

7. Future development

The key to achieve effective upgrading of unconventional oils using natural gas is to deliver at 
least a catalyst formula that could effectively active methane, crack and rearrange the carbon 
chains oil molecules and incorporate the cleaved methane pieces into the oil molecules under 
a relatively low pressure. To be more specific, the catalyst should be able to catalyze the meth-
ane dissociation, as well as the addition of the CHx and H4−x moieties towards the unsaturated 
bonds of the oil molecules. Olefins in the product oil, which lead to instability issues, could 
also be diminished by the conversion to aromatics, which requires the aromatization capabil-
ity of the catalysts to complete this dehydroaromatization process.

It has been evidenced that the activation of methane is assisted by the presence of higher hydro-
carbons such as ethane and propylene. Therefore, the catalyst should be able to maximize such 
synergetic effect. It is also observed that upon the C–H bond cleavage, the CH3 species may 
be bonded to the active metal or the oxygen of the framework, depending on the nature of the 
catalyst. In order to facilitate the activation of methane, the formula of the catalyst should be 
carefully designed to lower the energy of these intermediates. The optimization of the catalyst 
might be achieved by tuning the species and concentration of the active metal, surface acidity, 
as well as the morphology of the support materials including the pore size distribution.
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Abstract

Due to abundance of natural gas, the use of natural gas for automotive use, particularly 
for internal combustion engine (ICE), is more practical and cheaper than their future suc-
cessors. Even though natural gas is a cleaner fuel than other fossil fuels and has a higher 
octane number and can lead to higher thermal efficiency, its low carbon number makes 
it less attractive as compared to gasoline and diesel. Based on its potential, an engine 
referred to as compressed natural gas direct injection engine (CNGDI) was designed, 
developed and tested to operate on compressed natural gas (CNG) as monofuel directly 
and centrally injected into the engine. Computational and experimental works have been 
performed to investigate the viability of the design. Computational fluid dynamics (CFD) 
simulations and experimental works with homogenous combustion showed that the 
results were in good agreement. From experimental works, it is found that combustion 
characteristics could be improved by using a stratified charge piston configuration with 
some drawback on performance. In terms of exhaust emissions, stratified configuration 
causes slight increase in the emission of CO, CO2 and NOx, which highlight a need for 
further study on this issue.

Keywords: CNGDI, internal combustion, performance, emissions, homogenous 
mixture, stratified mixture

1. Introduction

In development of any engine, it is desirable to optimise the engine parameter and configura-
tion in order to maximise its performance while keeping the emission within stipulated limits. 
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Due to abundance of natural gas, the use of natural gas for internal combustion engine (ICE) 
is more practical and cheaper than their future successors, such as electric and fuel cell cars. 
Several advantages related to natural gas utilisation in ICEs are its higher thermal efficiency 
and relatively lower exhaust emissions due to the higher octane level and lower ratio of car-
bon and hydrogen ratio, respectively [1].

It is understood that configuring conventional ICEs to improve efficiency while reducing 
exhaust emissions is difficult where strategies to improve engine efficiency will eventually 
increase harmful emissions, such as carbon monoxide (CO) and nitrogen oxides (NOx) [2]. 
The significant advantage that compressed natural gas (CNG) has in antiknock quality is 
related to the higher auto-ignition temperature and higher octane number compared to that 
of gasoline. As the air-fuel ratio for natural gas is 17.23, which requires less fuel required that 
is less compared to other fuels such as gasoline and diesel, it is possible to obtain the maxi-
mum cylinder pressure and rate of heat release at the shorter combustion duration through 
a right combination of fuel injection, valve and ignition timings while keeping a low level of 
HC and CO emissions [3].

The use of alternative fuels, including CNG, has attracted popularity along with the impor-
tance of emergent alternative fuel technology because the progressively strict regulatory lim-
its on emission levels [4]. Direct injection (DI) in the spark ignition engine considerably raises 
the engine volumetric efficiency and declines the requirement to use the throttle valve for 
regulatory purposes [5].

Hence, this chapter presents aspects of the design and development of a compressed natural 
gas direct injection engine (CNGDI), which can be optimised to yield maximum performance 
while keeping the emission low. In order to accomplish this study, two types of mixture will 
be analysed, namely, homogenous and stratified mixtures.

2. Development of the CNGDI engine

In this work, a monofuel CNGDI engine was designed and developed based on a gasoline 
port injection (PI) engine as shown in Figure 1. This new engine design was designed with 
a specific purpose to enhance the natural gas engine performance as well as to minimise the 
exhaust emissions. It was also designed using two types of piston crown designs, which are a 
homogenous piston crown for optimum performance, and stratified piston crown for reduc-
tion of exhaust emission.

In general, the design and development process of the main components in an automotive 
engine are not straightforward. One of the main engine components is its cylinder head, 
where careful design is required for optimum performance and emission of a vehicle.

The cylinder head is also the platform that is heavily loaded with mechanisms for internal 
combustion process such as valve train and fuel rail [6]. Hence, the cylinder head of a direct 
injection engine is highly influenced by the geometry of the injector location at the combus-
tion chamber and has to withstand a very high combustion pressure and temperature. In fact, 
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small changes in the cylinder head geometry can lead to considerable changes in the air-fuel 
mixture distribution and performance of the engine [7].

The cylinder head could also fail during operation due to thermal fatigue cracking especially 
in the water jacket cooling area because of narrow path between the valves and the exhaust 
valve seat [8], as shown in Figure 2. For its structural strength, the finite element analysis can 
be used to obtain the stress and strain profiles of the cylinder structure, which could be anal-
ysed further to ensure that the maximum stress does not exceed the allowable yield strength 
limit [9]. Furthermore, the stress-strain and displacement distributions at various loads and 
pressure can be simulated. Besides, other researchers also had conducted similar analyses 
under combustion loading and critical assembly parts in the cylinder head [10]. In this work, 
the effect of gas pressure during combustion process was examined through the stress and 
displacement distributions, as shown in Figure 3.

Designs of the cylinder head intake and exhaust were guided by a computational fluid 
dynamics (CFD) simulation in order to ensure the smooth flows of air-fuel mixture and com-
bustion products into and away from the combustion chamber, respectively. With optimal 

Figure 1. CNGDI engine head showing the location of spark plug and fuel injector: (a) cylinder head for referral gasoline 
engine and (b) cylinder head for CNGDI engine.

Figure 2. Water jacket design in CNGDI cylinder head.
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shape design, the inflow and outflow can increase the efficiency of combustion engines and 
influence the engine performance and exhaust emissions.

During the design of the cylinder head, the intake and exhaust valves were orientated a few 
degrees from the central axis of the cylinder bore in order to accommodate the spark plug and 
the fuel injector vertically close to the central axis. The combined valve train and cam system 
was analysed for kinematic and dynamic responses in order to optimise the angle of valve 
orientation and some other characteristic parameter for the cam system. By combining the 
finite element analysis on the stress-strain profile of the cylinder head, the CFD analysis of 
the cooling system and the dynamic response analysis of the valve train and cam system, the 
improved design for cylinder head can be produced. Then, prototypes of the CNGDI single-
cylinder engine and the CNGDI multi-cylinder head were fabricated by casting as shown in 
Figure 4. These prototypes were installed and single- and multi-cylinder engine test beds for 
further internal combustion experiments.

Figure 3. Finite element analysis of the cylinder head: (a) stress and (b) displacement.

Figure 4. Cylinder head prototypes: (a) single-cylinder engine and (b) multi-cylinder head.
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3. Methodology

For the internal combustion study, the analysis started with a CFD simulation of combustion 
process, which was used to derive the optimum shape of critical engine components that form 
the combustion chamber as well as the characteristic parameters such as injection and ignition 
timings. Based on the optimal CFD results, the experiment was performed to further explore 
the performance and emissions of the newly designed engine.

3.1. Engine specifications and fuel properties

A four-cylinder spark ignition engine direct injection connected to CNG tanks as the source of 
fuel was used in this work. The engine specifications are given in Table 1.

In addition, Table 2 lists key properties of CNG for internal combustion as compared to gaso-
line. Based on the table, it can be deduced that there are several properties in which CNG has 
advantages, such as a better antiknock quality, that is related to higher auto-ignition tempera-
ture and  higher octane number, as well as higher air-fuel ratio and heating value. In Malaysia, 
the typical composition of commercially available CNG is 94.42% methane, 2.29% ethane, 
0.03% propane, 0.25% butane, 0.57% carbon dioxide, 0.44% nitrogen and 2% other compounds.

Parameter Value Unit

Number of cylinders 4 -

Type Inline -

Capacity 1596 cm3

Bore 76 mm

Stroke 88 mm

Connecting rod length 131 mm

Crank radius 44 mm

Compression ratio 14 -

Intake valve opening 12 ° before TDC

Intake valve closing 48 ° after BDC

Exhaust valve opening 45 ° before BDC

Exhaust valve closing 10 ° after TDC

Maximum intake valve lift 8.1 mm

Maximum exhaust valve lift 7.5 mm

Table 1. Engine specifications.
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3.2. Model for CFD simulation

In internal combustion engine spark ignition, a complete combustion can produce better 
engine performance by controlling of engine combustion parameters. Therefore, a numerical 
study and optimisation of combustion parameters in a CNGDI engine were performed using 
a computational fluid dynamics (CFD) simulation with single cylinder moving mesh model-
ling with a source code developed and incorporated as user subroutine to the base CFD code. 
In developing the moving mesh and boundary algorithms, every event is made as a function 
of crank angle and represents different configurations of mesh and boundary geometries for 
an engine cycle [11], as shown in Figure 5.

Properties Gasoline CNG

Motor octane number 80–90 120

Molar mass (g/mol) 110 16.04

Carbon weight fraction (mass %) 87 75

Air-fuel ratio 14.7 17.23

Stoichiometric mixture density  
(kg/m3)

1.38 1.24

Heating value (MJ/kg) 43.6 47.4

Heating value of stoichiometric 
mixture (MJ/kg)

2.83 2.72

Flammability limits (vol. % in air) 1.3–7.1 5–15

Spontaneous ignition temperature 
(°C)

480–550 645

Table 2. Combustion-related properties of gasoline and CNG.

Figure 5. Mesh formation using CFD software: (a) surface mesh and (b) volume mesh.
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The combustion process was simulated using the Eddy break-up model with the three global 
reaction schemes. The injection and ignition events were implemented to the engine computa-
tional mesh to control the combustion parameters. The CFD analysis used moving mesh sim-
ulation, which has been programmed to follow the motion of the intake valves, the exhaust 
valves and the piston. As the piston moves from bottom dead centre (BDC) to top dead centre 
(TDC), the height of the cylinder and valve position varies depending on the specific time step 
used and certain designated events.

During CFD simulation, several engine speeds were simulated in order to investigate the 
effect of the three engine parameters, namely, timings for the start of injection (SOI), the end 
of injection (EOI) and the spark ignition (SI), which will affect the engine performance and 
emission levels of CO, HC and NO. With a correct combined set of timings of SOI, EOI and 
SI, the indicated power can be optimised while maintaining a sound CO and NO levels. Then, 
the optimisation work was done by the combined CFD, the Gaussian process and genetic 
algorithm (GA) methods at every engine speed. The development of single-cylinder model 
was developed based on the following five stages:

1. The construction and generation of moving mesh for the combustion chamber model to 
provide an approximation of the actual piston motion

2. Modelling of the combustion process using a CFD code (STAR-CD) at speeds of 1000, 
2000, 3000 and 4000 rpm

3. Validation of CFD simulations with the experimental data from the single-cylinder test 
bed for the above speeds

4. A parametric analysis using a coupled neural network and the Gaussian process at speeds 
of 1500, 2500 and 3500 rpm

5. Optimisation using multi-objective GA (MOGA) for all the seven speeds, i.e. 1000, 1500, 
2000, 2500, 3000, 3500 and 4000 rpm

3.3. Experimental configuration

Using the CNGDI engine installed on a test bed, experimental investigations can be per-
formed in order to study the performance and exhaust emissions of homogenous mixture 
and stratified mixture [12].

The engine test bed used in this experiment is depicted in Figure 6. Furthermore, investiga-
tion of optimum injection timings and the in-cylinder combustion pressure measurement of 
both homogeneous and stratified combustions were carried out, analysed and compared. The 
test was performed at engine speeds of 1500–4000 rpm. Some of the results were compared 
with the CFD analysis mentioned earlier. An engine control system and portable exhaust gas 
analyser were used for controlling engine operations and recording engine performance and 
emission data. The software used for the test bench shown above is Kronos 4. Fuel system had 
the pressure regulator to keep fuel pressure around 20 bar, which was maintained at the fuel 
entry into the combustion chamber. An air mass flow sensor was installed before the throttle 
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valve to record air mass flow, a dynamometer typed FR250 with maximum load of 800 Nm 
was connected and the torque measured was calibrated using the control levers and weights.

The results were recorded in a steady-state condition and at ambient pressure, temperature 
and humidity. All readings were recorded in order to estimate the optimal air inlet density. 
The portable Kane-May exhaust gas analyser was used and calibrated for each test to ensure 
correct results. The pressure was measured by a pressure sensor of type 6125B-Kistler in the 
first cylinder to record in-cylinder pressure with specified accuracy. The setting of the elec-
tronic control unit (ECU) is modified using the MoTeC software.

The engine was run under the full load wide-open throttle conditions, and the experiments 
were run using two types of piston configuration, as follows:

1. The homogenous piston configuration is used as shown in Figure 7 in the first test.

2. The stratified piston configuration is used as shown in Figure 8 in the second test.

Figure 6. Experimental setup.

Figure 7. Homogenous piston configuration.

Advances in Natural Gas Emerging Technologies160



valve to record air mass flow, a dynamometer typed FR250 with maximum load of 800 Nm 
was connected and the torque measured was calibrated using the control levers and weights.

The results were recorded in a steady-state condition and at ambient pressure, temperature 
and humidity. All readings were recorded in order to estimate the optimal air inlet density. 
The portable Kane-May exhaust gas analyser was used and calibrated for each test to ensure 
correct results. The pressure was measured by a pressure sensor of type 6125B-Kistler in the 
first cylinder to record in-cylinder pressure with specified accuracy. The setting of the elec-
tronic control unit (ECU) is modified using the MoTeC software.

The engine was run under the full load wide-open throttle conditions, and the experiments 
were run using two types of piston configuration, as follows:

1. The homogenous piston configuration is used as shown in Figure 7 in the first test.

2. The stratified piston configuration is used as shown in Figure 8 in the second test.

Figure 6. Experimental setup.

Figure 7. Homogenous piston configuration.

Advances in Natural Gas Emerging Technologies160

4. Results and discussion

This section displays some results from the CFD simulation, which has been used as the basis 
for design optimisation of the cylinder head before it was fabricated. Then, the cylinder head 
together with the valve train, the cam system and the fuel rail was installed on the current 
based engine on the test bed before it was tested for various engine speeds.

4.1. CFD simulation of combustion process

The CFD simulation results of the same work have been presented and discussed in Refs. [1, 
2, 11]. The simulation was performed on a combustion chamber of the engine cylinder speci-
fied in Table 1 for a stoichiometric air-fuel mixture. The simulation results for 3000 rpm were 
given in Figure 9 for different crank angles, where the fuel is considered as 100% methane [13].

The simulation depicts the progression of air-methane profile in a shrinking cavity of com-
bustion chamber at pre-ignition stage during the compression stroke. The post-ignition stage 

Figure 8. Stratified piston configuration.

Figure 9. Simulated air-fuel mixture contour during compression stroke.
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resulted in rapid increase of in-cylinder pressure, which produced torque and power output 
as depicted in Figure 10 in the graph of pressure with the engine displacement. The CFD 
results were compared with the experimental results as explained in the next section.

4.2. Comparison between homogenous and stratified combustions

The next subsections show the results obtained from experiment using both types of pis-
ton configuration, where the results are plotted in the same graphs. The results for power 
and torque were also compared with the CFD results for homogenous piston configuration. 
Together with the CFD simulation, the experiment was limited to a speed of 4000 rpm.

4.2.1. Power and torque

Figure 11 shows the brake power and brake torque with the engine speed. The results were 
recorded from 1500 to 4000 rpm for both homogenous and stratified combustions. From the 
results, higher power and torque were obtained in stratified combustion with improvement 
observed at low speeds between 1500 and 2500 rpm. The maximum power recorded with 
stratified combustion was 54.75 kW at 4000 rpm, which is 3% higher than that of homogenous 
combustion. This finding is consistent with the study carried out by Sendyka and Cygnar [14] 
on gasoline direct injection engine.

In both combustion modes, the torque curves exhibit dual-peak profile, which is the typi-
cal characteristic of a double overhead cam (DOHC) engine with unmodified cam profile as 
used in the present investigation. Higher power obtained is the results of higher pressure 
and higher heat release rate. In addition, a late injection timing with high pressure and suit-
able combustion duration increases the engine performance, and good propagation flame is 
obtained [15]. Furthermore, high heat released with the lean mixture produced high indicated 
power.

Figure 10. Simulated pressure and engine displacement in a p-v diagram.
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As comparison, in another study by Kalam and Masjuki [16], the average brake power over 
the test cycle obtained was 47.39, 36.90 and 45.37 kW the gasoline port injection, CNG bi-fuel 
and CNG direct injection engines, respectively, using homogenous piston. The main factor 
affecting the brake torque is the lack of chemical energy conversion to mechanical energy, 
which is strongly related to volumetric efficiency, fuel mixing, net heat release rate and cyl-
inder pressure [12].

4.2.2. Brake mean effective pressure

Generally, the brake mean effective pressure (BMEP) is affected by heat release rate, good 
mixture and sufficient combustion time. Figure 12 depicts the BMEP with the engine speeds. 
The results show that BMEP increases with the engine speed and higher BMEP was obtained 
with the stratified combustion, especially at several low speeds as shown. The maximum 
value recorded for the stratified combustion is 10.3 bar at 4000 rpm.

Figure 11. Power and torque of homogeneous and stratified combustions at different engine speeds.

Figure 12. BMEP of homogeneous and stratified combustions at different engine speeds.
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4.2.3. Brake-specific fuel consumption

Figure 13 shows brake-specific fuel consumption (BSFC) versus engine speed. The results 
show a lower BSFC obtained with stratified combustion in comparison with homogenous 
combustion for all engine speeds.

The main reason is that stratified combustion has lower fuel consumption where the fuel 
surrounding the spark plug is richer. This leads to ignition and initiation of combustion at 
this area that produces sufficient energy to propagate the flame and sustain the combustion 
smoothly through the leaner layers of air-fuel mixture, resulting in a more efficient combus-
tion. This is consistent with the experiment by Baeta et al. on their torch ignition engine [17].

4.2.4. Lambda and volumetric efficiency

Figure 14 depicts the lambda and volumetric efficiency versus engine speed. The recorded 
lambda was more than one (λ ≥ 1) accounting for a lean combustion which in turn decreases 
the fuel consumption. The lambda is more at the stratified combustion than the homogenous 
combustion. Consequently, for the stratified combustion, the volumetric efficiency is higher. 
From these results, there were two critical points at engine speeds, i.e. at 2000 and 3000 rpm 
as shown by the volumetric efficiency values in the graph.

4.2.5. Combustion pressure

Based on the same experimental data, the in-cylinder pressure generated from the combus-
tion process is plotted against engine displacement or piston swept volume. Figure 15 shows 
the cylinder pressure of the homogenous combustion versus cylinder volume and crank 
angle. The maximum recorded pressure was 186 bar at 4000 rpm just after the top dead centre.

From the p-v diagram, the indicated work and heat release can be calculated. Other factors 
affecting the p-v cycles include the air-fuel ratio and ignition timing. At 2500 rpm, the BMEP 

Figure 13. BSFC of homogeneous and stratified combustions at different engine speeds.
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and torque produced higher than that of 3000 rpm, which explains the double-peak phenom-
enon for the DOHC engine with fixed cam profiles. The work then increased at 3500 rpm and 
eventually at 4000 rpm. The combustion pressure influences the brake mean effective pres-
sure as shown, which in turn affects the power and torque produced in Figure 11. All the peak 
pressure occurred just after TDC.

As comparison, Figure 16 shows the cylinder pressure of a stratified combustion versus 
engine displacement and crank angle. A high combustion pressure of 145 bar was observed at 
4000 rpm at 7° after TDC. However, all the peak values of pressure are about 20% lower than 
the ones produced by the homogenous combustion.

Similarly, the indicated work at 3000 rpm is lower than at 2500 rpm and subsequently at 3500 
and 4000 rpm. Consequently, the BMEP is more at 2500 rpm than at 3000 rpm with values 
of 9.69 and 9.08 bar, respectively, as shown in the figure. The most likely reasons that lead to 
this kind of pressure degree variation are the same with that for the homogenous combustion.

Figure 14. Lambda and volumetric efficiency of homogeneous and stratified combustions at different engine speeds.

Figure 15. Cylinder pressure in homogenous combustion.
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4.2.6. Emissions

For the final sets of result, various emissions are plotted versus the engine speeds as shown in 
Figure 17. The results demonstrate a high CO at stratified combustion at a low engine speed, 
but CO decreases at high speed compared to homogenous combustion. Meanwhile, CO2 is 
also lower for stratified combustion in high speed, whereas the value of CO2 increases with 
the engine speed increase for both combustion modes.

Figure 16. Cylinder pressure in stratified combustion.

Figure 17. Emissions for homogeneous and stratified combustion at different engine speeds.
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Moreover, NO is recorded lower with stratified combustion mode only at 2000 and 4000 rpm, 
while slightly higher than homogeneous combustion at other speeds. However, the study of 
Baeta et al. [17], which employed the side injection strategy as opposed to the central injection 
strategy used in this work, reported reductions of NOx, CO and CO2 with stratified combus-
tion in gasoline engine. This highlights the need for further studies, which are underway to 
look into the emission issue for the central injection strategy, particularly on NO.

5. Conclusions

A CNGDI engine that operates on monofuel, namely, natural gas, has been designed, devel-
oped and tested. Computational and experimental works have been performed to investigate 
the viability of the new design. Baseline computational and experimental works with homog-
enous combustion showed that the results were comparable. From computational work, 
detailed CNGDI homogeneous combustion characteristics were obtained via CFD simula-
tion and studied. Combustion characteristics could be improved by using a stratified charge 
piston configuration. Experimental work on stratified piston configuration has shown that it 
improves the engine torque and power especially at low speeds as compared to the homoge-
neous piston. In terms of exhaust emissions, stratified CNGDI design causes slight increase 
in the emission of CO, CO2 and NOx. This highlights the need for further studies, which are 
underway to look into this emission issue.
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Abstract

Natural gas comes from the decomposition of organic material under anaerobic conditions 
in a process that occurred around 150 million years ago, which allows the gas trapping 
between rock pore spaces (porous system). Even though natural gas has become one of 
the most used fuels around the world, there are other spontaneous, continuous, ongoing, 
or inducing processes that can produce a similar gas in a short time (considering human 
scale); we refer to biogas. The aim of this chapter is to describe the biomass potential from 
organic residues for biogas production. The first part explains the biomass as an energy 
source, a comparison between natural gas reserves and sources of biogas with a global per-
spective of their energy contribution. The main biomass conversion technologies followed 
by case studies are shown in the second part. Finally, the biomethanization process is cov-
ered as a promising way to valorize some biomass residues into natural gas. Information 
about where and how the biogas can be contained, controlled, and distributed is provided. 
This chapter focuses in considering biogas as an alternative in the fuel demand with the 
advantage of coming from a renewable source, providing electricity, heat, or transport, 
and the generation of by-products.

Keywords: organic residues, biomass conversion, biomethane, biogas, renewable 
energy

1. Introduction

Nowadays, the impact of the climate change around the world is undeniable. Most of the 
environmental, social, and economic problems that all societies face are associated to the 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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energy consumption and water demand, as well as other services. Crude oil and natural gas 
have been used for decades, the main energy source in the major economies. Nevertheless, it 
has been proved that the majority of anthropogenic greenhouse gas (GHG) emissions account 
to the consumptions of these fossil fuels [1], increasing the global warming.

The concern is not only about the negative impacts on environment; it is also the dwindling 
of the fossil fuel reserves. This situation is disquieting and has focused the world’s attention 
on the search and adoption of alternative energy sources. One of them, in this case study, is 
biogas production. The latter is one of the biofuels in gas form that are made from biological 
sources and brings an option for sharing the energy demand through the treatment of some 
biomass residues.

In this perspective, this chapter focuses on the description of biogas production through the 
use of biomass with the adoption of biological technologies as a promising way for contrib-
uting the safe and sustainable energy supply, providing heat, electricity, and biomethane 
(similar to natural gas).

2. Biomass as an energy source

Energy is manifested by heat or electricity that is derived from fossil fuels. In some countries, 
not only fossil fuels can be used for this goal; there are other elements like some plants, agri-
cultural residues, and municipal organic wastes that can also provide it.

As the law of conversation of energy states, “energy can neither be created nor destroyed; it 
can only be transformed from one form to another.” For instance, the chemical energy stored 
in some organic residues can be converted to other forms of energy.

This is exactly what the bioenergy look for: the use of the stored energy from organic materi-
als. Here is where the concept of biomass is introduced as a raw organic material that can be 
treated to generate heat and electricity from liquid, solid, or gaseous biofuels. In this respect, 
biomass resources represent a biogas production source. It is also one of the most abundant 
resources and comprises all biological materials including living or recently living organism 
and is considered a renewable organic resource [2].

The biomass resources take their energy from the sun, as most of the other renewable energies 
sources. For example, photovoltaic energy captures the solar radiation in a direct way by spe-
cialized equipment providing energy. Also, the solar energy that is transferred through the 
space causes the moving of air masses by heating results in wind, which can be used through 
turbines and generates electricity. Energy is also transferred to the water flows. The precipi-
tation of water vapor due to the combination of wind and heat from solar energy causes the 
rain, which turns rivers on. The force of the water flow also can be exploiting to produce 
energy (hydroelectricity) and so on.

Energy from biomass is not the exception. The so-called bioenergy can harness solar energy 
stored in various biomass resources. Plants, for example, use solar energy to convert inorganic 
compounds assimilated into the organic compounds (Eq. (1)).
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Photosynthesis process:

  6C O  2   + 12 H  2  O →  C  6   H  12   O  6   + 6 H  2  O +  60  2      (1)

An animal that eats plants takes advantage of the stored energy from these and generates 
biomass. Biomass works as a type of storage (battery) of solar energy transferred from one 
trophic level to another. The transfer of energy is evident in all processes of living beings 
(Figure 1).

Around the world, there are different sources of biomass which can be used for its conversion 
into energy, which includes material of biological origin, like living plants and animals and 
resulting residues, crops and forestry residues, sea weeds, agro-industrial residues, sewage, 
and municipal solid waste. Biomass can be almost all the organic material, excluding fossil-
ized organic material embedded in geological formation [3].

Most of these biomass resources represent an environmental problem if they are not man-
aged, transported, or disposed properly. Consequently, if energy is generated by the use 
of them, we can contribute for reducing the environmental pollution [4]. Furthermore, this 
source of energy has the advantage of not releasing CO2 into the atmosphere due to the carbon 
capture and storage, serving as an effective carbon sink [2].

Moreover, biomass can be multiplied in different forms of energy, that is, heat from wood and 
forestry residues, chemical energy from hydrogen and some biofuels, and electrical energy 
from the use of biogas in certain motor engines. In this chapter, we will focus in biogas, which 
represents a biofuel generated by biomass conversion technologies (anaerobic digestion) and 
an alternative for gas production.

Figure 1. Energy from different biomass sources.
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2.1. Is biogas the same as natural gas?

The answer is no. Natural gas comes from the decomposition of organic material under anaer-
obic conditions but was exposed to intense heat and pressure, in a process that occurred 
around 150 million year ago, which allows the gas trapping between rock pore spaces (porous 
systems). The gas produced during this period of time is located various meters below the 
surface of the earth. It is not considered a renewable resource. The process for natural gas 
production considers mainly extraction from the subsurface, collection, treatment, transpor-
tation, and distribution services.

On the other hand, biogas is the term employed to refer to the gas obtained in a short time 
(considering human scale) by the anaerobic digestion of biomass resources. The process 
occurs sometimes as a spontaneous, continuous, ongoing, or inducing way but always is 
very sensible to biological process. Indeed, specific microorganisms, in a four-step process 
(hydrolysis, acidification, acetogenesis, and methanogenesis), achieve the anaerobic diges-
tion of organic material (Figure 2). To do so, certain physico-chemical parameters such as 
temperature, pH, daily organic load, available nutrients, retention time, agitation, and other 
inhibitory factors must be adequate or adjusted for generating biogas [5].

The main difference between natural gas and biogas is related to the carbon dioxide content. 
The latter is contained in 25–45% of the total composition of biogas, while natural gas contains 
less than 1% (Table 1). Moreover, natural gas contains other hydrocarbons rather than meth-
ane. The methane content strongly influences the calorific value of these gases. Energy con-
tent of biogas similar to natural gas can be obtained if carbon dioxide from biogas is removed 

Figure 2. Stages of anaerobic digestion process. Source: modified from Ref. [6].
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in an upgrading process [7]. The presence of hydrogen sulfide (H2S) in biogas must be clean-
ing or upgrading to methane in order to diversify the end use of biogas in several ways.

2.2. Natural gas reserves and sources of biogas

Natural gas is a fossil fuel often found under the oceans, near oil deposits, trapped between 
the rock pores spaces (porous systems), and beneath the earth’s surface. Similarly to the oil 
exploration, there are natural gas reservoirs around the planet classified as proved and undis-
covered technically recoverable resources. A reservoir is a location where large volumes of 
methane can be trapped in the subsurface of the earth. In this respect, proved reserves of natu-
ral gas are estimated quantities that analyses of geological and engineering data have demon-
strated to be economically recoverable from known reservoir in the future [10]. According to 
the International Energy Statistics, in 2014 there were 6973 proved reserves worldwide [10], 
in which the countries of Middle East and Eurasia represent the vast majority of it (Figure 3).

Even though natural gas has become one of the most used fuels around the world and the 
trends point to increase in number of proved reserves due to the application of new technolo-
gies, the world population will continue to grow and still demand more energy, so the amount 
of fossil fuels is not an enough resource for all the countries. As well as, the ongoing price 
increase of fossil resources and the visible impacts on the global warming.

Under this scenario, a versatile fuel that comes from a wide variety of biomass is biogas. It can 
provide a renewable source of energy and can lead to reduce impacts of pollution by inad-
equate waste disposal. Whereas undiscovered technically recoverable resources of natural 
gas are still growing, a large quantity of solid waste is also generating. Most of the countries 

Parameter Biogas from landfill Biogas from farm-scale AD 
plant

Natural gas (Danish)

Lower heating value (MJ/
m3)

10.7–23.3 19.7–21.5 31–40

Methane content, CH4 (%) 35–65 55–70 81–89

Carbon dioxide, CO2 (%) 25–45 35–55 0.67–1.00

Hydrogen sulfide, H2S (%) 30–500 25–30 0–2.9

Nitrogen, N2 (%) <1–17 <1–2 0.28–14

Oxygen, O2 (%) <1–3 <1 0

Other hydrocarbons 0 0 3.5–9.4

Halogenated compounds 
(mg/m3)

0.3–225 <0.01 -

Siloxanes (mg/m3) <0.3–36 <0.02–<0.2 -

Theoretical combustion air 
(m3biogas/m3)

6 6.6 9.5

Source: modified from Refs. [7–9].

Table 1. Composition of biogas and natural gas.
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around the world deal with their residues; they represent a social-environmental problem due 
to the lack of management. This biomass can be a harnessing nature’s potential to produce 
energy. It is continously produced, free in many countries and widely available.

In this respect, the future role for biogas in the world is related with the availability of differ-
ent types or organic feedstock which depends on a number of economic, social, technological, 
environmental, and regulatory factors. Examples of various biomass feedstocks for biogas 
production by sector are shown in Table 2.

It is predicted that by 2020, renewables will represent the 14% from the total EU energy mix, in 
which biomass accounts with the 54% of the 251 million tons of oil equivalents (Mtoe) (Figure 4). 
Unfortunately, most of this biomass is used in a direct way as wood, so biogas potential studies 
can be evaluated considering certain type of biomass.

For 2010, primary production of biogas in Europe was 10.9 Mtoe, in which 27% of the biogas 
was produced from landfill, 10% from sewage sludge, and 63% from decentralized agricul-
tural plants, municipal solid waste, methanization plants, co-digestion, and multiproduct 
plants [13]. This biogas production increases to 31% compared to 2009. Germany is one of the 
countries that have doubled biogas production in the last years, and it is also one of the main 
biogas-producing countries for the 2020 in the EU (Figure 5). The acceptance and the rapidly 
growth of the technology show how biogas can make an important contribution to the energy 
supply in a short term.

Similarly to biomass demand, the biogas demand has a number of end user sectors, which 
have different characteristics in terms of application, economic value added, customers, social 
benefits, and environmental impact [14]. If biogas is conditioned or cleaned, it will be an 

Figure 3. Proved reserves of natural gas worldwide in 2014 (with data from Ref. [10]).
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Sector Type of biomass feedstock Example of biomass Biogas yield (m3 CH4/tonnes 
VS)

Agricultural Animal manures and 
slurries, crops, grass, and 
other by-products

Pig slurry 300

Cattle slurry 200

Maize (whole crop) 205–450

Industrial Organic wastes, 
by-products and residues 
from agro-industries, 
fodder brewery industries, 
organic load wastewaters, 
and sludge

Whey 330

Flotation sludge 540

Municipal Household waste, landfill, 
sewage sludge, municipal 
solid waste, and food 
residues

Fruit waste 300–550

Waste water sludge 400

Source: modified from Ref. [11].

Table 2. Sources and type of biomass by sector.

Figure 4. EU energy mix 2020 [12].
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outstanding solution for a variety of applications commonly known for natural gas with the 
addition of the versatility of its end uses. Some examples include: motor fuel, electricity, heat, 
combined electricity and heat, and recently replace carbon compound into plastic products 
[11] and also the generation of by-products that can be used as an organic fertilizer.

2.3. Advantages of biomass energy

There is an important environmental advantage of biomass utilization in terms of reduction 
of natural resource depletion [15], carbon neutral resource in its life cycle (Asian Biomass 
Handbook), and sustainable energy systems [16]. It has been estimated that by the year 2020, 
50% of the present gas consumption in the Europe Union could be covered by biomethane 
from digested feedstock [17] contributing to the greenhouse gas capture, like methane. Also 
the fermentation process is an alternative for wet-bases raw residues treatment, and particu-
larly anaerobic digestion because of the cost-effective [18, 19]. Biogas can be burned directly 
in boiler for heat or/and engine for cogeneration, while upgrade biogas can be injected in the 
natural gas grid and used directly at the consumer in boilers and small combined heat and 
power (CHP) [20].

3. Biomass conversion technologies

Since the last century (1897), some Asian countries, like China and India, started their first tri-
als in using biogas [21], through a stabilization process that allows the use in household and 
farm-scale applications. Similarly, England reported using it in the 1930s for lighting streets 

Figure 5. Biogas potential for 2020 in the EU.
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[11]. In both cases, the main biomass source to produce biogas was taken from sewage in 
order provide a fuel for cooking and lighting. In a brief context, the use of biomass to provide 
energy has been fundamental to the development of societies.

Nowadays, the demand on energy and the impact on climate change have led to calls for an 
increase in the use of biogas in different ways. In this section, the main process or conversion 
technologies employed for the biomass are presented with specific regard to biogas production.

3.1. Biomass conversion process

The biomass conversion technologies are closely related to the type of biomass, quantity, the 
availability, the cost-effective, and the end user requirement of the biofuel. The selection of the 
technology depends on the main interest of the “producer.” For all the cases, the main biomass 
treatments that can be applied are encompassed in four conversion technologies: direct com-
bustion, thermochemical, biochemical and biotechnology, and nanotechnology (Figure 6).

It is important to note that a pretreatment of the biomass is necessary before applying a con-
version technology. In some cases, biomass has to be harvested, collected, transported, or 
stored [22]. Further, resource availability varies from region to region, according to weather 
conditions, soil type, geography, population density, and productive activities, which makes 
the choice of technology for processing more complex.

3.2. Direct combustion

One of the oldest uses in which biomass has been utilized for energy in the world is through 
the burning wood (combustion). This action represents a traditional use of biomass, particu-
larly in rural zones. It is considered an essential resource to the economic development of 
societies [23]. Nevertheless, when the wood is burnt in an open fire stove, around 80% energy 
is lost [24]. Recently, technologies suggest the use of energy efficiency stoves, which not only 
has a better thermal efficiency but also avoids indoor air pollutions. Other specialized equip-
ment involves furnaces, boilers, steam turbines, and turbogenerator. The combustion of bio-
mass allows the recovery of the chemical energy stored. In general, combustion processes 

Figure 6. Conversion technologies of biomass into energy. Source: modified from Ref. [2].
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involve direct oxidation of matter in air, that is, ignition or burning of organic matter in an air 
atmosphere sufficient to react with oxygen fuel.

3.3. Thermochemical process

Thermochemical process, as the direct combustion, has a core axis, the temperature. One of the 
main differences is an induced atmosphere in which conversion of biomass took place. This oxi-
dation process can occur in the presence or absence of a gasifying medium. The conversion of 
biomass depends on temperature and pressure variables. For example, if the substrate to trans-
form is in the presence of a gas such as oxygen, water vapor, or hydrogen, producing fuel is per-
formed through gasification. If, however, material degradation occurs in the absence of oxygen, 
that is, nitrogen, under controlled pressure and temperature, then the process is called pyrolysis.

There are some good experiences in the pyrolysis of certain materials, in which a charcoal, 
bio-oil, and a fuel gas can be recovered [25].

3.4. Biochemical process

Biochemical treatment unlike thermochemical process achieves power generation through 
biological transformation of organic compounds, employing anaerobic digestion, or fermen-
tation of biomass. Fermentation is usually used to produce biofuels, as ethanol, from sugar 
crops, and starch crops [22]. Nevertheless, there is another route, in which biomass conver-
sion is done, the anaerobic digestion.

Among the general background information about conversion technologies, anaerobic diges-
tion is the main focus in this section due to the direct biogas production. The anaerobic process 
is analog to ruminant digestion process. The biomass is degraded by a consortium of bacteria 
within an anaerobic environment, producing a principal product, gas. This gas, called biogas, 
represents a proven technology and its use is widely spreading through Europe.

For biogas production, there are some types of biomass that are more accurate, like the ones 
with high moisture content in organic wastes (80–90%) or wet biomass residues as manures, 
municipal organic solid waste, and sewage sludge [22]. The anaerobic digestion process gen-
erally occurs in reactors or tanks in a single, multistage process or dry digestion.

Anaerobic digester can be categorized, designed, and operated by different configurations: 
batch or continuous, temperature (mesophilic or thermophilic), solid content (high or low 
solid content), and complexity (single stage or multistage) [26]. Another specific configuration 
considering the organic rate load, digester, is divided into passive systems (covered lagoons), 
low rate systems (complete mix reactor, plug flow, and mixed plug flow), and high rate sys-
tems (contact stabilization, fixed film, suspended media, and sequencing batch) [27]. All these 
types of reactors perform the anaerobic digestion, but each one operates for salient features 
with a variety of applications of the end products.

An experience in the livestock sector in Mexico using covered lagoon anaerobic digestion 
reactor shows benefits in the use of biogas not only on environmental aspects as improving 
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the quality of wastewater but also economically due to the avoid of penalties for the water 
discharges and the social acceptance of the livestock activity in the region (Table 3).

In this example, the different benefits of biogas production in livestock sector highlighted the 
use of biogas in energy generation. Against other energy sources, in this case, the biogas pro-
duced is used in the farm for their own consumption by a gas combustion engine. The heat gen-
erated by the motors can be used for heating the reactor or drying waste. Biogas has the quality 
that does not have to be consumed at the moment of production. The production of this biofuel 
also impacts in macro- and microeconomic aspects, due to the generation of new sources of 
employs and access to energy in a remote place. Moreover, the livestock producer is selling an 
organic fertilizer obtained by high-quality digestate obtained in the biogas production.

Furthermore, odor reduction and the removal of pathogenic organism in livestock residues 
are achieved. The methane emission of the manures is captured, reducing the release of meth-
ane to the atmosphere. Methane (CH4) is considered one of the largest contributors to the 
GHG emissions by livestock sector, with a global warming potential 25 times more than car-
bon dioxide (CO2) [29, 30].

In general, the biomass conversion technologies mentioned above can be integrated into the 
concept of biorefinery. Analog to oil process, the different biomass feedstocks offer a wide range 
of products that can be used as fuel, including gas, oil, or chemical, offering greater possibility 
of using cogeneration systems and supply facilities in the transport sector.

4. Biomethanization process

When the major end product in a biogas plant is methane, similar to natural gas, this upgraded 
gas is called biomethane. The methane content determines the energetic value in the biogas 
[11]. In this respect, one of the main reasons for upgrading biogas to a degree equivalent to nat-
ural gas is to inject to the gas distribution network and thus diversify some natural gas sources.

Biomass residue (swine manure) Technical aspects

Number of animals (head of animals) 32,483

Manure produced annually (tonnes/y) 115,315

Biogas production (m3/y) 2,538,389

Energy consumption (kWh/y) 52,072

Energy production (kWh/y) 255,528

Emission reductions (tonnes CO2e) 14,027

Source: using data from Ref. [28].

Table 3. Biogas production experience in livestock sector in Mexico.
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Biomethanization process opens new paths to achieve this goal: first, because the gas storage 
in an extended way allows the injection into a distribution system and second due to the vari-
ety use of fuel in transport stations, mainly.

As we see in the sections above, the main biogas uses in development countries are lighting, 
cooking, and further in gas turbines. In industrial countries biogas is produced in large-scale 
digester (biogas plants) with an interest in the concentration of methane from biogas to fulfill 
natural gas standards. Depending on the end use, different biogas treatments (cleaning or 
upgrading) are necessary. For example, vehicle gas fuel requires a biogas similar to natural 
gas quality so a biogas upgrading process is needed. In other words, biomethanization allows 
biogas to be contained, controlled, and distributable.

4.1. Biogas cleaning

There are some undesirable components in biogas that promote corrosion in many materials 
and engines: H2S, oxygen, nitrogen, water, siloxanes, and particle traces (see Table 1). These 
impurities can induce or promote corrosion in many parts of the biogas system or equipment 
in which biogas is used. Overall, these components must be removed in order to allow the 
concentration of methane in biogas.

Water content in biogas can cause corrosion in pipelines due to the formation of carbonic acid 
in a reaction derived from water and carbon dioxide [31]. Fortunately, it can be removed by 
cooling, compression, absorption, or adsorption (activated carbon, sieves, or SiO2). Hydrogen 
sulfide (H2S), another unwanted component in biogas, is of corrosive nature, leading the dam-
age of motor engine, pipes, etc. It is a highly toxic gas that attempts to destroy the human 
health. The removal of hydrogen sulfide can be done by precipitation, adsorption on active 
carbon for H2S removal (US 8669095 B2 patent) [32]. Siloxanes also constitute an impurity in 
biogas. It can affect combustion equipment, as gas engine, through the formation of silicon 
oxide. The most common methods for removing siloxane components are adsorption on acti-
vated carbon, activated aluminum, or silica gel, mainly [31].

After desulfurization and drying process of biogas, it can generate electricity and heat in cogen-
eration systems, combined heat and power (CHP), or can be transformed to energy products 
with higher value, density, and calorific value.

4.2. Biogas upgrading

Around the world, the number of upgrading biogas plants has increased, reaching 100 during 
2009 [7]. This facility has gained the world’s attention due to the rising oil and natural gas prices.

The biogas obtained during anaerobic digestion of biomass contains important amounts of 
carbon dioxide that result in lower energy content. In order to improve this characteristic, the 
separation of carbon dioxide through an upgrading process is requested. Cleaning the gas 
before upgrading is recommended.

Compared with the common uses of biogas, the upgrading of biogas brings several advantages 
related to transportation of the gas and offering the chance to increase the overall efficiency of 
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gas utilization. In this part, it is important to clear up that cleaning biogas refers to the separa-
tion of impurities, while upgrading refers to the separation of CO2.

Currently, there are several technologies for biogas cleaning and upgrading, commercially 
available, like pressure swing adsorption (PSA) (US 6340382 B1 patent) [33], water scrubbing, 
organic physical scrubbing, and chemical scrubbing. Most of them are a combination or one 
or two processes for biogas cleaning or upgrading (Figure 7).

If biogas is upgraded to biomethane with approximately 98% of methane content in biogas, it 
can have the same properties as natural gas [35]. By these standards, biomethane can be fed 
into the available gas network or be used for any purpose for which natural gas is used. The 
overall environmental benefits of the use of biogas are, however, highest when the biogas is 
used as a vehicle fuel replacing oil or diesel [4].

In fact, the selection of the optimal technology for biogas upgrading depends on the quality 
and quantity of the raw biogas to be upgraded, the desired biomethane quality and the final 
use of the biogas, the anaerobic digestion system, the continuity of the biomass, as well as the 
local circumstances [36].

Figure 7. Different biogas cleaning and upgrading of biogas. Source: adapted from Ref. 34.

Biomass as an Alternative for Gas Production
http://dx.doi.org/10.5772/67952

185



5. Opportunities for bio-based economy (green natural gas)

The current leader in the deployment of biogas technology is Germany. In the last decade, 
the number of digester plant increased ten times compared to 1996 (Poeschl et al., 2010). The 
German scheme is a clear example for biogas technology promotion; it highlights the employ-
ment of key instruments for helping to spread out the technology, that is, economic incentives.

Broadly, biogas production in different countries is still dependent on subsidies for attracting 
investors, producers, and I&D groups and promoting its scalability. Certification systems, 
feed-in tariffs, and investment support are examples of measures that are widely applied 
(Table 4). Some of the policy documents and directives that are related to bioenergy are 
included in three EU regulatory frameworks: the Renewable Energy Directive (2009/28/EC), 
the Directive on Waste Recycling and Recovery (2008/98/EC), and the Directive on Landfill 
(1999/31/EC) [37].

6. Conclusion

Most of the countries around the world are still dependent on energy supplies, mainly by fos-
sil fuels. Societies need to secure the energy demand, through social equality and mitigating 
the environmental impact. In this respect, biogas production is not only a promising way but 
is currently one of the most renewable technologies capable of offer energy, as such fossil fuel 
does.

Country Incentive Scope of support

Germany Feed-in tariff Electricity and heat from biogas. Tariff according to system size 
and fuel

Market premium Biogas and biomethane

Gas processing bonus Upgraded biogas for grid injection and transport

Flexibility premium Electricity from biogas

The UK Feed-in tariff Electricity from biogas

Renewable obligation order % RES from electricity production (>5 MW)

Climate change levy Favors any type of renewable energy generation

Renewable heat incentive Biomethane injection and biogas combustion, except from 
landfill gas

Sweden Certification system Certificates for electricity from biogas

Energy taxation Tax benefits for electricity, heat, and transport from biogas

Investment support Farm-based biogas production

Source: modified from Ref. [37].

Table 4. Examples of incentives schemes for biogas production.
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Biogas can play the pivot role in the renewable sustainable energy systems in the near future 
due to its versatility, availability, storability, and energetic value. In this context, adequate pub-
lic policy (regulation) for promoting economic, social, and cultural conditions for biogas pro-
duction is still necessary.

Even though the technology has been adopted by many countries in Europe, there is still a 
necessity for developing and applying more adequate technology for cleaning and upgrading 
biogas to biomethane in places in which the use is limited (grid injection), which is becoming 
a present challenge.

Biogas and biomethane benefits promoting is required to overcome the reliability of the 
anaerobic process and the use of the by-products, increase the ability of the enterprises to 
satisfy the market necessities, and involve the government, public, private, and actor in this 
important task for reaching to a sustainable energy system.
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Abstract

An example of interpretation of the Silurian and Ordovician shale formations in the 
Baltic Basin in Poland regarding determination of potential sweet spots is presented. 
Short geological information shows the position of shale gas play. Description of the 
data—laboratory measurement outcomes (petrophysical and geochemical) and well log-
ging—presents results available for analyses. Detailed elemental analyses and various 
statistical classifications show the differentiation between sweet spots and adjacent for-
mations. Elastic property modelling based on the known theoretical models and results 
of comprehensive interpretation of well logs is a good tool to complete information, 
especially in old wells. Acoustic emission investigations show additional characteristic 
 features of shale gas rock and reveal that acoustic emission and volumetric strain of a 
shale sample induced by the sorption processes are lower for shale than for coals.

Keywords: shale gas, petrophysics and well logging, statistical analyses, acoustic 
emission, Baltic Basin

1. Introduction

Shale gas deposits belong to unconventional hydrocarbon resources. Nowadays, unconven-
tional resources (tight gas, shale gas) are under careful and detailed consideration regarding 
cognitive works. The world is interested in prospection of unconventional deposits because 
of the necessity to increase energy resource production and geological limitations regarding 
 conventional deposits. Also, economical aspects are important. Interest in shale gas arises 
when prices of hydrocarbons are high. In conventional oil and gas deposits, mature rock, 
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 reservoir and sealing rock are crucial. Also, geological traps enabling accumulation of hydro-
carbons are important. Traditional prospecting by seismic methods and well logging is ori-
ented to find traps and good reservoirs—high porosity and high permeability rocks enabling 
fluid flow. In shale gas, prospection source and reservoir rock are the same formation. Finding 
of shale formations is easier than conventional traps, but exploitation of hydrocarbons due to 
low porosity and very low permeability is more difficult. In shale gas, plays information on 
rock elastic properties is a crucial issue. An additional element complicating the unconven-
tional shale gas reservoir model is dispersed organic matter (kerogen). New technologies are 
elaborated to make prospection of shale gas deposit more efficient.

In the paper, there are presented results of laboratory measurements and well logging 
obtained using conventional (i.e. resistivity and density and acoustic gamma ray logs) and 
selected modern methods (i.e. geochemical and NMR logs). The goal of the paper is pre-
sentation of available method application on contouring and characterization of sweet spots 
 (differentiation between parts of the formation rich in hydrocarbons and surrounding rocks). 
An example of data interpretation of the Silurian- and Ordovician-age shale formations in the 
Baltic Basin in Poland is presented.

2. Selected geological information about Polish shale gas formations

In the Polish sedimentary basins beginning with the Baltic Basin in the north (Figure 1) to 
the Lublin Basin in the southeast part of Poland, there are numerous siltstone and mudstone 
deposits, rich in oil-prone organic matter (Type II kerogen).

Shale rocks, rich in organic matter, may be the exploration targets in terms of unconventional 
hydrocarbon (oil and gas) reservoirs [3–5]. Silurian and Ordovician shales in Poland spread 
along the western margin of the East European Platform in Lublin, Podlasie and Baltic basins, 
reaching about 700 km in length [6]. On Łeba elevation where the exemplary boreholes (L-1, 
K-1, O-2, B-1 and W-1) are located, the sedimentation, organic-rich black shales where the 
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Pa Fm is 20–40 m increasing from east to west and not exceeding 70 m [10]. Ja Mb belongs to the 
lower part of the Pa Fm and is built of black bituminous claystones. It is characterized by high 
organic matter content; however, it may not ensure large gas reserves since the thickness of this 
bed does not exceed 12 m [10]. Geological profile of Gd IG-1 well is proposed as the member of 
lithostratotype. The lower boundary of the member is also the lower boundary of the Pa forma-
tion, while the upper boundary is marked on the profile in the place where grey and dark-grey 
claystones, laminated with grey-greenish and black claystones, occur. The discussed boundaries 
are clearly visible on the logs because of the sharp increase of natural radioactivity within the 
rocks. Ja Member is composed of black claystones containing commonly pyrite and high content 
of the oil-prone organic matter (total organic carbon (TOC) content up to 7.6 wt.% in O-2 well pro-
file), with dark-grey calcareous laminas and few intercalations of dark-grey marly limestones.

Figure 1. Occurrence of the lower palaeozoic fine-grained rocks potentially accumulating shale gas. Small rectangle—
study area ([1] modified, [2]).
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The second object of the interest is the Sa formation, which was fully described by Modliński 
and Szymański [11, 12]. The formation lithostratotype is proposed as the part of the Za IG-1 
well profile. The lower boundary runs on the Ko limestone formation within Llanwirnian and 
Llandeilian series, while the upper boundary is set by the Pr marl and shale formation within 
Ashgillian series. Lithology is mainly composed of black, dark grey and grey-greenish bitumi-
nous shales (TOC up to 7.2 wt.% in B-1 well profile). In some parts of the formation, bentonite 
intercalations are present. Moreover, dark grey, grey and grey-greenish marly limestone and 
marl intercalations are visible. Organic remains, in form of graptolites, are common in this 
formation [7]. The thickness of the Sa formation increases from the east to west and northwest, 
from 3.5 to 37 m in land part of the Baltic Basin and from 26.5 to 70 m on the Baltic Sea shelf.

The differences of mineral composition between shale rocks frequently presented in the 
 literature [13] and shale rocks in the study area are shown in Figure 2. In L-1 borehole, there 
is presented division of the Silurian and Ordovician shales into selected formations. Distinctly 
visible differences are the reason of slightly different approaches applied to interpretation of 
the Polish shale gas formations in comparison to other shale plays in the world.

3. Petrophysical and geochemical laboratory and well-logging data to 
characterize shale gas formation

The research material consists of the results of petrophysical and geochemical laboratory 
measurements on core samples and well-logging data [14]. Data were selected as the most 
representative for the Silurian and Ordovician shale formations in the Baltic Basin. Three of 
the wells (L-1, K-1 and O-2) are located in the north part of the study area (Figure 1), whereas 
B-1 and W-1 wells are located more to the south.

Figure 2. Mineral composition of shale gas formations: (a) well known from the literature (after Ref. [13]), black points—
Thistleton reservoir; (b) Polish shales in L-1 well.
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The results of petrophysical laboratory measurements composed the dataset of density, bulk 
density and total porosity from helium pycnometer. Additionally, effective porosity derived 
from the mercury or helium porosimetry was included. Nuclear magnetic resonance spec-
troscopy provided information about clay-bound water, capillary-bound water, free water 
and also total, effective porosity and irreducible water saturation. Absolute permeability was 
obtained using nitrogen permeameter [14]. Presented laboratory data set is typical for both 
conventional and unconventional hydrocarbon reservoir investigations.

The organic geochemical analyses oriented to unconventional hydrocarbon deposits study are 
the same as for characterization of source rocks of conventional oil and gas accumulations. The 
most useful is Rock-Eval pyrolysis allowing determination inter alia contents of pyrolyzable (PC) 
and total organic carbon (TOC), free hydrocarbons (S1) and hydrocarbons generated through 
thermal cracking of non-volatile organic matter (residual hydrocarbons, S2). The temperature of 
hydrocarbon maximum release during kerogen cracking (Tmax) allows estimation of the ther-
mal maturity and also calculated hydrogen (HI) and production (PI) indices may help in deter-
mination of kerogen genetic type and zones of epigenetic hydrocarbons saturation, respectively.

Shales of Sa Fm and Ja Mb are rich in organic matter with the median values of TOC amounting 
3.1 and 3.0 wt.%, respectively. The highest TOC contents, 7.2 wt.% in Sa Fm and 7.6 wt.% in Ja 
Mb, were recorded in B-1 and O-2 well profiles, respectively. The highest TOC medians were 
recorded in wells located in the north-eastern part of the study area. In these profiles, hydrocar-
bon potential of analyzed rocks described by HI values was not high and mostly varied from 
100 to 200 mg HC/g TOC for both formations. Hydrocarbon potential of Sa Fm and Ja Mb in pro-
files located south and west (in deeply buried parts of basin) was even lower—HI values usually 
did not exceed 100 mg HC/g TOC. Observed variability of Rock-Eval parameters and indices 
between individual profiles for both formations are result of thermal maturity changes: from 
middle in north-eastern to final stage of oil window in south-western part of the study area.

In the investigated wells, a set of standard logging curves along with more advanced mea-
surements were available (i.e. cross dipole sonic and geochemical logs). Results of the compre-
hensive interpretation of logs were also included in the analyses [14]. Among all well-logging 
data, there were selected several that represented the most important properties in petro-
physical description of shale formation. They were as follows: natural radioactivity repre-
sented by total (GR); spectral gamma ray logs (GRKT) (calibrated sum of the potassium and 
thorium energy windows); concentration of naturally occurring elemental sources (POTA, 
THOR, URAN); resistivity of invaded and uninvaded zones measured by shallow and deep 
laterologs (LLS, LLD); neutron porosity hydrogen index (NPHI); bulk density (RHOB); pho-
toelectric absorption index (PEF) and velocity of compressional and shear waves in the forma-
tion expressed by slowness of P and S waves (DTP, DTS). Special meaning had information 
from geochemical logging: elemental weight fractions (Si, Ca, K, Mg, Al, Ti, Fe, Gd, S, Mn); 
mineral volume fraction (quartz (QRTZ), calcite (CALC), dolomite (DOLM), pyrite (PYRT), 
clay minerals (VCL) apart from illite (ILLI) and chlorite (MGCL) and kerogen (KERO)); vol-
ume of clay-bound water, gas and free water (CBW, VWF, VGAS); as well as total and effec-
tive porosity (PHIT, PHIE) and water saturation (SW). Described data set was not available in 
all wells; nevertheless, the detailed petrophysical and geochemical analyses of laboratory and 
well-logging data were carried out on shale gas formations.

Shale Gas in Poland
http://dx.doi.org/10.5772/67301

195



Characteristics of the uranium content from spectral gamma ray log and TOC wt.% from lab-
oratory measurements vs. depth in L-1 well are presented in Figure 3a including stratigraphy. 
It is distinctly visible that Ja Mb of Pa Fm and Sa Fm is different from the adjacent formations.

Transit interval time of P wave, DTP, vs. resistivity, LLDC, and bulk density, RHOB, plots con-
firmed different features of aforementioned beds (Figure 3b, c). Points from the adjacent forma-
tions (Pe Fm, Pa Fm and Pr Fm) and potential sweet spots (Ja Mb and Sa Fm) are composed of 
separate data sets. Resistivity and bulk density covered the bigger range in sweet spots in com-
parison to the surrounding formations. DTP decreased with the increase of resistivity in shale for-
mations with limited content of organic matter. Data representing rock material of high volume 
of organic matter had similar and high DTP values and high resistivity (Figure 3b). In the same 
rocks, bulk density decreased due to lower density of kerogen (Figure 3c). Discussed formations 
rich in organic matter, i.e. Ja Mb of Pa Fm and Sa Fm, revealed also differences between each other.

4. Classification of shale gas formations by statistical methods on the 
basis of laboratory and well-logging data

4.1. Basic statistics of laboratory data

Petrophysical and geochemical parameters from laboratory measurements were the object of 
analysis in order to create the model of shale gas formations in Poland. Statistical approach 
allowed to identify the regularities between the parameters in data set.

Figure 3. Distinct well log anomalies in L-1 well: (a) very dense-point laboratory TOC results and U curve from the 
spectral gamma log; (b) transit interval time, DTP, vs. borehole-corrected resistivity, LLDC; and (c) transit interval time, 
DTP, vs. bulk density, RHOB.
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The average bulk density in L-1 well varied from 2.54 g/cm3 in Ja Mb to about 2.67 g/cm3 
in Pr Fm. Distribution of bulk density in Pe Fm from B-1 well is presented in Figure 4a. 
In this case, bulk density concentrated in the range of 2.6–2.65 g/cm3 in 45% of the samples. 
Average total porosity from pycnometer in L-1 well was equal to about 3.2% in Ko Fm to 
about 6.45% in Pa Fm, whereas from NMR spectroscopy from 3.28% in Ko Fm to about 8.62% 
in Sl Fm. Taking into consideration absolute permeability from permeameter in L-1 well in 
Pa Formation 75% of values was lower than 0.001 mD. In Pe Fm, the same percentage (75%) 
comprised plugs with permeability lower than 3.48 mD. Irreducible water saturation from 
NMR indicated lower values in B-1 well in comparison to L-1 well, where most of the samples 
were characterized with values above 85%. Average total organic carbon ranged from about 
0.07 wt.% in Ko Fm to about 3.8 wt.% in Ja Mb in L-1 well (Figure 4b), while in B-1 well from 
about 0.20 wt.% in Pr Fm to about 3.37 wt.% in Ja Mb. The amount of free hydrocarbons in 
both wells was high in Ja Mb of Pa Fm and in Sa Fm (Figure 4b). Regarding mineral content in 
shale gas formations, Pe Formation was characterized by lower content of clay minerals and 
higher of quartz, calcite and dolomite than Ja Mb and Sa Fm in L-1 well. The higher amount 
of pyrite was observed in Pa formation, especially in Ja Mb. The presence of pyrite had a 
negative influence on measured parameters because it decreased the resistivity and increased 
density readings. Also, volume of pyrite influenced elastic properties of the rocks. The best 
deposit parameters (e.g. high porosity and total organic carbon) in all wells were observed in 
Sa Fm and Pa Fm within shale gas plays.

4.2. Elemental weight percent from geochemical logging in shale classification

Geochemical logging was run over the Silurian and Ordovician intervals where geologists 
determined several shale formations. As a result, concentrations of 10 elements, Si, Ca, K, 
Mg, Al, Ti, Fe, Gd, S and Mn, were determined and utilized to characterize each formation. 
Statistical box plots clearly showed that the investigated shales could be grouped into three 
types of formation regarding distribution of the elements. The first group was composed of 
clayey sediments of Pu Fm and Pa Fm including Ja Mb and Sa Fm. Characteristic features of 

Figure 4. (a) Histogram of bulk density in Pe Formation, B-1 well. Symbols: N, number of samples; Av., average value‘ St. 
dev., standard deviation; Max, maximum value; Min, minimum value. (b) Total organic carbon (TOC) in wt.% and the 
amount of free hydrocarbons (S1) in % from Rock-Eval pyrolysis in various lithostratigraphic units, L-1 well.
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 Figure 5. Box plots of elements distribution in shale formations from Baltic Basin in Poland: (a) Ja Mb and Pa Fm, (b) Pe 
Fm, (c) Re Mb and Kc Fm and (d) gadolinium content.

these shale formations were very high concentration of aluminium, reduced amount of cal-
cium and slightly increased amount of iron (Figure 5a). Kc Fm, Pe Fm and Pr Fm formed the 
second group, where mudstones were present together with claystones. A bit higher content 
of calcium than in the first group was observed (Figure 5b). Both groups had a significant 
amount of silicon. The third group was represented only by calcareous mudstones of Re Mb 
of Kc Fm. It showed the highest concentration of calcium and magnesium with the lowest 
amount of aluminium and decreased amount of potassium and iron when comparing to the 
other fine-grained sediments (Figure 5c). It should be pointed that the distribution of ele-
ments was very similar to elemental distribution obtained for limestones of Ko Fm. Presented 
box plots excluded gadolinium content due to other orders of magnitude (ppm vs. percent). 
The separate box plot for this element (Figure 5d) revealed that two formations considered as 
sweet spots (Ja Mb and Sa Fm) were characterized by much higher amount of Gd.
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4.3. Heterogeneity of shale formations confirmed by factor analysis

Factor analysis (FA) was applied to logging data from three closely located wells in the Baltic 
Basin: L-1, O-2 and K-1. FA described a collection of observed variables (i.e. logs) in terms of 
a smaller collection of (unobservable) latent variables or factors. Achieving meaningful pet-
rophysical interpretation of the logs through the factors helped to understand the complex 
geophysical responses of organic-rich Polish shales. The input data included parameters mea-
sured in wells, results of the comprehensive interpretation of well logs and results of elastic 
wave velocity and density estimations from Biot-Gassmann model [15]. FA was applied to 
data from each formation from each well independently and from all wells together. Results 
revealed very complicated nature of investigated sediments; however, some similarities were 
observed. For example, in Sa Fm, petrophysical properties represented by the factors were 
similar in each well, though a slightly different set of logs loaded the factors.

The first factor was always controlled mainly by clay and shale content, the second factor was 
expressed either by specific minerals (e.g. calcite or pyrite) or by elastic wave velocities and 
the third factor was represented by organic matter. When this formation was jointly analyzed 
in all the wells, results confirmed analyses done for the separate wells (Figure 6). However, 
more often diversity than similarity was observed within one formation between the wells. 
Figure 7 shows results for Pa Fm from two wells. It can be seen that the appropriate factors 
were loaded by different logs and were represented by significantly different  petrophysical 
parameters. The case of K-1 well showed that the most important parameters were clay con-
tent (first factor), properties of pore space, i.e. porosity and fluids volume (second factor), 
and organic matter (third factor). In L-1 well, petrophysical interpretation of the first factor 
was rather unclear, the second factor could be linked to sonic velocity controlled by shale and 
quartz volumes and the third factor was related to organic matter.

These examples showed that FA was useful in determination of similarities and differences 
of shales. Investigated formations displayed significant heterogeneity between each other, 
between adjacent sediments and from one well to another, but some characteristic features 
were also observed. FA revealed that the most significant properties in characterization of 
Polish shales were mineral composition, porosity and fluid volume, mechanical properties 
and content of organic matter.

Figure 6. Factor analysis results for (a) Sa Fm in L-1 well and (b) all wells.
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4.4. Principal component analysis

Principal component analysis (PCA) was applied for laboratory and well-logging data derived 
from Silurian and Ordovician intervals drilled in wells L-1, B-1 and W-1. PCA is a multivariate 
statistical method used to reduce multidimensional data set into lower dimensions. This math-
ematical operation helps to extract unobservable variable hidden in the original measurements.

In each analyzed well intervals, results were similar. Three to five principal components (PC) 
were enough for 70–90% of variance explanation. PCA pointed out that about 50% in W-1 and 
L-1 wells and 70% in B-1 well of information about the data set were contained in spectral 
gamma logs, neutron logs and acoustic logs. It meant that the main reason for data diversi-
fication was shaliness, clay content and porosity of rocks. The next 20–30% of variance was 
expressed by density and resistivity logs. These parameters could be treated as porosity and 
saturation logs. The third PC provided information about the presence of organic matter. This 
was indicated by the high value of correlation coefficient between PC and uranium log. PCA 
applied to laboratory data showed that the main variance of the data set was associated with 
hydrocarbon indicators such as TOC, cation exchange capacity (CEC) and parameters from 
Rock-Eval measurement, i.e. free hydrocarbons content, S1, and hydrocarbons from cracking 
process, S2. In the second PC, the highest impact was connected with clay mineral content.

4.5. Cluster analysis

Cluster analysis (CA) was used for grouping data and classification according to natural physical 
features of rocks. CA pointed out preliminary formation classification and gas-bearing identifi-
cation. It helped to define zones of interests based on well logs and laboratory data criteria and 
improved characteristic of shales with gas saturation. Several different hierarchical and non-
hierarchical methods for cluster creating were applied. As a result, groups that corresponded to 
the gas-bearing intervals were selected. Diversification between sweet spots and surrounding 
beds was shown. Complex analysis showed internal diversification in each gas formation.

The input data included laboratory measurement results and well-logging data. In the first 
step of CA, data from all Ordovician and Silurian formations were included. Result showed 
that each cluster aggregated data associated mostly with one formation. It meant that all 

Figure 7. Factor analysis results for (a) Pa Fm in K-1 well and (b) Pa Fm in L-1 well.
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lithostratigraphic units had different physical properties and CA could be the first step in the 
formation identification.

In the second step of analysis, the CA was performed for Ja Mb and Sa Fm independently 
(Figure 8). These formations were treated as potential sweet spot intervals. In each formation, 
internal heterogeneity was found. Diversity was also observed between the same formations 
in different wells. For example, in L-1 well, the Ja Mb was divided into four groups, whereas 
in B-1 well it was divided into five groups. In Sa Fm, four clusters were selected in L-1 well 
and six in B-1 well. Despite this, in both wells clusters with corresponding parameters could 
be found. In all wells there were distinguished clusters: (a) with high (about 10% and more) 
kerogen content, small (0–3%) porosity, high (about 70%) clay minerals and small (about 30%) 
quartz content; (b) with small (about 3%) kerogen content, high (about 10%) porosity, high 
(about 70%) clay minerals and small (30%) quartz content; (c) with high (about 8%) kerogen 
content, porosity in range of 0–10%, comparable content of clay minerals and quartz (d) with 
high (about 8%) kerogen content, average porosity about 6%, small (about 30%) clay minerals 
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Summarizing cluster characterization, CA was a good mathematical tool for fast preliminary 
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5. Elastic property modelling of shale gas formations

Clay minerals, important components of shales, influence elastic properties of rocks and their 
anisotropy [16]. Elastic properties depend not only on mineral composition and percentage 
of selected compounds but also on shape and orientation of grains. Jones and Wang [17] 
presented the example of the Cretaceous shales from Williston Basin and the results of the 

 Figure 8. Box plots for porosity and kerogen content in each cluster in Ja Mb (left) and Sa Fm (right), well B-1. Symbols: 
middle point equals median value, box equals first and third quartile and whiskers equal range of non-outlier values.
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Figure 9. Calculated (red) and measured (black) curves in the Ordovician depth section in L-1 well. Estymacja software 
and Kuster-Toksöz model were used.

 experimental measurements of five independent components of elasticity vector, C11, C33, C44, 
C66 and C13, which characterize the simplest case of anisotropy of hexagonal symmetry, i.e. 
transverse isotropy (TI) [18]. In the presented work, a synthetic model of the similar shales 
with organic matter on the basis of the published data was prepared [19, 20]. Elastic param-
eter modelling and bulk density calculations were done using the theoretical relations by 
Kuster and Toksöz [21] applying the differential effective medium (DEM) solution [19]. There 
were used theoretical models of porous formation by Biot-Gassmann [22, 23] and Kuster-
Toksöz and the original software Estymacja [15, 24].

5.1. Elastic parameters calculated by Estymacja software in L-1 well

An estimation of P- and S-wave velocity and elastic moduli was based on known theoretical 
formulas of Biot-Gassmann or Kuster-Toksöz [21–23] which describe multiphase media corre-
sponding to rocks with granular structure (grains of solid phase) with porous space saturated 
with medium (liquid phase or gas phase).

Elastic parameters of rocks are a result of an interaction of all phase components, rock matrix and 
medium and also depend on the anisotropy of a rock matrix. The Estymacja software allows elas-
tic parameters of the rocks and bulk density to be determined from results of the comprehensive 
interpretation of well-logging data, i.e. volumes of mineral components, porosity and water, gas 
and oil saturation in the flushed zone or virgin zone [15, 25]. The final results of Estymacja soft-
ware in the form of set of curves illustrating variability of P slowness and S slowness (DTP and 
DTS, respectively), together with neutron porosity, NPHI, bulk density, RHOB, water saturation, 
SW, natural radioactivity, GR, logs and lithology and VP/VS curves, are presented in Figure 9.
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5.2. Synthetic model of shale gas formation

Elastic parameters were calculated for the synthetic model of shale gas formation with organic 
matter in mineral skeleton or in porous space and formation water and gaseous hydrocarbons 
in pore space. Passey [20] in his model of shale gas rock divided organic matter into three 
parts: rock matrix, organic matter component and medium in pore space. Increase of com-
paction caused that grains revealed tendency to horizontal position and organic matter com-
posed subhorizontal lamellae. On the basis of thin sections, it was proved that organic matter 
(mainly kerogen) was plastic [20]. Primarily, organic matter was located in the matrix and 
did not fill the pores. When the maturity increased, kerogen was more mobile and could be 
intruded into pore space. Models of shale gas formation assumed in modelling are presented 
in Figure 10.

In Model 1, it was assumed that clay, quartz and kerogen were present in skeleton; forma-
tion water was in pores. Porous spectra were as follows: αwater = 0.05 and C(αwater) = Φ = 0.05 
(Φ, porosity) and water parameters KW = 2.6 GPa and RHOBW = 1.05 g/cm3. In Model 2, it 
was assumed that kerogen was in porous space with characteristic spectra, αkerogen = C(αk

erogon) = Vkerogen (Vkerogen, volume of kerogen) and porous spectra of water, αwater = 0.05 and 
C(αwater) = Φ = 0.05. In Model 3, it was assumed that kerogen, formation water and gas were 
located in pores. Velocity of P-waves, VP, as a function of kerogen volume for Models 1 and 2 

Figure 10. Models assumed in calculations.
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Figure 11. Velocity of P-wave vs. kerogen volume. Model 1 (blue curve) and Models 2 and 3 (other curves). Various 
kerogen volumes in pore space are marked by different colours.

is presented in Figure 11. Decrease of VP was visible with increase of kerogen and decrease of 
volume of shale, Vsh, in rock matrix. Similar behaviour was observed for bulk elastic modulus, 
K, and shear elastic modulus, MI. Calculations were also made in the case when water and gas 
were present in porous space.

In Variant 1, it was assumed that water and gas were present in separate pores and pore spec-
trum was the same: αwater = 0.05 and C(αwater) = Φ = 0.05 and αgas = 0.05 and C(αgas) = Φ = 0.05, 
what meant porosity Φ = 0.1. In Variant 2 it was assumed that water (SW = 0.8) and gas (SG = 0.2) 
were a mixture. In both cases, a linear decrease of VP and VS with kerogen volume increase 
was observed, but in Variant 2 it was higher. Variability of both waves, velocity VS = f(VP) 
(Figure 12a) and acoustic impedance AIS = f(AIP), was also analyzed (Figure 12b). Data in 
the plots were related to depth intervals with gas, formation water or saturated with gas 
and water from the Silurian and Ordovician formations in the L-1 well. Beds of different gas 
saturations were distinctly visible: yellow and red points meant high gas saturation, and blue 
points meant formation water saturation.

5.3. Brittleness of shale gas formation

Mechanical properties of shale gas formations are crucial in hydraulic fracturing for gas pro-
duction in low permeability reservoirs. Such rocks are characterized by various brittleness 
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indices [26] which are considered in aspects of mineral composition and elastic properties. 
Quartz and carbonates in rocks cause increase of brittleness in contrary to shaliness-rich for-
mations where ductile deformations are more frequently observed and skeleton weakness 
is observed. On the other hand, carbonate cements may limit natural fracture flow ability. 
High volume of carbonates and presence of swelling clay minerals are the main reasons mak-
ing difficult production from discussed gas deposits. Young’s modulus or Poisson’s ratio may 
be used as measures of brittleness index (BI) (Figure 13).

Figure 12. Relationship between velocity VS vs. VP and acoustic impedance AIS vs. AIP for the selected depth intervals 
in L-1 well.

 Figure 13. Poisson’s ratio vs. Young’s modulus, K-1 well.
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5.4. Summary of results

Kerogen influenced measured petrophysical parameters, but shaliness and pores geometry 
were also important in considering this influence. Changeability of elastic parameters was not 
distinct with the increase of kerogen volume when it composed mineral skeleton; however, 
when pores were filled with kerogen, variability of elastic parameters increased. Kerogen in 
pore space caused decrease of velocity of P- and S-waves as well as elastic moduli K and MI. 
Increase of kerogen volume caused increase of VP/VS ratio. VS vs. VP and AIS vs. AIP cross 
plots enabled separation between water-saturated and gas-saturated beds. Shales of higher 
Young’s modulus values and lower Poisson’s ratio revealed higher brittleness.

6. Measurements of acoustic emission and volumetric strain during 
sorption and desorption of CH4 on shale sample

Acoustic emission (AE) is an elastic wave generated and propagating in the medium as a 
result of dynamic processes. Generation of a seismo-acoustic signal is a mechanical process, 
brought about by diverse mechanisms associated with strain and breaking of the medium 
(opening and closing of pores, dislocation movements proceeding at variable rate, slippage 
and friction, plastic and nonplastic deformations), structural changes, phase transitions and 
chemical reactions and temperature changes.

The basic AE parameters include acoustic activity representing the number of impulses (AE 
counts) registered in an arbitrarily chosen time window, mean signal energy—the ratio of 
energy emitted within a given time interval to the number of impulses registered in the 
same time and cumulative energy—total energy of impulses registered from the beginning 
of record-taking. AE recordings are utilized for forecasting rock bursts and gas and rock 
outbursts in coal mines [27]. The test stands for acoustic emission measurement [27], and a 
single-channel device for seismic-acoustic measurements was designed and engineered as a 
prototype. The main component is a vacuum-pressure chamber, provided with a steel wave-
guide and six wires for strain measurements. The chamber is connected to gas bottles and a 
vacuum pump through a system of tubes and pressure-control valves. Measurement data are 
saved on a computer connected to the system.

The test facility has been modified since time of measurements made for coal [27]. At first, the 
integrating system in the seismic-acoustic instrumentation, which calculated the surface area of 
impulses over a given level of discrimination, would split the entire measurement range of 3 V 
into 10 identical channels, 300 mV each. When the interface was used, the measurement range 
was extended to 10 V and is now split into 4000 identical channels, 2.5 mV each. This solution 
provides a higher resolution energy data; hence, the results give more information about events 
and allow for detecting even low-energy events. The measuring path allows for monitoring AE 
impulses in the frequency range from 100 Hz to 1 MHz, with the option for frequency band set-
ting. Within this band single events are detected, and the integral of the positive portion of the 
measured plot is obtained accordingly. The key component of the measurement circuit is a piezo-
electric sensor. Four RL strain gauges were fixed on a shale sample, which was then attached 
to the waveguide in the pressure-vacuum chamber. Measurement cycles were conducted at the 
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frequency of one per minute. The signal resolution was of the order of 0.001%. The observed 
acoustic emission patterns do not resemble those registered for coal samples (Figure 14) [28].

In the case of coal samples, the process of AE data acquisition was much faster. Strains mea-
sured in the shale were lower by one order of magnitude than those registered for coal, and 
their variability pattern was different, too. Volumetric strains increased for about 150 h of 
the sorption process, including the stage of stabilization (around the 100th hour), followed 
by a strain decline, which was never observed for coal. The analysis of registered strain data 
revealed that they should be recorded for longer time during sorption. The general conclusion 
can be drawn that sorption processes in shale are much slower than in coals.

7. Final remarks

Presented results show that Polish shale formations of the Silurian and Ordovician age are 
different as regards mineral composition, reservoir properties and elastic parameters. In each 
formation internal heterogeneity was found. Diversity was also observed within the same for-
mations in different wells. Two selected formations were recognized as potential sweet spots, i.e. 
Ja Mb and Sa Fm. They are relatively rich in organic matter. Results of the analyses indicate dis-
tinctly visible differences between them and surrounding formations (Pe Fm, Pa Fm and Pr Fm).

Applied statistical analyses, i.e. simple statistics, histograms, box plots and also factor  analysis, 
principal component analysis and cluster analysis show themselves as useful tools for prov-
ing diversity of shale formations in the study. Research based on the laboratory results, well 
logs and the outcomes of the comprehensive interpretation of well logging confirmed great 
diversification of formations in the study but also revealed some regularities. Factor  analyses 

 Figure 14. Acoustic emission and volumetric strain registered on a shale sample during the sorption of CH4.
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and principal component analyses enabled limitation of great number of logs saving the 
 necessary information to make classification.

Elastic property modelling using theoretical models and results of the comprehensive interpre-
tation of well logs provided estimated velocity of P- and S-waves and bulk density in all wells 
and helped in completing indispensable information about brittleness of shale gas formations.

Preliminary results of acoustic emission investigations show additional characteristic features 
of shale gas rock and revealed that acoustic emission and volumetric strain of a shale sample 
induced by the sorption processes are lower for shale than for coals.

Methodology of laboratory measurements, well data acquisition and processing was only 
slightly fitted to specific features of shale rocks. Majority of measurements were typical for 
prospection of conventional hydrocarbon reservoirs. In spite of it, selection of potential sweet 
spots among adjacent beds was a success.
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Abstract

The relevance of hydraulic fracturing experiments in the analysis of subsurface flow 
mechanisms and interactions during fracking operations underpins past and current 
efforts towards designing and implementing more representative physical models. An 
overview has been presented that comprehensively discusses the key elements and 
design requirements for successful experimentations. In setting up a hydraulic fracturing 
experiment, it is imperative that, in line with the research objective, the physical model 
that includes the initial and boundary conditions, wellbore configuration, type of fractur-
ing fluid and injection rate be a true representative of actual reservoir/underground flow 
environments. This investigation recognises the main elements that form the framework 
for effective laboratory scale experiments, which comprise the specimen, in‐situ stresses, 
pore pressure, fluid injection, duration, and visualisation and monitoring. Furthermore, 
an examination of the influence of rock properties on the characteristics of fracturing and 
failure of rocks subjected to wellbore conditions indicates a trend highly dependent on 
rock strength and permeability. Soft and highly permeable rocks tend to cause an inward 
collapse of the wellbore cavity. Cavity size is also shown to have a considerable effect on 
the failure process. Wellbore stability is inversely related to cavity size; larger cavities are 
found to be less stable.

Keywords: hydraulic fracturing experiment, fracture propagation, fracturing behaviour, 
rock failure, subsurface, reservoir, rocks, fluid pressure

1. Introduction

The versatility and importance of hydraulic fracturing is easily shown in the range of its 
applications. The technique is applied in the estimation of in‐situ stress [1, 2], the  exploitation 
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of geothermal energy [3], enhanced oil and gas recovery (EOR) operations [4], enhanced coal 
bed methane (ECBM) operations [5, 6], shale gas production [7–9] and the control of the struc-
ture and deformation of rock roof during coal mining [10].

The use of hydraulic fracture experiments is an age-long approach applied to understand 
mechanical interactions between fluids and solid materials. These experiments have proven 
to be invaluable and have been instrumental in providing insights into the various mecha-
nisms that take place due to the co‐existence of fluids and intact solid materials. Until recently, 
hydraulic fracturing experiments in tandem with fluid observations were the major means of 
investigating the mechanisms of flow within porous media. The advent and rapid advancement 
of computational capability as well as reductions in cost have paved the way for the pervasive 
use of numerical and analytical methods. These methods, just like in any other field of study, 
have moved the frontier of research by providing a means were forecasting tools can be more 
easily developed. The general limitations of numerical/analytical techniques lie in the fact that 
the input data, initial and boundary conditions have to be a true representation of conditions 
that are modelled. An erroneous or misapplied condition will definitely lead to false results. 
Numerical methods also often require constitutive equations/models, which must be accurately 
formulated and applied. The enormous advantages are only derived through thorough veri-
fication and validation exercises. Field observations and laboratory experiments are veritable 
sources of information that can serve as both input data and means of comparison with actual 
or pseudo‐actual events. Field information is usually scarce and expensive to obtain. They are 
site‐specific and may not be suitable for different geographical locations. Physical models in 
laboratories are therefore crucial and are increasingly relied upon; they are used to

• make up for the lapses in numerical/analytical models, for instance, by providing further 
evidence or support regarding certain processes not indicated,

• provide input data for numerical/analytical models and

• verify and validate numerical/analytical models.

A comprehensive and critical examination of hydraulic fracturing experiments used to explore 
subsurface flow mechanisms is presented. This embodies a detailed depiction of the design 
and conduct of experimental set‐ups meant to assess the role of well and reservoir conditions 
on mechanisms of fracturing and well collapse. This forms the backdrop for a full description 
of a case study encompassing the set-up, execution and implication of a typical hydraulic 
fracturing experiment used in simulating the weakening and disintegration of rocks subjected 
to pressurised conditions. This is illustrated in Section 3.

2. Overview of hydraulic fracturing experiments: composition and 
design considerations

2.1. Specimen

The underlying purpose of hydraulic fracturing experiments is to imitate real‐life field scale 
conditions. Therefore, the initial, boundary and prevailing conditions should replicate the 
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field environment, even though as a miniature version. Key parameters to consider include 
in‐situ stresses, overburden stresses, pore pressure, pore pressure gradient, drawdown, injec-
tion pressure, injection velocity, fluid properties, etc. Creating an environment with the right 
combination of these parameters requires placing the specimen in an enclosure subjected to 
the target condition. Sample materials are either synthesised artificially or cored from natural 
rocks.

Artificial rock materials are made in various ways. In the form of cement mortar, they have 
been derived from a 1:1 mixture of cement and fine siliceous sand or cement and quartz sand 
using a material to water ratio of 40% (2:5) [10–13] or from Portland cement mixed with water 
at a ratio of 40% (2:5) [14, 15]. A mixture of cement, quartz sand and gravel can also be made 
and have been used by Zhao et al. [11] to create materials with glutenite‐like characteristics 
(Figure 1). These are the main constituents of glutenite hydrocarbon reservoirs, which consist 
of air tight low permeability rocks ranging, for instance, between 0.015 and 0.3 mD [16]. This 
type of rock requires stimulation by hydraulic fracturing to instigate a yield of economic value. 
A characteristic constituent of glutenite rocks is gravel. These have a controlling effect on the 
effectiveness of the stimulation process since they affect the geometry and propagation of 
hydraulic fractures [11]. Thermoplastics such as polymethyl methacrylate (PMMA) [1–3] are 
used as alternative artificial specimen materials [17]. PMMA is a transparent homogeneous 
glass‐like material. Its physical properties are documented and its strengths are comparable 
with those of rock. They are easily moulded and their transparency aids visualisation of strain 
and fracture marks. Finally, as will be discussed later, it is possible to make synthetic speci-
mens from glass beads bonded by epoxy resin. Further notes on this are given in Section 3.

In order to imitate naturally fractured rocks, it is possible to instil or cause the generation 
of fractures during the creation of artificial rock specimens. Hydrostone, which has prop-
erties similar to rock, can be used to systematically create pre‐existing fractures with pre-
defined dimensions and inclinations. It is a gypsum product composed mainly of plaster and 
cement. It sets easily and is suitable where joints or fracture planes are to be created  during 

Figure 1. Glutenite showing fracture outlines in black [11].
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casting [18]. Pre‐fractures can also be created by placing different kinds of paper sheet into 
blocks during casting [12]. The papers may vary in material property, thickness or inclination, 
reflecting the characteristics of real life pre‐fractures. Another way of generating pre‐frac-
tures is by heating moulded specimens [13, 14]. This is achieved by placing them in an oven 
for a specific period after curing. For instance, in the work of de Pater and Beugelsdijk [14], 
samples were heated at a temperature of 200°C for 2 weeks, and in the work of Zhou et al. 
[13], samples were heated at a constant temperature of 400°C for 3 hours. As the specimen 
dehydrates, random fractures are developed due to shrinkage which may be comparable to 
discontinuities in real rocks.

Natural rock samples such as shale, limestone, sandstone, rhyolite, granite, etc., may be cut 
from boulders at quarries (e.g. [18]), outcrops (e.g. [19, 20]) or mining sites (e.g. [21]). A com-
parison of hydraulic fracturing mechanisms on assorted types of natural rocks is presented, 
for example, in the work of Zoback et al. [22], Matsunaga et al. [23] and Brenne et al. [24]. The 
following sets of rocks were compared: Ruhr sandstone, Weber sandstone and a South African 
gabbro [22]; coarse‐grained Inada granite, fine‐grained Akiyoshi marble and Komatsu andes-
ite [23]; and marble, limestone, sandstone, andesite and rhyolite [24].

Soil specimens are likewise used in hydraulic fracturing experiments, where the fracture 
morphology, conditions governing the fracturing process and fracture mechanisms are to 
be investigated. Whereas hydraulic fracturing in soils is not well reported, comprehensive 
studies were carried out by Murdoch [25–27], Ito et al. [28] and Omori et al. [29] on samples 
of clay and sand. Murdoch’s work highlighted the dependency of the fracturing mechanism 
on soil water content.

2.2. In‐situ stresses

It is imperative to ensure that the sample is under the influence of stress states similar to natu-
ral reservoir conditions. To achieve this, the sample is subjected to external stresses applied 
either in 2D for a biaxial condition or 3D for a triaxial condition. In‐situ stresses are usu-
ally exerted along the outer boundary of specimens and is applied and monitored through a 
servo‐controlled system. The hydraulic voltage stabiliser can be used to apply in‐situ stresses 
[10] on specimens, which have to be initially placed in a biaxial or triaxial set‐up. As a rule of 
thumb, in‐situ stresses should be applied prior to the introduction of hydraulic fluids.

The state of stress can be established through a loading frame powered directly by a hydraulic 
system [10] or the loading frame may consist of hydraulic pump powered flat jacks, which 
regulate the pressure on the external surfaces [18, 23]. A triaxial pressure machine equipped 
with pistons can also be used [11, 12, 14, 15] (Figure 2). To simulate a desired stress condition, 
the specimen is placed between pressurised pistons with platens furnished with flat spheri-
cal/square sheets for even distribution of pressure. To prevent the generation of shear stresses, 
a Teflon sheet smeared with lubricant is placed between the specimen and the platen. In‐situ 
stresses have been exerted by positioning the specimen in a chamber lined with neoprene 
bladders [25]. When the bladders are inflated with air, pressure is then applied on the speci-
men through the bladder.
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Where hydraulic fracturing experiments are conducted in a cylindrical core holder or triaxial 
cell, in‐situ stresses are created by applying circumferential confining pressures and axial 
loads [20, 24]. In Liberman [20], confining pressure is applied on the specimen through rubber 
sleeves placed between the core specimen and the encasing cylinder. As the pressure between 
the rubber sleeve and cylinder is increased, the same is transferred via the sleeves, which 
grips the sample. In the same assembly, an axially and vertically mounted piston simulates 
the overburden stress through downward movements. The Hoek triaxial cell is an example 
of a cylindrical chamber and is made up of a hollow steel cylinder with threaded detachable 
ends. It is conventionally used to determine the triaxial strength of drill cores and is equipped 
to induce confining and axial stresses, which makes it suitable for hydraulic fracturing experi-
ments (e.g. [24]).

In essence, specimens are shaped in either cylindrical or cubic (block) forms, even though 
more variety of stress systems can be applied on block shapes. If the direction of the principal 
stresses is altered, it is then possible to simulate different tectonic stress regimes on cubic 

Figure 2. Cubic specimen preparation and application of 3D in‐situ stresses [10]. (a) Specimen under curing. (b) Applying 
in‐situ stress in triaxial assembly: plan view. (c) Applying in‐situ stress in triaxial assembly: side view.
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samples [12, 15]. A normal faulting regime is where the major principal stress is vertical (  S  
V
   ) 

such that     S  
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h
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h
   . In the reverse (Thrust) faulting regime, the 

stress field becomes compressive, the major principal stress is in the lateral direction and each 
horizontal stress is individually greater than the vertical stress, i.e.      S  

H
   >  S  

h
   >  S  

V
    [30, 31]. The 

influence of horizontal stress differential on fracturing process is investigated by Blanton [18].

2.3. Pore pressure

As shown by Murdoch [25], it is possible to measure the pore pressure of samples while 
enclosed in the fracturing chamber; however, pore pressure is often not explicitly repre-
sented. Samples may be fully saturated, partially saturated or completely unsaturated. For 
convenience, after curing, samples are initially fully saturated or totally dried. For saturated 
samples, the axial and confining pressure generates the ‘total’ stress, which is the sum of the 
pore pressure and effective stress. If the sample is dry, the pore pressure is nil, so the total 
stress is equivalent to the effective stress. In simulating the fluid pressure within fractures, the 
concept of the ‘net pressure’ is adopted. This is the driving pressure, which influences, to a 
large extent, the fracture dilation and growth pattern. The driving pressure,     P  d  ,    is given as

   P  d   =  P  f   −  S  3    (1)

Where   P  
f
    is the pore pressure of the fracture and   S  

3
    is the minimum principal stress. The pore 

pressure of the fracture must be greater than the minimum principal stress (  P  
f
   >  S  

3
   ) for dila-

tion and fracture propagation to occur. For natural fractures, the stress normal to the fracture 
plane may not necessarily be the minimum principal stress [12].   S  

3
      may then be substituted 

with the stress component perpendicular to the fracture plane,   S  
n
   . Thus, by employing these 

relationships, pore pressure in fractures and the material matrix is implicitly accounted for; 
nonetheless, this precludes the in‐situ pore pressure gradient and drawdown that define the 
spatially variable pore conditions in the lateral and vertical directions.

2.4. Fluid injection

Water is the most common type of fluid used for hydraulic fracturing and is usually mixed 
with a variety of chemical additives depending on the characteristic of fluid mixture desired. 
Additives may serve all or any combination of several purposes including the following: 
friction reduction (e.g. slickwater), thickening (e.g. Guar beans), prevention of microorgan-
ism growth and biofouling (biocides), oxygen removal to check corrosion of pipes and the 
removal of damages caused by drilling mud (acids). The primary function of fracturing fluids 
is to create fractures as well as convey proppants that are placed within the fractures. Silica 
sand, as a natural material, is normally used as a proppant. Artificial proppants are alterna-
tive options and could be in the form of ceramic beads, prepared from sintered bauxite, or 
metal (aluminium) beads.
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For hydraulic fracturing experiments, attempts are made to use fluids with similar character-
istics as those employed in field scale operations. Water‐based fluids are used, with guar gum 
being the only additive, to modify the viscosity of the fracturing fluid [10, 12, 13]. In other 
instances, where the original property of water is to be maintained, it is purified by distillation 
[24] or deionisation [21] to ensure it is demineralised. To study the effect of fluid properties 
(e.g. viscosity), other types of fluids such as oil and drilling mud [20, 22, 23] and glycerine [25] 
may be used to induce fracturing. Glycerine is a viscous liquid that dissolves in water.

The inclusion of proppants in fracturing fluids in any form is rarely practiced in hydraulic frac-
turing experiments. Proppants keep the initiated fractures open as the fluid flows between the 
fracture planes. They are, thus, designed to have sufficient strength in order to keep the fractures 
open after the injected fluid pressure is released. Propped fractures increase the permeability of 
the reservoir rock; however, the relevance of the functionality of proppants has not been con-
sidered as an essential subject of investigation in laboratory hydraulic fracturing experiments.

It is imperative that the fracturing fluids are mixed with tracers so as to easily mark the pat-
tern of fractures. The tracer may be a fluorescent powder as used in the works of Wang et al. 
[19], de Pater and Beugelsdijk [14] and Beugelsdijk et al. [15]; or a dye, as applied by Zhao et 
al. [11] and Murdoch [25].

The fracturing fluid injected through the borehole is controlled in terms of either fluid veloc-
ity/discharge or fluid pressure. The target magnitude of fluid pressure or flow rate is a func-
tion of several factors. The pressure or flow rate must be sufficient to initiate and propagate 
fractures and is usually supplied by a servo‐controlled pumping system (e.g. [10, 11, 13, 19, 
22, 24]). Wang et al. [19] applied constant flow rates from as low as 1e−6 m3/s to as high 
as 1.67e−4 m3/s on shale samples having Young’s modulus and compressive strength up to 
48,610 and 407 MPa, respectively, while in the work of Deng et al. [10], constant injection pres-
sures reaching  ≈   30 MPa were used to propagate fractures in synthetic samples made from 
cement mortar. Blanton [18] employed a pressure intensifier to introduce the fracturing fluid 
at a constant flow rate of 8.194e−7 m3/s (0.05 cu in/s) in order to induce fractures on Devonian 
shale and hydrostone samples. A positive displacement pump was used by Beugelsdijk et 
al. [15] to apply an array of flow rates into cement mortar samples; the results obtained were 
then compared against observations from a base injection flow rate of 8.3e−9 m3/s. A similar 
pumping procedure on cement mortar was implemented by Zhou et al. [13] and Zhou et 
al. [12] to build‐up a maximum injection fluid pressure of 19.28 and 140 MPa, respectively, 
by injecting fracturing fluid at a constant rate of 4.2e−9 m3/s. A range of flow rates between 
8.33e−4 m3/s (5 mL/min) and 4.17e−3 m3/s (25 mL/min), generating up to a maximum fracture 
pressure of  ≈   70 MPa was applied by Alpern et al. [17] on PMMA specimens.

There is no standardised fracturing flow rate or pressure. Certain key considerations deter-
mine the selection of injection flow regimes. These include material strength, fluid property (e.g. 
viscosity), in‐situ stresses, boundary conditions, pore pressure, pre‐existing fractures, wellbore 
orientation, reservoir/underground flow conditions, pre‐existing fluids (e.g. oil, gas, water), 
phenomena to be examined, objectives of the investigation, etc. A cross‐section of injection flow 
rates and pressures adopted in various hydraulic fracturing experiments is presented in Table 1.
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2.5. Duration

Sufficient time must be allowed for fracture initiation and proliferation. The duration of 
individual tests vary and usually depends on the extent of fracturing that has occurred. 
Progression in fracturing can be reliably monitored through the evolution in fluid pressure. 
The breakdown pressure is an indication that fracturing has taken place and the beginning of 
the decline of pressure built up during fluid injection. The test is continued until the decay in 
pressure reaches a stable magnitude. Advancement in fracturing is influenced by the mate-
rial type, fracturing fluid injection flow rate/pressure rate, fracturing fluid viscosity, amongst 
other factors. The time interval for a complete cycle ranges from as low as 50 s (e.g. [24]) to 
more than 15,500 s (e.g. [15]).

The rate of fluid infiltration into rock is determined by the fluid viscosity, the rock permeabil-
ity and porosity. Pressure build‐up is controlled by the fluid injection flow rate and wellbore 
storage, and the time scale is influenced by the fluid injection flow rate and viscosity [14]. 
Because of the variability in viscosities of the different fracturing fluids adopted for hydraulic 
fracturing experiments, the product of the fluid injection rate and its viscosity ( q − μ    value) 

Reference Injection flow rate Injection pressure Sample material Duration

Zoback et al. [22] – 1e−4 to 3 MN/m2/s Natural rocks: sandstone & 
Gabbro

≈100 s

Zoback et al. [22] 2.64e−9 to 6.6e−7 m3/s 9.6e‐2 to 17.1 MN/
m2/s

Natural rocks: sandstone & 
gabbro

≈140 s

Murdoch [25] 3.3e−8 m3/s – Silty clay soil ≈400 s

Liberman [20] 8.3e−7 m3/s – Dolomite & sandstone ≈60–530 s

Liberman [20] 8.3e−8 m3/s – Concrete ≈2500–3750 s

Alpern et al. [17] 8.3e‐8 to 4.17e‐7 m3/s – PMMA –

Brenne et al. [24] 1.0e−7 m3/s – Natural rocks: Marble, 
Limestone, Sandstone, 
Andesite, Rhyolite

≈50–200 s

Matsunaga et al. [23] 6.67e−8 m3/s – Acrylic resin; natural rocks: 
Marble & Granite

≈200 s

Molenda et al. [32] 1.0e−7 m3/s 0.3 MN/m2/s (until 
105 MN/m2)

Natural rocks: Rhyolite & 
Sandstone

≈400–800 s

Beugelsdijk et al. [15] 8.3e−9 m3/s – Portland cement ≈6500–15,500 s

Blanton [18] 8.194e‐7 m3/s – Hydrostone; natural rocks: 
Shale

≈230 s

Zhou et al. [13] 4.2e‐9 m3/s Up to 19.28 MN/m2 Cement mortar ≈1600 s

Zhou et al. [12] 4.2e−9 m3/s Up to 140 MN/m2 Cement mortar –

Wang et al. [19] 1e−6 to 1.67e−4 m3/s Up to 69 MN/m Natural rock: shale, coal & 
sandstone

≈900–5000 s

Table 1. Fracturing fluid injection pressure and flow rates used in hydraulic fracturing experiments.
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is sometimes preferred as a more reliable parameter to control pressurisation and fracture 
geometry [15]. This product has a direct impact on the time scale. The  q − μ   parameter permits 
a clearer interpretation of interrelationships between fracturing fluid flow rate, viscosity and 
fracture geometry. A standardisation of the correlation between these parameters may then 
be possible.

3. Case study: hydraulic fracturing experiments with natural and 
synthetic rocks

Laboratory fracturing experiments are often used to monitor the deterioration and disinte-
gration of rocks under prescribed and controlled simulated sub‐surface reservoir conditions. 
Tests were conducted on series of synthetic and natural rock samples subjected to differing 
operating and boundary conditions. Artificial samples were made, first, using glass beads 
bonded together with diluted epoxy resin to imitate soft permeable rocks low in strength; 
second, using luting cement and; last, with calcium sulphate hydrate (gypsum plaster). 
Limestone was used as natural samples. The early and non‐progressive collapse of the low 
strength and highly permeable synthetic rocks (bonded glass bead materials) illustrates the 
combined effects of permeability and strength on the failure mode. This effect is further high-
lighted during tests on natural rocks possessing relatively lower permeability and higher 
strength. Observed occurrences during the tests show the role of prevailing/operating well 
and reservoir conditions as well as the physical and mechanical properties of materials on 
mechanisms that result in collapse failure.

3.1. Experimental set‐up and methodology

Experiments were mainly conducted at Wolfson Multiphase Flow Laboratory, School of Earth 
and Environment, University of Leeds.

3.1.1. Sample preparation and design

Three sets of samples were used consisting of natural rock specimens and artificially prepared 
(synthetic) specimens. The artificial specimens include materials made from glass beads 
bonded by epoxy resin diluted with acetone. Specimens were also made from samples of lut-
ing cement and calcium sulphate hydrate (gypsum plaster). Natural rock (limestone) samples 
were sourced from Tadcaster, North Yorkshire, United Kingdom.

The synthetic glass specimens were prepared using graded glass beads between 640 and 760 μm 
in diameter (Figures 3 and 5). In order to create adhesion between the particles, an epoxy resin 
was applied. In addition to its bonding properties, epoxy resins possess good quality mechani-
cal properties when left to cure, especially in terms of tensile strength and stiffness. They also 
have good chemical and thermal properties and are waterproof or at least resistant to water 
penetration. Its high stiffness and low permeability may sometimes compromise the properties 
of the bonded assembly, particularly where relatively high permeability, high porosity and low 

An Overview of Principles and Designs of Hydraulic Fracturing Experiments and an Inquiry into...
http://dx.doi.org/10.5772/intechopen.69732

219



stiffness is to be preserved. To attenuate this effect, the epoxy resin was diluted with acetone in 
order to prolong the setting period as well as to reduce the stiffness, at the same time increasing 
its permeability to desirable magnitudes. A second set of artificial specimens consisted of luting 
cement powder, which was set by mixing it with water. Limestone was used as an exemplifica-
tion of natural rock.

Figure 4. Flexible transparent plastic tubing used to cast glass beads.

Figure 3. Graded glass beads a range of diameter between 640 and 750 μm.
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To replicate the moisture content condition typical of reservoir rocks, all the specimens were 
fully saturated. They were fully immersed in water and placed in a vacuum chamber con-
nected to a vacuum pump and operated for several hours to enable the removal of trapped 
air within the material. The glass samples were casted using flexible lightweight plastic tubes 
(Figures 4 and 5) with additional tubing placed at the centre to make it hollow. The diameter 
of the plastic tube is 37 mm, implying that the outer diameter of the samples were the same. 
An inner diameter of 10 mm was created. Figures 5 and 6 illustrate part of the casting proce-
dure and the final dry glass specimens before saturation (Figures 7 and 8).

(a) (b)

Figure 5. Preparation of synthetic rock samples (glass beads bonded with epoxy resins). (a) View 1 and (b) View 2.

(a) (b)

Figure 6. (a) A longitudinal view and (b) an oblique view of the synthetic rock (bonded glass beads).
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Figure 8. The saturation process and removal of trapped air using a vacuum chamber and pump.

Figure 7. An immersed synthetic rock (luting cement), soaked in water before placement in the vacuum chamber.
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3.1.2. Equipment requirement and set‐up

3.1.2.1. Equipment requirement for fracture tests

A comprehensive list of the main equipment utilised at various stages of the experiment are 
as follows:

• Auxiliary equipment: These include moulds (used to produce casts of synthetic speci-
mens), beakers, test tubes, spatulas, vacuum pumps and vacuum chambers.

• Specification of vacuum pump

Model type: MZ 20NT

Serial Number: 34810908

Maximum capacity: 2.3/2.5 m3/h

4.0 mbar

• Equipment for fracture tests:

• Fracturing cell

Type: Triaxial 2-probe resistivity core holder

Specification:

Serial number: CL‐T‐RES‐1.5x6‐5K‐109

Maximum pressure: 5000 Psi

Material: aluminium

Manufacturer: Phoenix Instruments, USA

• CT scanner

Manufacturer: PICKER

Model number: PQ‐2000

Supplied by: Core Lab Instruments, USA

Resolution: (250 × 250 × 1000) μm

• Hydraulic hand pumps: to carry out preliminary hydraulic fracturing tests, especially 
where real time and continuous monitoring is not required.

Type and specification:

Type: ENERPAC P141

Maximum capacity: 10,000 Psi/700 bars

• Computing: A set of computers (at least two) to monitor and control test operations, as 
well as to process the scan images. Computers are also required during material testing.
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• Fracturing fluids:

• Shell Thermia Oil (for exerting the confining pressure)

• Distilled water (for exerting the internal pressure)

3.1.3. Experimental set‐up and test procedure

A cell was used comprising a standard triaxial resistivity core holder (Figure 9), with a core 
diameter = 38 mm. The sample sizes were made to fit the core. The inlet and outlet plugs of the 
cell were linked to a network consisting of two hydraulic pumps (Figure 10): an inlet pump 
that drives and regulates the injection fluid at the prescribed flow rate and pressure through 
the hollow (internal hole) of the specimen when seated within the core holder and another 
pump to drive a continuous flow of fluid around the circumference of the specimen within the 
core, which also exerts a regulated confining pressure. A continuous flow of distilled water 
was injected through the internal hole of the hollow specimen, while a continuous stream of 
Shell Thermia Oil was allowed to flow around the circumference of the specimen. The outer 
fluid pressure was applied via rubber sleeves placed in direct contact with the specimen, with 
the fluid flowing between the rubber sleeves and the metal core casing, creating a mechanical 

(a) (b)

(c)

Figure 9. (a) Components of the triaxial core holder, (b) the cross‐section showing the hole where specimens are placed, 
and (c) the coupled triaxial core holder.
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circumferential pressure. The control and monitoring of the internal and external fluid flow 
rates and pressures was performed using a computer.

To facilitate the real time and continuous monitoring of the deformation and fracturing pro-
cesses within the specimen, the triaxial core holder was placed in a CT scanning machine 
(Figure 11). Periodic scan images together with records of fluid pressure profiles provide the 
relevant results and the premise for their interpretation.

(a) (b)

Figure 10. (a) Layout of pumps and (b) position with respect to the CT scanner.

(a) (b)

Figure 11. CT scanner (a) before the placement of the core holder and (b) after the core holder is kept in position.
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While fluid (Shell Thermia Oil) was pumped through the rubber sleeves to exert an external 
pressure, an internal pressure was also exerted by pumping fluid (distilled water) through 
the hollow section of the specimen. Since the inlet ports are not aligned with the centre of the 
inner hole of the specimen, as shown in Figure 12, fluid flow is not restricted to the hollow 
alone but has the tendency of flowing across the cross‐sectional surface area of the specimen. 
The effect of this is considerably reduced because of the radial and straight grooves that direct 
the flow to the centre (Figure 12). In addition, due to the small sizes of the pores in the speci-
men in comparison to the size of the hollow, fluid flow through the cross‐sectional surface 
area is considered negligible since it is much smaller than that in the hollow. The maximum 
output from each pump is 50 ml/min with a single pump consisting of a pair of cylinders.

The synthetic rock specimen (glass beads) was casted to fit the core holder. The dimensions 
are given as follows: external diameter = 37.8 mm, internal (hollow) diameter = 10 mm and 
length = 100 mm. The test was conducted under an average temperature of 21°C. There was 
no axial loading except that exerted by the contact between the top and bottom cross‐sectional 
surfaces of the specimen and the ram tips. The differential stress condition was therefore 
regarded as being essentially controlled by the confining stress.

3.1.4. Mode of fluid application

For the first batch of tests on the synthetic rock specimens, attempts were made to simultane-
ously and gradually increase fluid pressure at the hollow and circumferential boundary of 
the specimen. Starting with an initial fluid pressure of zero, the magnitude was increased 
in similar increments. The objective was to stabilise the fluid pressure at the inner and outer 

(a) (b)

Figure 12. Ram tips showing the inlet ports where fluid is driven into the hollow of the specimen. (a) Tip with two ports, 
(b) Tip with three ports.
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radial boundaries at a relatively high magnitude, then maintaining this value at the outer 
 boundary while gradually reducing the fluid pressure at the inner boundary in order to create 
a correspondingly increasing pressure gradient. By doing this, the maximum pressure occurs 
at the outer boundary and the minimum pressure at the inner boundary.

For the second batch of tests conducted using samples made from luting cement, the outer 
boundaries (circumferential and cross‐sectional) were kept under atmospheric pressure while 
fluid was continuously injected through the hollow. The pressure of the injected fluid was 
gradually increased. The internal hole of the luting cement specimen was deliberately made 
not to cut through its entire length so as to imitate well bottomhole conditions. A third batch 
of tests was conducted using samples made from calcium sulphate hydrate (gypsum plaster) 
with through internal holes. The gypsum specimen was produced by mixing the dry plastic 
powder with water and allowing it to set (Eq. (2)). The dry gypsum powder is originally 
formed by heating gypsum at temperatures above 150°C to dehydrate it.

  2  CaSO  4   · 4  H  2   O  + Heat →  2  CaSO  4   ·  H  2   O  +  3  H  2   O  (2)

The fourth set of tests was conducted on limestone, which included different specimens dif-
ferentiated by the size of their internal core (7.6 and 21.5 mm). One test was performed on a 
small hollow specimen (7.6 mm) and the other on a larger hollow specimen (21.5 mm). Fluid 
pressure was applied by maintaining the internal pressure at zero and then slowly increasing 
the circumferential pressure until a maximum attainable value was obtained. The internal and 
external fluid pressure records are provided for the first and fourth batches of tests.

4. Result and discussion

4.1. Tests on synthetic rock samples: bonded glass beads

In order to establish a pressure gradient on the core sample, the internal and external fluid 
pressures were slowly and steadily increased (Figure 13) with the intention of gradually 
stepping down the internal fluid pressure after a sufficiently stable high pressure value is 
attained (e.g. 5000 Psi). Three individual sets of test on three different days (Day 1, Day 2 
and Day 3) were successfully performed (Figures 14–17). The synthetic rock samples were 
varied according to their inter‐particle bond strength and stiffness. Specimens with the low-
est values were tested on Day 1. Subsequently, additional specimens were casted. The bond 
strength and stiffness were increased and the test repeated on Day 2. The test was repeated 
again on Day 3 after further increase in inter‐particle bond strength and stiffness. Since the 
glass beads were randomly packed, the porosity for all specimens is estimated to be 40%. It is 
also assumed that their permeability is within the same range. The changes in bond strength 
and stiffness are achieved by altering the mix ratio between the epoxy resin and acetone. A 
reduction in the proportion of acetone directly decreases the bond strength as well as the 
bond stiffness.
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During the incremental administration of fluid pressure, the strength of the synthetic rock 
material contributes to the magnitude of fluid pressure that can be attained. The strength of 
the material limits the maximum fluid pressure that can be applied before failure. Results for 
the weakest specimen (Figure 14) show a complete collapse and closure of the internal walls 
as well as a severe deformation of the external boundaries; this occurred during the applica-
tion of fluid pressure and the establishment of pressure equilibrium between the internal and 
external boundaries.

Although fluid pressure was applied simultaneously and in increments, it was impossible 
to build up pressure beyond a certain threshold, even so, the material was unable to sustain 
the built‐up fluid pressure due to its rapid failure coupled with its high porosity and perme-
ability. Where the strength and stiffness of the material is increased, the maximum allowable 
build‐up pressure increases and the mode of failure differs (Figures 15 and 17). Whereas the 
external circumferential (radial) boundary still remained intact, there was an initial expan-
sion of the inner cavity due to the increasing fluid pressure at this area, which continued 
until material failure and collapse of the cavity (Figure 15). Even when the specimen material 
strength was further increased, a similar occurrence was observed (Figure 17), although the 
expansion of the cavity has been omitted in the scan images. It is observed that the integrity 
and form of collapse failure of specimens with similar porosity and permeability are subject to 
their inter‐particle bond strength and stiffness. For such specimens, failure and collapse may 
occur without the establishment of a pressure gradient. For identification purpose, the levels 
of bond strength and stiffness are categorised as low, medium and high strength.

Figure 13. External and internal fluid pressure during injection (strongest sample).
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(a)

(b)

(c)

Figure 14. (a–c) Scan images of the synthetic rock at different times after collapse (low strength).
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(a)

(b)

(c)

Figure 15. Scan images of the synthetic rock at different times (a and b) before, and (c) after collapse (medium strength).
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Figure 15. Scan images of the synthetic rock at different times (a and b) before, and (c) after collapse (medium strength).
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4.2. Tests on luting cement samples

The second batch of tests was conducted using luting cement. The configuration of the speci-
men and mode of fluid flow/fluid pressure application is different. The cavity of the hollow 
specimen was not extruded through the entire length; rather it was terminated at three quarters 
of the longitudinal section. Fluid was injected continuously into the cavity at increasing pres-
sures using a manually operated hydraulic hand pump (Figure 18). There was no differential 

Figure 17. Scan image of the synthetic rock after collapse (high strength).

Figure 16. Layout of the core holder containing the synthetic rock specimen.
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stress condition as axial and confining loading were not applied. The decision not to apply 
boundary stress conditions was necessary in order to ascertain the location as well as the mode 
of initiation and propagation of fractures during injected fluid pressure build‐up, in cases where 
boundary stresses are neglected. In‐situ and boundary stresses are known to have significant 
influences on the failure of wells and processes controlling fracturing.

Figure 19 illustrates the failure and fracturing pattern. A single fracture initiates at the bottom 
of the cavity and propagates with an orientation perpendicular to the cavity, which eventu-
ally splits the specimen. The mode of fracturing indicates the preferred location of initiation, 
direction and orientation of fractures in the absence of principal stress conditions. It was not 
necessary to obtain scan images.

4.3. Tests on gypsum plaster samples

A similar test was conducted on specimens made from calcium sulphate hydrate (gypsum 
plaster). Whereas the mode of application of fluid flow/pressure and the boundary stress 
conditions were the same as the second batch of tests, the cavity was drilled through the entire 
length of the specimen (analogous to specimens used for the first batch of tests). Figure 20 
shows the set‐up of the tests, also carried out without utilising a core holder. An automated 
hydraulic pump (Figure 10) instead of a manually operated hand pump was used. The ends 

Figure 18. The manually operated hydraulic hand pump.

(a) (b)

Figure 19. Luting cement specimen showing failure and horizontal fracturing at the bottomhole. (a) Longitudinal view, 
(b) Cross‐sectional view.
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of the specimen were sealed with improvised plugs; however, persistent leakages through the 
ends of the specimen prevented sufficient build‐up of fluid pressure during fluid injection. 
Placing the specimen in a core holder could be a viable solution, although the effect of bound-
ary stresses may not be totally eliminated.

The final set of tests was conducted on a natural rock (limestone) involving two specimens 
with different cavity sizes. The specimens used in the first and second tests had cavity diam-
eters of 7.9 and 21.5 mm, respectively (Figures 21–23). Their external diameters were the same, 
given as 37.8 mm. For both tests, the internal and external fluid pressures were raised to 
about 3000 Psi (20.68 MPa) and then the internal fluid pressure slowly reduced while the fluid 
pressure at the outer circumferential boundary was kept constant. The smaller cavity speci-
men was still intact even after the internal pressure was effectively reduced to about 2000 Psi 

Figure 20. Experimental set‐up showing the injection of fluid through a gypsum plaster specimen.

Figure 21. Longitudinal layout of the core holder containing the limestone specimen.
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Figure 22. Scan images of the small cavity limestone specimen at different times during the fluid injection. (a) Early 
stage, (b) Later stage.
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Figure 22. Scan images of the small cavity limestone specimen at different times during the fluid injection. (a) Early 
stage, (b) Later stage.
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Figure 23. Scan images of the large cavity limestone specimen at different times before the initiation of fractures. (a) 
Early stage, (b) Later stage.
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(13.79 MPa), creating a pressure gradient of 1000 Psi (6.9 MPa) over a period of 5 h (Figure 24). 
Figure 22 depicts the outcome of the test. This was clearly not the case for the larger cavity 
specimen. Fluid pressure application on the larger cavity specimen was carried out by main-
taining zero pressure at the cavity while increasing the magnitude of the outer boundary fluid 
pressure. Fracture initiation and the eventual collapse of the cavity wall occurred followed by 
a rapid drop in the circumferential pressure from 5056 to 29 Psi (34.86 to 0.2 MPa) (Figure 25). 
The initial state of the specimen and the progression in fracturing and collapse of the speci-
men is illustrated in Figure 26. The discrete element method (DEM) numerical simulation of 

Figure 24. External and internal fluid pressure during injection (small cavity limestone specimen).

Figure 25. External and internal fluid pressure during injection (large cavity limestone specimen) [33].
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this phenomenon is demonstrated in the work of Sousani et al. [33]. In these two cases, the 
difference in the mode of pressure loading does not significantly affect the behaviour of the 
specimen.

(a)                                                                                                           (b)

(c)                                                                                        (d)

(e)                                                                                                            (f)

Figure 26. Scan images of the large cavity limestone specimen: fracture initiation and various times of collapse of the 
cavity wall. (a) Stage 1 (fracture initiation), (b) Stage 2, (c) Stage 3, (d) Stage 4, (e) Stage 5, (f) Stage 6.
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5. Summary remarks

Hydraulic fracturing experiments are often conducted at the laboratory scale involving min-
iature samples representative of outcrops or reservoir rocks. The set‐up and implementation 
of these tests entail subjecting the rock specimen to initial and boundary conditions, as well 
as wellbore operating settings similar to those obtainable at the field scale. The accuracy of 
each set of tests is highly dependent on the propriety of design considerations and the appli-
cation of influencing conditions. Six key elements are identified as crucial to the successful 
physical modelling of the hydraulic fracturing process. These are given as follows: specimen, 
in‐situ stresses, pore pressure, fluid injection, duration, and visualisation and monitoring. It is 
 crucial that the appropriate type of each element and/or combination of elements be adopted 
in order to truly reflect actual conditions.

Hydraulic fracturing experiments carried out on a variety of synthetic and natural rock sam-
ples illustrate a fracturing and collapse failure behaviour predominantly influenced by the 
material mechanical and physical properties, boundary conditions, as well as the mode of 
application of injection fluids. For soft rocks that are highly permeable, it is generally difficult 
to attain significant pressure build‐up and the inward collapse of the cavity combined with a 
severe deformation of the material within the outer radius is imminent, occurring irrespective 
of the existence of a pressure gradient. Where the material strength and stiffness is increased, 
the maximum allowable build‐up fluid pressure increases, the integrity of the outer radius 
away from the cavity is more likely to be maintained and the process of failure at the cavity 
is such that there is an initial expansion prior to the collapse of the cavity. The size of cav-
ity plays a major role. Larger size cavities are considerably less stable than small cavities. 
Furthermore, where externally applied stresses are negligible, initiation and propagation of 
fractures will always occur perpendicularly to the axis of the cavity.

During the drilling of wells, it is suggested that considerations be given to the mechanical 
and physical properties of materials, especially at the immediate surroundings of wellbore. 
In addition, optimum well cavity sizes that would minimise the risk of failure and collapse 
should be determined.
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