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Preface

Based on molecular predictions, there is some evidence to suggest that fungi evolved over 1
billion years ago, and their associations with plants most likely began over 425 million years
ago when plants began to colonize land. There are well over 10,000 fungal species known to
be associated with living plants, and they range from beneficial to pathogenic. Fungal plant
pathogens if not controlled one way or the other can have devastating impacts on biodiver‐
sity, forest structure and dynamics, commercial plantations, agro forestry and urban envi‐
ronments. This is especially in the case with introduced (exotic) pathogens. A well-known
example is that of Cryphonectria parasitica , a fungus native to Asia, which was introduced
into the United States at the beginning of the 1900s. This fungus, a mild pathogen in its areas
of origin, resulted in the near extinction of North American chestnut trees ( Castanea dentata )
after its introduction to the United States. Today, a once-dominant canopy tree in the East‐
ern United States has been reduced to a low-growing shrub, and the entire ecology of the
forests has been changed, impacting on animals, other trees and humans. The impact on
plantation forestry species and agricultural crops can be equally severe, and with the in‐
creased movement of humans and plant products around the world, more and more pests
and diseases are being moved to areas where they previously did not occur.

The book takes a look at the fungal pathogenicity, resistance behavior of fungal biofilms and
its mechanisms, different categories of fungal infection and colonization patterns with exam‐
ple relevant to soybean and characteristics of white rob of corncob and head smut of maize
such as cycle, pathogenicity factors, control methods and biotechnological potential of fungi
involved in this processes are also described; in addition, the book focuses on the abilities of
chitosan and its derivatives to elicit resistance reactions in plants and its action in the pro‐
duction and viability of fungal spores. Furthermore, this book gives an insight into the mode
of actions of single constituents of different essential oils depending on different case stud‐
ies, reviewing the technical selective methods and investigating potential effects of PEOs in
controlling plant pathogens. In addition, this book also describes the importance of synthetic
peptides as an alternative tool for the diagnosis of cryptococcosis. Finally, in the last chapter,
a survey of fungal diseases occurring on trees of Namibia is described, which can be used to
develop a catalogue of fungi associated with diseases of crops and trees in Namibia forest
and of possible control methods.

I hope the book’s comprehensive and insightful content serves well for all the readers.

Associate Prof Dr Sadia Sultan
Faculty of Pharmacy

Atta-ur-Rahman Institute for Natural Products Discovery (AuRIns)
Universiti Teknologi MARA, Malaysia





Chapter 1

Biofilm Formation as a Pathogenicity Factor of Medically
Important Fungi

Taissa Vieira Machado Vila and Sonia Rozental

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/62768

Abstract

To cause disease, the infectious agent makes use of both invasiveness factors—the patho‐
gen virulence factors—and the ability to resist and evade the host immune system. The
success of the infection process is the result of a complex equation involving pathogen in‐
teraction with the host, wherein the expression of several virulence factors (and not just
one or the other) will favor the establishment of the pathogen in the host. Fungal patho‐
gens are frequently associated with biofilm formation.

Biofilms are communities of microbial cells adhered to a biotic or abiotic surface and sur‐
rounded by an extracellular matrix secreted by the biofilm cells. Pathogenic fungi are ca‐
pable of forming biofilms inside patients, which is often related to invasive and drug-
resistant fungal infections. The most dangerous characteristic associated with biofilm
development is the increased resistance of biofilm cells to antifungal drugs, which results
from a multifactorial association of mechanisms. General properties of fungal biofilms,
resistance behavior and its correlation with pathogenicity are discussed in this chapter.

Keywords: Fungal biofilms, Candida, Aspergillus, Extracellular matrix, Resistance, Fungal
Infection

1. Introduction

Since the seventeenth century, biofilms have been described in multiple systems. Most bacteria
preferentially grow as biofilms, in all self-sustaining aquatic ecosystems, and these sessile
bacterial cells differ deeply from their planktonic counterparts (cells in suspension) [1]. The
definitions of biofilm have evolved over the years, in parallel to the advances of the biology
area and research studies on the subject. The definition used today was proposed by Donlan
and Costerton in 2002, and it describes a biofilm as a microbial community in which the cells

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



are connected to a substrate, or to each other, embedded in a extracellular matrix of polymeric
substances (produced by themselves) and exhibit an altered phenotype regarding the rate of
growth and transcription of genes [2].

In fungi, the ability to colonize surfaces and to form biofilms was initially demonstrated for
Candida albicans and Saccharomyces cerevisiae, in the 1990s and early 2000s [3, 4]. However, the
growing awareness on the importance of fungal biofilms can be confirmed by the increased
number of publications upon biofilm formation by other Candida species [5–7], as well as other
yeasts that cause opportunistic infections and pneumonia in humans, such as Malassezia
pachydermatis [8], Rhodotorula sp. [9], Trichosporon asahii [10], Blastoschizomyces [11], Pneumo‐
cystis spp. [12] and Cryptococcus neoformans [13]. Moreover, the ability to form biofilms has also
been demonstrated in several filamentous fungi, including Aspergillus fumigatus [14] and
Fusarium spp. [15], in fungi that cause endemic mycoses such as Histoplasma capsulatum [16],
Paracoccidioides brasiliensis [17] and Coccidioides immitis [18] and in zygomycetes such as
Mucorales [19].

Until now, several superficial reports about the ability of a wide range of fungal species to
form biofilms in vitro and in vivo have popped up, demonstrating that this is possibly due to
a favorable lifestyle organization used by most medically important fungi. Deeper knowledge
about those biofilms is still a challenge. As they account for the first and second leading fungal
infections on hospitals, Candida and Aspergillus biofilms are the most studied examples.
Therefore, the next sections of this chapter highlight the most important features of Candida
and Aspergillus biofilms, as they are known up to this date. An additional section will sum‐
marize recently published features of biofilms of other species of fungi.

2. Candida spp. biofilms

Candida spp. are often identified as the causative agent of candidemia, hospital pneumonia
and urinary tract infections and, almost invariably, these infections are associated with the use
of a medical device and biofilm formation on its surface [20]. The most commonly colonized
medical device is the central venous catheter (CVC), used for administration of fluids, nutrients
and medicines [21]. The infusion fluid or the catheter may be contaminated, but, more often,
yeasts are introduced from the skin of the patient or the hands of health professionals [21].
Alternatively, these yeasts can migrate into the catheter from a pre-existing lesion. However,
if Candida spp. that colonize the gastrointestinal tract as a commensal start to develop a
pathogenic behavior, they are able to penetrate the intestinal mucosa, spread through the
bloodstream and, then, circulating yeast may colonize the catheter endogenously. This could
be a common dissemination mechanism in cancer patients because cancer chemotherapy leads
to damage to the intestinal mucosa [22]. In non-neoplastic patients, infected catheters are the
most important source of bloodstream infections followed by widespread invasive candidiasis.
The catheter removal is recommended in patients with disseminated Candida spp. infection to
facilitate disinfection of the blood and to improve prognosis [23–25].
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Candidemia and other forms of invasive candidiasis (i.e., infection involving normally sterile
sites) are the most prevalent invasive mycoses worldwide [20, 26] with mortality rates close to
40% [27, 28]. Candida albicans is the most commonly isolated species; however, in the past few
decades, several surveillance studies reported an increased incidence of infections caused by
Candida non-albicans species (CNA), like C. glabrata, C. parapsilosis, C. tropicalis, C. krusei, C.
guilliermondi and C. lusitaniae [29, 30]. This epidemiological swift is of utmost importance because
resistance to fluconazole and echinocandins (two of the three antifungal options in the clinical
practice) has been shown to be more common in CNA species compared with C. albicans [31],
especially due to some CNA species that are inherently resistant to antifungals, such as C. krusei
to fluconazole [31], or have a greater propensity to develop antifungal resistance, such as C.
glabrata  [32, 33]. Candida  spp., including C. albicans  and the main CNA species related to
candidemia, can colonize surfaces and develop biofilms, as demonstrated by several in vitro
and in vivo studies [6, 34–38]. C. albicans is the third leading cause of catheter-related infec‐
tions, the second main cause of colonization-followed-by-infection [39, 40] and the mortality
rate in patients with candidemia associated to catheter use is as high as 41% [41, 42].

Candida biofilm development can be didactically described in four sequential steps (Figure 1):
(a) adherence—initial phase, in which the yeast in suspension and those circulating (planktonic
cells) adhere to the surface, first 1–3 h; (b) intermediate phase, concerning the development of
biofilm, 11–14 h; (c) maturation phase, in which the polymeric matrix completely soaks all
layers of cells adhered to the surface in a three-dimensional structure, 20–48 h; (d) dispersion,
in which the most superficial cells leave the biofilm and colonize areas surrounding the surface,
after 24 h [43].

Figure 1. Candida biofilm development model: (a) initial phase of adherence, in which the yeast in suspension (plank‐
tonic cells) adhere to the surface; (2) intermediate phase, accounts for growth of colonies and initial extracellular matrix
secretion; (3) maturation phase, in which the ECM completely soaks all layers of cells adhered to the surface in a three-
dimensional structure. After maturation, dispersion events, when the most superficial cells leave the biofilm and colo‐
nize areas surrounding the surface, may occur.

The mature biofilm consists of a dense network of cells in the form of yeasts, hyphae and
pseudohyphae (Figure 2A) soaked by polymeric extracellular matrix and with water channels
between the cells, which facilitate the diffusion of nutrients from the environment through the
biomass to the lower layers and which also allow the elimination of waste [43–45].
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Biofilms of CNA species are less complex in structure because true-hyphae is not present,
culminating in a biofilm formed predominantly by yeasts (C. parapsilosis and C. glabrata
biofilms, Figure 2B and 2C, respectively) or, as observed for C. tropicalis, a mix of yeasts and
some pseudo-hyphae [35].

Figure 2. Scanning electron micrograph of in vitroCandida spp. biofilms. (A) Candida albicans biofilms, formed by a
dense network of cells in the form of yeasts, hyphae and pseudohyphae. (B) Candida parapsilosis biofilm, formed mainly
by yeast cells, either round or elongated in shape; (C) Candida glabrata biofilm, formed exclusively by smaller, spherical
yeast cells.

Biofilms of Candida spp., formed using in vivo models, seem to follow the same sequence of in
vitro formation [36]; however, maturation occurs more rapidly and the final thickness is
increased. Mostly, C. albicans forms bi-layered biofilms, with a bottom layer formed of yeasts
tightly attached to the surface and upper layers formed by hyphae; however, the final
architecture of the biofilm is variable and depends, in part, on the substrate on which it is
formed and on the growing conditions [43].

3. Aspergillus fumigatus biofilms

Aspergillus spp. are filamentous fungi and their spores are commonly found in soil, water and
decaying organic matter. Many species have been identified in nature, but a small portion is
recognized as causative agents of aspergillosis, and associated with human infections, being
Aspergillus fumigatus, Aspergillus flavus, Aspergillus niger, Aspergillus terreus and Aspergillus
nidulans the most clinically relevant species.

Hundreds of A. fumigatus conidia are inhaled daily and reach the alveoli of the human host.
In immunocompetent individuals, conidia are efficiently eliminated by pulmonary macro‐
phages. However, depending on the immune status of the host or predisposing conditions, A.
fumigatus can lead to the development of disease in immunocompetent patients as in aspergi‐
loma patients with pre-existing pulmonary cavities or chronic obstructed sinuses (generated
by tuberculosis, bronchiectasis or cystic fibrosis), in allergic rhinitis mediated by immunoglo‐
bulin E, in pneumonia and in allergic bronchopulmonary aspergillosis (ABA; clinical condition
developed by patients with cystic fibrosis and asthma caused by A. fumigatus antigens). In
immunocompromised patients, the pulmonary infection can spread into the bloodstream
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(invasive pulmonary aspergillosis; IPA) leading to the involvement of multiple organs.
Invasive aspergillosis (IA) is the major infectious cause of morbidity in deeply immunocom‐
promised patients, especially post-transplant and/or with prolonged neutropenia; and
mortality rates range from 40–90% [46]. A. fumigatus is responsible for approximately 90% of
cases of IA [17, 47] and is, therefore, the most studied species. The initial establishment of
chronic A. fumigatus infection involves the germination of conidia into mycelia and then
subsequent invasion of the mycelial structure into pulmonary epithelial and endothelial cells
[48]. In 2007, Beauvais et al. used scanning electron microscopy to show that the aerial hyphae
of the mycelial colony formed over pulmonary cells were bounded together by a dense
hydrophobic ECM, and that those colonies were more resistant to amphotericin B than liquid-
submerged colonies, raising the hypothesis of biofilm formation during pulmonary Aspergil‐
lus colonization [49]. Confirmation was published by the same group, in 2010, using an in
vivo model to demonstrate and characterize the presence of mature A. fumigatus biofilms
(composed of hyphae covered with extracellular matrix) in aspergilomas and during the
development of disseminated aspergilosis [46].

Following the first report in 2007, several studies demonstrated that A. fumigatus is able to
grow as biofilms under in vitro conditions on polystyrene microtitre plates seeded with both
human bronchial epithelial cells and cystic fibrosis (CF) human bronchial epithelial cells [50–
52]. Later on, A. fumigatus adherence and colonization of medical devices such as catheters,
prostheses, cardiac pacemakers, heart valves and even breast implants have been extensively
described [17, 53–55].

Compared to C. albicans,  biofilm development is slower for Aspergillus,  as a lag phase of
approximately 10 h (conidial adhesion and germination) stands between the initial conidial
seeding and the formation of an initial monolayer (early phase, 10–16 h). Then within the
next  few  hours,  intense  hyphae  grow  and  ECM  secretion  leads  to  increased  structural
complexity (intermediate,  48 h),  culminating with a  dense and mature biofilm after  72h
(maturation phase) [50, 51].

Despite the lack of clinical studies substantiating A. fumigatus biofilm development in vivo,
evidence such as high mortality in neutropenic cancer patients suffering from IA (40–90%) [46]
and resistance of chronic infections to potent antifungal drugs in vitro [51, 56, 57] clearly
indicates the formation of A. fumigatus biofilms in vivo. Additionally, histological and micro‐
scopic examination of bronchopulmonary lavage samples from the lungs have revealed the
presence of numerous A. fumigatus hyphae in the form of dense intertwined mycelial balls or
grains, referred to as mycetoma, which is similar to the biofilms formed by Candida species in
vivo [36]. In fact, in 2009, Mowat et al. raised the discussion whether mycetomas should be
considered biofilms [14].

4. Biofilms of other medically important fungi

Cryptococcosis, caused by yeasts of the genus Cryptococcus sp., is the third most prevalent
disease in HIV-positive individuals. It is estimated that one million cases per year are associ‐
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ated with cryptococcosis in HIV-positive patients worldwide [58]. Infection by Cryptococcus
occurs through inhalation of yeast spores in the environment and is considered a primary
pulmonary infection that may progress to disseminated infection. Disseminated infection can
affect the central nervous system (CNS), causing more severe forms of the disease like
meningitis, encephalitis or meningoencephalitis [58]. More than 600,000 deaths are attributed
to the 1 million new cases of cryptococcal meningitis that occur every year [59].

The main pathogenic species to humans are C. neoformans and C. gatti, with C. neoformans being
the agent of opportunistic infections while C. gatti may also affect immunocompetent hosts.
Cryptococcus sp. yeasts are able to colonize and form biofilms over various prosthetic devices
such as peritoneal dialysis fistulas, hip prostheses and heart valves [55]. These biofilms include
yeast cells with a vast amount of polysaccharide composing the extracellular matrix respon‐
sible for preventing its eradication by environmental agents and antimicrobials. Because
Cryptococcus sp. in essentially an environmental fungus that adapted to the human host,
biofilm formation is an expected survival strategy in harsh environmental conditions (e.g.,
ultraviolet light, dryness and natural antimicrobial substances). There are only a few studies
on biofilms of Cryptococcus sp.; however, it is known that their formation is dependent on the
presence of their polysaccharide capsule, mainly composed of glucuronoxylomanana (GXM),
since anti-GXM antibodies specifically inhibit biofilm formation [60].

Invasive infections caused by Candida spp., Cryptococcus spp. and Aspergillus spp. are more
frequently observed; however, other rare opportunistic fungi such as filamentous hyaline
fungi (Fusarium spp., Acremonium spp. and species from the Pseudallescheria/Scedosporium
complex) may also cause diseases that may vary from superficial to life-threatening invasive
infections that may be fatal for immunocompromised individuals.

Fusarium species are common soil saprophytes and also important pathogens of plants and
humans, causing superficial, invasive or disseminated infections. Twelve species are associ‐
ated with human infections, and Fusarium solani, Fusarium oxysporum, Fusarium verticillioidis
and Fusarium moniliforme are the most important species in the human infection context [61].
As with aspergillosis, the clinical form of Fusarium depends on the immune status of the host.
Among immunocompetent hosts, keratitis and onychomycosis are the most common infec‐
tions; therefore, in immunocompromised hosts, disseminated fusariosis is the second most
common infection with filamentous fungus and affects especially patients undergoing therapy
with high-dose corticosteroids with severe and prolonged neutropenia, in which a mortality
rate up to 100% can be observed [61]. Fusarium spp. is also a major cause of microbial keratitis,
and the formation of biofilms has been suggested as a contributing factor in recent outbreaks,
especially associated with the use of contact lenses [62]. In addition to eye infections, Fusari‐
um sp. is also commonly isolated as the causative agent of onychomycosis. In nails, fungal cells
generally form thick biomasses, containing embedded elements in a fungal extracellular matrix
[63]. Several factors, including the firm adhesion to the nail plate, the presence of “persister
cells” and the difficulty of eradicating the infection, suggest that biofilms are an important
factor in the pathogenesis of onychomycosis [64]. Fusarium biofilm formation on polyestyrene
surfaces, contact lenses and over human fingernails has been demonstrated in vitro and in
vivo [15, 65–67] and may possibly occur on other medical devices, contributing to the high
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5. Biofilm resistance behavior

Currently, antifungal therapy is based on four major classes of antifungal drugs: the polyene
agents, azoles, allylamines and echinocandins. However, the therapeutic arsenal is limited by
several problems, including selectivity, toxicity and development of resistance. Considering
invasive mycoses, options are even more restricting, comprising amphotericin B, fluconazole
(with several restrictions), itraconazole and voriconazole being the most suitable drugs.
Although amphotericin B is considered to be the gold standard drug for these infections, its
high degree of hepatotoxicity and nephrotoxicity [68] may turn it unacceptable for most
patients predisposed to invasive fungal infections. Furthermore, some Candida species such as
C. krusei and C. glabrata show less susceptibility to azole agents, which can lead to a therapeutic
failure and often to death of the patient [32, 33]. From a clinical standpoint, resistance is the
persistence or progression of an infection despite adequate medical therapy [69].

Fungal infections associated with biofilm formation are often poorly susceptible or even
refractory to conventional antifungal therapies, which implies the need for higher dosages—
not always possible, as discussed above—or antifungal combination therapy for better
penetration of drugs in biofilms. The ineffectiveness of the azole antifungals and classical
formulations of amphotericin B (deoxycholate) against biofilms of Candida spp. was demon‐
strated by several groups over the past few years [70–72], whereas only the echinocandins and
lipid formulations of amphotericin B showed good activity against biofilms of C. albicans and
C. parapsilosis [71]. Similarly, Cryptococcus neoformans and C. laurenttii biofilms were resistant
to all tested azoles (itraconazole, fluconazole and voriconazole) [73, 74], but were susceptible
to amphotericin B [74]. Importantly, biofilms of A. fumigatus were resistant to both voriconazole
and echinocandins (anidulafungin and caspofungin) in two published studies [57, 75], being
amphotericin B the only available antifungal drug with demonstrated activity against A.
fumigatus biofilms available for clinical use [75]. Finally, F. solani and F. oxysporum in vitro
biofilms also showed reduced susceptibility to all tested antifungal agents, including ampho‐
tericin B, voriconazole, itraconazole and fluconazole [66, 76]. Thus, the current scenario shows
the scarcity of drugs available for the treatment of invasive fungal infections derived from
biofilms, which are increasingly frequent in the hospital environment and frequently associ‐
ated with severe clinical conditions.

6. Biofilm mechanisms of resistance

According to the definition of a biofilm, the cells that compose this structure have an altered
phenotype and differ from the planktonic cells (free-floating cells) in the expression of genes,
rate of growth and also in its susceptibility to antifungal agents. The increased resistance to
antifungals in Candida spp. grown as biofilms, in comparison to its planktonic forms, is the
most medically relevant behavioral change associated to biofilms in the clinical setting [77].
Multiple mechanisms have been suggested to explain the increased antifungal resistance of
the biofilm, including cell density, alteration of drug targets, expression of drug efflux pumps,
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the extracellular matrix and presence of persistent cells [55, 77–81]. Each of these mechanisms
will be addressed separately in the next paragraphs, in the context of our chosen biofilm model
(C. albicans), and recent finds concerning other fungi will be inserted when appropriate.

7. Cell density

The biofilm architecture is highly ordered to allow the infusion of nutrients and waste
expulsion. Mature biofilms, even having high cell density, exhibit spatial heterogeneity with
microcolonies and water channels, common feature of both biofilm bacteria and fungi [55]. It
has been shown that both planktonic cells and cells resuspended from biofilms exhibit
sensitivity to azoles when the cell density is low (103 cells/ml) and became more resistant when
cell density is increased ten-fold [78]. It is believed, therefore, that the cell density is an
important resistance factor within complex biofilms, particularly to azoles.

8. Drug target alteration

The antifungal agents of the azole class, including fluconazole, itraconazole, voriconazole and
posaconazole, act by inhibiting sterol 14-α-demethylase enzyme encoded by ERG11 gene. The
main target of azoles, Erg11p protein, can develop point mutations or be overexpressed,
reducing the drug activity and culminating in an ineffective treatment. Treatment of C.
albicans biofilms with fluconazole induces upregulation of genes encoding enzymes involved
in the ergosterol biosynthesis (CaERG1, CaERG3, CaERG11 and CaERG25), this feature being
even more pronounced in biofilms exposed for longer periods (22 h). Yet, treatment of C.
albicans biofilms with amphotericin B results in increased expression of CaSKN1 predomi‐
nantly and a modest upregulation of CaKRE1 (both related to the cell wall) [82]. Upregulation
of genes from the ergosterol biosynthetic pathway were also reported in biofilms of C.
dubliniensis [83] and C. parapsilosis [84] and in a in vivo model of C. albicans biofilms using central
venous catheters [85]. Additionally, the analysis of sterol composition of the biofilm cells of
C. albicans has shown that the levels of ergosterol (the main sterol of fungal cell membrane)
were significantly lower in the intermediate stages (12 h) and maturation (48 h) compared with
the initial phase (6 h) of biofilm development [81]. Changing ergosterol exposition in the
membranes of biofilm cells could explain their resistance both to azole agents as to polyenic,
targeting the ergosterol molecule.

9. Drug efflux pumps expression

The primary molecular mechanism leading to resistance to the azoles, in C. albicans, is the
increased efflux of the drug, mainly mediated by transporters from the ABC family and the
MFS facilitators superfamily. The ABC transporters (ATP Linked), in C. albicans, constitute a
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multigene family, which includes multiple genes CDR (CDR1-4). Among the MFS family
members, whom are secondary carriers and use the proton motive force, the MDR1 gene
encodes an important mediator, which has been implicated in the resistance of C. albicans
exclusively against fluconazole [55]. Various antifungal agents may be substrates for these
pumps, and, therefore, its overexpression can lead to cross-resistance between different drugs,
particularly azoles.

The increased expression of genes encoding drug efflux pumps has been reported in C.
albicans [77, 79, 81], C. glabrata [86] and C. tropicalis [5] biofilms. Interestingly, the expression
of CaCDR1, CaCDR2 and CaMDR1 is differentially regulated during development of the
biofilm and after its exposure to antimicrobial drugs [77, 81, 87, 88]. Using C. albicans single,
double and triple mutants for the main efflux pump genes (Δcdr1, Δcdr2, Δmdr, Δcdr1/Δcdr2
and Δmdr/Δcdr1/Δcdr2), Mukherjee and colleagues (2004) demonstrated that 6 h after
formation, biofilms of double and triple mutants were 4–16 times more sensitive to fluconazole
than biofilms of the wild type, while the biofilm from all strains become highly resistant to this
azole after 12 and 48 h of development [81]. The lack of involvement of efflux pumps in mature
biofilm resistance has been previously demonstrated by Ramage et al., also using C. albicans
strains [77]. Collectively, the available literature supports the hypothesis that efflux pump
overexpression is an important, but not exclusive, determinant of fungal resistance to azoles
biofilms and may play an important role in the initial phases of biofilm development. Their
primary function may be to allow the first cells to establish within complex environments and
to protect them from acute toxicity, thus ensuring the permanence of these cells and allowing
the biofilm to start to grow [81]. In the clinical setting, early exposure to azoles can, then,
increase the expression of efflux pumps in early-established cells and contribute to induce
clinical resistance.

10. Role of the extracellular matrix of the biofilm in resistance

In most biofilms, the population of microorganisms corresponds to 10% of the total mass and
the extracellular matrix (ECM) corresponds to 90%. The ECM is a key biofilm component,
which exerts a physical barrier function, protecting the cells from environmental factors such
as host immunity and antifungal agents [21]. In 2004, Al-Fattani and Douglas demonstrated
that, although the diffusion of small molecules can be hampered by the presence of a dense
ECM, reducing the penetration of antifungal drugs does not play a key role in biofilm resistance
[89]. Recent studies have provided new insights suggesting that the chemical composition of
the ECM and its regulation may play the central role in resistance.

The overall composition of the ECM of C. albicans biofilms was first characterized by Baillie
and Douglas [90] and confirmed later by Al-fattani et al. [89]. Recently, an extensive analysis
of the ECM composition of C. albicans biofilms was published, where proteins appear as the
major component (55%), followed by carbohydrates (25%), lipids (15%) and nucleic acids,
mostly e-DNA (5%) [91]. Nuclear magnetic resonance (NMR) of exopolysaccharide fractions
detected three major polysaccharides, similar to those found in the cell wall, but in quite
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different relative abundance. While β-1,3-glucan is the most abundant polysaccharide in the
cell wall of C. albicans planktonic cells, the amount of β-1,3-glucan present in the ECM of its
biofilms was surprisingly low. The most abundant polysaccharides are, actually, mannans and
α-1,6-1,2-branching mannans, which appears to be associated with β-1,6-glucans, forming a
glucan-mannan complex [91]. Much less is known about the ECM composition of biofilms of
other Candida species and or fungi. Therefore, ECM may also resemble cell wall components
in other species, as demonstrated for A. fumigatus, in which ECM is composed of galacto‐
mannan, α-1,3-glucans, galactosaminogalactan, monosaccharides and polyols, melanin and
proteins [49].

The contribution of the β-1,3-glucan for the biofilm resistance in C. albicans was confirmed by
a series of studies, which demonstrated that (i) the digestion of β-1,3-glucan residues by the
addition of β-1,3-glucanase significantly improved the in vitro anti-biofilm activity of both
fluconazole and amphotericin B drugs; (ii) the addition of exogenous ECM and/or β-1,3-glucan
residues reduced the in vitro antifungal activity of fluconazole against C. albicans planktonic
cells [92], resembling a biofilm-like behavior by the presence of the ECM. Also, β-1,3-glucan
is responsible for sequestering all major drugs from the ECM environment, including azoles,
echinocandins, polyenes and pyrimidines [93–95], behaving like a “drug sponge” and
contributing to the increased resistance of the biofilm. A recent study published by Dr. Andes
group (2014) upon this subject suggests that the most abundant polysaccharide in the ECM is
not β-1,3-glucan (as previously thought), but a polysaccharide complex comprising an
association of glucan-mannan residues, which is also capable of binding to fluconazole
molecules and contributes to the resistance [91]. The work emphasizes that, most possibly, a
large proportion of polysaccharides in the ECM may act as drug-sequestering molecules and
contribute to biofilm resistance to antifungal agents.

In addition to polysaccharides, the extracellular DNA (eDNA) present in ECM of C. albicans
biofilms also appears to have a role in resistance to non-azole agents. This feature was
confirmed by Martins and colleagues, in 2010 and 2012, using DNase enzymes in association
with antifungal drugs and confirming that destroying the eDNA with the enzyme led to an
increased in vitro anti-biofilm activity of polyenes and echinocandins, but not azoles [96, 97].
Studies by Rajendran et al. have now also demonstrated that eDNA is also an important
structural constituent of A. fumigatus ECM and plays an important functional role in main‐
taining the structural and architectural integrity of its biofilms. Furthermore, in this species,
the release of eDNA by autolysis in biofilms is significantly associated with the levels of
antifungal resistance, suggesting that eDNA plays an important role in A. fumigatus biofilm
resistance to antifungals [98].

Other than physical components, transcription factors that regulate glucan synthesis and
hydrolases are also associated with biofilm resistance. The CaZAP1 transcription factor is a
negative regulator of the release of soluble β-1,3-glucan for the ECM in C. albicans biofilms.
Yet, a group of alcohol dehydrogenases (CaADH5, CaCSH1 and CaLFD6) is associated with
the production of ECM as they act as “quorum sensing” molecules, coordinating the matura‐
tion of biofilm [99]. In general, ECM production in C. albicans biofilms is highly regulated and
is a key factor for resistance.
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The ability to form in vitro biofilms containing ECM and its participation in the resistance has
been described in other Candida species, including C. glabrata, C. parapsilosis, C. tropicalis, and
C. dubliniensis [35] and, also, in other fungi, such as: Cryptococcus neoformans, C. gattii, Pneu‐
mocystis spp., Blastoschizomyces capitatus, Malassezia pachydermatis, Saccharomyces cerevisiae,
Rhizopus oryzae, Lichtheimia corymbifera, Rhizomucor pusillus and Apophysomyces elegant,
Rhodotorula spp., Aspergillus fumigatus, Histoplasma capsulatum, Paracoccidioides brasiliensis,
Coccidioides immitis, Fusarium, Trichosporon asahii and Mucorales (Revised in [17, 55]), corrobo‐
rating the hypothesis that the ECM plays a critical role in fungal resistance and is one of the
most significant mechanisms and regulated in the resistant phenotype of biofilm.

11. Persister cells

Persister cells are an important mechanism of tolerance in chronic infections and recently have
received special attention in fungi biofilms [55]. By definition, these cells are “dormant variants
of regular cells inside a microbial population that are highly tolerant to antibiotics” [100]. The
main disruptive effect of antifungal agents in the cells relates to its interference with metabolic
processes (synthesis of cell membrane, cell wall or DNA). The main characteristic of a “dor‐
mant” or “persister” cell is the reduction of its metabolism and cell division. So, because they
are not metabolizing substrates and not dividing, these cells are no longer a target for the
antifungal and become tolerant to its presence [100]. The presence of persister cells has been
demonstrated in biofilms of C. albicans, C. krusei and C. parapsilosis treated with amphotericin
B [101]. In an evidentiary study, re-inoculation of biofilm cells that survived the treatment with
amphotericin B produced a new biofilm with a new subpopulation of persistent cells, sug‐
gesting that they were not mutants, but phenotypic variants of the wild type and adhesion on
the substrate has triggered the formation of a persister subpopulation. Thus, in this clinically
relevant scenario, inefficient and prolonged antifungal therapy may be beneficial for this
subpopulation of the biofilm, which may be responsible for the ineffectiveness of the treatment
and relapses [55].

In summary, the major studies published to date that attempt to elucidate the main factors
involved in antifungal resistance of biofilms were performed with C. albicans biofilms and
therefore, little is known about the specific resistance mechanisms for biofilms of other Candida
species, or other biofilm-former fungi. It is likely that the ECM also acts as a barrier to the
penetration of antifungal in those biofilms; however, as the ECM composition is different for
each species, the role of the resistance to antifungal agents probably will not be the same.
Likewise, the patterns of gene expression and sterol metabolism membrane will also be specific
for each species.

12. Biofilm and pathogenesis

Pathogenesis involves the interaction between the pathogen and the host. To cause disease,
the infectious agent makes use of both invasiveness factors—the pathogen virulence factors—
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and the ability to resist and evade the host immune system. Often these two topics commu‐
nicate, mainly because the molecules and metabolic adaptations produced by the pathogen to
escape the immune response are considered as virulence factors.

The ability to grow as a biofilm cannot be considered a classic virulence factor, as the definition
of virulence factor states that lack of the featured characteristic leads to non-virulent strains.
Several fungi that do not form biofilm are still able to cause infection; however, those who do
grow as biofilms are constantly linked to severe disease. Interestingly enough, a new molecule
that impairs C. albicans biofilm formation does so by inhibiting the filamentation, an important
virulence factor of this species. In vivo inhibition of filamentation and consequently biofilm
formation depletes oral infection of immunocompromised mice [102]. This corroborates to the
hypothesis that biofilm formation might be an important pathogenic factor and, thus, an
important drug target.

The relationship between biofilm and pathogenicity relies mainly on two unique features of
this community life-style: its increased resistance and the dispersion of infectious cells.
Biofilms are a natural survival strategy of microorganisms to resist environmental threats [2].
In the clinical setting, the encased highly dense colony of fungal cells is protected not only
from antifungal penetration, as discussed above, but also from the immune system. A single
yeast or hyphae cell can be recognized and eliminated by the innate immunological response,
either via phagocytosis by macrophages or induction of apoptosis by degranulation of mast
cells. However, biofilms are too big to be phagocytosed and, yet, ECM may impair recognition
of fungal surface epitopes. Thus, biofilm formation may also contribute to the escape from the
host immunological response, favoring the establishment of the infection.

Candida mature biofilms (and possibly all fungi biofilms), after reaching a critical biomass, find
a dynamic equilibrium in which the increase in cell density is offset by the release of superficial
yeasts from the top, in a phenomenon called dispersion.

Cells that are released from mature biofilms are called “dispersion cells” and may colonize
adjacent surfaces, expanding the biofilm or, in a clinically relevant scenario, use the blood‐
stream to disseminate the infection and allow the colonization of deep organs [103]. Addi‐
tionally, C. albicans dispersion cells exhibit significant phenotypic changes and are more
virulent than those grown as planktonic (non-biofilm) cells. Alterations include: increased
adherence to polystyrene, significantly higher germ tube formation, which is important
because filamentation is essential for C. albicans virulence, more robust biofilm formation and
increased virulence in a murine model of disseminated candidiasis [103]. Therefore, when a
catheter is infected with fungal biofilm, “dispersion cells” with increased virulence potential
may gain access to the bloodstream and disseminate the infection.

Recently, a prospective analysis of patients with Candida bloodstream infection (BSI) per‐
formed in Scotland confirmed that biofilm formation is a risk factor for mortality in patients
with disseminated C. albicans infection [42]. Several previous works also showed that removal
of a catheter within the first 24 h of candidemia diagnosis improves the clinical outcome and
results in a shorter duration of candidemia with decreased mortality [42, 104, 105], confirming
that biofilms function as reservoirs and are directly correlated to the dissemination of the
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infection. In fact, the current guideline for the management of catheter-associated infections and their
clinical management states that, where possible, the catheter should be removed in non-
neutropenic patients [23, 24, 106, 107].

13. Final considerations

The ability to form biofilms is widespread among pathogenic fungi, but understanding of the
mechanisms that govern their formation, physiology and drug resistance is still limited. The
continuous development of knowledge of the molecular mechanisms underlying biofilm
formation, maintenance and molecular basis of metabolic dormancy of subpopulations of cells,
such as persister cells, could lead to a drug-based strategy that could help us solve clinical
diseases associated with fungal biofilms.
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Abstract

Fungi have many kinds of unique associations with plants. These associations can benefit
both the fungus and the plant, or can be detrimental to the plants and cause disease and
even plant death. Land plants evolved over 425 million years ago, and fungi have been
associated with their evolutionary development over the millennia. In reference to nu‐
trient sequestration, fungal associations with plants are characterized as biotrophic, ne‐
crotrophic, or a mixture of these types. Biotrophs usually grow only on living plant tissue
extracting nutrients from living plant cells. They can be pathogenic or symbiotic. In a
symbiotic relationship, fungi gain carbon from the plant in exchange for nutrients and
water unattainable by the plant. Necrotrophs promote host cell death to acquire nutrients
for growth and reproduction. Each type of association is equipped with its own unique
collection of biochemical and mechanical infection and colonization mechanisms. In turn,
plants have evolved to have a complex network of genes to interact with a broad range of
fungi. This chapter will provide an overview of three different types of fungal infection
and colonization patterns with examples relevant to soybean as well as define defense
mechanisms that the plant uses to interact with these microbes.

Keywords: Arbuscular mycorrhizal fungi, biotroph, Glycine max, hemibiotroph, necrotr‐
oph

1. Introduction

There is evidence based on molecular predictions to suggest that fungi evolved over one billion
years ago [1]. Their associations with plants most likely began over 425 million years ago when
plants began to colonize land [2]. There are well over 10,000 fungal species known to be
associated with living plants and they range from beneficial to pathogenic. Fungal associations
with plants can be characterized based on the different ways fungi infect and colonize host

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



plants as well as how fungi use plants as a food source. Some fungal species cannot live without
a host plant and are referred to as obligate biotrophs. Obligate biotrophs do not have a
saprophytic independent life stage , normally only grow on living plants, and cannot be
cultured. Fungi that derive their nutrition from dead tissue are referred to as necrotrophs.
These have mechanisms to kill the host tissue prior to infection and colonization and tend to
be easily cultured. Other fungal species that may have both biotrophic and necrotrophic phases
in their life cycle are referred to as hemibiotrophs. We have chosen soybean [Glycine max (L.)
Merr.] as the host to demonstrate these different associations that fungi have with plants.

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A 

B 

C 

 

 

 

   

  

 

 

 

 

 

 

 

 

Spore Germ 
Tube Appressorium 

Infection 
Hyphae 

Haustoria 

Figure 1. Generalized diagram of infection and colonization patterns of a) biotrophic pathogens; b) necrotrophic patho‐
gens; and c) biotrophic mutualists.

Fungal Pathogenicity26



plants as well as how fungi use plants as a food source. Some fungal species cannot live without
a host plant and are referred to as obligate biotrophs. Obligate biotrophs do not have a
saprophytic independent life stage , normally only grow on living plants, and cannot be
cultured. Fungi that derive their nutrition from dead tissue are referred to as necrotrophs.
These have mechanisms to kill the host tissue prior to infection and colonization and tend to
be easily cultured. Other fungal species that may have both biotrophic and necrotrophic phases
in their life cycle are referred to as hemibiotrophs. We have chosen soybean [Glycine max (L.)
Merr.] as the host to demonstrate these different associations that fungi have with plants.

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A 

B 

C 

 

 

 

   

  

 

 

 

 

 

 

 

 

Spore Germ 
Tube Appressorium 

Infection 
Hyphae 

Haustoria 

Figure 1. Generalized diagram of infection and colonization patterns of a) biotrophic pathogens; b) necrotrophic patho‐
gens; and c) biotrophic mutualists.

Fungal Pathogenicity26

Worldwide, soybean is the most important legume crop and the fourth leading crop in area of
production [3]. There are many fungi associated with soybean plants and there are more than
40 named diseases [3]. Since soybean is planted in most cropping areas of the world, it has
been exposed to many different fungi. We describe fungal interactions with soybean as
biotrophs, necrotrophs, and hemibiotrophs and provide examples of these interactions as well
as discuss the soybean response to both beneficial and pathogenic fungi.

2. Biotrophic pathogens

Biotrophs form infection structures to establish compatibility with the host and feed from
living plant cells. The stages of interaction with the host may include a number/variety of
infection structures as well as complex regulatory pathways established with the host. These
regulatory pathways are not completely known for all infection structures due to the numerous
types of biotrophic associations, but some generalizations can be made. Biotrophic fungi
generally have (i) highly developed infection structures, (ii) limited lytic enzyme activity, (iii)
interfacial layers made of carbohydrates and proteins that separate fungal and plant plasma
membranes, (iv) long-term suppression of host defense mechanisms and (v) often develop
specialized structures called haustoria for nutrient absorption and metabolism (Figure 1A) [4].

There are a number of diseases of soybean that are caused by biotrophic pathogens, including
powdery mildew (Erysiphe diffusa (Cooke & Peck) U. Braun & S. Takam and soybean rust
(Phakopsora pachyrhizi Syd.). In general, these pathogens have greater host specificity than
pathogens classified as necrotrophs and often have developed more strain specificity with
specific soybean genotypes, leading to gene-for-gene interactions and race development in the
pathogen [3]. The example we are using as an obligate biotroph is P. pachyrhizi.

Like most rust fungi, P. pachyrhizi produces copious amounts of wind-blown spores called
urediniospores. When these urediniospores land on a soybean leaf, they germinate and each
forms a single germ tube of about 3 μm in width and of varying length from 100 μm or more
before terminating into an appressorium that is approximately the same size as a uredinio‐
spore. The appressorium serves as an attachment structure at the site of penetration (Figure
2) [5, 6]. The appressorium develops an appressorial cone that initiates the penetration into the
epidermal cell by turgor pressure independent of melanin accumulation [7]. The penetration
hyphae grow through the epidermal cell and intercellular space, first forming primary
invading hyphae, and then secondary hyphae populating intercellular spaces. In compatible
interactions, primary haustoria form in the mesophyll cells, and within 12 days the formation
of secondary haustoria occurs. A domed-shaped eruption occurs in the epidermis sometimes
as early as 8 days after infection to form uredinia that produce urediniospores, causing the leaf
to have a rusty-tan appearance. These urediniospores are wind-blown and serve as the source
of inoculum for new infections.

When the soybean defense system is activated, an incompatible interaction occurs. In this case,
fungal hyphae in the mesophyll cells become less common as mesophyll cells become necrotic
(Figure 3). In addition, organized haustoria and uredinia do not develop, resulting in no
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sporulation [5, 8]. The genetics of the incompatible interaction have been studied and six loci
(Rpp1 to Rpp6) are known to have dominant genes that segregate independently [9]. Some of
these genes provide a strong or absolute resistance to certain isolates of the fungus while other
genes show an incomplete resistance to certain isolates, which allows for sporulation although
usually reduced compared to a compatible interaction [10].

A study that combined both histological development and fungal DNA quantification during
infection and colonization [5] showed that early events of spore germination, appressorium
formation, and fungal penetration of the epidermis occurred within 24 hours post-inoculation
among the all tested soybean genotypes; differences in infection among genotypes were
evident once the hyphae penetrated into the intercellular spaces between the mesophyll cells.
For example, at 2 days after inoculation, the compatible soybean genotype Williams 82 had a
higher percentage of hyphae in the mesophyll tissue than the incompatible soybean genotype,
and the percentage of interaction sites with mesophyll cell death was higher in the most
incompatible genotype starting at 3 days after inoculation. This study also reported a positive
correlation between quantities of hyphae in the mesophyll cells and fungal DNA and demon‐

Figure 2. Development of Phakopsorapachyrhizi appressoria from 6, 8, 12, 24 to 48, respectively (top left to bottom left),
and collapse of the spore and appressorium due to plasmolysis appressorium (bottom right). Arrows point to appres‐
soria. Bar on bottom right represents 25 μm (Chang et al. 2014).
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strates that an incompatible soybean-P. pachyrhizi interaction results in restricted hyphal
development in mesophyll cell tissue, likely due to hypersensitive apoptosis [5].

In another study, soybean transcriptome changes during soybean rust infection showed an
early burst of gene expression at 12 h in both compatible and incompatible interactions [11].
This corresponds to the progression of urediniospore germination and appressorial formation,
showing that these infection events induce dramatic changes in plant gene expression. Gene
expression was much less from 1 to 2 days after inoculation, the period when hyphae entered
into the mesophyll cells, with major differences in gene expression between compatible and
incompatible genotypes noted at 3 days after inoculation, corresponding to haustoria forma‐
tion and suggesting that genes expressed at 3 days after inoculation were involved in resistance
gene-mediated defense responses [11]. In another study, the inoculation with a P. pachyrhizi
isolate and an incompatible soybean genotype showed an up-regulation of peroxidases with
an oxidative burst in infected cells that triggered programmed cell death or apoptosis [12].

The soybean rust pathogen has a wide host range of legumes specifically those in the subfamily
Papilionoideae [13]. Although it is not known if these hosts have similar infection and
colonization processes to soybean, some studies have focused on the interaction of this fungus
with non-hosts. For example, it was shown that plants of Arabidopsis thaliana (L.) Heynh.
inoculated with P. pachyrhizi urediniospores germinated and penetrated the epidermal cells,

Figure 3. Infection of Phakospora pachyrhizi isolate FL07-1 on resistant soybean genotype PI 224268 observed between
one to five days after inoculation (dai). The fungus entered the intercellular spaces of the mesophyll, gradually grew
(see arrows) until 3 dai after which the growth was arrested by dying mesophyll cells, visualized by their retention of
trypan blue stain (see arrow-heads). A, B, and C, Hyphae in the intercellular space of the mesophyll at 1, 2, and 3 dai,
respectively. D, Slight discoloration of the mesophyll cells at 4 dai indicating the initiation of defense to arrest the
spread of the hyphae. E, Increased discoloration of several mesophyll cells around and near the fungus at 5 dai. Leaves
were stained with trypan blue and observed with differential interference contrast microscopy using an Olympus BX
51 microscope. Scale bar represents 20 μm (Vittal et al 2014).
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but did not grow either inter- or intracellularly into the mesophyll tissue layer [14]. In Hordeum
vulgare L., it was shown that fungal urediniospores germinated, but mostly failed to penetrate
through the cuticle and the epidermal cells; however, when the fungus successfully penetrated,
the epidermal cells died and colonization was arrested by the hypersensitive collapse of the
mesophyll cells [15]. In a study using Medicago truncatula Gärtner as a non-host, urediniospores
germinated to form appressoria and the fungus penetrated into the epidermal cells, but the
fungus did not sporulate [16]. Furthermore, this study showed that genes that produced
mecicarpan and chlorophyll catabolism were induced by M. truncatula soon after infection.

3. Necrotrophs

Necrotrophic pathogens survive by killing plant tissue to obtain nutrients and advance
through colonization of dead tissue. Historically, necrotrophic infection was not considered a
specific host-pathogen interaction because these fungi often excrete phytotoxins and cell wall
degrading enzymes to kill host tissue with no reciprocating response from the host. Some have
characteristics of both biotrophs and necrotrophs and are classified as hemibiotrophs, such as
in the genus Colletotrichum. Hemibiotrophs will be covered in the next section.

Initial stages of infection by necrotrophs often start when conidia germinate and form infection
hyphae that directly penetrate or the fungus develops appressoria that form penetration pegs
to penetrate the epidermis (Figure 1B) [17]. Appressoria excrete a number of lytic enzymes
including oxidases, cutinases, and lipases to degrade the plant cuticle and wax layers. The
penetration pegs breach through the compromised epidermal cells and secrete various cell
wall degrading enzymes (CWDEs) to kill cells and progress through the plant causing necrotic
lesions and, in some cases, plant death. These enzymes are used by necrotrophs to break down
cells and gain access to host nutrients and carbon. Macrophomina phaseolina (Tassi) Goid. isolates
are known to produce an abundance of CWDEs including hydrolytic and lignin degradation
enzymes [18]. Necrotrophs will also commonly secrete phytotoxins to facilitate colonization.
These can be broad spectrum, such as (-)-botryodiplodin and phaseolinone produced by M.
phaseolina (Radwan et al. 2014), or host-specific, such as tomato-specific AAL-toxins produced
by Alternaria alternate f. sp. lycopersici Keissl. [19]. Botrydial, a toxin produced by Botrytis
cinerea Pers., will cause chlorosis, cell collapse, and aids in fungal penetration of tissues [20].
Botrydial, similar to other necrotrophic phytotoxins, may contribute to the host unspecificity
of the fungus [20].

There are several necrotrophs that infect and colonize soybean. Root pathogens Cadophora
gregata (Allington & D.W. Chamb.) T.C. Harr. & McNew (brown stem rot), Fusarium virguli‐
forme O'Donnell & T. Aoki (sudden death syndrome), M. phaseolina, and Rhizoctonia solani J.G.
Kühn (Rhizoctonia damping off and root rot) among others are common to soybean are
ubiquitous and have a broad host range [3]. Necrotrophs can also be above ground pathogens
like Cercospora kikuchii T. Matsumoto & Tomoy. (purple seed stain), Cercospora sojina K. Hara
(frogeye leaf spot), and Septoria glycines Hemmi (brown spot) that are also ubiquitous [3].

In some necrotrophs, there is a sophisticated microbe-host interaction where the pathogen
takes over host defenses. Sclerotinia sclerotiorum (Lib.) de Bary has previously been considered
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a primitive fungal pathogen, but actually has a sophisticated interaction with the host plant.
The pathogen survives as sclerotia in the soil that germinate to produce mycelia or produce
apothecia that contain ascospores. Apothecia are sexual fruiting bodies produced on a stipe
that emerge from sclerotia [21]. When there is a relative change in humidity or a physical
disturbance, mature apothecia forcibly eject ascospores in a puff. The majority of ascospores
will remain in the field where they were produced; however, they can also be carried several
kilometers in air currents [21].

The infection process begins when ascospores germinate on host tissue. To germinate,
ascospores need free water and an exogenous nutrient source to grow like that of senescing
flower petals. As the fungus colonizes these petals, it excretes oxalic acid and kills cells for
further growth on the peduncle or onto a petiole or a leaf [21]. A study compared the infection
patterns of S. sclerotiorum on cotyledons of a susceptible and a resistance cultivar of Brassica
napus L. and showed that fungal hyphae grew along the surface of the plant and directly
penetrated the cuticle by forming an appressorium or indirectly through stomata [22]. This
process differed between susceptible and resistant genotypes after 24 hours post-inoculation
when it was observed that there were longer hyphal strands on the susceptible genotype
followed by dichotomous branching of terminal hyphae and appressorium development. In
the resistant genotype, the fungus produced swollen hyphal apices and hyphal progression
was restricted to the epidermal layer while the fungus continued to grow in the susceptible
genotype and was able to colonize the mesophyll cells causing cell death. Hyphal cell collapse
was also observed only on the resistant genotype. These contrasting interactions during
infection and colonization between the susceptible and resistant genotypes indicates signaling
between fungal growth and the host occurred at first contact or soon after and caused the
fungus to be suppressed in the resistant genotype and not suppressed in the susceptible
genotype as appressoria formed and the plant became colonized.

Gene expression profiling was used to characterize gene expression differences of a highly
susceptible soybean cultivar and a partially resistant cultivar during the early stages of S.
sclerotiorum infection [23]. Over 100 genes of interest including genes regulating cell wall
composition, signaling pathways, and anthocyanin and anthocyanidin synthesis were
reported. The fungus also has over 100 genes that encode for CWDEs and genes for the
production of the phytotoxin sclerin [17]. In addition, the fungus produces and secretes oxalic
acid [24, 25], which in itself is toxic to the plant, but also modulates a number of plant phys‐
iological processes that allow the fungus to invade unrecognized by the host. This phenom‐
enon is similar to biotrophic pathogens, and newer information has stated that S.
sclerotiorum is a hemibiotroph [26]. The main role of oxalic acid, or oxalate, in pathogenicity is
the manipulation of host defense mechanisms. Initially, oxalate renders the reactive oxygen
species (ROS) response ineffective. The oxidative burst and callose deposition is an initial
defense mechanism to inhibit further colonization. In later stages, the fungus triggers the ROS
mechanisms to initiate programmed cell death [25]. The fungal hyphae are then able to colonize
the dead tissue and continue this process down the petiole and through the stem of the soybean
eventually killing the entire plant (Figure 4). Oxalic acid is also involved in pH reduction, guard
cell regulation, and chelation of calcium [25].
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Figure 4. Necrotic tissue and water-soaking on a soybean leaf infected with Sclerotinia sclerotiorum.

4. Hemibiotrophs

There are some pathogens that deploy both biotrophic and necrotrophic mechanisms for
infection and colonization and are considered by some to be the best-armed phytopathogens
[27]. Commonly, a hemibiotrophic fungus has a biotrophic phase where it secures a relation‐
ship with the host plant before switching to a necrotrophic phase to obtain nutrients and
colonize the tissue. Some pathogens that have traditionally been classified as necrotrophs
exhibit some biotrophic characteristics.

Genomic and transcriptomic analyses of species in the hemibiotrophic Colletotrichum genus
indicates that they use a wide range of biochemical processes to combat host defenses [27-29].
Although differences were observed between species, hundreds of genes that encode small,
secreted proteins were found and proposed to be effector molecule homologues to other
biotrophic fungi [27]. Interestingly, species in the genus Colletotrichum contain the largest
collection of proteases and carbohydrate-active enzymes of any fungus. They also produce
secondary metabolites, which are commonly phytotoxic, in both their biotrophic and ne‐
crotrophic phases [27].

There are a number of species of Colletotrichum that infect soybean [30, 31]. Colletotrichum
truncatum (Schwein.) Andrus & W.D. Moore is one of the species that causes anthracnose of
soybean. The fungus can infect the soybean plant at any growth stage, but symptoms are most
commonly observed as the plant matures. The disease symptoms are more prevalent in warm
and humid conditions, and it causes poor stand and seed quality issues with reduction in yields
by up to 20% [32]. Symptoms of anthracnose include irregularly shaped, brown to black
blotches, and sunken cankers on stems, petioles, and pods. Infected leaves will be shrunken,
rolled, or wilted with necrotic laminar veins [31].
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The pathogen is commonly seed-borne but can persist in plant debris as mycelia or acervuli,
an asexual fruiting body. In conducive conditions, the acervuli will produce colorless coni‐
diophores and abundant conidia (Figure 5A). Conidia are frequently dispersed onto plant
tissues by splashing rain. Infection begins when conidia germinate on plant tissue, forming a
melanized appressorium to directly infect the cuticle layer of the host. Inside the sub-cuticular
layer, the appressoria (Figure 5B) form primary infection hyphae, unrecognizable to the host,
that grow along the cell walls and branch profusely to colonize the intercellular space [33]. The
necrotrophic phase of the pathogen starts when the secondary hyphae emerge from the
primary hyphae and quickly penetrate the epidermal and mesophyll cells. The cells collapse
causing necrotic lesions. As early as 36 hours after infection, acervuli will develop [32]. These
structures overwinter on plant debris until conditions in the spring allow for the cycle to repeat.

 
A B

Figure 5. A) Colletotrichum truncatum conidia stained with trypan blue and B) appressoria (Yang et al. 2014).

5. Beneficial fungi

The phytobiome is the area surrounding a plant that associates or influences plant growth; it
includes microbes, insects, nematodes, and abiotic factors, such as temperature and moisture
[34]. A major part of the phytobiome is the rhizosphere. The rhizosphere is the soil surrounding
the root tissues, a few millimeters thick, and potentially support 1011 microbial cells/g of soil.
In grasslands, fungi made up 20-66% of the microbial biomass in the rhizosphere [35]. Some
of these microbes can be pathogens, but many of these microbes have beneficial attributes to
offer the plant. It has been well known that beneficial microbes in the rhizosphere have a crucial
impact on host health, including uptake of nutrients, disease suppression, and host immunity
[36]. These include mycorrhizal fungi and fungal endophytes.

Mycorrhizal fungi are one group of fungi that often benefit plants and have a mutualistic,
biotrophic relationship. Mycorrhizal fungi are categorized into arbuscular mycorrhizal fungi
(AMF), ectomycorrhizal fungi, and orchid mycorrhizal fungi. Many of these fungal species are
credited with helping plants first move onto land [37]. With over 200 species, AMF are
ubiquitous and survive in a broad range of environments and form mutualistic associations
with approximately 80% of all land plants. AMF are found in the rhizosphere and have a
positive impact on the host by moving nutrients and water from outside the rhizosphere to
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give to the host in return for carbon. In order for these nutrients to move efficiently, these fungi
infect and colonize the cortex of plants. This sets off innate defense responses, and mycorrhizal
fungi have a sophisticated repertoire of mechanisms to maintain a mutualistic relationship
with the host.

Soybean plants colonized by AMF have shown greater drought tolerance and an increase
capacity to uptake nutrients [38-40]. All AMF have a broad host range, but there is some host
preference among crops. Funneliformis mosseae (T.H. Nicolson & Gerd.) C. Walker & A.
Schüßler and Glomus spp. Tul. & C. Tul. are AMF commonly associated with soybean [41, 42].
Much of the basic research of AMF with legumes has been on M. truncatula and not soy‐
beans, although the findings may be applicable to soybean plants as well.

AMF interact with their host well before any physical contact occurs. Since AMF are obligate
biotrophs, presymbiotic signaling between the plant and the fungus is required for spore
germination [43]. The first step to initiate this symbiotic relationship originates from the plant
when grown under low orthophosphate conditions. The plant releases strigolactones through
root exudates that stimulate AMF spore germination [43-45]. Flavonoids from the plant have
also been associated with AMF spore germination, but their role in pre-symbiosis is not known.
The fungus recognizes strigolactones and/or other potential signals that activate mobilization
of triacylglycerides and glycogen within the spores to produce germ tubes and extra radical
hyphae. This carbon storage can maintain growth for a couple days while the fungus is finding
and establishing a relationship with the plant. In absence of plant signals, a germinated spore
is able to retract fungal cytoplasm for a later attempt [43].

Reciprocating fungal diffusible signals following host recognition stimulate a counter response
from the plant. Two fungal diffusible signals have been identified as short- and long-chain
chitin oligomers [46, 47]. These signals will stimulate expression of the early nodulation gene,
ENOD11, and activate the common symbiosis signaling pathway [43, 45]. This pathway is
comprised of cation channels, a leucine-rich repeat receptor kinase, and nuclear porins all of
which are required to induce calcium spiking along with a calcium/calmodulin-dependent
kinase [45]. Lateral root formation is also stimulated by diffusible signals, potentially by a
separate pathway.

Once in contact with the root tissues, AMF hyphae will move along the root surface of young,
lateral roots to find an ideal infection location. The root surface provides cues to the fungus to
adhere to the host and establish what is known as a hyphopodium (Figure 1C) [45, 47]. This
was shown when Gigaspora gigantea (T.H. Nicolson & Gerd.) Gerd. & Trappe colonized cell
wall fragments of a carrot host but did not colonize root fragments of a non-host, common beet
[48]. Hyphopodia formation is severely reduced on plant mutants (required for arbuscular
mycorrhiza, ram1 and ram2). [45]. RAM1 encodes for a gibberellic acid-insensitive transcription
factor upstream of RAM2, a glycerol-3-phosphate acyl transferase, and produces cutin
monomers [49]. Cutin monomers trigger appressorium induction in a number of pathogenic
fungi indicating it could be a conserved feature among all fungi that colonize plants [45].

Following hyphopodia formation, the plant epidermal cells prepare for colonization by
restructuring the cytoplasm (Figure 1C) [47, 50]. The nucleus of the cell moves toward the
contact site followed by reorganization of microtubules and actin bundles between the nucleus
and the contact site. The nucleus then migrates towards the underlying cell causing more
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when grown under low orthophosphate conditions. The plant releases strigolactones through
root exudates that stimulate AMF spore germination [43-45]. Flavonoids from the plant have
also been associated with AMF spore germination, but their role in pre-symbiosis is not known.
The fungus recognizes strigolactones and/or other potential signals that activate mobilization
of triacylglycerides and glycogen within the spores to produce germ tubes and extra radical
hyphae. This carbon storage can maintain growth for a couple days while the fungus is finding
and establishing a relationship with the plant. In absence of plant signals, a germinated spore
is able to retract fungal cytoplasm for a later attempt [43].

Reciprocating fungal diffusible signals following host recognition stimulate a counter response
from the plant. Two fungal diffusible signals have been identified as short- and long-chain
chitin oligomers [46, 47]. These signals will stimulate expression of the early nodulation gene,
ENOD11, and activate the common symbiosis signaling pathway [43, 45]. This pathway is
comprised of cation channels, a leucine-rich repeat receptor kinase, and nuclear porins all of
which are required to induce calcium spiking along with a calcium/calmodulin-dependent
kinase [45]. Lateral root formation is also stimulated by diffusible signals, potentially by a
separate pathway.

Once in contact with the root tissues, AMF hyphae will move along the root surface of young,
lateral roots to find an ideal infection location. The root surface provides cues to the fungus to
adhere to the host and establish what is known as a hyphopodium (Figure 1C) [45, 47]. This
was shown when Gigaspora gigantea (T.H. Nicolson & Gerd.) Gerd. & Trappe colonized cell
wall fragments of a carrot host but did not colonize root fragments of a non-host, common beet
[48]. Hyphopodia formation is severely reduced on plant mutants (required for arbuscular
mycorrhiza, ram1 and ram2). [45]. RAM1 encodes for a gibberellic acid-insensitive transcription
factor upstream of RAM2, a glycerol-3-phosphate acyl transferase, and produces cutin
monomers [49]. Cutin monomers trigger appressorium induction in a number of pathogenic
fungi indicating it could be a conserved feature among all fungi that colonize plants [45].

Following hyphopodia formation, the plant epidermal cells prepare for colonization by
restructuring the cytoplasm (Figure 1C) [47, 50]. The nucleus of the cell moves toward the
contact site followed by reorganization of microtubules and actin bundles between the nucleus
and the contact site. The nucleus then migrates towards the underlying cell causing more
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reorganization of microtubules to eventually form a column through the plant cell. This
structure is termed the pre-penetration apparatus. Once the pre-penetration apparatus is
established, the fungus will penetrate the cell directly and follow through the pre-penetration
apparatus to not destroy the integrity of the cell. This compartment is now part of the apoplast
[47, 50]. The hyphae will branch out in the apoplast colonizing the cortex of the plant and
arbuscules will become established (Figure 1C).

Arbuscules are ephemeral structures that are engulfed by plant cells to deliver nutrients to the
host in exchange for carbon. Arbuscules are formed by repeated branching of intercellular
hyphae that connects to the plant cell by a periarbuscular membrane [51]. The periarbuscular
membrane is the center of nutrient transfer. To form this association, extreme re-programming
of the inhabited cortical cell transcriptome is required. Over 500 protein-coding genes are
upregulated in mycorrhizal plant cells [51]. Proliferation of endoplasmic reticulum, and Golgi
apparatus, increase and deployment of plastids, and enlargement of the nucleus are some
actions of the host cell needed to accommodate an arbuscule [51]. Individual arbuscules live
up to five days, but are continuously being renewed in other cells so there is still a plethora of
benefits to the plant including increased disease resistance, drought tolerance, and nutrient
uptake. Roughly 20% of the carbon sequestered from photosynthesis is transferred to the
fungus through these arbuscules.

Phosphate is an essential nutrient involved in photosynthesis and energy production. Ortho‐
phosphate is found in low concentrations in the soil and relatively immobile so it is depleted
quickly from the rhizosphere [44, 45]. Using its extra-radial mycelia, AMF can reach beyond
the rhizosphere to uptake orthophosphate. Within the extra-radial mycelia, orthophosphate is
converted to polyphosphate until it reaches the inter-radial mycelia where it is converted back
to orthophosphate and brought to the plant via phosphate transporters.

Though phosphate has been the main focus in AMF research, these fungi also can transfer other
nutrients, such as nitrogen. Two nitrogen transporters are located in the extra and inter-radial
mycelia of Rhizophagus irregularis (Błaszk., Wubet, Renker & Buscot) C. Walker & A. Schüßler
[52]. Three ammonium transporter genes were discovered in Geosiphon pyriformis (Kütz.) F.
Wettst. showing is also taken up in the form of ammonium. A nitrate reductase, two nitrite
reductases,  a  glutamine  synthetase  (GS),  and  a  putative  glutamate  synthase  (GOGAT)
transcripts have all been identified in R. irregularis, which points to a potential extension of the
GS/GOGAT cycle within the extra-radial mycelia of the fungus [44].

Fungal endophytes are another group of organisms that form a symbiotic relationship with
their host plant and colonize all parts of the plant. Endophytes emit beneficial compounds
such as phytohormones like auxin and gibberellins and secondary metabolites that have
shown antimicrobial activity [53]. Genera found to include endophytes associated with
soybean are Alternaria, Cladsporium, Diaporthe, and Epicoccum [54]. Although their mechanisms
for host-microbe interactions are not well-known, endophytic fungi have gained attention in
recent years as potential amendments in agriculture because of their positive impacts on plant
health by promoting nutrient uptake, water acquisition, and by providing protection from
abiotic and biotic stresses [53].
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6. Influences on infection and colonization

The fungi portrayed in this chapter show many examples of the complex and effective host
mechanisms that  fungi  have to  overcome or  even manipulate.  Most  of  the  fungal-plant
interactions have been studied under highly controlled laboratory environments where most
factors can be controlled. In the field, the plant interacts with an array of microbes simultaneous‐
ly along with abiotic stresses, which can alter interactions among organisms. The success of a
pathogen is based on the disease triangle (virulent pathogen, susceptible host, and a condu‐
cive environment).

The benefits of mycorrhizal associations are influenced by the environment and are consid‐
ered to have a mutualistic-parasitic continuum [55]. Mycorrhizal fungi do not always benefit
the plant, and can negatively impact biomass depending on external factors, including microbial
populations, nutrient composition, and soil pH. AMF provide nutrients to their hosts in return
for carbon, but in high quality soils, this assistance may not have a substantial benefit to the
plant and the fungus may reduce carbon thus reducing biomass as well as directly compete for
host resources.

7. Plant defense pathways

How fungi infect plants depends on the type of fungus, the plant, and the association. The
association includes how the plant defends itself or whether it allows fungal infection and
colonization. In response to fungi, plants have evolved different ways to recognize fungi through
a network of different plant processes. Several processes important in plant defense are activated
through the salicylic acid (SA) and the jasmonic acid (JA) pathways [56]. The SA pathway uses
SA as a signaling molecule that is  active in defense against biotrophic pathogens.  SA is
synthesized through the phenylalanine ammonia-lyase (PAL) and the isochorismate syn‐
thase (ICS) pathways,  and accumulation of SA will  induce a systemic immune response
throughout the plant termed systemic acquired resistance (SAR). This induces pathogenesis-
related (PR) genes, that encode for enzymes such as chitinases and β-1,3-glucanases that affect
fungal cell walls [57]. The JA pathway is SA-independent and is traditionally attributed to
immunity against necrotrophic pathogens. JA induces transcripts DAD1, LOX2, AOS, and OPR3
as well as PR genes [58]. JA also stimulates induced systemic resistance, a systemic resistance
similar to SAR by defending the plant against a broad range of pathogens [59]. There are also
immune response-independent mechanisms that are involved in plant defense. Some patho‐
gens have evolved to manipulate or surpass defense responses; therefore, plants require immune
response-independent factors for survival. Four transcription factors in Arabidopsis were found
to be required for host resistance to necrotrophs [60]. Mutants without one or more of these
transcription factors were susceptible to infection without compromising either the SA- or JA-
defense pathways indicating there are other biological processes involved in host defense.

AMF have a sophisticated relationship with the host defense pathways to maintain a symbiot‐
ic relationship. Similar to most biotrophs, AMF stimulate SAR by the SA-dependent defense
pathway and activate defense compound production such as ROS [61]. SA-induced defense is
a negative regulator of AMF symbiosis and is quickly repressed by the fungus by Myc factors
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and effectors. A superoxide dismutase has been characterized in R. irregularis and Gigaspora
margarita W.N. Becker & I.R. Hall to reduce the amount of ROS [44]. In R. intraradices (N.C.
Schenck & G.S. Sm.) C. Walker & A. Schüßler, the SP7 effector has shown defense-suppres‐
sive activity and interacts with the ethylene-responsive factor ERF19 [62]. JA and ET path‐
ways are upregulated in well-established symbiosis and have a positive impact on colonization
of pathogens related to these pathways, such as necrotrophs and chewing herbivores.

8. Summary

Associations of fungi and plants are a continuum from beneficial to mutualistic to pathogen‐
ic.  Based on how fungi obtain nutrients from plants, they can be classified as biotrophs,
necrotrophs, or hemibiotrophs. Biotrophic fungi, such as P. pachyrhizi and arbuscular mycorrhi‐
zal fungi, grow only on living plant tissue, extracting nutrients from living plant cells. On the
other hand, necrotrophic fungi,  such as S. sclerotiorum,  acquire nutrients for growth and
reproduction from dead plant tissue. Some of these necrotrophic fungi also have a biotrophic
phase in the life cycle, making them hemibiotrophs, such as C. truncatum.

Plants have developed a complex network of biosynthetic pathways, some of which are known
to respond to fungal infection and colonization. In turn, fungi have developed sophisticated
infection and colonization mechanisms to interact with the host. Advances in technology have
allowed for a better perspective on this association in terms of understanding the specific protein-
protein interactions and genetic sequencing to find genes controlling these processes. These
genes can be directly inserted into plants through genetic engineering. As an example, non–
host-linked genes in A. thaliana have been transferred to soybean to enhance resistance to
soybean rust [63]. In the future, the exploitation of interspecies non–host-linked genes could be
used to genetically engineer crops to control diseases or enhance beneficial fungal associa‐
tions with plants.
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Abstract

Stenocarpella maydis and Sporisorium reilianum are phytopathogenic fungi that cause white
rot in corn cob and head smut in maize (Zea mays L.) respectively, diseases that are
spread worldwide and cause many economic losses. In this chapter the characteristics of
the above diseases, such as their life cycle, pathogenicity factors, control methods, as well
as the biotechnological potential of the fungi involved in this processes are described,
specifically in connection to their extracellular enzymes.

Keywords: Disease of maize, head smut in corn, Stenocarpella maydis, Sporisorium reilia‐
num, pathogenicity factors, Zea mays

1. Introduction

The crop diseases caused by fungi represent a major obstacle to agriculture worldwide. Corn
(Zea mays L.) is a crop with a high level of consumption, which is affected by various diseases.
Stenocarpella maydis and Sporisorium reilanum are fungi that generate white rot in corn cob and
head smut in maize, respectively, both of which are diseases distributed worldwide causing
numerous economic losses [1–4]. S. reilianum is a phytopathogen belonging to the order
Ustilaginales, which infect a large number of monocotyledonous and dicotyledonous plants.
The most outstanding feature of the disease is the presence of carbonous masses of black
coloration in the corn cob and maize tassel. T his causes excessive deformation and over
development, which has been a serious problem since the early 1970s in countries like the
United States, Australia, China, South Africa, France, and Mexico [3]. S. maydis causes diseases,

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
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and this fungus has a worldwide distribution. The fungus remains latent as mycelium,
pycnidia, and spores in crop residues or seeds. The cycle starts from sexual or asexual spores
that over -winter on cereal or traces of stubble. The spores are carried by abiotic (wind, rain
drops) and biotic (insects, birds) agents towards the maize tassel, where they find the main
entrances to the plant; the stigma and damaged, developing grains. The disease is favored
when the weather is wet after flowering and when the atmosphere is cool and humid during
the grain- filling stage [1]. Currently, control of both fungi has been conducted mainly with
the use of resistant hybrids; however, the genotypes that were resistant to the disease in one
year may be susceptible in the following season. These fungi produce severe damage to maize
cultivation because of their ability to degrade the cell wall components. They do this by
excreting enzymes, allowing the infection of, and colonization in, the host plant. Therefore,
consideration has been given to the possibility of studying the production and the character‐
istics of these fungal enzymes, which include xylanases, cellulases, proteases, etc., as well as
their associated potential biotechnological applications.

2. Overview of Sporisorium reilianum and Stenocarpella maydis

2.1. Sporisorium reilianum

2.1.1. General characteristics

S. reilianum is a pathogenic basidiomycete, both biotrophic and dimorphic, and is the causal
agent of head smut in maize [5–7]. It belongs to the Ustilaginaceae family and was first
described as Ustilago reiliana (Kühn) and then renamed as Sphacelotheca reiliana (Kühn). Studies
based on its genetic characteristics allowed it to be placed in the Sporisorium genus with two
subspecies: S. reilianum f. sp. reilianum and S. reilianum f. sp. zeae, affecting sorghum and maize
respectively. However, both varieties are able to infect and invade both hosts. S. reilianum f.
sp. reilianum, is highly virulent in sorghum, but does not produce spores on maize, while S.
reilianum f. sp. zeae causes no disease in sorghum with the only recognized symptoms observed
being the presence of phytoalexins. Transcriptome analysis of maize leaves colonized by both
pathogens showed that most genes are induced with S. reilianum f. sp. zeae compared with that
of S. reilianum f. sp. reilianum, showing that host specificity is determined by different mech‐
anisms in sorghum and maize [8–9]. This fungus is an inhabitant of the soil where it can survive
up to 10 years in the form of a teliospore: a structure generated by fragmentation of the
mycelium in plant tissues either on the tassels or in the corn cob. These are semispherical,
echinulate, yellowish brown in color but can range from pale to dark red or black (Figure 1).
They can be dispersed by rain, wind, wildlife, agricultural machinery, or human beings [5, 10].

The life cycle begins when a dikaryotic young teliospore, suffers karyogamy, giving rise to a
spore mature diploid uninucleate. When optimum temperature and humidity conditions are
presented, they germinate producing a structure called promycelium, where the nucleus
divides by meiosis and the resulting four nuclei pass to lateral cells to form four haploid
basidiospores of different sexual compatibility. These can remain in saprophytic manner with
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their division being by gemmation. I t is said that at this point the fungus is in its yeast phase
(Figure 2).

When two yeasts with different sexual compatibility (a and b) produce and recognize phero‐
mones, they may come into contact with the young tissues of a plant, forming a complemen‐
tation tube which allows cell fusion (somatogamy), giving rise to an infective stage which is
constituted by a septate dikaryotic mycelium. The formation of an appressorium is crucial for
penetration, where the production of lytic enzymes and the mechanical processes of pressure,
probably play an important role. In this case the fungus locally degrades the cell wall of the
epidermis, permitting penetration and a systemic invasion mainly affecting the undifferenti‐
ated reproductive organs, either male or female, of the plant, where the production of
teliospores at the time of flowering, are manifested as carbonaceous masses of black coloration
on the ears and corn cobs, forming what is commonly known as sori or galls (Figure 3). These
structures are bare, unlike common smut caused by Ustilago maydis where they are covered by
a white membranous tissue with traces of the vascular system of the plant. The stages of the
infective diploid and the saprophytic haploid can be maintained in the laboratory, where

Figure 1. Teliospores of S. reilianum. Observation made with a phase contrast microscope at 40X.
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reproduction takes place through gemmation. Factors favoring the transition from yeast to
mycelium have not been fully described, but may be linked to the temperature, humidity, and
pH of the medium [2, 4, 6, 7, 11–14].

The complete genome sequence of S. reilianum has already been reported and is deposited in
the database at the Munich Information Center for Protein Sequences (MIPS) at the following
address; http://mips.helmholtz-muenchen.de/genre/proj/sporisorium/, which facilitates research in
order to understand the mechanisms that occur during the interaction of the fungus with the
plant [3].

2.1.2. Characteristics of the disease

The disease caused by S. reilianum called head smut are manifested in the flowering stage due
to the presence of a carbonaceous mass of teliospores invading male inflorescences in the
tassels replacing pollen formation. The same effect is observed quite frequently in the corn
cobs, resulting in the appearance of black soil (Figure 4) [11].

It can be seen that anthocyanin accumulates in stalks, together with the presence of chlorotic
spots in the leaves. During colonization an increase of 30% of the total content of auxins in the
inflorescences, and a significant accumulation of reactive oxygen species, occurs [4, 11, 14].

Figure 2. S. reilianum in its yeast phase. Observation made with a light microscope at 40X.
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The development of the disease is favored when soil moisture is 15–25%, at a temperature of
23–30 °C, with low water potential – the latter has an effect on the transition of basidiospores
to hyphae facilitating the fusion of compatible strains, leading to increased disease severity.
N utritional aspects are also important: nitrogen deficiency increases infection, with a lower
incidence rate being identified in clay soils than sandy soils [3, 10, 11]. H ead smut is not
considered as devastating a disease, but still causes severe losses in the crop yields of maize
[15–18].

The report for the first specimen was made in 1875 by Kühn, who received the original strain
found in Egypt by Dr. Reil in 1868 [19], however, the disease now has a worldwide distribution,

Figure 3. Life cycle of S. reilianum. The teliospores are the principal dissemination source. Fungus is heterothallic and
homothallic requiring two compatible mating types for sexual reproduction.
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especially where maize crops are extensively practiced, such as Europe, North, Central, and
South America, Africa, Asia, Australia, New Zealand, western India, and Palestine, among
other countries [7, 20–23].

2.1.3. Pathogenicity factors

During infection and colonization of S. reilianum in the floral tissue of maize, one can identify
different interactions, which are described as follows: 1) hyphae and cells of host may be
associated and alive; 2) hyphae collapse and cells of host remain alive; 3) hyphae and cells of
host collapse; and 4) hyphae is viable and colonizes all cells of the host causing tissue death [2].
This plant pathogen has a high compatibility with its host in order to survive until flowering.
During growth within the tissue of maize, hyphae are surrounded by a matrix that allows an
area of exchange between the plant and fungus, which is separated from the plasmatic
membrane. During this interaction, structures like vesicles are observed that could have the
function of endocytosis, which may carry virulence effectors to help with compatibility with
the host [24].

The growth of filamentous hyphae in epidermal cells of root, apices, and young tassels of
maize, show that the hyphae are mainly in the intercellular spaces and between adjacent
epidermal cells, exhibiting no damage to the cell wall of the host, although hyphae are attached
to the host. For this plant pathogen, considered biotrophic, intracellular growth is a useful
strategy to damage and avoid the response of plant defenses [25].

Figure 4. Head smut of maize produced by S. reilianum f. sp. zeae. Presence of a carbonaceous mass of teliospores in the
tassel (a) and cob (b).
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S. reilianum infection in maize induces a loss of apical dominance showing two modifications
in the inflorescences, one of which is the loss of identity of, and the appearance of, phyllodes.
These results suggest that the fungus modulates the floral architecture of maize whilst floral
genetic regulation could be a secondary consequence of increased reactive oxygen species
(ROS) or high levels of auxin, or could also be due to the fact that the fungus regulates floral
genetic expression by the secretion of some proteins [4]. Symptoms caused during infection
are observed after the floral transition where there are white sori that contain the teliospores,
which are formed in the younger part of the panicle, and cause the infected tassels not form
floral branches. After flowering, typical smut contains a high amount of teliospores in the
infected plant, which allows it to colonize new plants and continue its life cycle [25].

Phytopathogenic fungi have different mechanisms that allow them to penetrate and colonize
their hosts. One involves the production, and synergistic action, of extracellular hydrolytic
enzymes that degrade the different polymers constituting the cell wall of the plant tissues [26].
The genome sequence of S. reilianum shows few genes encoding enzymes that degrade the cell
wall [27]. Until now only the hydrolytic activities of aspartyl protease and beta-xylanase,
produced in different culture media, have been reported. These enzymes could present an
important role during the colonization of the host infection [28, 29].

2.1.4. Strategies for disease control

Because S. reilianum infects during germination and in the early stages of plant development,
the main strategy to control the disease is the application of fungicides to the seed to prevent
the pathogen coming into contact with the host. However, it has been observed that some
chemicals can retard plant growth and others reduce seed germination [15, 16, 18, 30]. The
application of fungicides to foliar structures has not been found to control the disease [31].
Some chemical agents used to control the disease are: Benlate (benomyl) and carboxin + thiram
[32]. Furthermore, fungicides have been used to inhibit the synthesis of ergosterol, among
which are triazole and imidazole. Lately, has emerged that azoxystrobin and strobilurin
present protection via soil treatment [15, 16, 32-34].

Genetic resistance as an alternative disease control method may be more feasible and eco‐
nomical so development is underway on tolerant maize hybrids with high yields [21]. It has
been observed that the use of resistant hybrids to disease in one year may make the next crop
susceptible. Crop rotation for legumes, care and cleaning of agricultural machinery, and
humidity control, can help reduce the incidence of the disease [35–37].

In recent years, scientists have been looking for new forms of control that also need to be
environmentally friendly. One such case is the use of biological controls which represent an
alternative for the management of the disease, reducing the use of chemical fungicides [38,
39]. In this respect Mercado-Flores et al. in 2014 applied a native strain of Bacillus subtilis to a
maize producing area in the Mezquital Valley in the central part of Mexico. It was found that
the biological treatment significantly reduced the incidence percentage of smut while increas‐
ing maize productivity [37].
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2.2. Stenocarpella maydis

2.2.1. General characteristics

W hite rot of stalk and corn cob is a disease caused by the ascomycete S. maydis, one of the
most destructive worldwide, especially during wet seasons. Symptoms manifest many weeks
after infection, affecting roots, stems, and corn cobs, where a white cottony fungal growth is
observed in the presence of pycnidia, and the marrow stem is discoloured and disintegrated
leaving only the vascular bundles intact – the internodes showing a dark brown coloration. I
n this case the plant is weakened and easily broken by rain and strong winds. Infected corn
grains have less glare and have a dull brown or slightly gray coloration [1, 40, 41].

Natural infection of S. maydis on the stem and shank is greater between one to three weeks
after  pollination,  in the presence of  rain and temperatures ranging 28–30 °C.  Periods of
drought before flowering increase the crop’s susceptibility to the disease. This occurs mainly
in cold regions because conidia lose viability at high temperatures and with exposure to
sunlight [1, 40, 42].

S. maydis survives throughout the year between crop residues as pycnidia, which contain the
conidia or spores of the fungus (Figure 5). During the wet season, these structures are released
and propagated, by splashing rain drops, to the female inflorescences, being deposited around
the shank of the corn cob. From there they germinate and penetrate, invading the plant and
continuing their life cycle (Figure 6) [43, 44].

Figure 5. Conidia of S. maydis with rounded ends and 1–2 septa.
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Figure 6. Life cycle of S. maydis. Pycnidia that contain the conidia are the principal dissemination source. A sexual
stage for this ascomycete has not been described.

The incidence of infected maize by this phytopathogen in the field may range from 1 to 2% or
as high as 75 to 80%. This fungus has a worldwide distribution but is mainly found in
Guatemala, El Salvador, Belize, Brazil, South Africa, Australia, Asia, and the United States. In
the United States this pathogen is the most important causing maize rot [45].

A sexual stage for this ascomycete has not been described. In the laboratory it can be main‐
tained in solid media growing in filamentous form, when the growth is young, producing
colonies which initially appear white, and then take on a green coloration with the production
of metabolites (Figure 7). In submerged culture, the growth is in pellet form and on natural
supports is in mycelial form [51].

Figure 7. S. maydis, colonial morphology in Potato Dextrose Agar (PDA). After 7 days of growth the filamentous colo‐
ny shows a white coloration (a), after 15 days of growth the filamentous colony shows a green coloration due to metab‐
olite production (b).
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S. maydis is also an important producer of mycotoxins among which are the diploidiatoxin,
chaetoglobosins, and diplonine (Figure 8), all associated with a condition called diplodiosis, a
mycotoxicosis characterized by neurological disorders such as ataxia, paralysis, and liver
damage in farm animals fed infected corn. The same effect has also been observed in laboratory
animals [41, 46–50].

Figure 8. Structures of diplodiatoxin (a), chaetoglobosin K (b), chaetoglobosin L (c), chaetoglobosin M (d), chaetoglobo‐
sin O (e), diplonine.

2.2.2. Pathogenicity factors

Pathogenicity factors have not been described for this fungus; however, the effect of this
ascomycete on the plant must be associated with the production of extracellular enzymes that
macerate tissue allowing colonization, as already described for other fungi [26, 44].

S. maydis demonstrated the extracellular hydrolytic activities of acid protease, xylanases, and
cellulases when it was grown on solid and liquid fermentation using a synthetic culture
medium, as well as when the fungus was grown on the waste of crop maize (i.e., leaf, stem
and broken corn), which functioned as inducers for the above mentioned enzymes, suggesting
their possible role in the tissue degradation of the host [51].

2.2.3. Control of pathogen

Control of white rot on the stalk and corncob is made by agronomic practices and the use of
resistant varieties; either method alter or interrupt the life cycle of the pathogen. There are
resistant corn varieties on the market, however, the disease can develop in any hybrid if spore
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levels are high and climatic conditions are found to favor infection. Proper crop rotation and
elimination of infected crop residues can help to reduce the primary inoculum [42].

Another alternative treatment is the application of fungicides, however, the use of these
compounds has been reduced due to their high toxicity. In this case, biological control has been
an attractive option forming a component of a system of integrated management of disease,
consequential t o the decreased use of chemical compounds [38]. The biological control of S.
maydis has been achieved experimentally, with different strains of actinomycetes demonstrat‐
ing their potential to become tools for reducing disease [52, 53]. It has also been reported that
strains of bacteria such as Pseudomonas spp., Pseudomonas fluorescens, Pantoea agglomerans, a nd
B. subtilis inhibit the development of this fungus for the production of compounds with
antifungal activity [54].

It is also important that in fields with significant levels of rot, corn must be harvested as soon
as possible and dried below 15.5% moisture, to prevent contamination and mycotoxin
production. The corn should be kept in installations that regularly allow grain aeration [43].

2.3. Biotechnological applications of S. reilianum and S. maydis

These phytopathogens have been considered of great importance due to the damage they cause
crops; however, as they penetrate and colonize their hosts, enzymes which they produce
should have attractive features for other applications. It has been determined that plant
pathogenic fungi have a larger number of genes coding for these enzymes than fungi of
industrial importance. The discovery of new enzymatic activities is very important for the
development of efficient processes which depolymerize lignocellulosic materials used for
obtaining bioproducts and biofuels [26].

S. reilianum secretes an aspartyl protease (Eap1) and a xylanase (SRXL1), which have already
been purified and characterized biochemically. Eap1 has been shown to have the ability to
degrade proteins in a corn plant and coagulate milk, suggesting it may have potential in the
dairy industry, specifically in the production of cheese, or may be used to obtain protein
hydrolysates of plant origin. Meanwhile, the xylanase SRXL1 presents interesting biochemical
properties, having good stability over a wide range of temperature and pH. This suggests they
could be used in the clarification of juices, increasing the performance and enhancing the
maceration process, thus reducing the degree of viscosity. They may also improve the
digestibility of straw destined as feed for ruminants [28, 29].

S. maydis is capable of producing hydrolytic enzymes such as cellulases, xylanases, and acid
protease, into solid and liquid fermentation with different synthetic culture media, where it
produces up to two isoforms of either xylanases or cellulases. When it was cultivated using
biodegradable supports, it showed three isoforms of xylanases. The most interesting finding
is that the fungus produced xylanolytic enzyme extracts free from cellulase activity [51]. These
might be used in the paper industry facilitating the release of lignin from paper pulp, thereby
reducing the use of chlorine as a bleaching agent, and avoid the degradation of cellulose.
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Abstract

Chitin and chitosan are aminoglucopyranans composed of N-acetyl-D-glucosamine
(GlcNAc) and glucosamine (GlcN) residues and are renewable resources currently being
studied by academic and industrial groups owing to their attractive properties and bio‐
logical activities. Chitosans have been indicated for the preservation of foods, juices and
other material from microbial deterioration due their action against different groups of
microorganisms, such as bacteria, yeast and fungi. Studies on coating of fruits and vege‐
tables and defensive plant mechanism studies have been described in the literature. There
is a worldwide trend to explore new alternatives that can control postharvest pathogenic
diseases, giving priority to methods that reduce disease incidence and avoid negative and
side effects on human health as a result of the excessive application of synthetic fungi‐
cides. Thus, alternative approaches are necessary to maintain the marketable quality of
fresh fruits. The antifungal activities of chitosan and its derivatives in vitro, preharvest
and postharvest studies are reviewed in this chapter. The abilities of chitosan and its de‐
rivatives to elicit resistance reactions in plants and its action in the production and viabil‐
ity of fungal spores is reported. Finally, the chapter is concluded, with the possible
mechanisms, suggested in the literature for the antifungal activity of chitosan.

Keywords: Chitosan, fungi, antifungal activity, plants and fruits

1. Introduction

The discovery of natural antimicrobial compounds, due to growing consumer demand for
food without chemical preservatives, has been focused on numerous studies. In this context,
the antimicrobial activity of chitin, chitosan and its derivatives against different types of
microorganisms, such as bacteria, fungi and yeasts, has received considerable attention. In this
chapter important developments concerning the application of chitosan and its derivatives as
antimicrobial compound against fungi and yeasts, assumptions involved in their antimicrobial
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activity and effects on the quality and storage of fresh vegetables treated with these compounds
are described.

The polymers of chitin, chitosan and chito-oligomers have been extensively studied, due to
their high potential for applications in food, pharmaceutical, cosmetic and agriculture areas.
The applications of these compounds in several areas, especially application of chitosan, is
justified by the low cost of production, which is produced from the disposal of processing
crustaceans, which are an abundant and renewable source. In general, commercial chitosans
are available in the range of molar masses between 50 and 2000 kDa and degree of acetyla‐
tion (DA) between 0.1 and 0.4 [1].

The polymers chitosan and chitin (Figure 1) are aminoglucopyranans composed of N-acetyl-
D-glucosamine (GlcNAc) and D-glucosamine (GlcN) residues (Figure 2). The polymers may
be distinguished by their solubility in 1% aqueous acetic acid (v/v). Chitin containing ≥40%
GlcNAc (FA≥0.4) is insoluble, whereas soluble polymers are named chitosan [2]. Chitosan is
composed of three reactive functional groups: an amino group and two hydroxyl groups in
the primary and secondary carbons of the positions C-2, C-3 and C-6, respectively [3].
Chemical and biotechnological processes are currently being investigated for the production
of chitosan. Industrially chitosan is produced from the alkaline deacetylation of chitin (alka‐
line hydrolysis), but chitosan can also be obtained from enzymatic deacetylation of chitin, a
process investigated in academic studies (Figure 1).
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Figure 1. Chemical structures of chitin and chitosan.

Chitin is also widely distributed in fungi, occurring in Basidiomycetes, Ascomycetes and
Phycomycetes, where it is a component of cell walls and structural membranes of mycelia, stalks
and spores [4]. The amounts vary between traces and up to 45% of the organic fraction, and
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Chitin is also widely distributed in fungi, occurring in Basidiomycetes, Ascomycetes and
Phycomycetes, where it is a component of cell walls and structural membranes of mycelia, stalks
and spores [4]. The amounts vary between traces and up to 45% of the organic fraction, and
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the remainder is composed mainly of proteins, glucans and mannans [5]. However, not all
fungi contain chitin, which may be absent in some species close to other containing chitin as
a cell wall component [4].After the discovery of antimicrobial activity of chitosan and its
derivatives by Allan & Hadwiger [6], Kendra & Hadwiger [7] and Uchida et al. [8], many
researchers have done studies in this field. In this context the antimicrobial activity of chitin,
chitosan and its derivatives against different groups of microorganisms such as bacteria, yeast
and fungi has received considerable attention.

The antifungal activities of chitosan and its derivatives in vitro, preharvest and postharvest
studies are reviewed in this chapter. Besides the review of the antifungal activities of chitosan
and its derivatives, their abilities to elicit resistance reactions in plants are also reviewed. In
addition, chitosan action in the production and viability of fungal spores is reported in this
chapter. Finally, the chapter is concluded, with the possible mechanisms suggested in the
literature for the antifungal activity of chitosan.

2. In vitro and in vivo antifungal activity of chitosan and its oligomers

The postharvest deterioration due to the action of fungi limits the economic value of stored
vegetables. Although fungicides are used extensively in control of postharvest diseases, there
is a public interest in reducing these residues in food and in pathogens resistant to fungicides.

Unconventional methods of postharvest pathogens control have been reported in the litera‐
ture. In addition to studies involving the control of pathogenic fungi by fungicides, other
methods have been employed, such as biological control [9], biological control association of
CaCl2 [10–12] biological control of association with modified atmosphere [13], postharvest heat
treatment [14, 15], heat treatment association and ethanol [16] and chitosan [17, 18].

There is strong evidence that the fungal mycelium growth can be delayed or completely
inhibited when chitosan is added to the yeast culture medium. When increasing the chitosan
concentration of 0.75 to 6.0 mg x ml-1, El Ghaouth et al. [19] observed a decrease in the radial
growth of Alternaria alternata, Botrytis cinerea, Rhizopus stolonifer and Colletrotichum gloeospor‐
ioides. The same effect was observed against Sclerotinia sclerotiorum by increasing the chitosan
concentration of 1 to 4% (w/v) [20]. Other studies showed a linear decrease in the growth of
Rhizoctonia solani with gradual increase in the concentration of 0.5 to 6.0 mg x ml-1 of chitosan
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[21]. The mycelial growth of Fusarium solani f. sp. phaseoli and F. solani f. sp pisi was inhibited
at minimum concentrations of 12 and 18 mg x ml-1 [22, 23]. Complete inhibitions of the fungi
F. oxysporum, R. stolonifer, Penicillium digitatum and C. gloeosporioides were obtained at a
concentration of 3% (w/v) [24, 25].

Table 1 lists some studies that evaluated the effects of chitosan in vitro growth of pathogenic
fungi.

Fungus Chitosan concentration
% (m/v)

Effect Author

A. alternata, B. cinerea e R.
stolonifer

0.075 to 0.6 Reduction of radial growth [26]

Rhizoctonia solani 0.05 to 0.6 Growth reduction [21]

F. solani f. sp. phaseoli 1.2 Complete inhibition [22]

F. solani f. sp pisi 1.8 Complete inhibition [23]

F. oxysporum, R. stolonifer,
Penicillium digitatum e

C. gloeosporioides

3 Complete inhibition [25, 26]

Mucor racemosus 0.2 73% of growth reduction [27]

A. alternata 0.01 to 0.08 Complete inhibition [28]

B. cinerea 0.04 to 0.1 Complete inhibition

P. expansum 0.08 Growth reduction

R. stolonifer 0.01 to 0.02 Complete inhibition

Table 1. In vitro chitosan effect on fungal growth.

Allan & Hadwiger [6] reported that chitosan has a strong antifungal activity against numerous
pathogens with the exception of the class Zygomycetes, which contains chitosan as the major
cell wall component. However, the results of Roller & Covill (1999) [27] demonstrated that the
fungus Mucor racemosus, whose cell walls are composed of chitosan, was inhibited at a
concentration of chitosan 1 g × L-1, contrary to Allan & Hadwiger [6] proposition, which
included strains of Mucor spp.

No et al. [29] examined the antibacterial activity of chitosans with different molar masses on
the growth of gram-positive and gram-negative bacteria. They observed that the growth of
gram-positive bacteria was nearly or completely inhibited by all samples of chitosan with
different molar mass. On the other hand, for the gram-negative bacteria, the antibacterial
activity appeared to increase with decrease of molar mass.

El Ghaouth et al. [30] investigated the effect of chitosan coating (1.0 to 1.5% m/v) in controlling
decay of strawberries at 13° C compared to the fungicidal effect of ipridione (Rovral®) and
concluded that the coating with chitosan was more effective than treatment with Rovral®
fungicide in controlling postharvest decay. The antifungal effects of chitosan on in vitro growth
of strawberries postharvest have also been studied by El Ghaouth et al. [26]. According to this
study, chitosan FA 0.83 markedly reduced the mycelial growth of the fungi Botrytis cinerea and
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Rhizopus stolonifer with a great effect at high concentrations. These authors also confirmed the
importance of the large number of positively charged groups along the polymer chain due to
the fact was observed that N, O-carboxymethyl showed lower antifungal activity than chitosan
[26]. In an in vivo study, El Ghaouth et al. [26] reported that signs of infection were observed
in strawberry fruits after five days of storage at 13°C, while the control fruit had shown signs
of infection with only one day of storage. After 14 days of storage, chitosan coatings, whose
concentration was 15 mg x mL-1, reduced the deterioration strawberries at 60%, caused by the
same fungi, and it was observed that the coated fruit usually matured without showing
obvious signs of phytotoxicity.

Oliveira Jr. et al. [28] studied the inhibitory effects of fifteen chitosans with different degrees
of polymerization (DP) and different DA on the growth rates (GR) of four phytopathogenic
fungi (Alternaria alternata, Botrytis cinerea, Penicillium expansum, and Rhizopus stolonifer) by
using a 96-well microtiter plate and a microplate reader. The minimum inhibitory concentra‐
tions (MICs) of the chitosans ranged from 100 μg × mL-1 to 1,000 μg × mL-1 depending on the
fungus tested and the DP and FA of the chitosan.

Table 2 lists the MICs of chitosan samples that are more effective against fungi Alternaria
alternata, Botrytis cinerea, Penicillium expansum, and Rhizopus stolonifer. Complete inhibition of
the fungi A. alternata, B. cinerea and R. stolonifer and growth reduction of P. expansum were
obtained with chitosan DP 45 to 1,460 and FA 0.08 to 0.22. Chitosans with smaller values of
FA 0.1 and larger values of DP 3,780 promoted the maximum fungistatic activity against the
fungi B. cinerea and A. alternata [28].

Fungus Chitosan samples MIC (µg × mL-1)

DP FA

A. alternata 190 0.01 200

320 0.15 400

121 0.49 800

3,726 0.10 100

3,726 0.30 100

3,850 0.50 300

B. cinerea 190 0.01 800

3,726 0.10 400

3,726 0.30 800

3,850 0.50 800

R. stolonifer 1,383 0.22 200

45 0.22 200

1,171 0.08 100

1,089 0.16 100

Table 2. MICs of the chitosans with different DP and different FA (fraction of acetylation) against A. alternata, B. cinerea
and R. stolonifer [28].
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Oliveira-Jr et al. [31] have observed that chito-oligosaccharides of DP ≤8 are not notably
inhibitory to any of the fungi A. alternata, B. cinerea, P. expansum or R. stolonifer and high-DP
chito-oligosaccharides (DP ≤12) showed initially inhibitory effects. However, the complete
inhibition for all fungi was not obtained by using chito-oligosaccharides. In contrast, as
reported by Oliveira-Jr et al. [28], A. alternata, B. cinerea and R. stolonifer were completely
inhibited and growth reduction for P. expansum was observed by high-DP chitosans (DP 45 to
2,608).

Fruit, vegetable
or plant

Fungus
Chitosan

concentration % (m/v)
Effect (infection

reduction %)
Author

Strawberrya B. cinerea 1.0 to 1.5 77 [30]

Strawberrya
B. cinerea and R.

stolonifer
1.5 60 [19]

Carrotsa Sclerotinia sclerotiorum 2.0 to 4.0 68 [20]

Cucumber plantb B. cinerea 0.1 65 [32]

Strawberryb B. cinerea 0.2 to 0.6 45 to 62 [33]

Papayab C. gloeosporioides 1.5 60 [24]

Table 3. Effect of chitosan coating formed on the surface of fruits and vegetables postharvesta immersed in acidic
solutions of chitosan or fruits and plants pre harvestb sprayed with chitosan. The fruits, vegetables and plants were
inoculated with the respective pathogenic fungi.

Cuero et al. [34] reported that N-Carboxymethyl reduced by 90% of aflatoxin production by
Aspergillus flavus and Aspergillus parasiticus, while the fungal growth was reduced to less than
50%. Chitosan coating was effective in the inhibition of Sclerotinia sclerotiorum on carrots
(Daucus carota L.) whose incidence was significantly reduced from 88 to 28% in the roots,
covered with 2 and 4% (m/v) chitosan [20]. Microscopic studies revealed that the mycelium of
Sclerotinia sclerotiorum exposed to chitosan appeared to be dead and deformed, since the control
mycelium was normal.

The control of gray mold caused by B. cinerea in cucumber plants by chitosan oligomers was
studied by Ben-Shalom et al. [32], who suggested that the primary effect of the oligomers in
the control of disease was due to a fungistatic effect on the germination of the conidia of Botrytis
because chitosan is a positively charged polymer that can prevent binding of conidia some‐
where. Bhaskara Reddy et al. [33] evaluated the preharvest spraying effect of chitosan on
postharvest quality of strawberry and incidence of the pathogen B. cinerea and observed that
preventive spraying of chitosan was effective in controlling infection of B. cinerea on straw‐
berries.

The relationship between molar mass of chitosans and chito-oligomers and antifungal activity
has been analyzed in several studies. Kendra and Hadwiger [23] observed that monomers and
dimers of chitosan showed no antifungal activity against Fusarium solani, while heptamers had
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antifungal activity equivalent to chitosan. Uchida et al. [8] reported that a mixture of chito-
oligomers with DP 2 to 8 (average of 5 DP) and concentration of 1% (m/v) were inactive against
three species of the genus Fusarium.

Zhang et al. [35] reported that chito-oligomers with an average DP of 20 inhibited the growths
of 16 plant pathogens. Torr et al. [36] suggested that higher antifungal activity against certain
fungi may be obtained with chito-oligomers (DP 5, DP 9 and DP 14) when compared to those
obtained with chitosan (310 kDa to >375 kDa; DP 1,925 to 2,329). Chitosan acetate and mixtures
of chito-oligomers, cited above, were tested against Leptographium procerum, Sphaeropsis
sapinea and Trichoderma harzianum. The average GR of T. harzianum decreased with the increase
of concentration of chitosan acetate and chito-oligomers 0.1 to 0.4% (m/v), which caused an
initial period of fungistase and eventually overcome by the fungus. Sphaeropsis sapinea and
Leptographium procerum were more likely to chitosan and chito-oligomer activities than T.
harzianum, whose growth was inhibited at the concentration of 0.4% (m/v) within 35 days. The
antifungal activities of the three mixtures of chito-oligomers were higher at pH 4.0 than at pH
6.0, in which chito-oligomers DP 9 and 14 were more effective against S. sapinea and L.
procerum than the mixture DP 5.

2.1. Action of chitosan in the production of fungal spores

The chitosan effect on spore production by the fungi F. oxyporum, R. stolonifer, C. Gloeosporioides,
A. alternata f. sp. lycopersici and A. Niger was analyzed by Bhaskara Reddy et al. [33], Bautista-
Baños et al. [24, 25] and Plascencia-Jatomea et al. [37]. The sporulating fungi treated with
chitosans are generally lower than the untreated mold. Moreover, in some studies sporulation
was completely inhibited when treated with chitosan. However, in some cases it was observed
that chitosan stimulates sporulation. The formation of spores of A. alternata in the presence of
chitosan at concentrations of 100 and 500 μg × ml-1 (sub-lethal dose) was significantly higher
than the control without chitosan [25, 33]. These authors indicated that high sporulation may
have been due to a stress response induced by this polymer.

2.2. Action of chitosan in the fungal spore viability

The viability of fungal spores has been analyzed after treatment with chitosan. Concentrations
of 0.75 mg × mL-1 reduced the viability of fungal spore germination and tube growth of B.
cinerea and R. stolonifer [19]. In another study, low chitosan concentrations (20-30 μg × mL-1)
caused 50% inhibition of germination and 50 μg × mL-1 promoted almost complete inhibition
of spore germination [32]. These authors also observed that chitosan has promoted the size
reduction of the germination tubes, which had a mean size of ~15 μm in the presence of water
and 2 μm in the presence of 10 μg × mL-1 of chitosan, and both treatments were incubated for
24 hours. Sathiyabama and Balasubramanian [38] evaluated the effect of chitosan concentra‐
tion on the viability of fungal spores of Puccinia arachidis incubated for 4 hours and observed
that with increasing chitosan concentration from 100 to 1,000 μg × mL-1, a reduction percentage
of the number of germinated spores was observed from 24 ± 3 to 6 ± 0%, respectively. On the
other hand, untreated spores with chitosan had a germination of 96 ± 1%.
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2.3. Changes in hyphal morphology due to chitosan treatment in some fungal species

Microscopic observations of fungi treated with chitosan showed that the polymer can affect
the hyphal morphology. Changes in hyphal morphology, such as excessive mycelial branch‐
ing, abnormal shapes, swelling and hyphae size reduction, were observed in Fusarium
oxysporum f. sp. radicis-lycopersici, R. stolonifer and S. sclerotiorum treated with chitosan [20,
26, 39]. Similarly, chitosan caused morphological changes as large vesicles or empty cells
devoid of cytoplasm in the mycelium of B. cinerea (Figure 3) and F. oxyporum f. sp. albedinis [40,
41]. In further studies, the morphology of fungi C. gloeosporioides, R. stolonifer, P. digitatum and
F. oxysporum treated with chitosan was evaluated. Bautista-Baños et al. [24, 25] reported that
area, size and shape of conidia of each fungi tested were affected according to the fungal species
and incubation time exposed in the chitosan solutions. Plascencia-Jatomea et al. [37] reported
that the morphology of the spores of A. niger was also affected when treated with chitosan.

Changes in hyphal morphology due to chitosan treatment in A. alternata, B. cinerea, P. expan‐
sum and R. stolonifer were analyzed by scanning electron microscopy [42]. The micrographs
revealed mycelial aggregation and morphological structural change as excessive branching,
cell wall swelling and reduction in hyphal length (Figures 4 and 5).

Aggregation, excessive mycelial branching and hyphae size reduction of all fungi treated with
chitosan were observed by Oliveira Junior et al. [42]. A. alternata, B. cinerea and R. stolonifer
treated with chitosan, besides to have the morphological changes mentioned before, also
showed abnormal shapes and swelling in their mycelia (Figures 4 and 5).

The micrographs of P. expansum previously treated with chitosan viewed in high magnification
of 10,000× showed the chitosan coating formed on surface of the mycelia (Figure 6 A).

The results demonstrated that chitosan acetate was effective in restricting the fungal growth
of filamentous fungi [42] by causing a fungistatic inhibition effect as observed by the scanning
electron microscopy. In case of A. alternata, it was common to observe some spores with germ
tube inhibition as shown in Figure 6 B.

Chitosan coating observed on the surface of the mycelia suggested that the fungal growth
inhibition could be explained by a direct interaction of chitosan on the fungal cell wall as a
consequence of polycationic nature of chitosan. Oliveira-Jr et al. [28] have observed that
chitosan samples with low FA (high concentration of free amino groups protonated) and large
DP were most effective against the phytopathogenic fungi tested, while chitosan with high FA
did not have the ability to inhibit the fungal growth in vitro. In another study, OliveiraJr. et al.
[31] have demonstrated that chito-oligosaccharides of eight DP were not notably inhibitory to
any of the fungi. On the other hand, higher chito-oligosaccharides (DP 10 and DP 12) showed
initially inhibitory effects, which seemed to be more pronounced at a lower FA.

3. Chitosan as inducer of response mechanisms in plants

Stimulants are substances (oligosaccharides, glycoproteins, peptides and lipids) that can
induce defense responses when applied on plant tissue or plant cell culture. Oligosaccharides
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Figure 3. Microscopic structural changes of hyphal fragments of B. cinerea in response to the presence of (a) chitosan
and (b) control mycelium; (c–f) Mycelia of fungal cultures grown on PDA containing 1.75% (v/v) of chitosan (Chito‐
gel®). Bars: 40 μm. Small and large vesicles appeared in the samples treated with chitosan and in some cases the cyto‐
plasm was free of any organelle (arrows). (Reproduced from Ait Barka et al. [40]. Copyright of Plant Cell Reproduction
2004.)

Fungal Growth Control by Chitosan and Derivatives
http://dx.doi.org/10.5772/63308

69



most studied as inductors are oligomers of glucan, chitin, chitosan and galacturonic acids.
When a plant is attacked by a pathogen, fast defense mechanisms are activated in the infected
site and various biochemical defense responses occur around the dead cells. Among the
biochemical defense responses include the production of reactive oxygen, structural changes
in the cell wall, protein accumulation related to defense and biosynthesis of phytoalexins [43].

The stimulatory abilities of chitosan in the natural plant defense responses have been exten‐
sively studied. Physiological and biochemical changes that occur in plants due to stimulation
by chitosan have been described in several studies [45–53]. Primary physiological changes
were observed in plants treated with chitosan, whose openings of the stomata were decreased
impeding the fungal access inside the leaf tissues. Lee et al. [44] observed that guard cells of
plant leaves produce H2O2, which is a mediator compound promoted by chitosan stimulus,
which induces a decrease in stomatal openings (Figure 7).

Changes in hyphal morphology due to chitosan treatment in A. alternata, B. cinerea, P. 

expansum and R. stolonifer were analyzed by scanning electron microscopy [42]. The 

micrographs revealed mycelial aggregation and morphological structural change as 

excessive branching, cell wall swelling and reduction in hyphal length (Figures 4 and 5). 

   

   

Figure 4. Scanning electron micrographs of mycelia after 5 days of cultivation at 25°C. 

Alternaria alternata (A) control media and (B) medium amended with chitosan (500 μg × mL-

1). Botrytis cinerea (C) control media and (D) medium amended with chitosan (500 μg × mL-1). 

(A) (B)

(C) (D)

Figure 4. Scanning electron micrographs of mycelia after 5 days of cultivation at 25°C. Alternaria alternata (A) control
media and (B) medium amended with chitosan (500 μg × mL-1). Botrytis cinerea (C) control media and (D) medium
amended with chitosan (500 μg × mL-1). Bars = 20 μm. Reproduced from Oliveira Junior et al. [42]. Copyright of Brazil‐
ian Archives of Biology and Technology 2012.
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Figure 4. Scanning electron micrographs of mycelia after 5 days of cultivation at 25°C. Alternaria alternata (A) control
media and (B) medium amended with chitosan (500 μg × mL-1). Botrytis cinerea (C) control media and (D) medium
amended with chitosan (500 μg × mL-1). Bars = 20 μm. Reproduced from Oliveira Junior et al. [42]. Copyright of Brazil‐
ian Archives of Biology and Technology 2012.
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Chitosan oligosaccharides lignin stimulated accumulation of callose, phytoalexins, and/or
protease inhibitors in various plant tissues. The mechanism of action by which induces this
lignification chitosan have been studied in different types of plants [46, 54].

Induction of several enzymes related to plant defense process has been studied [45, 46]. These
enzymes participate in the initial defense mechanisms and prevent infection by pathogens.
Oligomers of chitin and chitosan have been associated with stimulation of other systems
involved in resistance as the activity of lipooxygenase and phenylalanine ammonia lyase and
the formation of lignin in wheat leaf [45, 46].

The formation of structural barriers on the affected areas by fungi is the most common process
response to pathogen invasion. Cell suberization and lignification and other defense processes
are stimulated during the process of infection in some organs of plants. Reports describe that
chitosan restricted in some cases, the fungal penetration and it induces the formation of
different structural barriers. A moderate lignification on wheat leaf, as a result of chitosan

 

Figure 5. Scanning electron micrographs of mycelia after 5 days of cultivation for Penicillium 

expansum and after 3 days for Rhizopus stolonifer at 25 °C. Penicillium expansum (A) control 

media and (B) medium amended with chitosan (500 μg × mL-1). Rhizopus stolonifer (C) 

control media and (D) medium amended with chitosan (500 μg × mL-1). Bars = 20 μm. 
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Figure 5. Scanning electron micrographs of mycelia after 5 days of cultivation for Penicillium expansum and after 3 days
for Rhizopus stolonifer at 25 °C. Penicillium expansum (A) control media and (B) medium amended with chitosan (500 μg
× mL-1). Rhizopus stolonifer (C) control media and (D) medium amended with chitosan (500 μg × mL-1). Bars = 20 μm.
Reproduced from Oliveira Junior et al. [42]. Copyright of Brazilian Archives of Biology and Technology 2012.
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The micrographs of P. expansum previously treated with chitosan viewed in high 

magnification of 10,000× showed the chitosan coating formed on surface of the mycelia 

(Figure 6 A). 

The results demonstrated that chitosan acetate was effective in restricting the fungal growth 

of filamentous fungi [42] by causing a fungistatic inhibition effect as observed by the 

scanning electron microscopy. In case of A. alternata, it was common to observe some spores 

with germ tube inhibition as shown in Figure 6 B. 

 

   

Figure 6. (A) Scanning electron micrograph of Penicillium expansum mycelia after 5 days of 

culture at 25°C with medium amended with chitosan D (1,000 μg × mL-1). (B) Spore and 

germ tube of Alternaria alternata with medium amended with chitosan P (500 μg × mL-1).  

(A) bar = 2 μm; (B) bar = 10 μm. Reproduced from Oliveira Junior et al. [42]. Copyright of 

Brazilian Archives of Biology and Technology 2012. 
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(A) bar = 2 μm; (B) bar = 10 μm. Reproduced from Oliveira Junior et al. [42]. Copyright of Brazilian Archives of Biology
and Technology 2012.

Figure 6. (A) Scanning electron micrograph of Penicillium expansum mycelia after 5 days of culture at 25°C with medi‐
um amended with chitosan D (1,000 μg × mL-1). (B) Spore and germ tube of Alternaria alternata with medium amended
with chitosan P (500 μg × mL-1).

Figure 7. Induction of H2O2 production by chitosan in the guard cells of tomato leaves. Epidermal chunks of tomato
leaves without chitosan (Controls A and E) or treatments of 30 minutes with only chitosan (B and F), chitosan and cata‐
lase (C and G) or with chitosan and ascorbic acid (D and H). Fluorescence microscopy are shown in A–D and optical
microscopy are shown in E–H. The bar in A is 10μm and applies to all figures. Reproduced from Lee et al. [44]. Copy‐
right Plant Physiology (1999).
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Figure 7. Induction of H2O2 production by chitosan in the guard cells of tomato leaves. Epidermal chunks of tomato
leaves without chitosan (Controls A and E) or treatments of 30 minutes with only chitosan (B and F), chitosan and cata‐
lase (C and G) or with chitosan and ascorbic acid (D and H). Fluorescence microscopy are shown in A–D and optical
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right Plant Physiology (1999).
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treatment, as well as the inoculum of cell walls of B. cinerea after 48 and 72 hours were reported
by Pearce and Ride [47]. Transmission electron microscopy showed the formation of particular
structures and new materials. The main reactions observed in the host cells of tomato roots
and leaves treated with chitosan and infected by F. oxyporum f. sp. radicis-lycopersici were as
follows: (1) blockage of xylem vessels by an opaque fibrous or granular material or blister-
shaped structure; (2) coating the secondary membrane making it thicker and characterized by
lesions (3) forming papillae (affixing wall) within the cortex and endothermic tissues [48, 49].
Other reactions of the specific host plant roots of tomato plants treated with chitosan showed
deformed epidermal cells [50]. In pepper fruits of bell pepper, structural defense responses
were observed only in the first layer of fabric next to broken cells, as thickening of the cell
walls, forming spherical and hemispherical protrusions along the cell walls, and blocking of
cellular spaces was also observed due to the formation of fibrillar material [51, 52]. Other
studies have shown that the combination of two control methods (chitosan and biological
control with Bacillus pumilus) increased defense reactions of the host plant [53]. Cucumber
plants grown in nutrient solutions containing chitosan, and inoculated with P. aphaniderma‐
tum, had similar reactions to those observed in tomato roots treated with chitosan as obstruc‐
tion of cellular spaces with opaque and fibrillar materials and lastly it was observed the
formation of buds along the host cell wall [51].

4. Effect of chitosan on postharvest quality of plant products

Plant products have their shelf life extended when coated with chitosan. Chitosan forms a
semi-permeable  film  that  regulates  gas  exchange  and  reduces  losses  by  transpiration;
therefore, the ripening of the fruit is delayed. Different fruits coated with chitosan, usually
have their respiration rates and reduced water losses, among them tomatoes, strawberries,
longan,  apples,  mangoes,  bananas  and bell  peppers  [55–60].  The  efficacy  of  chitosan  in
reducing internal  CO2  production is  described in  tomatoes  and pears  [56,  57].  Chitosan
coatings associated with storage temperature may be associated with a reduction in CO2

production. Cucumbers and peppers had lower respiration rates at 13°C than at 20°C [55].
Besides the inhibition of CO2 resulting of chitosan coating, the ethylene production of fruits
is also reduced. Both inhibitory effects were observed on peaches and tomatoes coated with
chitosan [56, 61]. Fruits such as strawberries, raspberries, tomatoes, peaches, papaya and
other fruits had their firmness loss delayed during storage when treated with chitosan [24,
30, 61]. Sprays of chitosan preharvest at concentrations 2, 4 and 6 g x L-1 on strawberry plants
did not cause phytotoxicity and the fruits treated with chitosan were firmer than the control
fruits [33]. In general, the anthocyanin degradation on fruits treated with chitosan is delayed,
which has been demonstrated in lychee, strawberry and raspberry [62–64]. On the other hand,
it was observed by El Ghaouth et al. [30] anthocyanin synthesis in strawberries treated with
chitosan. Strawberries,  tomatoes and peaches treated with chitosan after storage showed
higher acidity compared to the control fruits, while other fruits like mangoes and longan had
reduced acidity slowly [56, 59, 61, 65]. Mangoes and bananas coated with chitosan showed
lower total  soluble solids than fruits untreated; however,  higher levels were reported in

Fungal Growth Control by Chitosan and Derivatives
http://dx.doi.org/10.5772/63308

73



peaches treated with chitosan. In another study it was not observed difference of soluble
solid values of papayas treated with chitosan and untreated [24, 57, 60, 65]. The contents of
reducing sugar of fruits are also affected by chitosan coating. Reducing sugar contents in
bananas treated with chitosan were lower than contents in untreated fruits [60]. However,
contradictory reports regarding to the reducing sugar contents of mango fruits treated with
chitosan have been described in the literature. A possible explanation for this could be related
to the chitosan application method on the surface of the fruit. In the first study, mango fruits
were packed in cardboard boxes and covered with chitosan film; in this case the levels of
reducing sugars were higher than those of control fruits, while in the second study, mango
fruits were immersed in a solution of chitosan, and these fruits had lower levels of reduc‐
ing sugars than the control fruits [60, 65]. These results indicate that the immersed fruits had
decreased metabolism compared to untreated fruits with chitosan. Ascorbic acid content in
mangoes and peaches treated with chitosan were also evaluated [61, 65]. In these studies, the
content of this vitamin in mango fruits treated with chitosan gradually decreased during the
storage period and it was lower than in fruits untreated. But in peaches, ascorbic acid levels
were higher in fruits treated with chitosan than in fruits untreated, as well as treated with
fungicide Prochloraz after  12 days of  storage.  Although few studies  report  the effect  of
chitosan on sensory attributes of plant products treated with chitosan, some reports showed
that flavor and taste remain unchanged. Mangoes and strawberries treated with chitosan had
higher scores in the sensory attributes compared to untreated fruit stored for 21 and 15 days,
respectively [60, 62]. In other studies, strawberries coated with chitosan and stored for 12
days at 7° C had a slightly bitter taste only on day zero [66].

5. Mode of action of chitosan

Numerous possible mechanisms for the antimicrobial action of chitosan have been proposed,
mostly based on the positive charge conferred by protonation of free amino groups at acidic
pH, although the exact mechanism of action is still unknown. A polycationic chitosan or
oligomer can potentially interact with negatively charged fungal cell membrane components
(i.e., proteins, phospholipids), thus interfering with the normal growth and metabolism of the
fungal cells [17, 18, 67]. Roller and Covill [27] reported that amino groups in chitosan have the
ability to interact with a multitude of anionic groups on the yeast cell wall surface, thereby
forming an impervious layer around the cell. Because of its property to form films, chitosan
may thus act as a barrier (i.e. anionic groups) and consequently, reducing their availability to
a level that will not sustain growth of the pathogen (4). This important property of the polymer
chitosan, the ability to protonate at acidic solutions is due to the presence of amines in the
molecule that bind to protons as shown in equation (1).
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peaches treated with chitosan. In another study it was not observed difference of soluble
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fungicide Prochloraz after  12 days of  storage.  Although few studies  report  the effect  of
chitosan on sensory attributes of plant products treated with chitosan, some reports showed
that flavor and taste remain unchanged. Mangoes and strawberries treated with chitosan had
higher scores in the sensory attributes compared to untreated fruit stored for 21 and 15 days,
respectively [60, 62]. In other studies, strawberries coated with chitosan and stored for 12
days at 7° C had a slightly bitter taste only on day zero [66].

5. Mode of action of chitosan

Numerous possible mechanisms for the antimicrobial action of chitosan have been proposed,
mostly based on the positive charge conferred by protonation of free amino groups at acidic
pH, although the exact mechanism of action is still unknown. A polycationic chitosan or
oligomer can potentially interact with negatively charged fungal cell membrane components
(i.e., proteins, phospholipids), thus interfering with the normal growth and metabolism of the
fungal cells [17, 18, 67]. Roller and Covill [27] reported that amino groups in chitosan have the
ability to interact with a multitude of anionic groups on the yeast cell wall surface, thereby
forming an impervious layer around the cell. Because of its property to form films, chitosan
may thus act as a barrier (i.e. anionic groups) and consequently, reducing their availability to
a level that will not sustain growth of the pathogen (4). This important property of the polymer
chitosan, the ability to protonate at acidic solutions is due to the presence of amines in the
molecule that bind to protons as shown in equation (1).
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The pKa value of chitosan is approximately 6.3. The chitosan is solubilized when more than
50% of the amino groups are protonated [68]; thus, the solubility of chitosan sharply decreases
when the pH increases above 6.0 to 6.5 [18].

Sudarshan et al. [70] and Papineau et al. [71] observed the bacterial agglutination using low
concentrations of chitosan lower that 0.2 mg x mL-1 probably due to binding of the polycationic
polymer to the negatively charged bacterial surface; However, at high concentrations agglu‐
tination was observed, which according to the authors may be linked to the high number of
positive charges that can be formed a positive net charge on the bacterial surface keeping them
in suspension.

The interaction between chitosan and the cell can also alter the permeability of the cell
membrane. For example, fermentation of yeast used in baking is inhibited by certain cations
that act at the cell surface and prevent glucose entry [43]. The interaction between chitosan
and Pythium oaroecandrum cells was studied by Leuba & Stossel [72], who used a UV technique,
and they found that there was considerable release of protein material from the cells at pH 5.8.

Chitosan also acts as a chelating agent that selectively binds to trace metals and thus inhibits
toxin production and microbial growth [34].

Liu et al. [73] reviewed the antibacterial activity of chitosan acetate solution against Escherichia
coli and Staphylococcus aureus. The integrity of the cell membrane of both species was investi‐
gated by determining the release of intracellular materials which absorb at 260 nm. It has been
observed a gradual increase in intercellular material suspensions of bacteria treated with
chitosan acetate (0.5 and 0.25% w / v) for two hours of monitoring. The authors also noted that
according to the results of infrared spectroscopy and thermogravimetric and differential
thermogravimetry profiles, there was ionic bond formation between the NH3

 + group of the
chitosan acetate and the phosphoryl group of phosphatidylcholine. This result appears to
confirm the electrostatic interaction between chitosan and ethyl phosphatidylcholine, which
is a component of bacterial cell membrane.

6. Final Remarks

Chitin, chitosan, derivatives and their oligomers have been widely studied and the existence
of great number of scientific papers that have been published in the literature reflects the great
potential applications of these polymers, derivatives and oligomers. Considering the global
trend of consumer preference for foods without chemical preservatives, the chitosan and other
natural compounds have shown to be alternative compounds to control fungi and bacteria,
although chemical preservatives are also used extensively in the control of these microorgan‐
isms, especially the fungicides used in the control of postharvest diseases of fruits. Pre- and
postharvest studies of plants, vegetables and fruits have shown that the polymer chitosan has
triple effect in the treatment of these; it controls pathogenic microorganisms, it activates
various defense responses, inducing and/or inhibiting different biochemical activities during
plant-pathogen interaction and it increases the storage time of fresh vegetable due to film
formation properties.
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Abstract

Essential oils are one of the most important natural products derived from plants, due to
their various biological properties and their medicinal and nutritional uses. This chapter
provides an overview of several different aspects relating to essential oils including a his‐
torical perspective, the uses of essential oils, their main sources and antifungal activity,
their bioactive single constituents and their modes of action. The chapter will also give an
insight into the chemical measures necessary for controlling plant pathogens and their
negative impact on human health and/or the environment. It will also review the differ‐
ent sources of essential oils such as sage, oregano, thyme and marjoram from the Lamia‐
ceae family, vervain from the Verbanacae family, and magnolia from the Magnoliaceae
family. The antimicrobial activity of essential oils is reviewed, with particular emphasis
on the antifungal properties exhibited against some serious pathogenic fungi and post-
harvest disease. Moreover, various antimicrobial tests and techniques, such as various
kill-time studies, killing time determination, LD-50 and growth curve recording, poisoned
food techniques, spore germination and measurement of metabolic CO2 are included. Fi‐
nally, five case studies relating to the antifungal activity of some plant essential oils, ei‐
ther in vitro or in vivo, against post-harvest pathogenic fungi are reviewed at the end of
this chapter.

Keywords: Plant essential oils, Antifungal activity, Post-harvest diseases, Chemical meas‐
urements, Antimicrobial tests, Fungal pathogenicity

1. Introduction

An essential oil is a concentrated hydrophobic liquid containing volatile aromatic compounds
from plants. Essential oils are also known as volatile oils or ethereal oils. An oil is "essential"
in the sense that it carries a distinctive essence of the plant. It does not form a distinctive
category for either medical, pharmacological, or culinary purposes.
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Essential oils have several applications in the manufacture of perfumes, cosmetics, and soaps.
In the food industry, essential oils can be used for flavouring, and for adding scents to incense.
The use of some essential oils as alternative antimicrobial agents, replacing chemical treat‐
ments, has attracted considerable interest from post-harvest scientists in recent years. Most
essential oils and their single constituents have been reported to inhibit post-harvest fungi both
in vitro and in vivo. The use of these volatile compounds has garnered a great deal of interest
recently.

There is no doubt that essential oils have important pharmacological properties, which result
in their wide use in pharmaceutical practices. The first investigation into the antimicrobial
activity of essential oils was a study by Buchholtz [1] who found that thymol has higher growth
inhibitory properties on bacteria having been cultivated in a tabac decoction than phenol,
which was previously considered to be the best systematic substance for use as surgical
antiseptic [2]. Therefore, a great deal of research has been carried out aimed at studying the
antimicrobial activities of several essential oils that have already been registered in the
pharmacological industry.

The fungitoxic activity of essential oils may be due to synergism among their components,
since most of this activity has been reported to be enhanced when combined [3]. Bioactivity in
the vapor phase of essential oils was recognized as a characteristic that makes them attractive
for use as possible fumigants for the protection of stored product [3–6].

This chapter will address different aspects relating to plant essential oils and fungal pathoge‐
nicity ranging from the chemical use in controlling plant pathogenic fungi as well as discussing
the main sources of essential oils, and their biological activity. Furthermore, this chapter will
provide an insight into the mode of action of single constituents of different essential oils, using
different case studies.

2. Chemical control of plant pathogenic fungi

Collectively, fungi and fungal-like organisms cause more plant diseases than any other group
of plant pathogens, with over 8,000 species shown to cause disease. The importance of fungi
as agents of plant and human diseases, producers of industrial and pharmacological products,
and as decomposers, has prompted scientists worldwide to study their biology. Some of the
world’s great famines and human suffering can be blamed on plant pathogenic fungi [7].

Chemical disease control employs the use of chemicals that are generally toxic to pathogens
and characterized by their specific effect, such as many commercial fungicides and antibiotics.
Basically, any chemical agent must be effective and act safely, without harming any live
organism and must also have minimal or no effect on the environment, microflora and soil.

Chemical fungicides are generally used in the control of fungal diseases.

Recently, growing public concern over the health and environmental hazards associated with
the increased levels of chemical pesticides and the lack of approval for the renewal of some of
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the most effective active molecules, has led to the development of safe, alternative, and natural
methods of post-harvest disease control [8]. To minimize the development of pest resistance
as a result of the overuse of chemical fungicides, it was advisable to use a variety of fungicides
belonging to different chemical groups. Throughout the 1980s and 1990s, public concern about
the use of agricultural chemical pesticides grew as a result of the high risk of poisoning to all
living organisms, beneficial micro-flora and micro-fauna, and the contamination of food
products. The risk from chemical pesticides is due to the possibility that they may be absorbed
through the skin, inhaled or ingested through consumption of contaminated plants.

To overcome the risks of chemical pesticides, some precautions should be taken with respect
to the handling of the chemicals and the management of agriculture practices. Environmental
concerns focus mainly on protectant fungicides such as copper and sulfur sprays, which have
the potential to affect a broad range of organisms if they are washed off leaves and then
accumulate in the soil or are washed into waterways. A lot of countries have already started
educational programs for farmers to reduce the overuse of chemical pesticides, and hence
increase the productivity of several economic crops.

Recently, there has been a great interest in the use of essential oils and plant extracts as possible
natural substitutes for conventional synthetic pesticides. This may be attributed mainly to
ecosystem pollution and pesticide resistance in pests, insects and fungal pathogens.

3. Plant essential oils

Essential oils are volatile compounds produced in many species of plant. These oils are thought
to play a role in plant defense mechanisms acting against phytopathogenic microorganisms
[9–13]. Subsequently, plant essential oils were subjected to pharmacological studies and, later,
to numerous and frequent tests of their antimicrobial activity.

Several methods have been used to evaluate the in vitro antimicrobial activity of different
essential oils. Among the most common methods are agar diffusion tests, serial broth or agar
dilution tests, and vapor phase tests [14].

Further antimicrobial tests comprise the following:

1. Various kill-time studies:

This test deals with determining the activity of a compound relative to the activity of phenol,
after 15 min (phenol coefficient).

2. Killing time determination:

This test deals with determining the exact time needed for the complete inhibition of the target
organism after contact with the test compound, using contaminated silk threads.

3. LD-50 and recording of growth curves:

This test records growth curves and determines the amount of a compound effectively
inhibiting the growth of 50% of test organisms.
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4. Poisoned food techniques:

Tests in which the delay of microbial growth is determined in the presence of growth inhibitors.

5. Spore germination:

This test is suitable for use with fungi, especially during short contact time studies.

6. Measuring of metabolic CO2:

This test monitors the presence or absence of the growth of yeast, or visualizes growth using
indicators such as sulfur salts from sulfur supplemented cow milk as a growth medium, 2,3,5-
triphenyltetrazolium chloride, or p-iodo-nitrophenyltetrazolium violet.

3.1. Main sources of plant essential oils

1. Family Lamiaceae

Sage

Sage is considered to be the main genus among the Lamiaceae family, which consists of about
900 species widely distributed in the temperate, subtropical and tropical regions all over the
world but especially in the Mediterranean region, central Asia, central and South America,
and in southern Africa. Globally, the best known species of the family, used in both traditional
and modern medicine are Salvia officinalis, S. fruticosa and S. divinorum.

Another important plant is oregano, considered to be the most valued species worldwide.
About 60 plant species were listed within this common name. The majority of oregano species
belong to the Lamiaceae and Verbenaceae.

Oregano

Oregano is a perennial herb; its flowers are purple, 3–4 mm long, and produced in erect spikes.
It is sometimes called wild marjoram, and its close relative Origanum majorana is known as
sweet marjoram. Many subspecies and strains of oregano have been developed by humans
over the centuries for their unique flavors or other characteristics. It is an important culinary
herb, used for the flavor of its leaves, which can actually be more flavorful when dried than
fresh. It has an aromatic, warm and slightly bitter taste, which can vary in intensity.

The antifungal and antibacterial activity of oregano essential oil against a number of plant
pathogens has been reported by Adebayo et al. [15] These pathogens include Aspergillus
niger v. Tieghem, A. flavus Link, A. ochraceus Wilhelm, Fusarium oxysporum Snyder and Hansen,
Penicillium sp. L., Pseudomonas aeruginosa Schroter ATCC 2730, Staphylococcus aureus Rosenbach
ATCC 6538, F. solani var. coeruleum (Martius) Saccardo, Clavibacter michiganensis S., Phytophtora
infestans Mont., Sclerotinia sclerotiorum Lib. and Xanthomonas vesicatoria D.

Thymes

Thyme is an evergreen herb with culinary, medicinal and ornamental uses. The most common
variety is Thymus vulgaris. Thyme belongs to the genus Thymus of the mint family (Lamiaceae)
and is a relative of the oregano genus Origanum.
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The essential oil of T. capitatus Hoffm. & Link, displayed antifungal activity in stored foods
and inhibited the growth of both B. cinerea and Monilinia fructicola [16]. T. vulgaris showed
antifungal activity against some post-harvest fungal pathogens such as B. cinerea, P. italicum,
P. citrophthora and Rhizopus stolonifer [10].

Marjoram

Marjorana hortensis (Lamiaceae), commonly known as marjoram, is a perennial herb or under‐
shrub with sweet pine and citrus flavors. It has a long history of medicinal and culinary use.

Camele et al. [10] reported that the last two essential oils of Lamiaceae family showed antifungal
activity against P. citrophthora and R. stolonifer. M. hortensis showed antifungal activity against
C. acutatum and B. cinerea, and antibacterial activity against two strains of G+ve (Bacillus
megaterium and C. michiganensis) and five strains of G-ve (Escherichia coli, X. campestris, B.
mojavensis, P. savastanoi and P. syringae pv. phaseolicola) (Elshafie et al., data not published).

2. Family Verbanacae

Vervain

Verbena officinalis (Verbenaceae) commonly known as vervain, is a perennial medicinal plant
which grows natively in Europe. It is widely naturalized outside its native range, for example
in North America. It has been used traditionally as folk medicine in some countries, and
recently was reported to act as an anticancer agent. Despite its widespread uses, the mecha‐
nisms of the pharmacological actions of the herb are still unclear.

The antimicrobial activity of vervain essential oil was reported recently by Elshafie et al. [12]
who found that this essential oil significantly reduced (in vivo) the brown rot lesion diseases
of peach caused by M. laxa, M. fructicola and M. fructigena.

3. Magnoliaceae

Magnolia

Magnolia is a large genus of about 210 flowering plant species in the family Magnoliaceae. Its
trees are very ancient and the flowers and oil have been used in many cultures around the
world.

M. liliflora essential oil showed potential in vitro and in vivo antifungal effects against B.
cinerea, Colletotrichum capisci (Syd.) E.J. Butler & Bisby, F. oxysporum Snyder and Hansen, F.
solani, P. capisci Leonian, Rhizoctonia solani (Cooke) Wint. and S. sclerotiorum [17].

The essential oil of M. liliflora also showed a potential in vivo antifungal effect against P.
capsici, and this activity could be attributed to its constituents: α-terpineol, α-bourbonene, β-
caryophyllene, 2-β-pinene, α-humulene, farnesene, and caryophyllene oxide components [17].

3.2. Antimicrobial activity of plant essential oils

Numerous essential oils have shown an antifungal effect against several post-harvest patho‐
gens, e.g. B. cinerea Pers. [18–20], Aspergillus spp. [21–23], Fusarium spp. [24,25], Penicillium spp.
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[26], R. stolonifer (Ehrenb.: Fr.) Vuill. [27,28], C. gloeosporioides Penz. [29]. The antifungal effect
is attributed mainly to the inhibition of both mycelial growth and spore germination. This
hypothesis suggests that the expression of disease will be restricted by the impeding of the
initial infection and the subsequent mycelial spread beyond the infection site [30].

Clove oil is an essential oil extracted from the clove plant, Syzygium aromaticum (L.) Merr. &
Perry, and has been reported to act as a bioactive substance — especially its active component
monoterpene eugenol [31] — against B. cinerea, M. fructigena Honey, P. expansum Link and
Phlyctema vagabunda Desm. in apples. Carvacrol (one of the major constituents of oregano
essential oil) is a phenol that was reported to show a high inhibition of mycelium growth in
Neofabraea alba (E.J. Gutrie) Verkley on apples [32].

Essential oils from basil (Ocimum basilicum L.), fennel (Foeniculum sativum Mill.), lavender
(Lavandula officinalis Chaix), marjoram (O. majorana L.), oregano (O. vulgare L.), peppermint
(Mentha piperita L.), rosemary (Rosmarinus officinalis L.), sage (Salvia officinalis L.), savory
(Satureja montana L.), thyme (T. vulgaris L.) and wild mint (Mentha arvensis L.) showed a
potentially significant antifungal activity higher than that available from chemical treatments
in post-harvest treatments against B. cinerea and P. expansum on apples [3].

The different efficacies of essential oils are due to the differing fungitoxic properties of each
single active constituent, as well as the synergic effect [3,32]. This hypothesis suggests that the
possible phytotoxic effects of essential oil treatments may be due to the same active compo‐
nents existing in each essential oil. The length of storage may also negatively influence the
antifungal activity of the essential oil treatments. Therefore, treatments using essential oils
should only be used for short storage times, or they should be repeated after a defined time
period has elapsed, depending on the fruit cultivar in question [3]. The selection of an essential
oil for a post-harvest treatment must be based mainly on the characteristics of the fruit,
desirable storage time and decay.

The antifungal activity of essential oils could be enhanced by the method of application. The
potential of using essential oils by dipping or spraying to control post-harvest decay has
already been examined in fruit and vegetables [33–35]. The combination of various post-
harvest treatments may improve the efficacy of controlling post-harvest pathogens [30,36,37].

Essential oils from thyme (T. capitatus L.), spearmint (M. spicata L.) and anise (Pimpinella
anisum L.) exhibited inhibitory effects on the development of M. fructicola (G.Winter) Honey
[36,37]. The essential oil of Lemon myrtle (Backhousia citriodora F.Muell.) has been reported to
have antifungal activity against M. fructicola, and has been shown to have a strong antimicro‐
bial activity, mainly with respect to its potential application as a topical pharmaceutical
product. Its main constituent, citral, had also been reported to exhibit a fungitoxic effect against
a range of post-harvest pathogens [38].

Mechanism of antifungal activity of essential oils

Apart from the positive effect of each of the chemical constituents of different essential oils,
several different studies have indicated that there seems to be a synergetic effect between the
individual chemical constituents. This synergism in the aromatic plants components functions
to make them more effective and reduces the developing resistance of any pathogenic fungi.

Fungal Pathogenicity88



[26], R. stolonifer (Ehrenb.: Fr.) Vuill. [27,28], C. gloeosporioides Penz. [29]. The antifungal effect
is attributed mainly to the inhibition of both mycelial growth and spore germination. This
hypothesis suggests that the expression of disease will be restricted by the impeding of the
initial infection and the subsequent mycelial spread beyond the infection site [30].

Clove oil is an essential oil extracted from the clove plant, Syzygium aromaticum (L.) Merr. &
Perry, and has been reported to act as a bioactive substance — especially its active component
monoterpene eugenol [31] — against B. cinerea, M. fructigena Honey, P. expansum Link and
Phlyctema vagabunda Desm. in apples. Carvacrol (one of the major constituents of oregano
essential oil) is a phenol that was reported to show a high inhibition of mycelium growth in
Neofabraea alba (E.J. Gutrie) Verkley on apples [32].

Essential oils from basil (Ocimum basilicum L.), fennel (Foeniculum sativum Mill.), lavender
(Lavandula officinalis Chaix), marjoram (O. majorana L.), oregano (O. vulgare L.), peppermint
(Mentha piperita L.), rosemary (Rosmarinus officinalis L.), sage (Salvia officinalis L.), savory
(Satureja montana L.), thyme (T. vulgaris L.) and wild mint (Mentha arvensis L.) showed a
potentially significant antifungal activity higher than that available from chemical treatments
in post-harvest treatments against B. cinerea and P. expansum on apples [3].

The different efficacies of essential oils are due to the differing fungitoxic properties of each
single active constituent, as well as the synergic effect [3,32]. This hypothesis suggests that the
possible phytotoxic effects of essential oil treatments may be due to the same active compo‐
nents existing in each essential oil. The length of storage may also negatively influence the
antifungal activity of the essential oil treatments. Therefore, treatments using essential oils
should only be used for short storage times, or they should be repeated after a defined time
period has elapsed, depending on the fruit cultivar in question [3]. The selection of an essential
oil for a post-harvest treatment must be based mainly on the characteristics of the fruit,
desirable storage time and decay.

The antifungal activity of essential oils could be enhanced by the method of application. The
potential of using essential oils by dipping or spraying to control post-harvest decay has
already been examined in fruit and vegetables [33–35]. The combination of various post-
harvest treatments may improve the efficacy of controlling post-harvest pathogens [30,36,37].

Essential oils from thyme (T. capitatus L.), spearmint (M. spicata L.) and anise (Pimpinella
anisum L.) exhibited inhibitory effects on the development of M. fructicola (G.Winter) Honey
[36,37]. The essential oil of Lemon myrtle (Backhousia citriodora F.Muell.) has been reported to
have antifungal activity against M. fructicola, and has been shown to have a strong antimicro‐
bial activity, mainly with respect to its potential application as a topical pharmaceutical
product. Its main constituent, citral, had also been reported to exhibit a fungitoxic effect against
a range of post-harvest pathogens [38].

Mechanism of antifungal activity of essential oils

Apart from the positive effect of each of the chemical constituents of different essential oils,
several different studies have indicated that there seems to be a synergetic effect between the
individual chemical constituents. This synergism in the aromatic plants components functions
to make them more effective and reduces the developing resistance of any pathogenic fungi.

Fungal Pathogenicity88

In particular, some single constituents such as carvacrol, γ-terpinène and p-cymene become
more effective when they are combined together and act synergistically [15].

On the other hand, p-cymene is efficient facilitator of the transport of carvacrol across cell wall
components and the cytoplasmic membrane of pathogenic fungi. Thymol, eugenol and
carvone are widely used in the control of several fungi, particularly those which contaminate
various important economic crops [13].

Another hypothesis suggested by Soylu et al. [39,40], is that the observed diameter reduction
and lyses of the hypha wall, may be attributed to the enzymatic reactions within the essential
oil which act to regulate synthesis of the wall. Furthermore, the lipophilic properties of the
above mentioned single components might have the ability to degrade the plasma membrane,
and thus to increase the permeability of the cytoplasm.

The following will give an insight into some case studies relating to the antimicrobial activity
of some Mediterranean plant essential oils:

1st case study: Biochemical characterization of oregano essential oil;

2nd case study: Antimicrobial activity of oregano, thyme and vervain essential oils;

3rd case study: In vivo antifungal activity of thyme and vervain essential oils;

4th case study: In vitro antifungal activity of the main components of vervain, thyme and oregano
essential oils;

5th case study: In vitro and in vivo antifungal activity of single constituents of oregano essential oil.

3.3. Case studies

First case study

Biochemical characterization of oregano essential oil

Mancini et al. [11] studied the biochemical characterization of O. vulgare ssp. hirtum essential
oil from the Southern Apennines (Italy). O. vulgare is composed mainly of phenolic compounds
belonging to the carvacrol/thymol chemotype. The possible inhibitory fungicidal activity of
O. vulgare was determined against M. laxa (Aderh. & Ruhland) Honey, M. fructigena and M.
fructicola as follows: prepare different concentrations of each oil + potato dextrose agar (PDA)
+ (0.2 %) with 0.2 % Tween 20 and 250, 500, and 1000 ppm of each essential oil under study,
then pour 14 ml of PDA+ oil in Petri dish.

Following that, completely dry off the preparation under laminar flow, 0.5 cm disc from the
studied fungi 96 h old was inoculated in the centre of each Petri dish. All plates were incubated
at 22°C for 96 h in the absence of light, and the diameter of any fungal mycelium growth was
measured in mm. PDA plates + Tween 20 without oils were inoculated with the same fungi as
a control. Fungitoxicity was expressed as the percentage of growth inhibition (PGI) and
calculated according to Zygadlo et al. [41] as follows:
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( ) ( )PGI %  = 100 x GC - GT  / GC

Where GC represents the average diameter of fungi grown in PDA (control); GT represents
the average diameter of any fungi cultivated on the treated PDA containing the essential oil.

The oils tested have shown antifungal activity against M. laxa, M. fructigena and M. fructicola
(Table 1) [11] and have neither shown any phytotoxic activity against germination and initial
radicle elongation of Sinapis arvensis L., Phalaris canariensis L., Lepidium sativum L. and Raphanus
sativus L., nor have they shown any haemolysing effect against the cell membrane of bovine
erythrocytes [11].

Inhibition Percentage (PGI %)

Treatments M. laxa M. fructigena M. fructicola

O. vulgare
(M)

1000 ppm 100.0 ± 0.0a 100.0 ± 0.0a 100.0 ± 0.0a

500 ppm 79.6 ± 2.21b 69.2 ± 1.67c 54.3 ± 2.65c

250 ppm 67.9 ± 1.10c 58.0 ± 0.83d 14.3 ± 6.19e

O. vulgare
(MP)

1000 ppm 100.0 ± 0.0a 100.0 ± 0.0a 100.0 ± 0.0a

500 ppm 74.2 ± 3.31c 62.1 ± 3.35cd 45.6 ± 2.65c

250 ppm 48.4 ± 2.21d 38.4 ± 3.35e 20.6 ± 2.65de

O. vulgare(SGP)

1000 ppm 100.0 ± 0.0a 100.0 ± 0.0a 100.0 ± 0.0a

500 ppm 92.9 ± 1.10a 86.9 ± 1.68b 85.00 ± 1.77b

250 ppm 46.8 ± 4.42d 43.1 ± 3.34e 25.6 ± 0.88d

Where: M: Mandia sample; MP: Marconia di Pisticci sample; SGP: San Giovanni a Piro sample. Values followed by the
same letter in each vertical column are not significantly different according to Tukey test at P < 0.05, data are expressed
as mean (SDS), R=3.

Table 1. Antifungal activity of O. vulgare essential oils from three different localities.

Second case study

Antimicrobial activity of oregano, thyme and vervain essential oils

Adebayo et al. [15] reported that oregano essential oil has antimicrobial activity against a
number of plant pathogens such as A. niger van Tieghem, A. flavus Link, A. ochraceus Wilhelm,
F. oxysporum, F. solani var. coeruleum (Martius) Saccardo, Penicillium spp., P. aeruginosa Schroter
ATCC 2730, S. aureus Rosenbach ATCC 6538, C. michiganensis (Smith) Davis, P. infestans Mont,
S. sclerotiorum Lib. and X. gardneri Dowson. In addition, different species of oregano such as
O. vulgare and O. syriacum L. showed antifungal activity against B. cinerea [33,34].

Thyme and vervain essential oils were obtained from T. vulgaris, V. officinalis L. have shown
in vitro potential fungicidal activity against four causal agents of post-harvest orange fruit rot:
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B. cinerea, P. italicum, P. citrophthora (R.E. Sm. & E.H. Sm.) Leonian and R. stolonifer (Ehrenb.:
Fr.) Vuill. [10].

Third case study

In vivo antifungal activity of thyme and vervain essential oils

Elshafie et al. [12] studied the in vivo antifungal activity of both thyme oil and vervain oil
against post-harvest brown rot disease of peach. They reported that thyme oil was mainly
composed of o-cymene (56.2%), while the main components of vervain oil were citral (44.5%)
and isobornyl formate (45.4%) [10]. In addition, both oils were evaluated for their in vivo
antifungal activity against the post-harvest pathogen Monilinia  on peach fruits. All tested
peach fruits of cv. ‘‘Springcrest’’, were not treated by either pre- or post-harvest chemical
pesticides, and were sterilized superficially with a 2 % sodium hypochlorite solution and
were  later  washed with  sterile  distilled water.  They were  finally  air  dried before  being
inoculated with the above mentioned three phytopathogenic fungi at room temperature by
injuring the fruit surfaces and inoculation with about 10 μL of fungal suspension of 106 spore/
mL. Spore suspensions were prepared by adding two loopfuls of each fresh fungal myceli‐
um (7–10 days old) to 10 mL of sterile distilled water before each of the suspensions was
filtered and the concentration adjusted by serial dilution in sterile distilled water. One day
after inoculation, each single fruit group was sprayed with different concentrations of thyme
essential  oil  at  250 and 500 ppm, or at  500 and 1000 ppm of vervain essential  oil.  Each
experiment was repeated twice. Four fruits, after being wounded with a sterile needle, were
sprayed only with sterile distilled water and used as negative control, while four fruits for
each oil concentration were not inoculated and were used instead as a control to determine
the possible phytotoxicity. All the fruit series were kept in a moist chamber at a high relative
humidity (about 95%) for 4 days at room temperature before being observed for eventual
appearance of symptoms. The fungitoxicity effectiveness was expressed as the diameter of
the brown rot lesion in mm on fruit with respect to control. Both oils studied showed a
promising fungicidal effect in vivo on the post-harvest diseases of peach fruits such as brown
rot lesion caused by M. laxa, M. fructigena, and M. fructicola (Figure 1,12).

Fourth case study

In vitro antifungal activity of the main components of vervain, thyme and oregano essential oils

Camele et al. [42] investigated the biological activity in vitro of the main components “β-
fellandrene, β-pinene, camphene, carvacrol, citral, o-cymene, γ-terpinene and thymol”
extracted from three Mediterranean aromatic plants (V. officinalis, T. vulgaris and O. vulgare),
against five etiological agents of post-harvest fruit decay, B. cinerea, P. italicum, P. expansum,
P. citrophthora and R. stolonifer. The possible fungistatic or fungicidal activity of each studied
essential oil components was determined as follows: (A) putting single 3-mm-thick and 0.5-
cm-diameter PDA plugs containing fungal mycelium onto the central part of the surface of
Petri dishes containing PDA pre-treated with different concentrations (50, 150 or 250 ppm) of
each tested single component dissolved in 0.2% Tween-20, (B) dropping, under axenic
conditions, 10 μL aliquots of single suspensions containing 1×104 conidia/mL of the single
target microorganism species onto the central part of surface of Petri dishes containing PDA
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prepared with the same percentage of Tween-20 and the single three component concentration.
Results showed that citral exhibited a fungicidal action against P. citrophthora; carvacrol and
thymol showed a fungistatic activity against P. citrophthora and R. stolonifer. Thymol showed
fungicidal activity against P. italicum. Citral and carvacrol at 250 ppm, and thymol at 150 ppm
all stopped the growth of B. cinerea.

Fifth case study

In vitro and in vivo antifungal activity of the single constituents of oregano essential oil

Elshafie et al. [13] evaluated the antifungal effect of the single components of O. vulgare ssp.
hirtum essential oil against the post-harvest pathogens M. laxa, M. fructigena and M. fructicola
in vitro and in vivo. The chemical characterization of O. vulgare reported by Mancini et al. [11]
explained that it contains five main single components: carvacrol, thymol, linalool, citral and
trans-caryophyllene [11].

In vitro antifungal activity

The possible fungicidal activity of the above five standards was determined according to the
method of Soylu et al. [40]. Three-mm-thick and 0.5-cm-diameter PDA plugs, axenically taken
from the peripheral portion of basic colonies, were inoculated onto the central part of PDA
Petri dishes pre-treated with different concentrations of each single component (50, 150 or 250
ppm) dissolved in 0.2% Tween 20. All plates were incubated at 22°C for 96 h in the absence of
light. Negative controls comprised either PDA plates without any treatments, or PDA plates
treated only with 0.2% Tween 20. The antifungal activity was expressed by measuring the
diameter of any mycelium growth in mm [42].

Carvacrol and thymol have exhibited the highest activity during in vitro tests against all tested
post-harvest Monilinia pathogens (Figure 2,13). Citral showed moderate antifungal activity,

Where: C+ve pa: is positive control where the fruits were challenged only with pathogens.

Figure 1. In vivo antifungal activity of thyme and vervain oil against postharvest brown rot disease of peach caused by
M. laxa, M. fructicola and M. fructigena. Bars with different letters indicate means values significantly different at P <
0.05 according to Tukey test. Data are expressed as mean of three replicates ± SD.
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lower than that of carvacrol and thymol. Linalool and trans-caryophyllene showed slight
antifungal activity against all studied pathogens. On the other hand, thymol showed fungitoxic
inhibition, whereas carvacrol and citral showed fungistatic activity.

Where: 50, 150 and 250 are the concentrations of each single substance in ppm; PDA is potato dextrose agar.

Figure 2. In vitro antifungal activity of the four single substances of O. vulgare oil against M. laxa, M. fructicola and M.
fructigena. Bars with different letters indicate means values significantly different at P < 0.05 according to Tukey test.
Data are expressed as mean of three replicates ± SE.

In vivo antifungal activity

The bioactive treatments which exhibited in vitro activity were selected for evaluation of their
in vivo activity against three Monilinia species causing brown rot of peach fruits, following the
method of Hong et al. [43]. Tested peach fruits cv. ‘‘Springcrest’’, were not treated with either
pre- or post-harvest chemical pesticides, and were superficially sterilized with 2 % sodium
hypochlorite solution, then later washed with sterile distilled water, before they were finally,
air dried and inoculated with the above mentioned three phytopathogenic fungi at room
temperature. Each inoculum was performed by injuring the surface of the fruits with a sterile

Investigating the Effects of Plant Essential Oils on Post-Harvest Fruit Decay
http://dx.doi.org/10.5772/62568

93



needle and then adding 10 μl of fungal suspension containing 106 spore /ml. Liquid fungal
cultures were prepared by adding two 3-mm-thick and 0.5-cm-diameter (4 days old) fungal
discs to 150 ml of sterilized potato dextrose broth (PDB) medium. They were then incubated
at 22 °C for 7–9 days. One day after inoculation, each fruit group was sprayed with an emulsion
containing different concentrations of each single component at 150 or 500 ppm, dissolved in
0.2% Tween 20. The negative control composed of three groups of fruit sprayed only with
sterile distilled water, whereas the positive control composed of three groups of fruits
inoculated only with Monilinia isolates. The severity of symptoms induced by infection of the
single Monilinia isolates was determined by measuring the diameter of brown rot lesions in
mm after 3–5 days of incubation at room temperature (16–24 °C).

Carvacrol and thymol have shown a promising inhibition of the brown rot of peach fruits
caused by M. laxa, M. fructicola and M. fructigena in vivo especially at a dose of 500 ppm (Figure
3,13). In particular, carvacrol showed the highest significant antifungal activity against M.
fructicola.

Where: 150 and 500 are the concentrations of each single substance in ppm.

Figure 3. In vivo antifungal activity of thymol and carvacrol against brown rot disease of peach fruit caused by M. laxa,
M. fructicola and M. fructigena. Bars with different letters indicate means values significantly different at P < 0.05 ac‐
cording to Duncan test. Data are expressed as mean of three replicates ± SD.

4. Conclusions

Plant essential oils are one several promising environmentally friendly alternatives to con‐
ventional synthetic pesticides used to control several fungi and fungus-like organisms such as
plant pathogens, food contaminants and decays. Most of the essential oils and their formula‐
tions mentioned in this review showed a high efficacy — either via direct contact or through
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incorporation into nutrient media — against different fungal pathogens at very low concen‐
trations when used either in vitro or in vivo. Among the essential oils used, oregano, thyme and
vervain and their active constituents such as carvacrol, thymol, linalool, citral and their
isomers, effectively inhibited mycelial growth and spore germination through fungistatic and/
or fungicidal actions. The active ingredients of the essential oils and their isomers can be used
effectively as seed and soil treatments — controlling most of the post-harvest decay fungi —
and in plant and food protection.
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Abstract

Cryptococcosis is an important systemic mycosis that threatens the lives of humans and
animals. The disease is caused by two species of the genus Cryptococcus: Cryptococcus neo‐
formans and Cryptococcus gattii. The diagnosis of cryptococcosis is made through micro‐
scopy, fungal culture followed by biochemical tests, and detection of the cryptococcal
capsular antigen (CrAg). Despite the existence of an established diagnostic protocol, the
search for new diagnostic tests is necessary due to the high incidence of the disease, with
estimates of approximately 1 million cases of cryptococcal meningitis per year and more
than 600,000 deaths in patients infected with human immunodeficiency virus (HIV), the
potential for C. gattii to cause the disease in immunocompetent individuals, and the dis‐
ease’s rapid worldwide dissemination. With the development of biotechnology, synthetic
peptides have opened up new possibilities as a source of pure epitopes and molecules for
the diagnosis of various diseases, based on the detection of circulating antibodies. Syn‐
thetic peptides can also be used for the development of vaccines. Studies on Leishmania‐
sis, Chagas disease, paracoccidioidomycosis, tuberculosis, and, more recently, on
cryptococcosis, among others, have shown that this approach shows potential for the ear‐
ly diagnosis of the disease, thus reducing the morbi-lethality of individuals affected by
this infection and ultimately changing their prognosis.

Keywords: Cryptococcosis, diagnosis, antigens, synthetic peptides, B cell, epitopes

1. Introduction

Cryptococcosis is an important systemic mycosis that threatens the lives of humans and
animals. It manifests primarily through respiratory system diseases and meningoencephalitis.
Cryptococcosis is among the emergent fungal infections with significant morbi-lethality, and
it is the fourth most frequent cause of opportunistic infection in human immunodeficiency
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virus (HIV)-positive patients. The disease is caused by two species of the genus Cryptococcus:
Cryptococcus neoformans and Cryptococcus gattii [1, 2].

C. neoformans has a worldwide distribution and is responsible for the high morbi-lethality in
immunocompromised individuals with AIDS. In contrast, infections with C. gattii are preva‐
lent in tropical and subtropical climate regions, and C. gattii primarily attacks immunocom‐
petent hosts. However, C. gattii has also emerged in countries with temperate climates, e.g.,
Canada (Vancouver) and the U.S. Northwest, which demonstrates that the fungus may adapt
to new environments and cause surges of infection in animals and humans [3–7].

Annually, AIDS-related cryptococcal meningitis is responsible for approximately 15% of the
mortality in these individuals [8]. Sub-Saharan Africa has the largest rate of coinfection with
Cryptococcus in these patients, and Cryptococcus is the most common cause of meningitis in
adults [9, 10]. Recent estimates indicate an incidence of approximately 10,000 cases per year of
cryptococcal meningitis in Latin America [11].

2. Etiological agents

C. neoformans and C. gattii are basidiomycetes in the asexual phase, appear as round cells,
though they are occasionally ovoid, are isolated or budding, and encased by a mucopolysac‐
charide capsule. C. neoformans is the anamorphic phase of Filobasidiella neoformans, and C.
gattii is the anamorphic phase of Filobasidiella bacillispora [12, 13].

C. neoformans was originally divided into two strands: var. neoformans (serotypes A, D, and a
hybrid AD) and var. gattii (serotypes B and C). In 2002, C. neoformans var. gattii was recognized
as a distinct species, C. gattii. Furthermore, previously observed phenotypic differences, newer
molecular studies, and the sequencing of the fungus’ genome were helpful to detect significant
genetic variations between serotypes A and D and to distinguish serotype A as a new strand,
C. neoformansvar. grubii [14, 15].

However, this classification becomes difficult, as significant divergences between serotypes
are frequently observed at the molecular level [16]. Serotype limits do not entirely coincide
with genetic groupings; therefore, serotyping is not regarded as a reliable technique for
differentiating strands of Cryptococcus [17].

A series of molecular studies were conducted, including polymerase chain reaction (PCR)
fingerprinting and amplified fragment length polymorphism (AFLP) analysis of the oroti‐
dine monophosphate pyrophosphorylase (URA5) gene and analysis of the phospholipase
(PLB1) gene by restriction fragment length polymorphism (RFLP). As a result of these analy‐
ses, the yeasts were classified into the following nine molecular types: VNI (AFLP1) and VNII
(AFLP1A and AFLP1B) (C. neoformans var. grubii, serotype A), VNIV (AFLP2) (C. neoformans
var. neoformans, serotype D), VNIII (AFLP3) (Hybrid, serotype AD), VNB (only one isolated in
Botswana) and VGI (AFLP4), VGII (AFLP6), VGIII (AFLP5) and VGIV (AFLP7), all correspond‐
ing to serotypes B and C, indicating that they evolved independently and in parallel [18–20].
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C. gattii genotype VGII was responsible for approximately 95% of the cryptococcosis infections
that occurred in the Island of Vancouver, Canada, and in the U.S. [3, 4, 21]. Genetic studies
with multilocus sequence typing (MLST), which uses the presence of virulence genes to
determine subgroups, have shown that the VGIIa and VGIIb subtypes are responsible for the
majority of cryptococcosis cases. Another subtype, VGIIc, which is also virulent, has emerged
in Oregon, U.S. and is now, together with subtype VGIIa, contributing to the rise of the disease
in that region [4, 22].

C. neoformans genotype VNI and C. gattii genotype VGI are regarded as the primary agents of
cryptococcosis worldwide. However, in Latin America, the distribution and occurrence of C.
gattii types differ from those in other continents [17, 19, 23, 24]. In Brazil, the C. gattii genotype
VGII type is responsible for infections in immunocompetent hosts in the Northern (N) and
Northeastern (NE) regions.

Genotype VGI is endemic in Australia and has also been described in Papua New Guinea,
Asia, and southern California. The VGIII and VGIV genotypes are found less frequently, with
the VGIII type isolated in the Ibero-American regions and in India and type VGIV recorded
in South Africa and in the U.S. [19, 25–29].

3. Natural history of the disease

Cryptococcosis is a systemic mycosis with a pulmonary gateway, which is caused by infection
with either C. neoformans or C. gattii. Infection is initiated after inhalation of the fungus’
infective propagules, which are the basidiospores, or desiccated yeasts, that are dispersed in
the environment [27, 30]. In the majority of cases, inhalation produces a self-limited asymp‐
tomatic pulmonary infection, which is dependent on the host’s immune response, the inocu‐
lum’s size, and the microorganism’s virulence. Residual focuses with viable fungal elements
can be established, and these can be reactivated after a number of years. At times, it may mimic
tuberculosis, with nodular lesions with no calcification and eventual cavitation. Other
presentations include a controlled mass similar to neoplasia, and at times, the disease manifests
as pneumonia that can evolve into acute respiratory failure. The pulmonary form is the second
most frequent form and attacks 35.7% of HIV-negative patients [31, 32].

Once in the lung, C. neoformans or C. gattii transit through the blood-brain barrier (BBB) to reach
the central nervous system (CNS), causing meningoencephalitis and, in the most serious forms
of the disease, brain cryptococcomas. The fungus shows high tropism in the CNS, which is
attributed to the optimal concentration of existing nutrients in the cerebrospinal fluid that can
be assimilated by the fungus (thiamine, glutamic acid, glutamine, dopamine, carbohydrates,
and minerals), as well as to the lack of complement system activity in the cerebrospinal fluid
(CSF) and the poor or absent inflammatory response activity of the brain tissue [33–35]. Del
Poeta et al. [1] recently found that despite the various mechanisms proposed to be responsible
for this neurotropism, it is still unknown as to how exactly this occurs during the infection in
humans. The C. gattii incubation period associated with outbreaks is known to be short. It is
believed that this strand can be more aggressive prior to its dissemination into the CNS. In the
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disseminated form, one can observe the development of cutaneous infections in the form of
papulae, pustules, or subcutaneous nodules. In addition, there are cases of primary cutaneous
infection with no dissemination, as well as infections in other organs [34, 36, 37].

4. Virulence factors

The pathogenic species of the genus Cryptococcus has a number of well-elucidated determi‐
nants of virulence. Some notable determinants include the ability to produce melanin,
extracellular enzymes, the capacity to survive and proliferate at 37°C (thermal tolerance), and
to escape oxidative damage caused by the host and the presence of a large polysaccharide
capsule [30, 38, 39].

The polysaccharide capsule is composed of 90 to 95% glucuronoxylomannan (GXM), 5%
galactoxylomannan (GalXM), and approximately 1% mannoproteins (MPs) [40, 41]. It is
regarded as one of the most important virulence factors for C. neoformans and C. gattii, and its
cell components accumulate in body fluids, thus serving as targets for diagnosis. The mecha‐
nism proposed to explain the contribution of the capsule to virulence is its capacity to inhibit
phagocytosis, inactivate components of the complement system, induce apoptosis, and
regulate cytokine synthesis. Inside the macrophages, Cryptococcus spp. releases and accumu‐
lates fragments of the polysaccharide, which is shown to be cytotoxic to the macrophage,
causing dysfunction or cell death [42–44].

5. Diagnosis of cryptococcosis

The laboratory diagnosis of cryptococcosis is based upon a number of principles: the demon‐
stration of the yeast in the clinical material, the isolation of the yeast in the culture followed
by biochemical tests for the final identification, anatomic-pathological examination, and
research into circulating antigens. Several biological materials may be used for the identifica‐
tion of fungal infection, e.g., serum, plasma, blood, tissue, and CSF, which is the major
biological material used for the diagnosis of cryptococcal infection in the CNS [45].

The direct research of the fungus can be accomplished using CSF, sputum, bronchial washing,
cutaneous-mucosal lesion pus, urine, macerates of biopsy tissue, prostatic secretion, blood,
and bone marrow biopsy specimens. Clinical samples analyzed with India ink indicate the
presence of the capsulated yeasts (Figure 1). This method is fast and low-cost but is not very
sensitive and cannot distinguish between species. Due to the high yeasts load found in samples
from AIDS patients, the sensitivity of this method may reach 80% for cryptococcal meningitis,
whereas in immunocompetent individuals, this sensitivity may be as low as 30–72% [46–48].
In addition, the success of this technique is dependent upon the expertise of the microbiologist,
and there are reports in the literature of false negatives in 20–30% of the results from infections
with C. neoformans or C. gattii due to a deficient capsule or the low fungal charge of the agent
in the CSF. This is primarily an issue with the initial cases, when the diagnosis is fundamental.
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Examination of C. neoformans or C. gattii in tissues is carried out with specific dyes, e.g.,
mucicarmine and silver [49].

Figure 1. Cyptococcus spp. cells with capsule from (A) cutaneous lesion and (B) sputum identified by India Ink (40×).

The culturing of Cryptococcus spp. serves to corroborate the diagnosis of the disease (Figure
2). The fungus grows well in various culture media that do not contain cycloheximide (blood
agar, Sabouraud agar, and brain–heart infusion agar). For cases of meningoencephalitis, the
CSF culture must be repeated 7 days after the beginning of treatment and fortnightly thereafter.
The cultures may remain positive for a long time, even over the course of treatment.

Figure 2. Cryptococcus culture in Sabouraud dextrose agar 2%.
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After obtaining the isolate, it is necessary to differentiate the species type for clinical and
epidemiological purposes [50–52]. Only C. gattii is resistant to canavanine and uses glycine as
a carbon source; thus, canavanine-glycine-bromothymol blue agar (CGB agar) was proposed
in 1982 and has been widely used in laboratories for distinguishing between C. gattii and C.
neoformans species [16, 53, 54]. However, a positive reaction in CGB agar is not sufficient for
definitively distinguishing the species as there have been reports of C. neoformans resistance
to high concentrations of canavanine [55, 56].

The production of urease is a biochemical test used to identify only the genus as both C.
gattii and C. neoformans are able to carry out hydrolysis of urea [57, 58]. The species C. neofor‐
mans and C. gattii are the only members of the genus that may produce melanin, thus showing
a brownish color in culture media with seed extracts, e.g., Vicia faba or Guizotia abyssinica. This
is due to the presence of tyrosine and chlorogenic acid in these seeds, which are oxidized by
phenoloxidase produced by yeast [59, 60]. Culture media that induce the production of
melanin are widely used in laboratories for the identification of yeast and differentiation of
Candida spp.

During infection, the capsular polysaccharides of C. neoformans and C. gattii solubilize in the
body fluids and can be detected and quantified with antibody-based assays. Detection of CrAg
(cryptococcal antigen) has been an effective tool for diagnosing cryptococcosis [61, 62].
Detection of CrAg in the serum and CSF by the latex agglutination test (CrAg-latex) or enzyme
immunoassays (EIA) has been used for more than 35 years [62]. The majority of comparative
studies use cultures as the gold standard. In individuals diagnosed with AIDS and meningitis,
the CrAg must always be evaluated, including cases in which the India ink assay cannot
identify the yeasts. One study showed that patients living in Uganda with cryptococcal
meningitis and HIV who had a negative yeast screening by the India ink assay tested positive
for CrAg detection by CSF [63].

The detection of the capsular antigen by agglutination of sensitized particles of latex (LA),
which until sometime ago was the immunological method with the most widespread clinical
use, may be accomplished in samples from the serum, urine, bronchoalveolar lavage, and CSF.
The serological reaction to latex agglutination (LA) is sensitive and specific, emphasizing titers
equal to or higher than 1/8 and being able to present cross reaction with the serum of patients
with rheumatoid arthritis [62, 64]. The enzyme-linked immunosorbent assay (ELISA) may
detect antigens from a cryptococcal infection earlier and at lower titers; however, it is time
consuming, expensive, and is laborious. Although CrAg-latex performs as well as EIA and
culture, its major limitations are that latex is a manual test and that the resulting interpretation
of it is subjective. CrAg-latex and EIA also require laboratory equipment and refrigeration of
reagents, making them inadequate for use in environments with minimal infrastructure [61].
The need for refrigeration drastically increases the cost of the test in places with limited
resources. Studies report that serological tests with CrAg-latex and EIA may show lower
sensitivity when used with strands of some genotypes of C. gattii. The rate of false-positive
examinations is lower than 1%; false positives are generally explained by technical issues,
existence of other infections (e.g., Trichosporon beigelii, Capnocytophaga canimorsus, and
Stomatococcus mucilaginosus), or contamination. False-negative results may occasionally be
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definitively distinguishing the species as there have been reports of C. neoformans resistance
to high concentrations of canavanine [55, 56].

The production of urease is a biochemical test used to identify only the genus as both C.
gattii and C. neoformans are able to carry out hydrolysis of urea [57, 58]. The species C. neofor‐
mans and C. gattii are the only members of the genus that may produce melanin, thus showing
a brownish color in culture media with seed extracts, e.g., Vicia faba or Guizotia abyssinica. This
is due to the presence of tyrosine and chlorogenic acid in these seeds, which are oxidized by
phenoloxidase produced by yeast [59, 60]. Culture media that induce the production of
melanin are widely used in laboratories for the identification of yeast and differentiation of
Candida spp.

During infection, the capsular polysaccharides of C. neoformans and C. gattii solubilize in the
body fluids and can be detected and quantified with antibody-based assays. Detection of CrAg
(cryptococcal antigen) has been an effective tool for diagnosing cryptococcosis [61, 62].
Detection of CrAg in the serum and CSF by the latex agglutination test (CrAg-latex) or enzyme
immunoassays (EIA) has been used for more than 35 years [62]. The majority of comparative
studies use cultures as the gold standard. In individuals diagnosed with AIDS and meningitis,
the CrAg must always be evaluated, including cases in which the India ink assay cannot
identify the yeasts. One study showed that patients living in Uganda with cryptococcal
meningitis and HIV who had a negative yeast screening by the India ink assay tested positive
for CrAg detection by CSF [63].

The detection of the capsular antigen by agglutination of sensitized particles of latex (LA),
which until sometime ago was the immunological method with the most widespread clinical
use, may be accomplished in samples from the serum, urine, bronchoalveolar lavage, and CSF.
The serological reaction to latex agglutination (LA) is sensitive and specific, emphasizing titers
equal to or higher than 1/8 and being able to present cross reaction with the serum of patients
with rheumatoid arthritis [62, 64]. The enzyme-linked immunosorbent assay (ELISA) may
detect antigens from a cryptococcal infection earlier and at lower titers; however, it is time
consuming, expensive, and is laborious. Although CrAg-latex performs as well as EIA and
culture, its major limitations are that latex is a manual test and that the resulting interpretation
of it is subjective. CrAg-latex and EIA also require laboratory equipment and refrigeration of
reagents, making them inadequate for use in environments with minimal infrastructure [61].
The need for refrigeration drastically increases the cost of the test in places with limited
resources. Studies report that serological tests with CrAg-latex and EIA may show lower
sensitivity when used with strands of some genotypes of C. gattii. The rate of false-positive
examinations is lower than 1%; false positives are generally explained by technical issues,
existence of other infections (e.g., Trichosporon beigelii, Capnocytophaga canimorsus, and
Stomatococcus mucilaginosus), or contamination. False-negative results may occasionally be
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observed with early infections when there is a low fungal charge, with prozone phenomena,
and with poorly encapsulated organisms [62, 65].

Recently, a new sensitive, low-cost, fast, and non-laborious immunochromatographic assay
known as the lateral flow immunoassay (LFA) was made available for purchase for use in
serum, CSF, and urine [66]. This method has demonstrated good sensitivity for the detection
of cryptococcal antigen (CrAg), primarily in HIV-positive patients [27]. The World Health
Organization (WHO) has recommended the use of antigen detection using LFA for patients
infected with HIV who show low CD4 cells and are asymptomatic from a neurological
viewpoint [67]. This strategy enables the early identification of patients with a cryptococcal
disease in the subclinical stage [68]. It has been used in various studies as a form of screening
and diagnosis, thus easing its application to clinical practice. Nevertheless, reasonably good
results have been accomplished in multiple types of biological specimens, e.g., blood, CSF, and
urine [69].

6. Synthetic peptides

The concept of synthetic peptides and protocols for their artificial synthesis was introduced in
the early 20th century [70]. Since then, peptides have become increasingly important for
biochemistry, medicine, and biotechnology. In 1963, Bruce Merrifield described the develop‐
ment of solid-phase peptide synthesis, a technique that made the large-scale production of
synthetic peptides a reality. Since then, various studies with different sizes of synthetic
peptides have been reported [71].

In the early 1990s, with the development of biotechnology, recombinant antigens were widely
used in clinical diagnosis to detect specific antibodies. However, their use in diagnostic tests
presented some problems, such as low immunoreactivity compared with the corresponding
purified human antigens, laborious and expensive production, and variation in inter-assay
reactivity [72–76].

In this regard, synthetic peptides have opened up a new field and perspective as a source of
pure epitopes and molecules for the diagnosis of various infectious and noninfectious diseases
based on the detection of circulating antibodies and antigens and can also be used for the
development of vaccines [77]. Bioinformatics tools are widely used to predict antigenic and
immunogenic regions. These programs are capable of predicting B and T cells epitopes,
primarily by building on the known properties of amino acids, e.g., their hydrophilicity,
charge, flexibility, exposed surface area, and secondary structure [78–80].

Some factors must be taken into account when dealing with synthetic peptides. The first factor
to observe is whether the epitopic area is continuous or discontinuous because the amino acids
belonging to the epitope are often separated in the linear sequence and become juxtaposed
only when the antigen is in its native conformation. The second factor for observation is the
size of the epitope. When this field of study began, researchers worked with only small epitopes
as prior to the development of solid-phase peptide synthesis, one could not synthesize very
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large peptides. The very large peptides (>25–30 amino acids) are more expensive and difficult
to produce and also have lower yields. For these reasons, peptides of 10–15 amino acid residues
are usually recommended for the production and detection of antibodies [81–83].

The use of synthetic peptides for diagnostic tests confers several advantages, e.g., they are
innocuous, easy to store and transport, have a high level of reproducibility with low levels of
nonspecific reactions, and retain the possibility of changing the chemistry of the peptide by
inserting cysteine residues, fatty acids, or carrier proteins or even by incorporating post-
translational modifications, such as phosphorylation [84–86].

Over the past 20 years, several peptide sequences have been used to improve the sensitivity
and specificity of tests that use recombinant or native protein as antigens [87–93]. However,
the use of synthetic peptides as antigens has grown, with many diagnostic systems that are
based on synthetic peptides in production, with some being commercially available at the
present time. Some diagnostic tests that use synthetic peptides may already be part of the
routine clinical diagnosis of certain diseases that involve viruses, parasites, or autoimmune
diseases.

Some of the tests that are already available on the market include tests for Epstein–Barr virus,
which examines various epitopes on the capsid protein; hepatitis C virus, which includes
synthetic peptides that mimic its structural and nonstructural regions (NS4 and NS5); coro‐
navirus, which is composed of synthetic peptides derived from epitopes of the nucleocapsid
and spike proteins and can detect the presence of antibodies from human serum and plasma
specimens; Chlamydia trachomatis, which has three ELISA diagnostic tests available on the
market; and rheumatoid arthritis, with three generations of diagnostic tests based on the
detection of antibodies by synthetic peptides [94–97]. Despite the existence of various diag‐
nostic tests using synthetic peptides and the prevalence of studies reporting the use of synthetic
peptides for the diagnosis of various pathologies, particularly those of medical importance,
such as tuberculosis, Chagas disease, and leishmaniasis, little has evolved in this area with
respect to systemic mycoses [98–103].

Recent advances have been made in the search for more easily available immunodiagnostic
tests for fungal infections. Various methods with high specificity and sensitivity are still under
development, with a particular emphasis on the search for markers that are able to detect
infections at an early stage. In this regard, Caldini et al. [100] used synthetic peptides from the
gp75 Paracoccidioides brasiliensis antigen as an alternative diagnostic method for the detection
of paracoccidioidomycosis.

With regards to cryptococcosis, the search for new diagnostic tests is necessary due to the high
incidence of the disease, with estimates of approximately 1 million cases of cryptococcal
meningitis per year and more than 600,000 deaths in HIV-infected patients, the potential for
C. gattii to cause the disease in immunocompetent individuals, and its rapid worldwide
dissemination [8]. Therefore, controlling the disease is dependent on epidemiological control
of endemic areas coupled with the mapping of new cases and early diagnosis of the disease in
affected individuals.

Fungal Pathogenicity106



large peptides. The very large peptides (>25–30 amino acids) are more expensive and difficult
to produce and also have lower yields. For these reasons, peptides of 10–15 amino acid residues
are usually recommended for the production and detection of antibodies [81–83].

The use of synthetic peptides for diagnostic tests confers several advantages, e.g., they are
innocuous, easy to store and transport, have a high level of reproducibility with low levels of
nonspecific reactions, and retain the possibility of changing the chemistry of the peptide by
inserting cysteine residues, fatty acids, or carrier proteins or even by incorporating post-
translational modifications, such as phosphorylation [84–86].

Over the past 20 years, several peptide sequences have been used to improve the sensitivity
and specificity of tests that use recombinant or native protein as antigens [87–93]. However,
the use of synthetic peptides as antigens has grown, with many diagnostic systems that are
based on synthetic peptides in production, with some being commercially available at the
present time. Some diagnostic tests that use synthetic peptides may already be part of the
routine clinical diagnosis of certain diseases that involve viruses, parasites, or autoimmune
diseases.

Some of the tests that are already available on the market include tests for Epstein–Barr virus,
which examines various epitopes on the capsid protein; hepatitis C virus, which includes
synthetic peptides that mimic its structural and nonstructural regions (NS4 and NS5); coro‐
navirus, which is composed of synthetic peptides derived from epitopes of the nucleocapsid
and spike proteins and can detect the presence of antibodies from human serum and plasma
specimens; Chlamydia trachomatis, which has three ELISA diagnostic tests available on the
market; and rheumatoid arthritis, with three generations of diagnostic tests based on the
detection of antibodies by synthetic peptides [94–97]. Despite the existence of various diag‐
nostic tests using synthetic peptides and the prevalence of studies reporting the use of synthetic
peptides for the diagnosis of various pathologies, particularly those of medical importance,
such as tuberculosis, Chagas disease, and leishmaniasis, little has evolved in this area with
respect to systemic mycoses [98–103].

Recent advances have been made in the search for more easily available immunodiagnostic
tests for fungal infections. Various methods with high specificity and sensitivity are still under
development, with a particular emphasis on the search for markers that are able to detect
infections at an early stage. In this regard, Caldini et al. [100] used synthetic peptides from the
gp75 Paracoccidioides brasiliensis antigen as an alternative diagnostic method for the detection
of paracoccidioidomycosis.

With regards to cryptococcosis, the search for new diagnostic tests is necessary due to the high
incidence of the disease, with estimates of approximately 1 million cases of cryptococcal
meningitis per year and more than 600,000 deaths in HIV-infected patients, the potential for
C. gattii to cause the disease in immunocompetent individuals, and its rapid worldwide
dissemination [8]. Therefore, controlling the disease is dependent on epidemiological control
of endemic areas coupled with the mapping of new cases and early diagnosis of the disease in
affected individuals.

Fungal Pathogenicity106

As previously mentioned, diagnostic methods based upon the detection of antibodies have
been developed and successfully applied to various other infectious diseases. The efficacy of
these methods is not impacted by the antigenic charge of the microorganism, which is
particularly relevant for the diagnosis of cryptococcosis, whose major diagnostic tests, LA and
LFA, are dependent on the charge of the antigen.

The early diagnosis of cryptococcosis is a challenge that science and the health system must
face as in most cases, the disease is diagnosed late, which results in significant morbidity and
mortality. Thus, efforts should be made toward finding a rapid, sensitive, and specific
diagnosis. In this sense, the identification of multiple immunogenic targets and the possibility
of synthesizing these artificial targets appear to be a promising alternative for the development
of more accurate tests for the diagnosis of systemic mycosis.

In this area, Martins et al. [104] have adopted an innovative strategy that combines the
technology of proteomics and bioinformatics, with the aim of identifying multiple immuno‐
genic targets for a diagnostic test for cryptococcosis. Linear B-cell epitopes of immunoreactive
proteins for Cryptococcus species were mapped using in silico analyses.

In the search for a faster and more specific test, Brandão et al. [105] tested various synthetic
peptides derived from immunoreactive proteins of Cryptococcusspp. Of these, six showed good
results, which became promising candidate antigens for future diagnostic tests. These six
peptides belonged to the proteins Hsp70, Sks2, GrpE, enolase, and two hypothetical proteins.
One of these, derived from Hsp70, showed 100% specificity and approximately 80% sensitivity.
Table 1 shows the specificity and sensitivity of diverse diagnostic methods for cryptococcosis.

Tests Sensitivity (%) Specificity (%) References

India ink 30–80 100 [46–48]

Culture 80 100 [106]

CrAg-LA 93–100 93–98 [62]

CrAg-EIA 93–100 93–98 [62]

CrAg-LFA 99–100 92–100 [106]

Synthetic peptides 55–79 90–100 [105]

CrAg, cryptococcal antigen; EIA, enzyme immunoassay; LFA, lateral flow assay; LA, latex agglutination

Table 1. Comparative performance of cryptococcosis diagnostic tests.

Hsp70 is a conserved protein that has been increasingly studied worldwide for its role in
various biological processes, including the interaction of Cryptococcusspp with host cells. Hsp
proteins have been characterized as dominant antigens in diverse models, including candi‐
diasis, aspergillosis, and histoplasmosis [107–110]. In cryptococcosis, the Hsp proteins have
been reported to be key antigens that are important for inducing the humoral response [104,
111–113]. These reports support the proposed use of epitopes from immunoreactive proteins,
e.g., Hsp70, as antigens in a diagnostic test for cryptococcosis.
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Higher diagnostic performance can be achieved with multi-epitope chimeric proteins. This
type of antigen becomes more attractive because it has more than one antigen-binding site,
thus multiplying the possibilities for increasing antigenicity. Brandão et al. demonstrated in a
theoretical model (in silico) that the combination of peptides in a single molecule is a good
strategy for improving the accuracy of a test; therefore, its use is of interest for the development
of new diagnostic tests [105, 114–118].

The use of this technology for the development of a diagnostic test capable of the early
identification of cryptococcosis and the possibility of building an effective vaccine for this
disease are essential for significant reduction in the morbidity and mortality of individuals
affected by this infection and may ultimately change their prognosis.
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Abstract

During the past few years, disease symptoms in many Acacia trees in the Windhoek Mu‐
nicipality area and the rest of Namibia have been observed. This observation triggered
the investigation of phytopathological aspects that are reported in this chapter. The im‐
portance of indigenous trees of the Namibia flora is apparent considering that Namibia
has two old deserts within its borders: the Namib Desert and the Kalahari Desert. Nam‐
bia’s tourism and meat industry are dependent on the indigenous trees of Nambia flora.
The trees are the primary source of vegetation land cover (attracting tourists), and they
provide browsing food matter to domestic livestock and wild animals (sources of meat).
Hence, it is important to ensure that a healthy vegetation is maintained in this area.. This
survey is the first dedicated step to find ways of protecting them from disease-causing
agents. The aim of this survey is to investigate the possible causes of disease symptoms in
trees. It is important to understand the biology of the pathogenic agents to propose a pos‐
sible method to control the diseases. The survey involved sampling leaves, stems and
roots from dying trees that show symptoms such as branch girdling, gum oozing and de‐
foliation, suspicious general twig wilting and die-back. The survey was carried out in pla‐
ces where symptoms were observed. The tree surveys were done on Aloe zebrina,
Tylosema esculentum, Syzygium and Acacia species. Primary isolations from plant material
and then single-spore pure cultures were made for identification. In this chapter, we re‐
port isolation and identification of Microsphearopsis sp., Dreschelra sp., Botryosphearia spp.,
Acremonium spp., Coniothyrium sp., Phellinus spp., Cytospora sp., Fusarium sp., Scytalidium
sp., Phoma spp., Gliomastix sp., Trichoderma koningii, Peacilomyces variotii, Alternaria citri
and Curvularia palescens from the diseased trees. This work is still ongoing. This study
paves way for proper designing of control methods to protect crops, trees and their biodi‐
versity. The protection of plant biodiversity ensures better reaping of food products and
other ecosystem services and products. Without knowledge of the identity of these dis‐
ease-causing agents, it is not possible to accurately identify and manage threats to food
production and threats to the native botanical biodiversity of Namibia.

Keywords: Acacia mellifera, Acacia karroo, Syzygium, fungal pathogens, Namibia tree dis‐
eases
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1. Introduction

Fungal plant pathogens, if not controlled one way or the other, can have devastating effects
on biodiversity, forest structure and dynamics, commercial plantations, agro forestry and
urban environments. This is especially the case with introduced (exotic) pathogens. A well-
known example is that of Cryphonectria parasitica, a fungus native to Asia, which was intro‐
duced into the United States in the early 1900s. This fungus, a mild pathogen in its areas of
origin, after introducing it to the United States caused the near extinction of North American
chestnut trees (Castanea dentata). Today, a once-dominant canopy tree in the Eastern United
States has been reduced to a low-growing shrub and the entire ecology of the forests has been
changed, impacting on animals, other trees and humans. Another example is that of sooty
baobab disease, which has killed a lot of baobabs in Southern Africa [1-4] The impact on
plantation forestry species and agricultural crops can be equally severe and with the increased
movement of humans and plant products around the world, more and more pests and diseases
are being moved to areas where they previously did not occur.

Die-back on Acacia trees in areas in and around the city of Windhoek in Namibia, especially
in the Dorado Park area, was observed and since then, disease symptoms and tree deaths have
been increasing in Namibia forest lands [3]. Life-threatening basal cankers on Syzygium
guineense trees have been observed along the Zambezi River in the Katima Mulilo area of
Namibia. Acacia species are particularly important for their use as fodder and fuel wood (see
Figure 1) for enhancing soil fertility through biological nitrogen fixation and gum production,
whereas Syzygium guineense is important source of edible fruits and fuel wood. In this study,
there are two main objectives: firstly, to investigate the cause of decline and death of Acacia
species trees around Windhoek, to develop management strategies to reduce the impact of the
disease and secondly, to survey fungal pathogens occurring in selected habitats of Syzygium
and Acacia species in Namibia. These surveys will serve as the groundwork for future inves‐
tigations on tree health in Namibia, that is, in expanding our knowledge pertaining to the
nationwide distribution, impact and origin of these pathogens. This knowledge is also essential
to understand the functional dynamics of these native ecosystems at a basic level, which is
potentially important for the conservation of these ecosystems.

Yet another close example is that of the baobab disease threat. Baobab trees are very resilient
and can survive an extraordinary amount of abuse by humans, animals and natural conditions.
Very little, however, is known about the diseases that affect these trees. In recent years there
have been numerous reports on baobab tree mortality. In most cases the causes of these deaths
are not known. The first reports of diseased baobabs are from 1944, when it was reported that
baobabs were dying subsequent to being infected with “a browny black smut” after prolonged
drought in Zimbabwe [5]. Numerous isolations were attempted from diseased trees but no
pathogens were obtained, and it was concluded that the symptoms were a result of environ‐
mental stresses that made trees susceptible to colonization by sooty mould fungi (Hopkins
1950 as cited by [5]). The same symptoms were noted in Zimbabwe in the 1960s and again in
the 1980s [5], as well as in South Africa in the early 1990s [2]. In 2002, a pilot study was
conducted to determine the cause of death of baobab trees in the Musina nature reserve [6].
Die-back of branches and exudation of large amounts of sap were noted, but no sooty mould
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was evident. Internal discoloration of diseased branches was also observed and diseased trees
died within a few months.

The death of several large baobabs [5] in the Nyae Nyae conservancy in Namibia: Both sooty
mould and the exudation symptoms were observed on the trees. It, therefore, appears that the
cause of death may be a combination of diseases or an unidentified pathogen. Lasiodiplodia
theobromae was isolated from these trees. This fungus belongs to the Botryosphaeriaceae family,
in which many of the species included are plant pathogens [7]; however some of the species
in this family are endophytes that live in plants and only start to cause disease when the right
conditions occur [8].

The increasing number of reports of diseased and dying trees in Namibia [9-13] emphasizes the
need for urgent investigation of the causes of these deaths. It is necessary to determine whether
these reports are isolated incidences or if there is an epidemic underway that can threaten the
survival of indigenous trees. Furthermore, it is important to understand the fungal assemblag‐
es of these trees to understand possible future disease outbreaks. One of the greatest challeng‐
es to tree health management is the fact that so little is known regarding the fungal biodiversity
on trees and the role these fungi play in tree health. In this chapter, the symptoms observed on
dying trees and potential causal agents of death are reported. In plant health biology and forestry
conservation, the firstdedicated step is to determine causes of plant diseases, which is a primary
objective of this investigation. Yearly, calls have been received from farmers about plants dying
or manifesting life-threatening symptoms [9-14] (see Figure 1). Some of these reports have been
partially investigated and yet others remain to be investigated.
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Figure 1. Ecosystem services from indigenous plants. In panel A: edible fruits of the monkey oranges on the road side
in Kavango region of Namibia, panel B: fire wood harvested from local forests in Kavango region being sold on the
road side, panel C: bird nests habitat on Acacia karroo trees, panel D: pods of Acacia erioloba packed in bags for sell on
the roadside for feeding livestock, panel E: twig die-back symptoms manifesting on Acacia karroo, panel F: Acacia karroo
tree totally collapsing after fungal infection.
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2. Materials and methods

2.1. Description of study site and population

The study was carried out in Oshikoto and Otjozondjupa regions of Namibia, where the
disease reports on trees have been received from. In addition, the survey was carried out on
forest stands where some of the species occur in Erongo, East and West Kavango and Zambezi
regions.
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Figure 2. Symptoms observed on selected indigenous trees of Namibia. On panel A: discoloration of the vascular tissue
due to fungal infections; panel B: severe malformations of pods on Acacia karroo; panel C: malformation of flower in‐
florescences of Aloe zebrina; panel D: Acacia erioloba infected with a bracket fungus; panel E: Welwitschia mirabilis infect‐
ed with fungi; panel F: basal canker on Syzygium guineense showing sporulation of fungi on the stems along the banks
of the Zambezi river in Zambezi region of Namibia.

The study was exploratory in nature and used standard mycological methods to investigate
the identity of fungi causing diseases on plant species based on previous report calls received
and reports existing in the media. In cases where no reports have been made, field surveys
were carried out to observe symptoms in native forest stands.

During the survey, diseased samples from leaves and small branches and twigs were collected
(see Figure2). These were then brought to the laboratory at the University of Namibia for
isolation of fungal organisms. The pure cultures of these microbial organisms were then stored
in a type culture collection facility and used for further classical microbiological analyses and
genetic analyses to determine the identity of the organisms. Fungi were identified based on
morphology and ITS DNA sequencing data. Further, the pure cultures were used to test Koch’s
postulates by inoculating the possible pathogens into healthy seedlings.

For the Welwitschia and Syzygium work, non-destructive sampling was used. Small pieces of
infected/cankered tissue were removed for isolation of the fungi. The collection of these pieces
of material did not result in the death or deformation of the plants. In the case of the Welwit‐
schia, small pieces, less than 5 cm in length and 1 cm wide, were removed for study. The Acacia
work was somewhat more destructive because entire sections of dying tree parts were needed
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Figure 2. Symptoms observed on selected indigenous trees of Namibia. On panel A: discoloration of the vascular tissue
due to fungal infections; panel B: severe malformations of pods on Acacia karroo; panel C: malformation of flower in‐
florescences of Aloe zebrina; panel D: Acacia erioloba infected with a bracket fungus; panel E: Welwitschia mirabilis infect‐
ed with fungi; panel F: basal canker on Syzygium guineense showing sporulation of fungi on the stems along the banks
of the Zambezi river in Zambezi region of Namibia.

The study was exploratory in nature and used standard mycological methods to investigate
the identity of fungi causing diseases on plant species based on previous report calls received
and reports existing in the media. In cases where no reports have been made, field surveys
were carried out to observe symptoms in native forest stands.

During the survey, diseased samples from leaves and small branches and twigs were collected
(see Figure2). These were then brought to the laboratory at the University of Namibia for
isolation of fungal organisms. The pure cultures of these microbial organisms were then stored
in a type culture collection facility and used for further classical microbiological analyses and
genetic analyses to determine the identity of the organisms. Fungi were identified based on
morphology and ITS DNA sequencing data. Further, the pure cultures were used to test Koch’s
postulates by inoculating the possible pathogens into healthy seedlings.

For the Welwitschia and Syzygium work, non-destructive sampling was used. Small pieces of
infected/cankered tissue were removed for isolation of the fungi. The collection of these pieces
of material did not result in the death or deformation of the plants. In the case of the Welwit‐
schia, small pieces, less than 5 cm in length and 1 cm wide, were removed for study. The Acacia
work was somewhat more destructive because entire sections of dying tree parts were needed

Fungal Pathogenicity122

to be collected to determine the cause of death and, in the long-term, to prevent other trees
from dying. This involved chopping of stems and branches and possibly digging up the roots
of affected plants if required.

Survey trips were conducted in various sites in Namibia, including Windhoek, Dordabis,
Grootfontein, Katima Mulilo, Omaruru, Swakopmund, Rundu, Popa Falls and Rehoboth
between 2003 and 2013 to collect leaves, stems and roots of Acacia and Syzygium plants showing
disease symptoms. At least 10 trees were sampled from each site. Collected samples were
examined for insect damage and used for fungal isolations. Primary isolations and pure
cultures of fungi were made using 2% MEA media. All isolates were identified in the laboratory
using morphology and ribosomal DNA sequencing of the internal transcribed spacer (ITS)
regions. The ZR Fungal/Bacterial DNA extraction kit was used to obtain DNA from the crushed
powder-form mycelium of the fungi isolated from these trees. ITS 1 and ITS 4 primers were
used to obtain amplicons of the extracted DNA.

3. Results and discussion

The main objective is to investigate the decline and death of forest tree species in Namibia with
a hope to develop management strategies to reduce the impact of the disease and help ensure
the continued survival of an important component of the Namibian plant ecosystem for
continued supply of ecosystem services. For this survey, for a number of specific fungal
pathogens in key Namibian ecosystems. For this, the surveys conducted served as the
groundwork for future research field of microbiology, plant pathology and plant protection.
The results of this research helped to answer some key questions regarding fungal plant
pathogens that occur in Namibia. Results (see Table 1) will expand our knowledge pertaining
to the distribution, impact and origin of these pathogens. This knowledge is also essential to
understand the working of these native ecosystems at a basic level, which is potentially
important for the conservation of these ecosystems.

It is anticipated that the findings reported here will articulate into the Namibia’s National
Forest Programme aimed at promoting the sustainable use of the country’s forests. In this
national aim it is important to ensure forests that are healthy. If forest tree species are declining
because of diseases, then sustainability becomes impossible. These data reported here assist
in creating linkages with various sectors, such as the National Forestry Research Division in
Okahandja in Namibia to promote forestry research, protect and conserve forest areas against
destructive diseases and pests.

Most of the fungal species recorded in Table 1 have also been recorded elsewhere in the
literature [9-15] as fungal pathogens affecting similar plant species that we investigated in this
study or affecting other plant or crop species, which points to the fact that it is important to
keep surveillance of plant disease as these fungal pathogens can easily be transported
worldwide and be able to cause diseases or death in similar or other plant species.
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Area sampled Tree species Fungi isolated

Windhoek A. karroo Acremonium sp.

Alternariacitri

Botryosphearia sp.

Curvulariapalescens

Cytospora sp.

Dreschlera sp.

Fusarium spp.

Microsphearopsis sp.

Paecilomyceslilacinus

Phoma spp.

Trichodermakoningii

A. hebeclada A. citri

Acremonium sp.

Botryosphearia sp.

Dreschlera sp.

Fusarium spp.

Microsphearopsis sp.

Phoma spp.

A. mellifera Fusarium spp.

Botryosphearia sp.

Gliomastix sp.

Paecilomycesvariotii

Phomaglomerata.

Acacia reficiens Gliocladium cibotii.

Aloe zebrina
Alternaria tenuissima,
Ampelomyces spp

Dordabis A. mellifera Botryosphaeria sp.

Coniothyrium sp.

Cytospora sp

Fusarium sp.

Paecilomycesvariotii

Phellinus sp.

Phoma sp.

Grootfontein A. erioloba Phellinus sp.

A. mellifera Botryosphaeria sp.

Fusarium sp.
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Area sampled Tree species Fungi isolated

Windhoek A. karroo Acremonium sp.

Alternariacitri

Botryosphearia sp.

Curvulariapalescens

Cytospora sp.

Dreschlera sp.

Fusarium spp.

Microsphearopsis sp.

Paecilomyceslilacinus

Phoma spp.

Trichodermakoningii

A. hebeclada A. citri

Acremonium sp.

Botryosphearia sp.

Dreschlera sp.

Fusarium spp.

Microsphearopsis sp.

Phoma spp.

A. mellifera Fusarium spp.

Botryosphearia sp.

Gliomastix sp.

Paecilomycesvariotii

Phomaglomerata.

Acacia reficiens Gliocladium cibotii.

Aloe zebrina
Alternaria tenuissima,
Ampelomyces spp

Dordabis A. mellifera Botryosphaeria sp.

Coniothyrium sp.

Cytospora sp

Fusarium sp.

Paecilomycesvariotii

Phellinus sp.

Phoma sp.

Grootfontein A. erioloba Phellinus sp.

A. mellifera Botryosphaeria sp.

Fusarium sp.
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Area sampled Tree species Fungi isolated

Phellinus sp.

Phoma spp.

Trichoderma sp.

Rundu A. erioloba Phellinus sp.

A. mellifera Phellinus sp.

Popa Falls A. mellifera Phellinus sp.

S. guineense Chrysoporthe sp.

Katima Mulilo A. erioloba Phellinus sp.

S. guineense Chrysoporthe sp.

Erongo W. mirabilis Botryosphaeria spp

Otjiwarongo Tylosema esculentum
Phoma sorghina
Alternaria tenuissima
Alternaria alternata

Table 1. Fungi isolated from diseased indigenous plants in Namibia.

Several fungal species have been isolated and some of them for the first time in diseased Acacia
species and Syzygium guineense in Namibia. Visual inspections of disease symptoms on A.
karroo trees in Windhoek showed that these trees had all been infested by a wood boring insect.
This resulted in girdling of branches and subsequent wilt and death of these branches.
Numerous fungal species were isolated from lesions ofinsect-infested trees (see Table 1). A
few A. hebeclada trees were surveyed in Windhoek. Symptoms on these trees included stem
cankers and branch die-back. No primary pathogens were, however, isolated from these trees.
Those fungi isolated are opportunistic stress-associated pathogens capable of causing die-back
and death of trees. Symptoms of foliage discoloration and apparent death of trees observed
on A. hebeclada in the Rehoboth area were as the result of insect infestation. Caterpillars of an
unidentified insect species, possibly of the Lepidoptera group were found feeding on the leaves
and seedpods of these trees. Three sites with A. mellifera die-back were investigated. In
Windhoek, tip defoliation and death of branch tips on A. mellifera trees caused by insects were
observed. Extensive mortality of trees was observed on the farm near Dordabis, where
numerous trees were sampled and isolated. On a farm in Grootfontein, branch die-back
associated with a Phellinus sp. was the most common symptom observed, although many other
fungi were also isolated (Table 1). Chrysoporthe sp. (previously Cryphonectria) was found on S.
guineense trees around Popa Falls and Katima Mulilo. This fungus was found sporulating
abundantly on stem and root cankers of trees.

4. Conclusions and recommendations

Several fungal species associated with diseases in Acacia and Syzygium trees in Namibia have
been purified, stored and identified. There are ongoing surveys and confirmation studies of
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disease causation on other parts of the country. Population studies of the isolated fungi are
underway. Possible pathogens and other fungi of interest are currently being identified to
species level using morphology and DNA sequence data.

The results reported in this chapter can be used to develop a catalogue of fungi associated with
crop and tree diseases in Namibia forest and possible control methods. In addition, the results
can be used to devise long-term strategy for breeding for disease-tolerant forest species,
especially those that have immediate commercial value, e.g., Tylosema esculentum and marula
fruit plant. Brochures for disease alerts and awareness campaign on various trees diseases of
Namibia can also be easily developed from these results. Copies of the brochures would then
be made available for further dissemination to communities. The results here will help to
ensure that the crops and native tree species are kept healthy. When the plants are healthy,
food protection by crops and all the other ecosystem services and products are readily available
to communities. This reduces the national burden on import of food and other plant-based
services and products. The scientific data that have been generated will be used in plant health
policy development.
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