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Preface

The topic of thermodynamics is taught in physics and chemistry courses as part of the regu‐
lar curriculum. Concepts of thermodynamics are used to solve engineering problems. Engi‐
neers use thermodynamics to calculate the fuel efficiency of engines and to find ways to
make more efficient systems, be they rockets, refineries, or nuclear reactors. One aspect of
“engineering” in the title is that a lot of the data used is empirical (e.g., steam tables), since
you won’t find clean algebraic equations of state for many common working substances.
Thermodynamics is the science that deals with the transfer of heat and work. Engineering
thermodynamics develops the theory and techniques required to use empirical thermody‐
namic data effectively. However, with the advent of computers, most of these techniques are
transparent to the engineer, and instead of looking up data in tables, computer applications
can be queried to retrieve the required values and use them in calculations. There are even
applications tailored to specific areas which give answers for common design situations. But
a thorough understanding will only come with the knowledge of underlying principles, and
the ability to judge the limitations of empirical data is perhaps the most important gain from
such knowledge.

Thermodynamics is the study of the relationships between HEAT (thermos) and WORK
(dynamics). Thus, it deals with energy interactions in physical systems. Classical thermody‐
namics is based on the four laws of thermodynamics, called the zeroth, first, second, and
third laws, respectively. The laws of thermodynamics are empirical, i.e., they are deduced
from experience and supported by a large body of experimental evidence. These laws had a
deep influence on the development of physics and chemistry.

In the past, historians considered thermodynamics as a science that is isolated, but in recent
years, scientists have incorporated more friendly approaches to it and have demonstrated a
wide range of applications of thermodynamics.

The book aims to present novel ideas that are crossing traditional disciplinary boundaries
and introducing a wide spectrum of viewpoints and approaches in applied thermodynamics
of the third millennium. The book will be of interest to those working in the fields of propul‐
sion systems, power generation systems, chemical industry, quantum systems, refrigeration,
fluid flow, combustion, and other phenomena. It can also be used in postgraduate courses
for students and as a reference book, as it is written in a language pleasing to the readers.

Mofid Gorji-Bandpy
Department of Mechanical Engineering

Babol Noshirvani University of Technology
Iran





Chapter 1

Prediction of Solubility of Active Pharmaceutical
Ingredients in Single Solvents and Their Mixtures —
Solvent Screening

Ehsan Sheikholeslamzadeh and Sohrab Rohani

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/60982

Abstract

In this chapter, the applicability of two predictive activity coefficient-based models
will be examined. The experimental data from five different types of VLE (vapor-
liquid equilibrium) and VLLE (vapor-liquid-liquid equilibrium) systems that are
common in industry are used for the evaluation. The nonrandom two-liquid segment
activity coefficient (NRTL-SAC) and universal functional activity coefficient (UNI‐
FAC) were selected to model the systems. The various thermodynamic relations
existing in the open literature will be discussed and used to predict the solubility of
active pharmaceutical ingredients and other small organic molecules in a single or a
mixture of solvents. Equations of states, the activity coefficient, and predictive models
will be discussed and used for this purpose. We shall also present some of our results
on solvent screening using a single and a mixture of solvents.

Keywords: Solubility prediction, Pharmaceuticals, , NRTL-SAC Thermodynamic
model, Activity coefficient, Solvent screening, Single solvent, Solvent mixture

1. Introduction

The study of solutions and their properties is one of the important branches of thermodynam‐
ics. It is important to know the behavior of a mixture of components for a change in temper‐
ature, pressure, and composition. Knowledge in this area of thermodynamics helps engineers

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



and scientists to better design, optimize, and operate the process units in the oil, gas, petro‐
chemicals, pharmaceuticals, agricultural, and other chemical-related industries. Knowledge
of the thermodynamics is essential to improve process performance and product quality. For
example, the use of phase behavior calculations to understand and estimate the production
rate of solids from a crystallization process in a pharmaceutical industry is of paramount
importance in modeling, optimization, and control of product quality.

A solution is called ideal if its mixture property is a linear combination of the properties of
each of its constituents at the given temperature and pressure [1]:

1

N

solution i i
i

m x m
=

=å (1)

where msolution and mi represent the molar property of the mixture and pure component i,
respectively, and xi denotes the mole fraction of each constituent i in the solution. Not all
solutions can be considered ideal. The interactions between the solute and solvent molecules
in the solution renders a solution nonideal. The fundamental relationship which relates the
thermodynamic properties is the Gibbs free energy [1]:

1 , , j

N

i
i i P T n

GdG VdP SdT dx
n=

¶
= - +

¶å (2)

where G, V, P, S, and T are, respectively, Gibbs free energy, volume, pressure, entropy, and

temperature of the solution. The ∂ G
∂ ni

| P ,T ,nj
 represents the change in the Gibbs energy as a result

of changes in the concentration of species i while the pressure, temperature, and the molar
content of other species are kept constant. This is known as the chemical potential and in some
textbooks is shown by μi. For a real solution, the chemical potential for each species is expressed
by

o
i i iRTlnam m= + (3)

In which μio and ai are the chemical potential of species i in its standard conditions and activity
of the species i. The activity is defined as

i i ia xg= (4)

where γi is the activity coefficient which is 1 for ideal solutions. Inserting Equation (4) into
Equation (3), results in
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o
i i i iRTln RTlnxm m g= + + (5)

The term RTlnγi accounts for the nonideality of the solution (it is also referred to as the partial
molar energy). As it can be seen from Equation (5), the terms on the right side, except Tlnγi,
are calculated from the pure properties. However, in order to have an accurate prediction of
the chemical potential of any species in the solution, RTlnγi should be known as well. In
general, the activity coefficient is a function of temperature and composition and to a much
less extent, the pressure. Because the activity coefficient is defined for a liquid solution, the
pressure has very little effect on it. However, temperature and mole fractions of the species
have significant effects on the activity coefficient of each species in a solution.

This chapter provides the reader with different and the most up-to-date thermodynamic
models to estimate the activity coefficients of active pharmaceutical ingredients (API) in a
solution.

1.1. Thermodynamics of the solutions containing dissolved solids

For a solid in equilibrium with itself in a solution, there is a thermodynamic relation [2]:

( ) ( ), ,ˆ ˆ ,s L
i i if T P f T P x= (6)

where f̂ i s(T , P) denotes fugacity of component i in solid phase and f̂ i L (T , P , xi) represents
the fugacity in the liquid phase. Equation (7) below correlates the fugacity of a pure component
i in solid and liquid state ( f i s and f i L , respectively).

s L
i i i if x fg= (7)

In order to find the ratio of the two fugacities, we need to consider all the thermodynamic
processes that are involved from a solid to the liquid state. The three processes are shown in
Figure 1. Path A in this figure shows the transformation from process conditions to the state
where the solid starts melting. Path B shows the melting process at constant temperature and
pressure. Path C indicates the change from melting to the process state. The sum of the three
paths will give us the whole change from solid to liquid state of a pure component.

From the fundamental rules in thermodynamics, we have:

L
i

s L S
i

fG RTln
f®D = (8)

And the Gibbs energy change is related to change of enthalpy and entropy:
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s L s L s LG H T S® ® ®D = D - D (9) 

 

 
 

Figure 1. Schematic diagram for finding the fugacity change from solid to liquid state of a pure substance.

From Figure 1, the whole change in enthalpy is:

, ,
f f

f

T T

p solid fusion p liquid p fusion
T T

T

s L A B C
T

C dT H C dT C dT H

H H H H®

+ D + = D + D

D = D + D + D =

ò ò

ò
(10)

where ΔCp =Cp,liquid −Cp,solid . In the same manner, the entropy change from solid to liquid state
can be found from

f

T
p

s L fusion
T

C
S dT S

T®

D
D = + Dò (11)

Also, ΔS fusion =
ΔH fusion

T fusion
. If we substitute Equations (10) and (11) into Equation (9), then:

f f

T TL
p fusioni

p fusionS
T T fusioni

C HfRTln C dT H dT
T Tf
D D

= D + D + +ò ò (12)
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If we neglect the terms including change in the heat capacity (because of the large value of heat
of fusion compared to the heat capacities), then we will get the following important equation:

1 1fus
s s

m

H
lnx ln

R T T
g

-D æ ö
= - -ç ÷ç ÷

è ø
(13)

where xs is the equilibrium mole fraction of the solute (dissolved solid) in a solution at
temperature T . Equation (13) is the starting point in every solid-liquid equilibrium calculation
procedure that relates the three important variables xs, T , and γs. However, we already know
that γs is a function of solution temperature and the mole fraction of the species. Therefore,
one can fix all the thermodynamic properties of a solution if the mole fraction of the species
and the solution temperature are known. We recall that although the pressure has to be fixed
as well, but due to its minimal effect on the activity coefficient and other properties of the
system, we don't need to have it for calculations.

1.2. Classification of the thermodynamic models for solutions

In order to predict the solubility of solids in pure and mixed solvents, the use of noncorrelative
(predictive) thermodynamic models is of high importance. Since several years ago, there have
been many thermodynamic models introduced to help scientists and engineers in the predic‐
tion of phase behaviors of various liquid-liquid and vapor-liquid systems, such as the Margules
equation [3], the Wilson equation [4], the Van Laar equation [5], the nonrandom two-liquid
(NRTL) equation [6], and the UNIQUAC equation [7]. As these models are applicable in the
estimation of activity coefficients, they can also be utilized to predict solid-liquid equilibrium
systems. In general, the models which govern the activity coefficients of the species in the
solutions are grouped into two categories:

1. The models which need experimental data at various temperatures, pressures, and
compositions of the mixture, such as UNIQUAC equation.

2. The models which only need some fundamental properties of the chemical molecule and
a very few experimental data to predict the phase behavior of the solids within various
solvents, such as the UNIFAC [8] and NRTL-SAC models [9].

As it is apparent from the above two categories, the first one is not useful for the prediction of
the phase behavior of mixtures, specifically for mixtures of more than two species. Because of
the time-consuming and expensive nature of binary interaction parameter evaluation of various
chemical components, the first group of thermodynamic models (above) is not practical. As an
example, the activity coefficient from Wilson’s equation of state is found from [4]:

1 1
1

1
n n

z ki
i j ij n

j z k zkk

xln ln x
x

g
= =

=

é ù L
= - L + -ê ú

ê ú Lë û
å å

å
(14)
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The binary interaction parameter is:

L
j ij ii

ij L
i

V
exp

RTV
l lé ù- -

L = ê ú
ê úë û

(15)

where i and j refer to the compounds present in the solution. From Equation (14), it can be seen
that for obtaining the activity coefficient of a component 1 in a pure solvent 2, we need four
interaction parameters (Λ12, Λ21, Λ11 ∧Λ22, which are temperature dependent. In addition, from
Equation (15), it is evident that for calculating the value of the binary interaction parameters,
additional experimental data, such as molar volume is needed.

From the predictive category (second group), the universal functional activity coefficient
(UNIFAC) model is a well-known example. The main application of the UNIFAC model is in
systems showing nonelectrolytic and nonideal behaviors. Fredenslund et al. [8] developed the
UNIFAC model. The NRTL segment activity coefficient (NRTL-SAC) model was first intro‐
duced in 2004 by Chen et al. [9]. This model was proposed in order to compensate for the
weakness of the UNIFAC in predicting the solubility of complex chemical molecules with
functional groups that had not been studied for the UNIFAC parameters. Also, in some cases,
the UNIFAC group addition rule becomes invalid [2]. One of the main advantages of the NRTL-
SAC model in comparison to the other predictive methods is its ability to predict organic
electrolyte systems. The UNIFAC method identifies the molecule in terms of its functional
groups, while the NRTL-SAC model divides the whole surface of the molecule to four
segments. These segments’ values are found from their interactions with other molecules in a
solution. Based on Chen et al., three purely hydrophilic, hydrophobic, and polar segments
have been selected as water, hexane, and acetonitrile, respectively.

2. Ideal solutions

An ideal solution is simply defined as a mixture of chemical components with its thermody‐
namic property related to the linear sum of each pure species thermodynamic property
(Equation (1)). A common example is a solution which obeys Raoult’s law. This law states that
the total pressure of a system is a linear combination of the component’s vapors pressure at
the system’s temperature, provided that the total pressure is less than 5 atm. In order to derive
Raoult’s law, we start from Equation (5) and assume that the liquid solution is ideal:

o
i i iRTlnxm m= + (16)

If Equation (16) is written for component i in both the liquid and vapor phases, we have:
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,L o L
i i iRTlnxm m= + (17)

,
ˆ

V o V
i

i
i RT fln

P
m m= + (18)

where f̂ i and P  are the fugacity of species i in the vapor mixture and the total pressure,
respectively. From the thermodynamic equilibrium criteria, if the two phases of liquid and
vapor are in a state of equilibrium, then:

L V
i im m= (19)

After substitution of Equations (17) and (18) into Equation (19), we get:

, ,
ˆ

o L o V
i i

i
iRTlnx RTln

P
f

m m+ = + (20)

If Equation (19) is written for the case of pure component i in liquid phase at equilibrium with
its vapor phase, then:

, ,o L o V i
i i

fRTln
P

m m= + (21)

By comparing Equations (20) and (21), it yields:

ˆ
i

i

iRTlnx RT n fl
f

= (22)

Equation (22) is simplified to:

ˆ
ii if f x= (23)

Now, if the liquid and vapor mixtures are assumed to be ideal, then the fugacity values can
be substituted by their corresponding pressure and thus:

sat
i i iP P x= (24)
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Pi is called the partial pressure of species i in the vapor mixture and Pisat  denotes the pure vapor
pressure of the component i at the solution temperature.

2.1. Ideal solution mixtures: VLE phase behavior

In order to calculate the properties of a system of components that obey Raoult’s law, Equation
(24) is written for each of the species present in the solution,

1 1

N N
sat

i tot i i
i i

y P P x
= =

=å å (25)

and by simplification:

1

N
sat

tot i i
i

P P x
=

=å (26)

by which the solution equilibrium temperature can be found. As we know, the vapor pressure
of each species is temperature-dependent and by having the mole fraction of the components
in the liquid phase, one can find the temperature which corresponds to the total pressure of
the system. This problem can be solved quickly using a spreadsheet and by changing the
solution temperature until Equation (26) is satisfied. Sometimes, the temperature of the
solution is known and the total pressure needs to be calculated, which is a straightforward
calculation from Equation (26). This way, there is no need to use the nonlinear solvers to find
the temperature.

There are two examples of the binary systems which exhibit negative deviation from Raoult’s
law.

 
 

 
Figure 1. T‐x‐y diagram for the binary systems of hexane‐benzene (left) and ethyl acetate‐benzene 

(right) at a pressure of 101.33 kPa. 
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In order to better demonstrate whether a system follows Raoult’s law, a diagram of the phase
equilibrium called T-x-y should be plotted. This plot (Figure 2) shows the equilibrium
temperatures at which either a liquid solution will start bubbling (bubble curve) or a vapor
mixture starts condensing (dew curve). The two systems with their experimental data and the
calculation curve of the ideal solution is shown in Figure 2. In Figure 2, the system of hexane-
benzene at the pressure of 101.33 kPa [10] and the system of ethylacetate-benzene [11] show
negative deviations from Raoult’s law.

If one is interested in finding the bubble and dew curves for an ideal solution at low to moderate
pressures, then:

• Bubble point

From Equation (26), by knowing the mole fraction of each component in the liquid phase, two
cases are possible:

1. Pressure known. If the total pressure of the system is given, then Equation (26) should be
solved for the temperature (if the vapor pressure follows Antoine’s law):

( )
1

,
N

sat sat
i tot i i

i

BP A P P T x
T C =

= - =
+ å (27)

2. Temperature known. For this case, the problem is straightforward. The vapor pressure
of each species can be found readily from Antoine’s equation and then inserted into
Equation (27) to find the total pressure.

• Dew point

1. Pressure known. If Raoult’s law is isolated for the mole fraction of the species in the vapor
phase, then:

sat
i i

i
tot

P xy
P

= (28)

by taking the sum for all the components in the liquid phase and knowing that the sum of the
mole fractions in a phase is 1, we get:

( )1

1
N

i tot
i sat

i i

y Px
P T=

= =å (29)

If the total pressure is known, then Equation (29) should be solved for the temperature which
determines the vapor pressure of each of the species in the mixture.
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2. Temperature known. In this case, Equation (29) is isolated for the Ptot  to find the total
pressure of the system:

( )
1

tot sat
i

i

i

P
P T

N
y

=

=

å
(30)

which has a straightforward solution.

2.2. Ideal solution mixtures: SLE phase behavior

For a solid-liquid equilibrium behavior, Equation (13) for the ideal solution (in which γs =1) is
simplified to:

1 1fus
s

m

H
lnx

R T T
-D æ ö

= -ç ÷ç ÷
è ø

(31)

From Equation (31), one can find the mole fraction (or what is called solubility in the case of
SLE) by inserting the appropriate values for the enthalpy of fusion, ΔH fus, melting tempera‐
ture, Tm, and the solution temperature, T . It can be found from this equation that for any
solvent, the solubility of a solid will be the same regardless of the nature of the solvent. For
very few cases, this assumption might be correct; however, for most of the practical and
common applications, the above formula does not work well. Therefore, a term accounting for
the nonideality of the system should be added to Equation (31).

3. Nonideal solutions

Almost all real VLE or SLE systems show nonideality. Equations that predict the behavior of
different phase equilibria are divided into two:

• Equations of state (EOS) that are useful to predict the nonideal behavior of the vapor phase

• Equations which are applied to the liquid phase to predict the nonideal behavior of the liquid
solutions

We focus on the thermodynamic models that deal with the liquid mixtures in this chapter.
From the two categories of activity coefficient models, the correlative one is not very useful
for solubility prediction and solvent screening purposes. The main reason for this is the lack
of experimental data for the binary interaction parameters of the solute-solvent, solute-
antisolvent, and solvent-antisolvent systems. As an example, the activity coefficient from
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Wilson’s equation of state is found from Equations (14) and (15). It can be seen that for obtaining
the activity coefficient of a component 1 in a pure solvent 2, we need four interaction param‐
eters (Λ12, Λ21, Λ11 ∧Λ22, which are temperature dependent. It is evident that for calculating the
value of the binary interaction parameters, additional experimental data, such as molar volume
is needed. Other models which belong to the first category have the same limitations as
Wilson’s method. The Wilson model was used in the prediction of various hydrocarbons in
water in pure form and mixed with other solvents by Matsuda et al. [11]. In order to estimate
the pure properties of the species, the Tassios method [12] with DECHEMA VLE handbook
[13] were used. Matsuda et al. also took some assumptions in the estimation of binary
interactions (because of the lack of data) that resulted in some deviations from the experimental
data.

From the predictive category, we bring some examples of the application of the UNIFAC
model. In one study, this model has been used to predict the solubility of naphtalene, anthra‐
cene, and phenanthrene in various solvents and their mixtures [8]. They showed the applica‐
bility of the UNIFAC model in prediction of the phase behavior of solutes in solvents. There
have been efforts to make the UNIFAC model more robust and powerful in the prediction of
phase behaviors [14]. In one study, the solubility of buspirone-hydrochloride in isopropyl
alcohol was measured and evaluated by the modified UNIFAC model [15]. It was concluded
that for highly soluble pharmaceutics, the modified form of the UNIFAC model was not
suitable. In another study, the solubility of some chemical species in water and some organic
solvents was predicted by the UNIFAC model [16]. For some unknown functional groups, they
used other known groups which had chemical structures that were similar to unknown ones.
In conclusion, it was stated that the UNIFAC model is not a proper model for use in crystal‐
lization and related processes. The UNIFAC model also has been utilized to predict the
solubility of some aromatic components as well as long-chain hydrocarbons [17]. The results
showed that the predictions for the linear hydrocarbons are not as good as the ones for the
aromatics.

Chen et al. developed the NRTL-SAC model in 2004 [9]. One of the main reasons for developing
this model was to enhance the predicting capability of the solubility of complex chemical
molecules with functional groups that were not included in the UNIFAC model. Also, in some
cases, the UNIFAC group addition rule becomes invalid [2]. One of the main advantages of
the NRTL-SAC model in comparison to the other predictive methods is its ability to predict
organic electrolyte systems [18]. The UNIFAC method identifies the molecule in terms of its
functional groups, while the NRTL-SAC model divides the whole surface of the molecule to
four segments. The hydrophobic segment (X) denotes parts of the molecule surface which don’t
participate in forming a hydrogen bond, such as hexane. The polar segments (Y- and Y+) do
not belong to either hydrophobic or hydrophilic segment. The polar attractive segment (Y-)
shows attractive interaction with hydrophilic segment, while the polar repulsive segment (Y
+) has repulsive characteristic with hydrophilic segment. Hydrophilic segment (Z) contributes
to the part of the molecule which tends to form a hydrogen bond, such as water.

Based on the interaction forces between the molecule surfaces, the four segments of the NRLT-
SAC model have been identified. The three reference solvents mentioned before were used to
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determine the rest of chemical components’ segment numbers [9]. As an example, the VLE and
LLE data containing the component of interest in binary mixtures with hexane, water, and
acetonitrile were collected and then used in order to find the segment numbers of the compo‐
nent. Sheikholeslamzadeh et al. have investigated various industrial case studies to show the
applicability of the NRTL-SAC in processes consisting of solvent mixtures [19]. The segment
numbers for each of the nonreference solvents are found from the nonlinear optimization
methods which minimize the deviation from the model output and the experimental data for
the whole range of data (VLE and LLE). Most of the solvents have some segment numbers that
are high in value compared to other segment numbers. The reason is that it is less probable
that a chemical component collects all four segments at the same level of value. Currently,
more than a hundred solvent segment numbers have been evaluated and optimized which can
be found in some commercial simulation packages. The two important predictive equations
of UNIFAC and NRTL-SAC, as representatives of the activity coefficient models, are presented
here.

3.1. UNIFAC model

In general, the activity coefficient models of the predictive category split the activity coeffi‐
cients into two segments:

• A part that includes the contribution of the chemical structure and the size of a compound
(combinatorial part)

• The second part that includes the contribution of the functional sizes and binary interaction
between pairs of the functional groups (residual part)

With the above definition, the total activity of a component in the solution is the sum of the
two parts:

C R
i i iln ln lng g g= + (32)

In which γi is the activity coefficient of component i in the solution, γiC  is the combinatorial
part and γi R is the residual part. Up to this point, all of the group contribution and activity
coefficient methods (i.e. NRTL-SAC) have been the same, but the methods in which the
activities have been calculated are different. In the UNIFAC model, the combinatorial part for
component i is found from the following equation [8]:

12

n
c i i i

i i i j j
ji i i

zln ln q ln L x L
x x
f q f

g
f =

é ù é ù
= + + -ê ú ê ú

ë û ë û
å (33)

where

( ) ( )1
2i i i i
zL r q r= - - - (34)
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z is the coordination number and is taken to be 10. In Equation (33), ϕi is the segment fraction
and θi is the area fraction of component i and is related to the mole fraction of species i in the
mixture:

1

i i
i n

j jj

r x

r x
f

=

=
å

(35)

1

i i
i n

j jj

q x

q x
q

=

=
å

(36)

qi and ri are the pure component surface area and volumes (van der Waals), respectively. These
parameters are not temperature-dependent and are only functions of the chemical structure
of a functional group. In the UNIFAC model, for every functional group, there is a unique
value for surface area and volume that can be found in common texts and handbooks [1]. The
first step in modeling the UNIFAC for a specific binary or ternary system is to break down the
chemical structure of a molecule into the basic functional groups. As it is suggested in
thermodynamic textbooks [19], the optimum way of breaking it down is the one which results
in the minimum number of subgroups, and with each subgroup having the maximum
replicates. The qi and ri can be found from Equations (37) and (38):

i
i k k

k

r v R=å (37)

i
i k k

k

q v Q=å (38)

vk i is the number of subgroup k in component i. The residual part of the UNIFAC is found from
the equation below:

1

kn
R i i

i k k k
k

ln v ln lng
=

é ù= G - Gë ûå (39)

In Equation (39), Γk  is the residual activity coefficient of subgroup k in the mixture and Γk i is
that value in a pure solution of the component i. This term is added so when the mole fraction
approaches unity, the term lnγi R tends to zero (γi R→1). The residual activity coefficient of
subgroup k in a solution is given by
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Equation (40) is also applicable to the case of Γk i, in which the parameters of the right-hand
side of the equation are written based on the pure component i. θm is the area fraction of the
functional group m in the mixture:

m m
m

n nn

Q X

Q X
q =

å
(41)

Xm is the mole fraction of subgroup m in the mixture. ψnm is the group interaction parameter
between groups n and m and is dependent on the temperature:
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ë û ë û

(42)

The group interaction parameter anm is found from the large sets of VLE and LLE data in the
literature, which are tabulated for many subgroups. It is worth noting that anm ≠amn. There are
some modifications to the original UNIFAC equation in order to make the model robust for
some complex systems. In the UNIFAC-DM method, the modification is made on the combi‐
natorial part:
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In which the term 
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 is defined as
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The algorithm for finding the solute solubility in the mixture of ternary solution (solvent/
cosolvent/solute) is shown in Figure 3. The algorithm starts with known values, such as the
physical properties of the solute. After making an initial guess for the solubility, the program
obtains the activity coefficients and the new solubility is found and is compared with the old
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value and the calculations are repeated to converge to a unique value for solubility. This
procedure is done for all the experimental data points.

 

 
 

Figure 3. The algorithm of converging to the solubility of a ternary system using the UNIFAC model.

3.2. Nonrandom two-liquid segment activity coefficient (NRTL-SAC)

According to Chen et al. [9], the NRTL-SAC model is based on the derivation of the original
NRTL model for polymers. From Equation (32), the activity coefficient is made up of two terms,
combinatorial and residual. Like the UNIFAC model, the activity coefficients must be gener‐
ated in order to obtain solubility. In the NRTL-SAC model, the combinatorial part is calculated
by Equation (45):
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where xi is the mole fraction of component i, rm,i is the number of segment m, ri is the total
segment number in component i, and ∅i  is the segment mole fraction in the mixture.

The residual term is defined as
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In Equation (48), there are two terms, lnΓmlc and lnΓmlc,i, which are the activity coefficients of
segment m in solution and component i, respectively.

The two mentioned terms are found using Equations (49) and (50):
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In the two above equations, l is referred to as the component and j, k, m, and m ′ are referred to
the segments in each component. xj,l is the segment-based mole fraction of segment species j
in component l only. The mole fractions of segments in the whole solution and in components
are defined as below:
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(51)
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The residual term is defined as
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In Equation (48), there are two terms, lnΓmlc and lnΓmlc,i, which are the activity coefficients of
segment m in solution and component i, respectively.

The two mentioned terms are found using Equations (49) and (50):
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In the two above equations, l is referred to as the component and j, k, m, and m ′ are referred to
the segments in each component. xj,l is the segment-based mole fraction of segment species j
in component l only. The mole fractions of segments in the whole solution and in components
are defined as below:
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Gi , j and τi , j are the local binary values which can be related to each other based on NRTL
nonrandom parameter αij, and are shown by their values in Table 1. Gi , j and τi , j have the
following relation:
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Therefore, from fixed values of τi , j  and αi , j  one can find Gi , j. The segment numbers for the
common solvents can be found from the literature [20]. After putting the values of segments
for solvents and initial guess values for the solute segments, the written code for NRTL-
SAC starts solving for the mole fractions at  saturation for all  of  the species in the solu‐
tion (see Figure 3).  

 

 

 

 Figure 4. Algorithm flowchart for parameter estimation using NRTL-SAC model.
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It is worth noting that the main difference in Figures 3 and 4 is the use of parameter estimation
method for the calculation of the NRTL-SAC parameters, while for the UNIFAC model, the
calculation is straightforward. Once the parameters (here, the segment numbers) are found,
then they could be used for validation against other experimental data.

4. Application of solution thermodynamics in industry

One of the main applications of the thermodynamic models is in the chemical industries which
use solvent (or their mixtures) [19-22]. Two cases of the vapor-liquid equilibrium of common
industrial solvent systems are discussed here.

4.1. VLE study of two binary azeotropic systems

There are some solvents within the chemical and pharmaceutical industries which are of
importance to study, such as ethanol, isopropyl alcohol, and water in addition to some
aromatic components, such as benzene and toluene. These solvents are sometimes used as
additives to other valuable chemicals to maintain some performances or enhance their physical
or chemical properties. The systems that form azeotropes make the distillation process
calculations complex. As a result, having an accurate knowledge about the phase behaviors of
such systems are important (such as toluene-ethanol or toluene-isopropyl alcohol). The four
case studies of the VLE data for the mentioned azeotropic binary systems were used in a study
by Chen et al. [24]. The operating pressures were at four distinct levels for the calculations.
They have used three equations of state (from the correlative group) to fit the experimental
data with the model outputs and found the necessary binary interaction parameters. Based on
their work, the estimated parameters were found; however, they were not used to further
validate the models for other operating conditions. In a study by Sheikholeslamzadeh et al.,
they used the NRTL-SAC and UNIFAC models to predict these azeotropic systems [20]. Table
1 (from their work) shows average relative deviation for the compositions and temperature
for the two systems. It is seen from the table that the deviations from the experimental data in
the vapor phase mole fractions are almost one-third relative to the NRTL-SAC model. On the
other hand, the relative deviation for the saturation temperature is higher using the NRTL-
SAC model. Another fact from this finding is that the deviations for both binary systems when
the NRTL-SAC model is used are nearly the same. This is not the case when utilizing the
UNIFAC model to predict the systems’ behaviors. The final conclusion from Table 1 would be
the better predictive capability of the UNIFAC model for light alcohols than the heavier ones.

Thermodynamic
model

Pressure,
(kPa)

%ARD (equilibrium temperature and vapor-phase mole fractions)

System 1 System 2

Temperature,
(K)

Ethanol Toluene
Temperature,

(K)
2-Propanol Toluene

NRTL-SAC 101.3 0.46 5.14 9.81 0.41 4.91 7.19
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Thermodynamic
model

Pressure,
(kPa)

%ARD (equilibrium temperature and vapor-phase mole fractions)

System 1 System 2

Temperature,
(K)

Ethanol Toluene
Temperature,

(K)
2-Propanol Toluene

201.3 0.64 7.63 9.72 0.66 7.76 9.77

UNIFAC
101.3 0.10 1.08 3.15 0.22 2.04 3.87

201.3 0.27 2.03 3.47 0.36 3.43 5.40

Table 1. The results of the prediction using the NRTL-SAC and UNIFAC models with the experimental values of Chen
et al. [20,24]
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Figure 5. The results for the systems (A) ethanol-toluene at 101.3 kPa, (B) ethanol-toluene at 201.3 kPa, (c) isopropyl
alcohol-toluene at 101.3 kPa, and (D) isopropyl alcohol-toluene at 201.3 kPa [20].

4.2. VLE study of a ternary system

With the increasing prices of fossil fuels, the demand to obtain alternatives has received much
attention. One of the candidates for this purpose is ethanol, as it decreases the air pollution
when blended to the conventional fossil fuels and thereby, increasing the performance of
burning fuels within the vehicle engines. It would also be cost-effective when adding other
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low-price additives to the fuel. The higher the purity of the alcohol being used as additive, the
better the performance of the fuel. It was found that the addition of glycols to the mixture
containing alcohols and water can improve the separation processes and utilize less energy to
perform the process [25,26]. The experimental data containing the ternary system of ethylene
glycol-water-ethanol and the performance of separation by varying the glycol concentration
were performed by Kamihama et al. [27].  
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Figure 6. VLE diagrams of the systems (A) ethanol-water, (B) ethanol-ethylene glycol, and (C) water-ethylene glycol at
101.3 kPa [20].

They performed binary system experiments for each of the pairs in the ternary system. It was
found that glycol can move the azeotrope point and therefore, enhance the separation process.
Sheikholeslamzadeh et al. have used both the NRTL-SAC and UNIFAC models to perform
phase calculations and assess the capacity of the mentioned models in the prediction of binary
and ternary systems containing glycol and alcohols [20].

From Figure 6, the UNIFAC model has the capability of predicting the system of ethanol-water,
perfectly. However, this is not the case for the systems using ethylene glycol-water and
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They performed binary system experiments for each of the pairs in the ternary system. It was
found that glycol can move the azeotrope point and therefore, enhance the separation process.
Sheikholeslamzadeh et al. have used both the NRTL-SAC and UNIFAC models to perform
phase calculations and assess the capacity of the mentioned models in the prediction of binary
and ternary systems containing glycol and alcohols [20].

From Figure 6, the UNIFAC model has the capability of predicting the system of ethanol-water,
perfectly. However, this is not the case for the systems using ethylene glycol-water and
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ethylene glycol-ethanol. On the other side, the NRTL-SAC model gave satisfactory results for
all three binary system, specifically, the systems that contain ethylene glycol. Also from Figures
6B and 6C, it can be seen that for nonazeotropic systems, the NRTL-SAC model could best
show capability in prediction comparable to the UNIFAC model. The UNIFAC model could
best locate the azeotrope point and the VLE behavior of the ethanol-water system.

For the ternary system of solvents consisting of ethanol, water, and ethylene glycol, Kamihama
et al. [27] conducted the vapor-liquid measurements at a pressure 101.3 kPa. In order to use
the correlative models (such as Wilson) for the ternary system, the binary interaction param‐
eters should be known for each pair of components in the mixture at that temperature and
pressure. They used this method to find the ternary behavior of the system. Sheikholeslam‐
zadeh et al. used the NRTL-SAC model with the four conceptual segments of each solvent,
which were already accessible in the literature [9, 18]. The results showed the high performance
of the NRTL-SAC model in the prediction of this ternary system. The bubble point temperature
as well as the vapor and liquid compositions could be estimated fairly well with the NRTL-
SAC model. The predicted results are shown in Figure 7, giving the vapor phase mole fractions
of the three species as well as the mixture temperature. It is apparent that the deviation from
the experimental data for the case of water and ethanol in this ternary mixture is almost zero.
The UNIFAC model could not match the experimental data as well as the NRTL-SAC model.
For the ethylene glycol, as the experimental concentrations of the vapor phase are very small,
with the inclusion of errors of the experimentation, the NRTL-SAC model could also give
satisfactory results. Finally, for the bubble point temperature, Figure 7 illustrates the perfect
predictions of the NRTL-SAC model compared with the UNIFAC model. The average relative
deviation for the whole set of experimental data on the saturated temperature from the NRTL-
SAC model is one-third that from the UNIFAC model.
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Figure 7. Vapor phase mole fractions of ethylene glycol (bottom-left), ethanol (top-left), water (top-right), and the bub‐
ble temperature (bottom-right) prediction from the NRTL-SAC model [20].
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5. Conclusion

There are several equations of state that describe the phase behavior of chemical components
of a system at various temperatures, pressures, and compositions. From these models, the first
group which needs various experimental data to predict the system behavior at other condi‐
tions is not very attractive. Instead, the second group (predictive models) is based on the
activity coefficients that are found from the molecular structures with a few experimental data.
In this chapter, the capacity of handling two binary and ternary systems of solvents using those
predictive models was assessed. The NRTL-SAC and UNIFAC models were chosen for the
modeling of those systems. The NRTL-SAC model showed relative advantage over the
UNIFAC model in almost all cases, except for the systems containing light alcohols with water.
The preference of using NRTL-SAC is due to its simplicity compared to the UNIFAC. If the
four segment parameters of a specific component are known, then they can be set as a unique
value for that component irrespective of the mixture conditions. This way, various operating
conditions can be defined and the phase behavior of the components can be predicted
accurately and rapidly. One of the main advantages of the NRTL-SAC model is that it can be
written in various computer programming languages to be used in process simulation
analysis. One good example of such work can be found in Sheikholeslamzadeh et al. [19,21].
They used the NRTL-SAC model to find the solid-liquid equilibrium for three pharmaceuticals.
Then, the parameters they optimized for the given pharmaceuticals were used further to
perform a solvent screening method. This method is really costly and time-consuming in
industry. The authors [19,20] have developed an algorithm to find the best combination of
solvents, temperatures, and pressures for the best yield of pharmaceutical production using
the NRTL-SAC model. In conclusion, the NRTL-SAC model and other similar ones open a new
window for the engineers and scientists to have a wider, more accurate, and rapid predictions
of the solubility of active pharmaceuticals in mixtures of solvents.
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Abstract

Capturing non-Newtonian power-law drops by horizontal thin fibers with circular cross‐
section in a quiescent media can be studied in this chapter. The case is simulated using
volume of fluid (VOF) method providing a notable reduction of a computational cost.
Open source OpenFOAM software is applied to conduct the simulations. This model is
an extension of the one developed earlier by Lorenceau, Clanet, and Quéré [1]. To vali‐
date the model, water drops affecting a fiber of radius 350μm were simulated and thresh‐
old drop radiuses were obtained regarding to the impact velocity. These results agreed
well with the experimental data presented by Lorenceau et al. [1]. In the next step, non-
Newtonian power-law drops landing on thin fiber of radius 350μm were simulated. The
final goal of this study was to obtain the threshold velocity and radius of a drop that is
completely captured by the fiber. Threshold radiuses for both shear-thinning and shear-
thickening drops were obtained and compared with corresponding Newtonian drops.
Results show that the threshold radius of drop increases in a fixed velocity as n, power-
law index, increases. Furthermore, shear-thinning nature of the drop leads to instabilities
in high Reynolds numbers (Re) as it influences the fiber.

Keywords: Impact, Wetting, Filtration, Non-Newtonian Drop, Power-Law Model

1. Introduction

The problem of the removal of aerosol particles from gas streams has become of increasing
importance from the standpoint of public health and the recovery of valuable products.
Technology of controlling the aerosol particles or improving the liquid phase of aerosol is very
important in many industrial processes such as oil and petroleum, electronic, mining, and
food, as well as waste products like noxious emission of aerosol in chemical plants. There are
several ways for this purpose among which fibrous filters are more popular so that it is obvious
to try to improve their efficiency. The efficiency of collection and the pressure drop are the
most important practical considerations in the design of these fibrous filters [2]. Various
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experimental studies on liquid aerosol filtration have shown a filter clogging in several stages
leading to a drainage stage with a constant pressure drop [3, 4]. Contal et al. [3] introduced
four stages describing the clogging of fibrous filters by liquid droplets: In the first stage, the
droplets impact the wet fibers. In the second stage, the amount of those droplets captured by
fiber increases so that neighbor droplets coalesce. In the third stage, liquid shells form in the
net that leads to a large increase of the pressure drop and to a dramatic decrease in the efficiency
of the filter. Finally, there will be a pseudo-stationary state between the droplet collection and
gravitational drainage of the liquid phase [1]. The first stage of clogging is studied in many
researches experimentally. Patel et al. [5] investigated the drop breakup in a flow through fiber
filters and the breakup probability for a drop. Hung and Yao [6] evaluated the impact of water
droplets on a cylindrical object experimentally. Both these studies show that depending on the
speed of the impacting droplets, the drops can be captured and broken into several pieces.
Lorenceau et al. [1] investigated the threshold velocity and radius of drops captured by thin
fibers. They have shown that the threshold impact velocity of drops decreases as the drop
radius increases and vice versa. Following this study, Lorenceau et al. [7] investigated off-
center impact of droplets on horizontal fibers.

Most of liquid droplets in aerosols produced in different industrial and natural processes show
non-Newtonian behavior. Therefore, studying the phenomenon of impaction of a non-
Newtonian droplet on thin fibers is of prime importance. All mentioned studies have been
devoted to Newtonian fluids. Colliding of non-Newtonian droplets on thin fibers, to our
knowledge, has not been investigated previously. However, colliding of non-Newtonian drops
on flat plates is evaluated in some experimental and numerical studies. Haeri and Hashema‐
badi [8] studied spreading of power-law fluids on inclined plates both numerically and
experimentally. Saïdi et al. [9] investigated experimentally the influence of yield stress on the
fluid droplet impact control. Son and Kim [10] studied experimentally the spreading of inkjet
droplet of non-Newtonian fluid on a solid surface with controlled contact angle at low Weber
and Reynolds numbers. Kim and Baek [11] investigated the parameters that govern the impact
dynamics of yield stress on the fluid droplets on solid surfaces.

In this chapter, we focus on the first stage of clogging and investigate the impaction of non-
Newtonian power-law fluids on thin fibers. We aim to obtain the threshold radius of impacting
droplets in different impact velocities. Effect of shear-thinning and shear-thickening behavior
of droplets is evaluated and compared with corresponding Newtonian fluids. For this purpose,
volume of fluid method is used and open source OpenFOAM software is applied for simula‐
tions.

The order of contents in this chapter is as follows: In Section 2 the governing equations and
numerical methodology are given. Validation of the obtained results for Newtonian fluids in
comparison with experimental observations presented by Lorenceau et al. [1] is provided in
Section 3.1. A general description of the observations for non-Newtonian droplets captured
by horizontal fiber is presented in Section 3.2, and the behavior of non-Newtonian drops
affecting thin fibers is explained. Finally, a summary of the results and conclusions is provided.
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2. Methodology

2.1. Volume of fluid method

Hirt and Nichols [12] demonstrated the volume of fluid (VOF) method and started a new trend
in multiphase flow simulation. It relies on the definition of an indicator function γ. This
function allows us to know whether one fluid or another occupies the cell, or a mix of both. In
the conventional volume of fluid method [12], the transport equation for an indicator function
γ, representing the volume fraction of one phase, is solved simultaneously with the continuity
and momentum equations as follows:

Ñ =. 0U (1)

( )g g¶
+ Ñ =

¶
. 0

t
U (2)

( ) ( )r
r r

¶
+Ñ = -Ñ +Ñ +

¶
. .p bt

U
UU T f (3)

where U represents the velocity field shared by the two fluids throughout the flow domain, γ
is the phase fraction, T=2μ S − 2μ (∇ .U) I / 3 is the deviatoric viscous stress tensor, with the
mean rate of strain tensor S=0.5 ∇U + (∇U)T  and I=δi , j, ρ is density, p is pressure, and fb are
body forces per unit mass. In VOF simulations, the latter forces include gravity and surface
tension effects at the interface. The phase fraction γ can take values within the range 0≤γ ≤1,
with the values of zero and one corresponding to regions accommodating only one phase, for
example, γ =0 for gas and γ =1 for liquid. Accordingly, gradients of the phase fraction are
encountered only in the region of the interface. Two immiscible fluids are considered as one
effective fluid throughout the domain, the physical properties of which are calculated as
weighted averages based on the distribution of the liquid volume fraction, thus being equal
to the properties of each fluid in their corresponding occupied regions and varying only across
the interface:

( )r r g r g= + -1gl (4)

( )m m g m g= + -1gl (5)

where ρl  and ρg  are densities of liquid and gas, respectively.
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In this study, a modified approach similar to the one proposed in [13] is used.

2.2. Power-law model

Generally, the form of the function relating τxy to shear rate γ̇ is quite complicated. It has been
found, however, that the two-parameter equation of state

t g= &nKxy (6)

is adequate for many non-Newtonian fluids [16], where K is the fluid consistency coefficient
and n is power-law index. This is a well-known power-law model, which is used in this study.

2.3. Computational method

All computations are performed using the code OpenFOAM [17], an open source computa‐
tional fluid dynamics (CFD) toolbox, utilizing a cell-center-based finite volume method on a
fixed unstructured numerical grid and employing the solution procedure based on the
pressure implicit with splitting of operators (PISO) algorithm for coupling between pressure
and velocity in transient flows [18].

A grid spacing equal to 1/20 of the droplet radius was used to discretize the computational
domain. The mesh size was determined based on a mesh refinement study in which the grid
spacing was progressively decreased until further reductions made no significant change in
the predicted droplet shape during the impact. Bussmann et al. [19] have provided a detailed
description of such a mesh refinement study earlier. The mesh size was uniform throughout
the computational domain, which included the droplet and fiber.

3. Results and discussion

3.1. Validation of the Solution

In this section, we present the results obtained for water droplets impacting a fiber of radius
350 μm. Physical properties of water are given in Table 1. Threshold radiuses of the droplets
in different impact velocities are obtained and compared with those exhibited by Lorenceau
et al. [1]. All obtained results are shown in Figure 1, which demonstrates the threshold radiuses
in different impact velocities.

n ρ (kg / m 3) k (mPa ⋅ s n) σ (mN / m) fluid

1 1000 1 70 water

Table 1. Physical properties of fluids
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Figure 1. Threshold radiuses of the water droplets in different impact velocities
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Defining RM as characteristic radius of the drop at zero impact velocity as follows:

-= 1/3 1/3 2/33MR b k (7)

where k −1 = σ /ρg  is the capillary length and b is the radius of the fiber, and also characteristic
velocity of the drop as:

= 4M MU gR (8)

Variation of the dimensionless threshold radius versus dimensionless impact velocity is
plotted in Figure 2, which shows a good agreement with the experimental and theoretical data
presented by Lorenceau et al. [1].

Figure 2. Comparison of the obtained results with experimental and theoretical data

Errors of the achieved results in comparison with experimental results of Lorenceau et al. (2004)
are presented in Table 2.
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% Errors in
comparison with
theoretical data

% Errors in
comparison with
experimental data

U/UM
Theoretical data

U/UM
Experimental data

U/UM

Present study
R/RM

3.68 12.6 1.00 1.19 1.04 0.87

23 2.96 1.13 1.35 1.39 0.85

14.47 8.07 1.52 1.65 1.74 0.78

11.06 0.48 2.35 2.08 2.09 0.65

12.54 4.27 2.79 2.34 2.44 0.60

16.46 6.48 3.34 2.62 2.79 0.56

30.53 3.63 4.52 3.03 3.14 0.48

Table 2. Errors of the achieved results in comparison with the experimental and theoretical data

3.2. Results for non-newtonian droplets

Four forces, capillary, gravity, inertia, and viscosity, are important during the impaction of
droplet to the fiber. Capillary and gravity forces are in contrast. While the weight of the drop
tends to detach it from the fiber, surface tension is responsible for the sustentation. In order to
analyze the dynamics of the capture of a drop by a fiber, viscous and inertia effects must be
considered. Here again, those effects are antagonistic. While inertia tends to make the drop
cross the fiber, viscous effects will induce a dissipation and can thus possibly stop the drop [1].
Effects of variation of viscosity were not investigated in the previous works. In order to
investigate these effects, both shear-thinning and shear-thickening fluids will be considered.

At first, we present general observations of threshold radiuses at different velocities for shear-
thinning droplets, n <1. For this purpose, physical properties of the fluid given in Table 1 were
used except the power-law index, which is equal to 0.5. Figure 3 represents the threshold
radiuses in different velocities for this type of droplet.

Next, we present our observations for the two kinds of shear-thickening droplets, n=1.5, 2,
impacting the fiber which are shown in Figures 4 and 5.

Results show that, on the one hand, in shear-thinning drops, the threshold radius decreased
in a fixed velocity in comparison with the corresponding Newtonian drops. Moreover,
instabilities were observed during the impaction of the drop. This is because viscosity in shear-
thinning fluids decreases as it has an inverse relation with shear rate. That is, as a shear-
thinning droplet impacts a thin fiber, due to high shear rates, viscosity decreases in comparison
with the corresponding Newtonian fluid, so that the viscosity force reduces (i.e., a force that
helps the drop to stick on the fiber is reduced). Thus, in order to balance the antagonistic forces,
drop size has to be decreased, which means the threshold radius has to be decreased. On the
other hand, in the case where the drop is a shear-thickening fluid, the threshold radius
increased in a fixed velocity in comparison with the corresponding Newtonian fluid, since the
viscosity of shear-thickening fluids has a direct relation to the shear rate. It means that, viscosity
increases as the drop impacts the fiber compared to Newtonian drops. Thereby, in shear-
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thickening drops, viscous forces increase and the drop’s tendency to stick to the fiber increases.
Therefore, the threshold drop size will also increase. This tendency is obvious in Figures 4 and
5. Threshold radius of Newtonian, shear-thinning and shear-thickening droplets versus impact
velocity is plotted in Figure 6.

Figure 6 shows that the threshold radius will decrease generally with the increase of an impact
velocity or vice versa. In shear-thinning droplets, viscosity has an inverse relation with shear
rate, as mentioned before, so that it will decrease with the increase of impact velocity. It means
inertia forces increase whereas viscosity forces decrease. That is why instabilities are observed
in shear-thinning droplets impacting fiber at high speeds. The threshold radius of shear-
thickening droplets, also, decreases with the increase of impact velocity. In shear-thickening
droplets, although there is a direct relation between the viscosity and the shear rate, velocity
increases with second power compared to capillary forces. That is, increase of inertia forces is

Figure 3. Threshold radiuses of the shear-thinning (n=0.5) droplets in different impact velocities
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higher than increase of viscosity forces so that the threshold radius will decrease to make the
drop stick to the fiber. However, in higher velocities, this rate will decrease as it can be seen
in Figure 6. In other words, rate of the decreasing of threshold radius with the increasing of
impact velocity will decrease due to high growth of shear rate.

Figure 4. Threshold radiuses of the shear-thickening (n=1.5) droplets in different impact velocities
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There are some general observations that are common to Newtonian and non-Newtonian
fluids. For all kinds of fluids, the threshold radius of the droplet has a reverse relation with
the impact velocity of the droplet. In all cases, at a fixed impact velocity, droplets with a radius
greater than the threshold radius have passed the fiber without breakup, and drops with a
radius lower than the threshold radius clung to the fiber entirely.

4. Conclusion

Impaction of non-Newtonian power-law droplet to the horizontal fiber of circular cross section
is investigated in this study. Volume of fluid technique is employed, significantly reducing
the computational cost. Outcomes are divided into three parts: First, it has been observed that
the threshold radius of the droplets decreased with the increase of impact velocity for New‐

Figure 5. Threshold radiuses of the shear-thickening (n=2) droplets in different impact velocities
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tonian, shear-thinning and shear-thickening fluids, due to the growth of inertia forces versus
viscosity and capillary forces. Second, instabilities have been observed in shear-thinning
droplets at high impact velocities due to severe reduction of viscosity. Finally, in shear-
thickening droplets, at high impact speeds, rate of reduction of threshold radius has decreased
due to increase of the viscosity forces.
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Abstract

We describe the linearly damped harmonic quantum oscillator in Heisenberg’s
interpretation by Onsager’s thermodynamic equations. Ehrenfest’s theorem is also
discussed in this framework. We have also shown that the quantum mechanics of the
dissipative processes exponentially decay to classical statistical theory.

Keywords: quantum oscillator, damping, Onsager’s theory, Ehrenfest’s theory, classic
limit

1. Introduction

Dissipation is essential for the evolution of a quantum-damped oscillator. It is responsible for
the decay of quantum states, the broadening of the spectral line, and the shifting the resonance
frequency. This has been a persistent challenge for a long time since dissipation causes
difficulties in the quantization of the damped oscillator [1, 2, 3]. This problem has remained
under intensive investigation [4, 5]. There are some widely accepted Hamilton-like variation
theories about the treatment of a linearly damped classic or quantum-damped oscillator. One
of these theories is Bateman’s mirror-image model [1], which consists of two different damped
oscillators, where one of them represents the main linearly damped oscillator. The energy
dissipated by the main oscillator will be absorbed by the other amplified oscillator, and thus
the energy of the total system will be conserved. The fundamental commutation relations of
this model are time independent; however, the time-dependent uncertainty products, obtained
in this way, vanish as time tends to infinity [6]. The Caldirola–Kanai theory with an explicit

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
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time-dependent Hamiltonian is another kind of variation theory [7, 8, 9]. In the quantum
version of this theory, both the canonical commutation rules and the uncertainty products tend
to zero as time tends to infinity. The system-plus-reservoir model [10, 11] is another damped
oscillator model. It is coupled linearly to a fluctuating bath. If the bath is weakly perturbed by
the system, then it can be modeled with a continuous bath of the harmonic oscillator. A
quantum Langevin equation in the form of a Heisenberg operator differential equation can be
deduced in this model. However, this equation in general does not obey Onsager’s regression
hypothesis [12], i.e., only in case when ℏ→0 [13]. A direct consequence of this fact is that the
expected value of the fundamental observable does not satisfy the equation of the classic
linearly damped oscillator. Another consequence is that no spontaneous dissipative process
exists in this theory. The above models are based on the Heisenberg’s mechanical reinterpre‐
tation model [14].

A possible reinterpretation model based on irreversible thermodynamics was recently
published [15]. This model started from the Rosen–Chambers restricted variation principle of
the nonequilibrium thermodynamics [16, 17, 18] and used a Hamilton-like variation approach
to the linearly damped oscillator. The usual formalisms of classical mechanics, such as the
Lagrangian, Hamiltonian, and Poisson brackets, were also covered by this variational princi‐
ple. By means of canonical quantization, the quantum mechanical equations of the linearly
damped oscillator are given. The resulting Heisenberg operator differential equations of the
damped oscillator are consistent with the classical equations of motion and can be solved by
using ladder operators, which are time dependent. By this theory, the exponential decay of
quantum states, the natural width of the spectral line, and the shifts in the resonance frequency
can be explained. This work describes the quantum theory of a linearly damped oscillator,
which could be reinterpreted in terms of a classical model based on Onsager’s nonequilibrium
thermodynamic theory, corresponding to the Heisenberg reinterpretation principle. The first
chapters are devoted to Onsager’s thermodynamic theory and the quantum theory of a
damped oscillator. The dissipative quantum theory given in the Heisenberg picture is deduced
from the general evolution equation of a Hermitian observable by means of two system-specific
constitutive equations. The first of the constitutive equations belongs to unitary dynamics,
while the second belongs to the dissipative dynamics of the observable. The fundamental
commutators, which are a consequence of the constitutive equations, are time dependent. The
quantum mechanical equations of motion of the oscillator in the Heisenberg picture, the
Ehrenfest theorem, and the uncertainty principle of that oscillator are given. A significant part
of the work deals with applications such as the expected value of the main operators of the
damped oscillator, the probability description of the wave packet motion belonging to the
damped oscillator, the calculation of the wave function by matrix calculus, the spectral density
of the energy dissipation, and the natural width of the spectral line. Another significant part
of this work deals the quantum statistics of the damped oscillator. By a generalization of the
Liouville–von Neumann equation, the statistical thermodynamic theory of the ensemble of the
damped oscillators in contact with a thermal bath is given. By introducing the quantum
entropy of the ensemble, it is shown that the entropy of the ensemble grows in a dissipative
process and in thermal equilibrium for the probability distribution of the quantum states, such
that Gibbs’ canonical distribution is valid. Finally, a wave equation of the linearly damped
oscillator is given.
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2. Nonequilibrium thermodynamic theory of the linearly damped
oscillator

Meixner was the first to propose a nonequilibrium thermodynamic theory for linear dissipative
networks [19, 20]; for a general overview on network thermodynamics, see [21]. In this theory,
it can be shown that, for example, electrical networks are thermodynamic systems, and it is
possible to derive the network equations (Kirchhoff equations) by application of the principles
of nonequilibrium thermodynamics. In what follows, we give an Onsagerian thermodynamic
theory of the linearly damped harmonic oscillator. A damped oscillator, as a primitive
network, is considered under the isotherm condition, which is maintained by removing the
irreversible heat as it developed in damping resistance, or in other words, by placing the
damping resistance of the oscillator in a temperature bath. In this case, it is possible to speak
not only of the entropy of the damped oscillator but also of the free energy, and not of entropy
production but of energy dissipation instead. To show these, we give the actual form of the
first law of thermodynamics in the case of a damped oscillator. To do this, let us introduce
from the energy conservation law of the oscillator + thermal bath system (Figure 1), such that
we obtain the following:

( ) 0 bath
bath

dUd dUU U
dt dt dt

+ = ® = - (1)

where U and Ubath  are the internal energies of the oscillator and the thermal bath. Since the
oscillator is isolated by a rigid diathermal wall, the energy exchange between the oscillator
and the bath must be heat transfer only. Thus, the first law of thermodynamics of the oscillator
and the thermal bath has the following forms

, bathdUdU dQ dQ
dt dt dt dt

= - = (2)

where dQ
dt  is the power of exchanged heat on the rigid diathermal wall.

Figure 1. Mechanical equivalent circuit of a linearly damped oscillator.
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Assume that the entropy S of the oscillator exists, and it is a state function of the variables U,
q. By the second law of nonequilibrium thermodynamics, the entropy S (U , q) satisfies the
balanced equation:

, 0r i idS dS dSdS
dt dt dt dt

= + ³ (3)

where 
dSr
dt  is the reversible rate of change of the entropy or entropy flux on the rigid diathermal

wall and 
dSi
dt  is the so-called entropy production. From the second law of the thermodynamics

follows the well-known expression for entropy flux:

1rdS dQ
dt T dt

= (4)

On the other hand, the rate of change in the entropy of the oscillator can be written as

dqdS S dU S
dt U dt q dt

¶ ¶
= +
¶ ¶

(5)

From this equation and Equations (2) and (4), the following relations can result:

1 , 0idS dqS S
U T dt q dt
¶ ¶

= = ³
¶ ¶

(6)

Thus, the entropy balance equation has the form

1 dqdS dQ S
dt T dt q dt

¶
= +

¶
(7)

Because the temperature of the oscillator is constant, we could introduce

F U TS= - (8)

i.e., the free energy of the oscillator, and from Equations (2) and (7), we can obtain the simple
balanced equation for free energy

0dqdF ST
dt q dt

¶
= - £

¶
(9)
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Also, entropy production and the so-called rate of energy dissipation

0idS dqSR T T
dt q dt

¶
= = ³

¶
(10)

decrease the free energy of the oscillator. In what follows, we shall give the actual form of the
rate of energy dissipation. Next, we see from Equation (10) that the rate of energy dissipation

must be some explicit function of dq
dt  and may depend implicitly on U, q and the following

equation

( ; , ) 0dqR R U q
dt

= ³ (11)

such that

(0; , ) 0R U q = (12)

is therefore quite general. We now expand the energy dissipation Equation (11) in a Taylor
series, i.e.,

2

0 1 2
1 .....
2

dq dqR A A A
dt dt

æ ö
= + + +ç ÷

è ø
(13)

The sufficient condition of nonnegativity of entropy production, which will always be satisfied,

is the complete exclusion of all odd terms in dq
dt  in Equation (13), and A0 must be zero to exclude

entropy production in an equilibrium state. Thus, one need only neglect the fourth-order term
in the Taylor series (Equation (13)) to obtain the Rayleigh dissipation function

2

2
1,
2

dqR c c A
dt

æ ö
= =ç ÷

è ø
(14)

In addition, the so-called damping constant of oscillator c must be positive to satisfy the
nonnegativity condition in Equation (13). If we assume that the nondissipative elements of the
damped oscillator are linear, then the free energy in Equation (8) can be identified with the
energy stored in the mass m and the spring of the oscillator (Figure 1.). Also, the free energy
is equal to the Hamiltonian of the oscillator, i.e.,
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2
21 1

2 2
pF H kq
m

= = + (15)

where q is the displacement of the mass from its equilibrium position, p is the momentum of
the mass of the oscillator, and k is the constant of the spring. A direct consequence of the above
results is that R can be constructed as a bilinear form, namely,

0dq dpdH H HR
dt dt q dt p

æ ö æ ö¶ ¶
= - = - + - ³ç ÷ ç ÷ç ÷ ç ÷¶ ¶è ø è ø

(16)

Here we now interpret, in the usual nonequilibrium thermodynamic fashion, the quantities

( dq
dt ,

dp
dt ) in terms of thermodynamic fluxes and the quantities (− ∂H

∂q , −
∂H
∂ p ) in terms of

thermodynamic forces. Since we now have Equation (14) of the rate of energy dissipation of
the damped oscillator, Equation (16) can be written in the form

2

0dq dp dqH H c
dt q dt p dt

æ ö æ ö æ ö¶ ¶
- + - = ³ç ÷ ç ÷ ç ÷ç ÷ ç ÷¶ ¶ è øè ø è ø

(17)

In Onsagerian thermodynamics, the constitutive (kinetic) equations between fluxes and forces
are linear

qq qp

pq pp

Hdq
L L qdt

dp L L H
pdt

é ù¶é ù -ê úê ú é ù ¶ê úê ú = ê ú
ê ú¶ê ú ê úë û -ê úê ú ¶ë û ë û

(18)

where the kinetic matrix

qq qp

pq pp

L L
L L
é ù

= ê ú
ê úë û

L (19)

can be split into nondissipative (so-called reactive) and dissipative parts. To do this, take these
kinetic equations into Equation (17), and using Equation (15), with a simple calculation, we
obtain for these kinetic matrices
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0 0 0
0 0

Hdq
a qdt

dp a c H
pdt

é ù¶é ù -ê úê ú æ öé ù é ù- ¶ê úê ú = +ç ÷ê ú ê úç ÷ ê ú¶ê ú ë û ë ûè ø -ê úê ú ¶ë û ë û

(20)

Here, a is an arbitrary constant. Now, we see that the dissipative part of the kinetic matrix
satisfies the Onsager symmetry relation and the positivity of the damping constant c trivially.
The constant a can be evaluated as follows. In the case of zero for the dissipative part of the
kinetic matrix, these equations must be transformed into Hamilton equations of a simple
harmonic oscillator. From this fact, it follows that a is a universal constant and a =1. Also, the
final form of the Onsagerian constitutive (kinetic) equation the of damped oscillator is

0 1 0 0
1 0 0

Hdq
qdt

dp c H
pdt

é ù¶é ù -ê úê ú æ öé ù é ù- ¶ê úê ú = +ç ÷ê ú ê úç ÷ ê ú¶ê ú ë û ë ûè ø -ê úê ú ¶ë û ë û

(21)

It is easy to show that these kinetic equations are equivalent to the Newtonian equations of
motion of the linearly damped oscillator, namely,

,dq p dp pH H Hc kq c
dt p m dt q p m

¶ ¶ ¶
= = = - - = - -
¶ ¶ ¶

(22)

From this equivalence, it follows that the velocity of oscillator as a generalized thermodynamic
flux has only a reactive part, while the rate of momentum, as another thermodynamic flux, has
both reactive and dissipative constituents. The presented thermodynamic deduction of
equations of a linearly damped oscillator enables us to build a stochastic force Fs into equations
of motion (Equation (22)). This stochastic force and the thermodynamic forces introduced
above are statistically independent and take into account the effect of the temperature bath. In
this case, the thermodynamic fluxes are fluctuations, which obey another type of equation
(Equation (22)). The correct form of these equations follows from the regression hypothesis of
Onsager [22], which states that “the average regression of fluctuations will obey the same laws
as the corresponding macroscopic irreversible process.” From this, we give the Langevin-type
equations for a linearly damped oscillator,

, s
dq dpH H Hc F
dt p dt q p

¶ ¶ ¶
= = - - +
¶ ¶ ¶

(23)
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A consequence of these equations is that the dissipative kinetic coefficient c can be related to
the correlation coefficient p(t), p(t + t ')  via the fluctuation dissipation theorem [23, 24].
According to Equation (22), we can conclude that the fluctuations of thermodynamic fluxes
are similar to an impressed macroscopic deviation, except they appear spontaneously.

2.1. Bohlin’s first integral

By means of Equation (21) or (22), we can deduce the time rate of change of any observable
defined in the phase space of the damped oscillator. Let O(q, p, t) be an observable, such that
its time rate of change can be expressed as

dq dpdO O O O O O H O H O Hc
dt t dq t p dt t dq p p q p p

¶ ¶ ¶ ¶ ¶ ¶ ¶ ¶ ¶ ¶
= + + = + - -
¶ ¶ ¶ ¶ ¶ ¶ ¶ ¶ ¶

(24)

where we take into account the Onsagerian equations (Equation (22)). An observable O(q, p, t)
is the first integral of the (Onsagerian equation (Equation (21)) of the damped oscillator if

0dO
dt

= (25)

and if it is a constant of the motion. Now, let us give the constant of the motion of the linearly
damped harmonic oscillator. It was Bohlin [25] who first dealt with the problem of the
constants of motion for a damped linear oscillator. It is easy to prove that Bolin’s observable,
defined as

( ) 2

22
2 20

, ,
2

2 2 2 2

t

t

dq dqmB q p t e q q
dt dt

mpe qp pq q
m

b

b

g g

wb b

*æ öæ ö
= - - =ç ÷ç ÷

è øè ø
æ ö

= + + +ç ÷ç ÷
è ø

(26)

where

2 2
0 0, , , ,

2
c k i i
m m

b w g b w g b w w w b*= = = - + = - - = - (27)

is the first integral of the damped oscillator. Now, we may see that the Bolin’s observable in
the case of the undamped oscillator is equal to the Hamiltonian of the oscillator.
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3. Quantum theory of linearly damped oscillator

In the standard theory of quantum mechanics, two kinds of evolution processes are introduced,
which are qualitatively different from each other. One is the spontaneous process, which is a
reactive (unitary) dynamical process and is described by the Heisenberg or Schrödinger
equation in an equivalent manner. The other is the measurement process, which is irreversible
and described by the von Neumann projection postulate [26], which is the rigorous mathe‐
matical form of the reduction of the wave packet principle. The former process is deterministic
and is uniquely described, while the latter process is essentially probabilistic and implies the
statistical nature of quantum mechanics.

3.1. The general evolution equation of the Hermitian operator

Unlike classical quantum mechanics, the spontaneous processes of the damped oscillator are
irreversible, so its quantum mechanical description needs changes to some instruments of
classical quantum mechanics. To do this, we use the Heisenberg picture of quantum processes.
In this picture, the observables are time-dependent linear Hermitian operators, and the state
vector of the system is time independent. Using the terminology introduced in the first part,
the infinitesimal time transformation of the Hermitian operator could happen in two ways:

• By reactive transformation, when the orthonormal eigenvectors of the Hermitian observable
turn in time, keeping the orthonormal system with unchanged eigenvalues. The eigenvec‐
tors belonging to the different moments are connected with unitary transformation, as in
classic quantum mechanics. Dynamics belonging to this transformation are so-called unitary
dynamics.

• By dissipative transformation, when the real eigenvalues of the Hermitian operator change
irreversibly in time.

Let us study the general evolution equation of the Hermitian operator, considering both the
above time-dependent processes. For simplicity in demonstrating the derivation, we suppose
a discrete eigenvalue spectrum of the Hermitian operator, although the spectra of the dis‐
placement and momentum operators could be continuous. In this case, the orthonormal
eigenvectors |ΨOi(t)  and eigenvalues λOi(t) are solutions of the eigenvalue equation

( ) ( ) ( ) ( ) , ( 1,2,3,...)Oi Oi Oit t t t ilY = Y =O (28)

and the eigenvectors form a complete orthonormal basis in a Hilbert space, when the eigen‐
value spectrum is nondegenerate. Thus, the spectral representation of the operator would be

( ) ( ) ( ) ( ) ( ) ( ) ( )0 0
0 0

,Oi Oi i Oi i
i i

t t t t t t tl
³ ³

= = Y Y = Y Yå åO O d d (29)
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where δ is the unity operator and ΨOi(t)|  is the dual of |ΨOi(t) , so ΨOi(t)|ΨOi(t) =1.

Since the observable is Hermitian, the transformation of the eigenvector |ΨOi(0)  at t =0 to the
eigenvector |ΨOi(t)  at time t will be represented by an unitary operator U(t). Hence,

( ) ( ) ( ) ( ) ( )0 , ( ) 0 , ( ) ( )Oi Oi Oi Oit t t t t t+ +Y = Y Y = Y =U U U U d (30)

Let us substitute Equation (30) into Equation (29), then we obtain

( ) ( ) ( ) ( ) ( )0
0

0 0 ( )Oi Oi i
i

t t t tl +

³

= Y YåO U U (31)

The time derivative of the operator is

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
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0

0
0

0
0

0 0 ( )

0 0 ( )

0 0 ( )
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· ·
+
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·
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O U U
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U U

(32)

or by using the instantaneous eigenvectors, |ΨOi(t)  can be written as

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
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( ) ( ) ( ) ( ) ( ) ( )t t t t t t
+· ·

+

+

+U U O O U U

(33)

Using the identity U
•

(t)U+(t)= −U(t)U
• +

(t), which is a consequence of unitarity, the general
evolution equation of the Hermitian operator results
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evolution equation of the Hermitian operator results
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· ·
+

·

³

¶ é ù
= + ê ú¶ ë û

¶
= Y Y

¶ å

O
O U U O

O
(34)

where ,  is Dirac’s symbol of a quantum mechanical commutator and ∂O(t)
∂ t  is the local time

rate of change of the operator in the coordinate system of the instantaneous eigenvectors. This
equation is universal in the meaning of its independence of the constitutive behavior of the
quantum system.

3.2. The Heisenberg equation of motion of the linearly damped oscillator

The actual form of Heisenberg’s dynamic equation can be constructed when the expression

U
•

(t)U+(t) is formed from the unitary operator and the local rate of change of the operator ∂O(t)
∂ t

can be connected to the constitutive properties of the studied physical system. The first term
will be ordered to the unitary/reactive and the second to the dissipative dynamics. To do this,
we accept Heisenberg’s reinterpretation principle [14] (for the philosophical details of this
principle, see [27]), which states the possibility of constructing a quantum mechanical de‐
scription of a physical system whose classical description is known. In our case, the physical
system is a linearly damped oscillator, for which we know its Onsagerian thermodynamic
description. This description uses the Hamiltonian and the rate of energy dissipation of the
system represented by the Rayleigh potential. Since the Hamiltonian is not the first integral of
the motion, Bohlin’s first integral could be used for the unitary dynamics. In classical quantum
theory, the Hamiltonian belongs to the unitary dynamics as a constitutive property, i.e.,

( ) ( )i t t
·

+=H U U
h

(35)

where the Hamilton operator H is a first integral of the system. In a closed physical system,
the local time derivative of the observables is zero since the system is reactive. On this basis,
the constitutive equations of classical quantum mechanics are

( ) ( )
( ), 0

ti t t
t

·
+

¶
= =

¶

O
H U U
h

(36)

With these constitutive equations from Equation (34), the general evolution equation we give
to Heisenberg’s equation of the observable is

,i·

é ù= ë ûO H O
h

(37)
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Also, the all constitutive properties of the quantum system are contained in the Hamilton
operator only, which could have originated from the Hamilton function of the classical model
by means of Heisenberg’s reinterpretation principle. Figure 2 shows the above-presented
scheme of the deduction of Heisenberg’s equation of motion.

Figure 2. The schema of the deduction of Heisenberg’s equation of motion of a Hermitian operator and the role of Hei‐
senberg’s reinterpretation principle.

The Hamiltonian H is a trivial nullifier of Dirac’s commutator in this approach, so H is a
conserved observable of motion, as was requested. To summarize, we get Heisenberg’s

classical Equation (37) from the general evolution Equation (34), if the ∂O(t)
∂ t  local rate of

change of the operator in the coordinate system of the instantaneous eigenvectors is zero. In
the case of the Heisenberg’s equation (Equation (37)), the entropy of the system is constant in
time, as proven by von Neumann [26]. However, the entropy cannot remain constant in
dissipative processes. Consequently, in a correct description of the dissipative system, it is
possible to take into account the local rate of change of the operator. In the case of a damped

oscillator, this means that for the time rate of change ∂q(t)
∂ t , ∂p(t)

∂ t  of two fundamental

observables of a linearly damped oscillator must be given constitutive equations. In this way,
we assume that the constitutive equations of the linearly damped oscillator are

( ) ( ) ( ) ( ), ,
t t it t

t t
b b

·
+

¶ ¶
= - = - =

¶ ¶

q p
q p B U(t)U (t)

h
(38)

where the Hermitian operator B belonging to unitary/reactive dynamics is the quantum
mechanical equivalent of Bohlin’s constant in Equation (26). Following Equation (26), this
could be written as

22
2 20

2 2 2 2
t me

m
b wb bæ ö

= + + +ç ÷ç ÷
è ø

pB pq qp q (39)
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where the Hermitian operator B belonging to unitary/reactive dynamics is the quantum
mechanical equivalent of Bohlin’s constant in Equation (26). Following Equation (26), this
could be written as
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Note, the third constitutive equation of (38) is the direct consequence of Stone’s theorem [28].
If we take into account these constitutive equations in the general evolution Equation (34) of
the Hermitian operators, then we obtain Heisenberg’s equations of motion of a quantum-
damped oscillator

( ) ( ) ( ) ( ) ( ) ( ), , ,i it t t t t tb b
· ·

é ù é ù= - + = - +ë û ë ûq q B q p p B p
h h

(40)

According to Heisenberg’s reinterpretation principle, these equations could be interpreted by
means of the Onsagerian equations of the oscillator. To do this, split the Bohlin operator
(Equation (39)) into two parts. The first part contains the Hamilton operator H of the oscillator
and the second part D belongs to the dissipation. We then obtain

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )
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2 2

2 2
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w b

·
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ì ü¶ï ïé ù é ù é ù= - + = + +í ýë û ë û ë û¶ï ïî þ
ì ü¶ï ïé ù é ù é ù= - + = + + +í ýë û ë û ë û¶ï ïî þ

æ ö
= + = +ç ÷ç ÷
è ø

q
q q B q D q H q

p
p p B p D p H p

pH q D qp pq

h h h

h h h
(41)

The expression in {} is connected to dissipative thermodynamic current by analogy, while the
currents outside the bracket are analogous to reactive currents. This interpretation, analogous
to Equation (22), is supported by

( ) ( ) ( ) ( ) ( ) ( )2 2, 0, , 2 2t tt t ti ie t e t t
t t t

b b b
¶ ¶ ¶

é ù é ù+ = + = = -ë û ë û¶ ¶ ¶

q p p
D q D p p

h h
(42)

where the two first equations of Equation (38) were used. In detail, we could write

2 2 2

2 2 2

, , , 0
2 2

, , , 2
2 2

t t t

t t t

i i ie e e
t

i i ie e e
t

b b b

b b b

b bb

b bb b

æ ö æ ö¶ é ù é ù é ù+ = - + + =ç ÷ ç ÷ë û ë û ë û¶ è ø è ø
æ ö æ ö¶ é ù é ù é ù+ = - - + = -ç ÷ ç ÷ë û ë û ë û¶ è ø è ø

q D q q p q u q p q

p D p p p p q p q p p

h h h

h h h

(43)

Now, we could see the desired interpretation analogy could be applied when the commutator

relation e 2β t p, q =
ℏ
i δ is valid. Since every operator commutes with itself, we also have the

fundamental brackets of our quantum theory
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{ } { } { } { } 2, , 0, 0, , : te
i

b é ù= = = = ë ûp,q q q p,ph
d (44)

Consequently, the first fundamental bracket in Equation (44) ensures that the dissipative part
β
2 qp +

β
2 pq of the Bohlinian adds β q(t) term to the first equation and the −β q(t) term to the

second equation in Equation (41). This allows to us change our attention from Bohlinian to
Hamiltonian in Equation (41), obtaining

( ) ( ) ( ) ( ) ( ){ }
( ) ( ) ( ) ( ) ( ) ( ) ( ){ }

2

2

, , ,

2 , 2 ,
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t

i it e t t t t
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é ù= =ë û

é ù= - + = - +ë û

q H q H q

p p H p p H p

h h

h h

(45)

which are equivalent with the equations

( ) ( ) ( ){ } ( ) ( ) ( ){ } ( ) ( ){ }, , , ,i i it t t t t t c t t
· ·

= = -q H q p H p H q
h h h

(46)

The quantum mechanical equations of a damped oscillator with the fundamental brackets in
Equation (44), applying the rules of Lie algebra, are as follows

( ) ( ) ( ){ } ( )

( ) ( ) ( ){ } ( ) ( ){ } ( ) ( )2
0

, ,

, , 2

tit t t
m

i it t t c t t t m tb w

·

·

= =

= - = - -

p
q H q

p H p H q p q

h

h h

(47)

which are the operator differential equations version of Onsager’s equations in Equation (22).

To use the Lie algebraic method in an evaluation of the above-introduced time-dependent
commutators, it is assumed that the scalar time functions must necessarily be considered as
ordinary numbers (for details, see [15]). In summary, according to the Onsagerian equations
of the damped oscillator by application of Heisenberg’s reinterpretation principle, the
quantum mechanical equation of a damped oscillator in the Heisenberg picture can be
obtained.

3.3. Ehrenfest theorem of a linearly damped oscillator

It is easy to show, similar to classical quantum mechanics, that the following operator analytics
relations are valid [29]

{ } { }, ,i i¶ ¶
= = -
¶ ¶
H HH q H,p
p qh h (48)
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As a consequence of Equation (48), Equation (47), the quantum mechanical equations of the
oscillator, could be written in the form

( ) ( ) ( ) ( ) ( )2
0, 2

t
t t c t m t

m
b w

· ·¶ ¶ ¶
= = = - = - -
¶ ¶ ¶

pH H Hq p p q
p q p

(49)

where the formal equivalence with Onsager’s equations Equation (22) is obvious.

It  is  well-known in  the  Heisenberg picture  that  the  expectation value  of  an  operator  is
defined as

( )( )O t t= Y YO (50)

where |Ψ  is the time-independent state vector of the oscillator. Thus, from Equation (49),
the expectation values of the time rate of change of displacement and momentum can be
evaluated as
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where we take into account Equation (49). Also, the expectation values of displacement and
momentum of the linearly damped oscillator obey time evolution equations, which are exactly
equivalent to those of Onsager’s equations (Equations (21) and (22)). This result is Ehrenfest’s
theorem.

4. Evaluation of the equations of the quantum linearly damped oscillator

The solutions of the operator differential equations (Equation (49)) are

( ) ( )
0 0

, * ,
2 2

i t i t i t i t tme e e e e
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w w w w bg g
w w

- - -+ += + = + =q A A p A A A ah h
(52)
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By substituting the above two expressions into the first fundamental commutation relation of
Equation (44), the time-dependent and time-independent amplitude operators are used to
obtain the following commutation relations

{ } 2 te b-+ +é ù= ® =ë ûA,A a,ad d (53)

To solve the damped oscillator problem, we have to determine the operator A because this
should be known for the specification of displacement, momentum, and the energy of the
oscillator. In the case of a nondamped oscillator, the amplitude operator can be determined
from the Hamilton operator of the oscillator, which is a constant of the motion. This is, however,
not true for our case; thus, we will use the Bohlin operator introduced earlier. By substituting
Equation (52) into the Bohlinian Equation (39), we get

( )
22

2 220

2 2 1
02

2 2 2 2 2

1 1 ,
22

t tm

t
m m mt

me e
m

e
e

b b

b
b
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æ ö
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è ø
æ ö æ ö

= + = + =ç ÷ ç ÷ç ÷ç ÷ è øè ø

pB pq qp q AA A A

A A a a

h

h h
(54)

where the commutation relations (Equation (44)) were used. Pursuant to the above two
relations, it is easy to show that the time-independent amplitude operators fulfill the equations

, , ,m mw w+ +é ù é ù= =ë ûë ûB a a a B ah h (55)

Now, we see that if we replace the operator B by the Hamiltonian H of a simple oscillator, these
equations are identical to the corresponding equations of the simple quantum oscillator [30,
31]. According to this strong analogy, we are able to determine the amplitude matrix and the
matrices of the Bohlin operator B, the displacement operator and the momentum operator. The
results are as follows:

• The operators a, a+, B and the occupation number operator N : =a+a have the same eigen‐
vectors and different eigenvalues. Since N : =a+a is positive definite, B can possess no
negative eigenvalue. The lowest eigenvalue of B belongs to the eigenket |0  of the operator
a for which the relation a|0 =0 holds. From Equation (54), this so-called vacuum state

belongs to the 1
2 ℏωm  zero-point Bohlinian eigenvalue and zero occupation number

eigenvalue. The Bohlinian eigenvalue belonging to the eigenket |n  (where the occupation

number is n) can be calculated in the form of |n =
a+n

n ! |0  is ( 1
2 + n)ℏωm , while the occupation

number eigenvalue is n.
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belongs to the 1
2 ℏωm  zero-point Bohlinian eigenvalue and zero occupation number

eigenvalue. The Bohlinian eigenvalue belonging to the eigenket |n  (where the occupation

number is n) can be calculated in the form of |n =
a+n

n ! |0  is ( 1
2 + n)ℏωm , while the occupation

number eigenvalue is n.
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• For the actions of the eigenket |n  of the ladder operators, a and a+ can be written as
a|n =(n −1)|n −1 , a+ |n =(n + 1)|n + 1 , from which it follows for the occupation number
operator that N|n =n |n .

• The matrices of the above-introduced operators are

0 1 0 .
0 0 2 . ,
0 0 0 .
. . . .

é ù
ê ú
ê ú= ê ú
ê ú
ê úë û

a (56)

1 0 0 .
0 2 0 .

.
0 0 3 .
. . . .

+

é ù
ê ú
ê ú= = ê ú
ê ú
ê úë û

N aa (57)

on the basis of which is formed the orthonormal eigenkets

1 0 0
0 1 0

0 , 1 , 2 , .,
0 0 1
. . .

etc

é ù é ù é ù
ê ú ê ú ê ú
ê ú ê ú ê ú= = =ê ú ê ú ê ú
ê ú ê ú ê ú
ê ú ê ú ê úë û ë û ë û

(58)

It is easy to see that the matrices that belong to aa and a+a+ are not diagonal. From the above
equations, it follows that the rules for the time-dependent ladder and occupation number
operators are

( ) ( )
( ) 2

1 , 1 1 ,t t

t

t n e n n t n e n n

t n e n n

b b

b

- -+

-

= + = - -

=

A A

N
(59)

5. Applications

5.1. Expected values of the main operators of a linearly damped oscillator

Moreover, the expected value of the occupation number in the nth energy eigenstate at time
t is
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( ) 2
0: ( ) ,tN t n t n N e b-= =N (60)

where N0 is the occupation number at t =0. This result agrees well with the corresponding
result derived from the system-plus-reservoir model [32]. In the energy representation, since
the matrices of the operators a, a+, a2, a+2 have zero diagonal elements, the expected values of
the operators A, A+, A2, A+2 are zero in every energy eigenstate, i.e.,

2 20, 0, 0, 0A A A A+ += = = = (61)

According to these equations, the expected values q = : n |q|n , p = : n |p|n  of the
displacement and the momentum operator

( ) ( )
0 0

, *
2 2

i t i t i t i tme e e e
m

w w w wg g
w w

- -+ += + = +q A A p A Ah h
(62)

in the nth energy eigenstate are zero. The variance q 2 = n |q2 |n , p 2 = n |p2 |n  of the
displacement and momentum operator in the nth energy eigenstate can be evaluated as
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(63)

and
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(64)

where we considered the commutation relation (Equation (53)). According to these results, we
obtain the expected value of the energy of the damped oscillator

( )
2 2

2 22
0 0 0

12
2 2 2

t t
p q

H t m e e n
m

b bw w w- -+ æ ö
= + = + = +ç ÷

è ø
δ AAh h (65)
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where we considered the commutation relation (Equation (53)). According to these results, we
obtain the expected value of the energy of the damped oscillator
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and the uncertainty relation

( )( ) ( ) ( )( )

( ) ( ) ( ) ( )

2 2

2 22 22 2

2 1 ,
2 2

: , :

t tq p e n q p e

q q q p p p
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D = - = D = - =q p

h h

d d
(66)

where we considered that q =0, p =0. Now, we can see Heisenberg’s uncertainty relation is
not fulfilled and, in the case of the simple oscillator and also when c =0, this relation transforms
into Heisenberg’s relation.

5.2. Probability description of the wave packet motion of the damped oscillator

To learn something about the time dependence of our system in a certain state | , we will
calculate q | (t) and | q | | 2(t), which represent the probability amplitude and probability
of finding the damped oscillator at q at time t in that state. In particular, it is useful to study
the so-called coherent state |a , which is an eigenstate of the non-Hermitian time-dependent
operator A, i.e.,

0
02

i t t i tme a A e e aw b ww -=A
h

(67)

We shall also calculate the probability amplitude Ψa(q)= q |a  of the wave packet |a  at q. To
do this, we shall start the following fact of bracket calculus
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Now, we are going to express the operator A by using the displacement and the momentum
operator (52), so we get

0

2i t m me
i

w g
w w

*-
=

p qA h
(69)

Taking this expression into (68), we obtain
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According to the following

( ) ( ) ( )2 '
' , 't d q q

q q e f q q q q q q'
i dq

b d
d- -

= + = -p qh (71)

coordinate representation of the operators originating from the commutation relation Equation
(44) (for details, see [15]), we get
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(72)

an ordinary differential equation, where −cq is chosen for the arbitrary function f (q). The
solution of this equation in a normalized form is

( ) ( )
( )2

0

2

1
4

2

t i t

t

q A e em
e

d q g t e

b w

b
ww

p

-

-

-
-æ ö

Y = ç ÷
è ø

hh (73)

where the function g(t) is evaluated in follows. From which the probability will be
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Now, we might see that this is the Gaussian distribution with the

( )

( )( )2
0

2

cos

22 1

2

t

t

q A e t

e
m

a
t

q e
e

m

b

b

w

w

bp
w

-

-

-
-

æ ö
ç ÷
ç ÷
è ø

-

Y =
æ ö
ç ÷ç ÷
è ø

h

h
(75)

probability density function. Therefore, the motion of the center of the wave packet |a  is a
damped oscillation, and its uncertainty width decreases exponentially from the initial value

of ℏ
mω  to zero (see Figure 3).
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Figure 3. The evolution of the wave packet |a . The motion of the center of packet and its uncertainty width Δq are
represented.

Now, we see that the initial uncertainty of the packet |a  keeps getting smaller with the
progression of time and becomes negligible as t→∞. Also, the evolution of the wave packet
continually proceeds toward the motion of a classic damped oscillator with the progression of
time.

5.3. Calculation of wave function by matrix calculus

Resulting from Equation (52) using Equation (56), the matrix of the displacement operator in
energy representation has the form

0

0 1 0 0 0
1 0 2 0 0
0 2 0 3 0

' " : ' "
2 0 0 3 0 4

0 0 0 4 0
.

tn n n n e
m

etc

b

w
-+

é ù
ê ú
ê ú
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ê ú= + = ê ú
ê ú
ê ú
ê ú
ê úë û

q A A h
(76)

Here, the displacement operator was used in a narrow sense. Next, we are going to solve the

q q q=q (77)

eigenvalue problem in terms of the dn = n |q  probability amplitudes. To do this, we rewrite
the above eigenvalue equation in matrix form

( )
0

, 0,1,2,
n

n n n q q n q n
¢³

¢ ¢ = =å q K (78)

where we take into account the ∑
n'≥0

|n ' n ' | =δ closure relation. In explicit form, this looks like
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From this, we get the difference schema
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After some algebra, we obtain another form

1 2' 2 ' 2( 1) ' , ' : 2 !
2

n
n n n n n

qd d n d d n d- -= - - =
o

(81)

By introducing a new coordinate variable, we have the difference equation
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Ù Ù
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(82)

This difference equation is satisfied by the Hermitian polynomials. Thus, we obtain
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where c0
(e β t

mω0
ℏ q) is a function to be determined. Starting from the fact that

q ' |q ' ' =δ(q '−q ' '), we get
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By using the
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relationship, the final form of Equation (83) is given by
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The physical meaning of the strange variable in the Hermit polynomials is that the distance of
the nodes of these functions keeps getting smaller with the progression of time by the expo‐
nential law e −β t . According to this result, the probability density of the nth energy state with
displacement q is

( )
20

2

2

2

0

1
2 22 20 0

2
2 2 0

0

1
2 !

1 1
2 !

2
2

t

t

m
q

tt e
n nn

q

e
m t

nn
t

m mq n q e e H e q
n

me H e q
n

e
m

b

b

w

bb

w b

b

w w
p

w

p
w

-

-

-
-

-
æ ö
ç ÷
ç ÷ -è ø

-

æ öæ ö
ç ÷Y = = ç ÷ ç ÷è ø è ø

é ùæ ö
ê úç ÷=

ç ÷æ ö ê úè øë ûç ÷ç ÷
è ø

h

h

h h

hh

(87)

Nonequilibrium Thermodynamic and Quantum Model of a Damped Oscillator
http://dx.doi.org/10.5772/61010

61



This result is exactly identical to the equation given by Kim and Page [33] on the basis of another
theory. Now, we might see that this is the density function of a modulated Gaussian distribu‐
tion, where the modulating term has finite amplitude which runs over in time, while the
Gaussian distribution sharpens toward to a Dirac delta distribution. This means that the
particle will get closer and closer to the equilibrium point as t →∞. From last result, we can
conclude that in the case of β→0 we get back to the well-known wave function of the simple
oscillator.

5.4. Spectrum of the energy dissipation of the linearly damped oscillator

We are going to give the frequency spectrum of radiation and explain the natural width of the
spectrum line. As an atom emits photons, its energy drops and the amplitude of transition
decreases over time. Therefore, the emission is not harmonic, and a spectrum occurs. We shall
see that the natural width of the spectral line can be connected to the attenuation coefficient
of the damped oscillator. Inversely, from the width of the spectral line, we might determine
the attenuation coefficient of the oscillator.

5.4.1. Spectral density of the energy dissipation

In the first section, the time rate of energy dissipation for a damped oscillator is introduced by
the Rayleigh dissipation potential. The quantum version of this quantity, i.e., the time rate of
the energy dissipation operator, can be originated from Equation (14) as

2 21 2: c
m m m

b
= =R p p (88)

From this, it follows that the expected value of the operator of energy dissipation is

2
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2
dissw dt n n dt n n dt
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Substituting the expression of the momentum operator (Equation (64)) into this equation, then
the above equation has the form

( )( ) ( )( )( )
( )( )( ) *

*

* *

00

2 0
0 0

0 0

0
0

0

2 2
2

2 ,
2

i t i t i t i t
diss

t i t i t t t

t t

w e e e e dt

e e e dt e e dt

n e e dt i

w w w w

b w w g g

g g

b gg gg
w

w
b w b w

w
b w g b w

¥
+ - + - -

¥ ¥
- - + - +

¥

= + =

= + = +

= + = +

ò

ò ò

ò

A A A A

δ A A aa

h

h
h h

h
h

(90)

Recent Advances in Thermo and Fluid Dynamics62



This result is exactly identical to the equation given by Kim and Page [33] on the basis of another
theory. Now, we might see that this is the density function of a modulated Gaussian distribu‐
tion, where the modulating term has finite amplitude which runs over in time, while the
Gaussian distribution sharpens toward to a Dirac delta distribution. This means that the
particle will get closer and closer to the equilibrium point as t →∞. From last result, we can
conclude that in the case of β→0 we get back to the well-known wave function of the simple
oscillator.

5.4. Spectrum of the energy dissipation of the linearly damped oscillator

We are going to give the frequency spectrum of radiation and explain the natural width of the
spectrum line. As an atom emits photons, its energy drops and the amplitude of transition
decreases over time. Therefore, the emission is not harmonic, and a spectrum occurs. We shall
see that the natural width of the spectral line can be connected to the attenuation coefficient
of the damped oscillator. Inversely, from the width of the spectral line, we might determine
the attenuation coefficient of the oscillator.

5.4.1. Spectral density of the energy dissipation

In the first section, the time rate of energy dissipation for a damped oscillator is introduced by
the Rayleigh dissipation potential. The quantum version of this quantity, i.e., the time rate of
the energy dissipation operator, can be originated from Equation (14) as

2 21 2: c
m m m

b
= =R p p (88)

From this, it follows that the expected value of the operator of energy dissipation is

2

0 0 0

2
dissw dt n n dt n n dt

m
b¥ ¥ ¥

= = =ò ò òR R p (89)

Substituting the expression of the momentum operator (Equation (64)) into this equation, then
the above equation has the form

( )( ) ( )( )( )
( )( )( ) *

*

* *

00

2 0
0 0

0 0

0
0

0

2 2
2

2 ,
2

i t i t i t i t
diss

t i t i t t t

t t

w e e e e dt

e e e dt e e dt

n e e dt i

w w w w

b w w g g

g g

b gg gg
w

w
b w b w

w
b w g b w

¥
+ - + - -

¥ ¥
- - + - +

¥

= + =

= + = +

= + = +

ò

ò ò

ò

A A A A

δ A A aa

h

h
h h

h
h

(90)

Recent Advances in Thermo and Fluid Dynamics62

where we assume that the occupation number is n, i.e., n = aa+ . Evidently, the first term of
this  expression  belongs  to  the  vacuum fluctuation,  and the  second term belongs  to  the
essential dissipative process of the damped oscillator in which the occupation number could
change. We will evaluate the second term of this energy dissipation formula. According to
the  Parseval  theorem of  the  Fourier  transformation theory,  this  term of  energy dissipa‐
tion may be written as

( )
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* *
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where F e γ t  is  the Fourier transform of e γt .  Also, the spectral density of the dissipated
energy is

( )
0

2 2

2

'

b w

w w b- +

h
(92)

i.e., a Lorentz distribution about the shifted circular frequency ω of the damped oscillator. This
result agrees well with corresponding result derived from the two-state atom model of Wigner
and Weisskopf [34, 35] and the system-plus-reservoir model [10, 32, 36]. It is well known that
the half value width Δω of this distribution is

w bD = (93)

Now, we can see the transition from the nth occupation number state to the vacuum state, in
which the oscillator will emit nℏω0 energy. Indeed, from Equation (91) it follows that

( )
( )0 02 2

0

2diss
dw n n nwb w w

w w b

¥ ¢
D = =

¢- +
òh h (94)

5.4.2. Natural width of the spectral line

The natural line width of the spectral line is a significant result of the dissipative quantum
process which accompanies the spontaneous emission of an atom. We will treat this emission
process in a dissipative two-state model. We consider the two states of the atom as the zeroth
and the first occupation number state of a linearly damped oscillator. In this case, the sponta‐
neous emission of a photon is the consequence of the transition from the first occupations
number state to the equilibrium state of the damped oscillator. In this model, the spectrum
density of the emitted photon follows from Equation (92)
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The width of this frequency spectrum of a spontaneous emission of the atom is a direct
consequence of the dissipative self-force on the atom due to the back-reaction of the emitted
photon. This back-reaction of the emitted photon can be characterized by two physical
quantities, namely, the frequency shift ω0→ω and the half value width Δω =β of the spectrum.

If we consider ℏΔω2  as the energy uncertainty ΔE  of the emitted wave packet and the time

constant of the emission process Δt =β −1 as the time uncertainty, we obtain an uncertainty
relation

2 2
E t b

b
D D ³ =

h h
(96)

The quantum mechanical interpretation of the width of the natural spectral line should be
based on this relation, in which the physical quantities ΔE  and Δt =β −1 have a precise meaning.
In our model, the natural line width occurs at wavelength λ and can be calculated as

2 2
2 2 2c c cp p pl w b
w w w

D = D = D = (97)

where Equation (93) was used and c is the vacuum velocity of light. It is well known that in
the classical dipole model of light emission, the natural line width can be calculated as

0
2

4
3mc
pe

lD = (98)

where ε0 is the vacuum permittivity and re : =
ε0

3mc2 =2, 818 10−15m is the so-called classical

electron radius. From the above two equations, it follows that
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e
e

rr
c
w pb w

l
= = (99)

in the dipole radiation model.
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6. Uncertainty relation of the linearly damped oscillator

The standard derivation of Heisenberg’s uncertainty relation neglects the possibility that two
operators A and B, say q and p,which fulfill the commutator relation

{ } i=A,B h (100)

could have a compatible component which is the first part of the trivial identity

2 2
+ -

= +
AB BA AB BAAB (101)

This observation has importance when we take into account the irreversibility. Due to
irreversibility, the damped oscillator proceeds to thermal equilibrium with the thermal bath.
This thermal equilibrium can be characterized in terms of classical statistic theory. However,
in classical statistics, random variables have a joint distribution function, which could exist in
the case of quantum theory if the operators are compatible. The commutator relation (Equation
(100)) is compatible this physical picture, but from Equations (100) and (101), we obtain

2

2 2
ti e b-+

= +
AB BAAB h

d (102)

From this relation, in the case of t→∞, the compatibility of the operators follows, i.e.,

2
+

= ® =
AB BAAB AB BA (103)

In what follows, we will show that the above-mentioned arguments appear in the uncertainty
relation. The variance of the Hermitian operators A and B can be calculated by the norm of the
following vectors

( ) ( ) ( ) ( )0 , 0f g= - Y = - YA A B Bd d (104)

Indeed, we can write
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where Ψ(0) is the state vector of the system, A  and B  are the expected value of the operators
defined as

( ) ( ) ( ) ( )0 0 , 0 0A B= Y Y = Y YA B (106)

Thus, the f 2 g 2≥ | f , g | 2 Schwarz inequality implies

( ) ( ) ( ) ( )( ) ( )
2 22 2

0 0A B AB A BD D ³ Y - - Y = -A A B Bd d (107)

By substituting into this expression the identity (Equation (101)), then we get
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(108)

where we take into account that the quadrate of the absolute value of a complex number is
equally the sum of the quadrate of its real and imaginary parts. From the above expression, in
the case of t→∞, it follows that

( ) ( )2 2
, : , :

2
AB BA

A B A B A A B B
+

D D ³ - D = + D D = + D (109)

On the another hand, in this case, the commutating relation (Equation (103)) is valid; thus, we
can conclude that

( )( ) ( )( )
0 1

AB A B
A B AB A B

A B
-

D D ³ - ® £ £
D D

(110)

which is the most primitive “uncertainty relation” of classical statistic theory in which the
random variables have a joint distribution function. It states the simple fact that the regression
coefficient is smaller than one if the random variables are not statistically independent.

In summary, we can provide a speculative interpretation of irreversibility in quantum
mechanics, namely, in an irreversible quantum process. The incompatible operators proceed
to compatible ones, which are submitted to the laws of classical statistic theory.
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7. Quantum statistics of the linearly damped oscillator

It was von Neumann [26] who first dealt with the problem of the quantum statistical ensemble.
The density operator is the statistical operator of a quantum statistical ensemble. In our case,
the statistical ensemble is a set of linearly damped oscillators of several quantum states in
contact with a heat bath with temperature T. The density operator is an operator whose
eigenvalues are the classical statistical probability of the chosen microstates denoted by pi. If
the chosen microstates are denoted by | i , which are eigenstates of a Hermitian operator but
not necessarily the eigenstate of a Bohlinian or Hamiltonian, the general density operator is
written as

0 0 0
,i

i i i
i i p i i i i

³ ³ ³

= = = =å å å:r rd r d (111)

From this definition, it follows that ρ is Hermitian and normalized

, 1Tr+= =r r r (112)

In the Heisenberg picture, the density operator is time independent and is written as

( ) ( ) ( )
0

0 0 0H i
i

p i i
³

=år (113)

The ensemble average of an operator in the Heisenberg picture AH (t) is defined as

( ) ( )( ) ( ) ( ) ( ) ( )
0

0 0 0H H i H
i

A t Tr t p i t i
³

= =åA Ar (114)

Ensemble averages of time rate of change of the displacement and the momentum of the
linearly damped oscillator can be evaluated from Equation (51) as follows
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Here, Equation (50) was used. Now, we see that these equations are equivalent to those of the
macroscopic Onsagerian equations (Equation (21) or (22)). In the Schrödinger picture, the
density operator is time dependent, but the observables of the oscillator are time independent.
We define this density operator as

( ) ( ) ( ) ( )
0

S i
i

t p t i t i t
³

=år (116)

where we allowed a time-dependent probability pi(t) to microstate | i(t) . Also in this picture,
the occupation of microstates is not conserved. The ensemble average of an operator AS  in the
Schrödinger picture is defined as

( ) ( )( ) ( ) ( ) ( )
0

H S i S
i

A t Tr t p t i t i t
³

= =åA Ar (117)

Two ensemble averages of an observable A must be equal, i.e.,

( )( ) ( )( )S S H HTr t Tr t=A Ar r (118)

from which, in the case of pure unitary dynamics, follows the well-known transformation

( ) ( ) ( ) ( )S Ht t t t+= U Ur r (119)

where the unitary operator U(t) belongs to time evolution [37]. Since, as we have seen in the
case of dissipative processes, this cannot be written by unitary dynamics only, we will use this
requirement in a weaker form. We require that the basic ensemble averaged equations of the
damped oscillator have the same forms in each picture, i.e.,
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q q

p p
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(120)

According to this requirement, we could give the actual form of the equation of motion for the
density operator in the Schrödinger picture. We will see that this equation corresponds to the
Liouville–von Neumann equation in the case of dissipative processes. From Equations (113)
and (119), it follows that the density operator in the Schrödinger picture could be written by
a Hermitian operator in the form
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From the general evolution equation (Equation (34)) of the Hermitian operator, the equation
of motion of the density operator in Schrödinger picture could be derived as follows:
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where in the case of a damped oscillator, the unitary transformation belongs to the Bohlin
operator of Equation (38), i.e.,

( ) ( ) it t
+·

= -U U B
h

(123)

Thus, the equation of motion of Schrödinger’s density operator is

( ) ( ) ( ) { } { }, , ,S S S
S S S S

d t t ti i i
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· ¶ ¶
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h h h
r r r
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Here, similar to the Heisenberg equations (Equation (41)), we introduced the Hamiltonian and
the dissipation operator, by means of the commutator { , }= e 2β t , . To construct a constitu‐
tive equation for the local change in the density operator, one must take into account the
consequences of the commutation relation (Equation (44)) and the facts (Equations (102) and
(103)) by which the incompatibility of the operators show strict fading over time. A conse‐
quence of this fading property could be increasing uncertainty in the distinction of the quantum
states of the oscillators. On the other hand, in a canonical ensemble, the oscillators weakly interact
with each other. By this means, the occupation of the states could change in the ensemble. Thus,
we can assume that the occupation of states is not conserved in the time evolution of the ensemble.
As a consequence, the statistical ensemble of the oscillators could proceed to a final state in
which the classical probabilities of the microstates correspond to a classical thermal equilibri‐
um distribution. Denoted by the density operator ρS  in the instantaneous and ρSequ  in the
equilibrium final state, then the suggested linear constitutive equation is
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¶
= - - =

¶
r

r r r r (125)
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Thus, the final form of the Liouville–von Neumann Equation (124) is
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We will show that this evolution equation guarantees that the equivalence relation (Equation
(120)) is fulfilled, the density matrix proceeds to an equilibrium state and that the entropy of
the ensemble of the damped oscillator proceeds the maximum value over time, which
corresponds to thermal equilibrium. Indeed, the proof of the relations in Equation (120)
proceeds as follows
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where we take into account the cyclic invariance of the trace and the facts in Equation (42).

Now we see that if we choose an ensemble of a damped oscillator in which q equ =0, q equ =0,
the required equivalence of the ensemble averages is fulfilled. To prove the increase in entropy,
first we introduce quantum entropy. The kBρS lnρS  operator is an operator whose eigenvalues
are the terms of Shannon entropy kB pi(t)lnpi(t). Thus, the Shannon entropy is the minus trace
of that operator [26]

( ) ( ) ( ) ( )
0

: ln lnB i i B S S
i

S t k p t p t k Tr
³

= - = -å r r (128)

Here, kB is the Boltzmann constant. According to this definition, the excess entropy of an
ensemble, as suggested by Bedeaux and Mazur [38], is given by
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Thus, the final form of the Liouville–von Neumann Equation (124) is
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We will show that this evolution equation guarantees that the equivalence relation (Equation
(120)) is fulfilled, the density matrix proceeds to an equilibrium state and that the entropy of
the ensemble of the damped oscillator proceeds the maximum value over time, which
corresponds to thermal equilibrium. Indeed, the proof of the relations in Equation (120)
proceeds as follows
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( ) ( )( )1ln ,equ B S Sequ S S S SequS t S k Tr d d-- = - = -r r r r r r (129)

The time rate of change of the entropy in that approximation is
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Entropy production results by substituting the Liouville–von Neumann equation into this
equation
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where the cyclic invariance of the trace and the fact that the Bohlin operator and the ρSequ
−1

commutator were used. The positivity of entropy production follows from the fact that the
matrices of both operators ρSequ

−1  and (δρS )2 have nonnegative elements only. Thus, the increase
in entropy is demonstrated. It can be seen from the above deduction of entropy production that
pure unitary dynamics (in the case of an undamped oscillator) is isentropic and that the entropy
production is a direct consequence of the unconserved property of the occupation of states. In
the thermal equilibrium, from Equation (126), it follows that B and ρSequ commute, i.e.,
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So the equilibrium density operator ρSequ is a function of the Bohlinian B. At equilibrium, the

entropy is at maximum. Now, we maximize S = −kB∑
n≥0

pnlnpn under the conditions
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where we use Equation (54). The necessary condition of that maximum is

0
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where the variations δpn are restricted by the conditions
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Applying the method of Lagrange multipliers, we get

0
(ln 1) 0n n n

n
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³
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1nB
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From the first equation of the conditions (133), the normalized version of the probability
distribution is obtained

0

n

i

B

n B

i

ep
e

b

b

-

-

³

=
å (138)

Choosing β =
1

kBT  as usual, then we get Gibbs’ canonical distribution for the occupation

probabilities
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Introducing the partition function by definition
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(140)
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then we get the equilibrium density operator

Sequ
e
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Thus, the equilibrium ensemble average of an operator AS  can be written as
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In particular, for the ensemble average of the Bohlinian, this is
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Introducing the free energy by definition F = −kBTZ , then in terms of free energy, the Gibbs
distribution is written as usual

n

B

F B
k T

np e
-

= (144)

Substituting this into the definition equation of entropy (128), then we get

B F
S F B TS

T
-

= ® = - (145)

Thus, the ensemble average of the Bohlinian is the equilibrium internal energy. It is evident
that the actual choice of the angular frequency ωm in the Bohlinian is a convention. It depends
on the normalization of Bohlin’s constant (Equation (26)). What is the correct angular frequen‐
cy? It seems from the physical aspect that the correct choice is that the angular frequency is
ω0. In this case, Bohlin’s constant of motion corresponds to the maximum free energy of the
linearly damped oscillator measured at time t =0, so it is the exergy of the linearly damped
oscillator.
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8. Wave equation of the linearly damped oscillator

From the above-presented theory, we can conclude that an ensemble from a pure state always
proceeds to a mixed state a consequence of irreversibility. Thus, it is impossible to describe the
evolution of the pure state of a damped oscillator in the Schrödinger picture. Consequently, it
is impossible to construct a linear Schrödinger equation in which the position and the mo‐
mentum operator are time independent.

However, when the operators are time dependent, the model could show similarities to
Schrodinger’s interpretation, which we show below.

In the case of s linearly damped oscillator, the transformation of the Heisenberg picture into
the Schrödinger picture by the method applied in classical quantum theory is impossible
because the operator has a time-dependent part due to the dissipative process. Thus, a new
way must be found to construct the wave equation of the oscillator. Kostin introduced a
supplementary dissipation potential into his wave equation and constructed this dissipation
potential by an assumption that the energy eigenvalues of the oscillator decay exponentially
over time [39]. In Kostin’s version of the wave equation, the operators are time independent,
but the dissipation potential is nonlinear with respect to the wave function. In our theory, it is
assumed that the abstract wave equation of the linearly damped oscillator has the form

( ) ( )
d t

i
dt

Y
= - YH Dh (146)

where the Hamiltonian H and the dissipative term D has the same mathematical form as in
the Bohlinian, i.e.,
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The operators p
∧

, q
∧

 in this picture are time dependent and satisfy the classical fundamental
commutators

, , , ,
i

Ù Ù Ù Ù Ù Ùé ù é ù é ù
= = =ê ú ê ú ê ú

ë û ë û ë û
p q p p q q 0h

d (148)

The time derivative in Equation (146) is “material” (in the sense of continuum mechanics)
because of the time dependence of the observable q̂. To construct a wave equation, first we
rewrite this abstract wave equation in the eigenbase |q  of the position operator. To do this,
consider the following one-dimensional eigenvalue problem
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=q (149)

which could constitute a continuous spectrum. Thus, we must write the orthonormality
condition and completeness relation for the eigenvectors as follows

( )' ' , ' ' 'q q q q q q dqd= - =ò δ (150)

where δ(q −q ') is Dirac’s distribution and δ is the unity operator. The wave function is the
probability amplitude that a position measurement on the damped oscillator in state |Ψ(t)
will yield an eigenvalue q, mathematically

( ) ( ),q t q tY = Y (151)

Inserting Equation (150) of the unity operator in the abstract wave Equation (146) and
projecting from the left with q | , then we obtain
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We chose the differential operator representation for the time-dependent operators in the
eigenbase |q  of the position operator in the form
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which resulted in the following wave equation
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which is a linear partial differential equation. To construct the eigenvalue problem that belongs
to this wave equation, we chose the wave function as

( )( )
2

nE
t ti

n ne e q
b

b+
Y = Fh (155)

With this wave function, the eigenvalue equation
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is obtained from the wave equation because the equation
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is satisfied identically for every eigenfunction Φn. By introducing a new variable into the

eigenvalue Equation (156) defined as ξ : =
mω0
ℏ e β tq, then we get
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We chose the eigenfunction Φn in the form
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then we obtained the differential equation
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Recent Advances in Thermo and Fluid Dynamics76



which is a linear partial differential equation. To construct the eigenvalue problem that belongs
to this wave equation, we chose the wave function as

( )( )
2

nE
t ti

n ne e q
b

b+
Y = Fh (155)

With this wave function, the eigenvalue equation

( )
( )

2 22 2
0

22 2
tn

n n n
t

d m e q E
m d e q

b

b

wF
- + F = F
h

(156)

is obtained from the wave equation because the equation

( ) ( )

( )

2
2 2

2 2

1
2

2

t
t tt n

n nt

tt t n
n t

dedD e i qe e i
dtd qe

dei e i e q
dtqe

b
b b

b

b

b b b

b

b

b

æ öæ ö æ ö Fç ÷- F = + F = =ç ÷ ç ÷ç ÷ ç ÷ç ÷ç ÷è ø è øè ø
¶F

= F +
¶

h h

h h

(157)

is satisfied identically for every eigenfunction Φn. By introducing a new variable into the

eigenvalue Equation (156) defined as ξ : =
mω0
ℏ e β tq, then we get

2
2

2
0

2 0n n
n

d E
d

x
wx

æ öF
+ - F =ç ÷ç ÷
è øh

(158)

We chose the eigenfunction Φn in the form

2

2
n ne

x

y
-

F = (159)

then we obtained the differential equation

2

2
0

22 1 0n n
n n

d E
d
y

xy y
wx

æ ö
- + - =ç ÷ç ÷

è øh
(160)

Recent Advances in Thermo and Fluid Dynamics76

which has a solution in terms of Hermitian polynoms if the
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relation is fulfilled. With these, the solution of the wave equation is obtained as follows:
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from which the probability density function of the oscillator has the form
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which is exactly identical to Equation (87) resulting from the Heisenberg picture of the damped
oscillator and the equation given by Kim and Page [33] using another theory. Due to this
correspondence, the quantum decoherence of linearly damped oscillators could be described
in the same way as done in the publication by Kim et al. [40].
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Abstract

In the present paper the non-endoreversible Curzon-Ahlborn, Stirling and Ericsson
cycles as models of thermal engines are discussed from the viewpoint of finite time
thermodynamics. That is, it is propose the existence of a finite time of heat transfer for
isothermal processes, but the cycles are analyzed assuming they are not endoreversi‐
ble cycles, through a factor that represents the internal ireversibilities of them, so that
the proposed heat engine models have efficiency closer to real engines. Some results
of previous papers are used, and from the get expressions for the power output func‐
tion and ecological function a methodology to obtain a linear approximation of effi‐
ciency including adequate parameters are shown, similar to those obtained in that
previous paper used. Variable changes are made right, like those used previously.

Keywords: finite time thermodynamics, power output, ecological function, efficiency

1. Introduction

A valuable tool for validating and improving knowledge of nature is using models. A scientific
model is an abstract, conceptual, graphic, or visual representation of phenomena, systems, or
processes to analyze, describe, explain, simulate, explore, control, and predict these phenom‐
ena or processes. A model allows determining a final result from appropriate data. The creation
of models is essential for all scientific activity. Moreover, a given physics theory is a model for
studying the behavior of a complete system. The model is applied in all areas of physics,
reducing the observed behavior to more basic fundamental facts, and helps to explain and
predict the behavior of physical systems under different circumstances.

In classical equilibrium thermodynamics, the simplest model of an engine that converts heat
into work is the Carnot cycle. The behavior of a heat engine working between two heat

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



reservoirs, modeled as this cycle, is expressed by the relation between the efficiency η and the
ratio of temperatures of the heat reservoirs, TC / TH , with 0<TC / TH <1, the Carnot efficiency
ηC =1−TC / TH . The temperatures of reservoirs, cold and hot, respectively, are TC  and TH  (equal
to those of heat engine), and ηC  is a physical limit for any heat engine.

A more realistic cycle than the Carnot cycle is a modified cycle taking into account the processes
time of heat transfer between the system and its surroundings, in which the working temper‐
atures are different of those its reservoirs [1], obtaining the efficiency ηCAN =1− TC / TH , first
found in references [2] and [3], and known as Curzon–Ahlborn–Novikov–Chambadal
efficiency. At present, the duration of heat transfer processes is important. Based on this model,
at the end of the last century, a theory was developed as an extension of classical equilibrium
thermodynamics, the finite time thermodynamics, in which the duration of the exchange
processes heat becomes important.

Two operating regimens of a heat engine with the same type of parameters have been
established: maximum power output regimen as in [1] and maximum effective power regimen,
taking into account the entropy production through a function called ecological function,
which represents the relationship between power output P  and entropy production σ
advanced in [4]. It is worth noting that there are other operating regimens such as maximum
cycle efficiency or minimum entropy production. Thus, power output has been maximized in
[1,5-7] among others, entropy production has been minimized in [8-10] among others, and the
so-called ecological function has been maximized in [4, 11-13] among others. Also, cycles
including internal irreversibilities in various aspects of operation of thermal engines have been
analyzed in [14-19] and others, and the regions of existence of the objective functions listed
above have been analyzed by a limited number of publications, in [9,20,21] and others. Notice
that in almost all the above references, the time of the adiabatic processes in the so-called
Curzon–Ahlborn cycle is assumed irrelevant because this time is considered very small
compared with the total time of cycle. Nevertheless, a meticulous examination on the behavior
of real engines leads to take into account the time of these adiabatic processes because these
processes are only an approach to real processes in which there is no heat transfer.

An alternative to analyze the Curzon–Ahlborn cycle, taking into account some effects that are
nonideal to the adiabatic processes through the time of these processes, is the model proposed
in [5] and in [7]. It allows to find the efficiency of a cycle as a function of the compression ratio,
rC =Vmax / Vmin. When rC →∞, Vmax > >Vmin, the Curzon–Ahlborn–Novikov–Chambadal effi‐
ciency is recovered. The non-endoreversible Curzon and Ahlborn cycle can be analyzed by
means of the so-called non-endoreversibility parameter IS , defined first in [14] and later in [15]
and in [16], which can be used to analyze diverse particularities of cycles. Furthermore, this
parameter leads to equality instead of Clausius inequality [14].

In the present paper, the performance of a non-endoreversible heat engine modeled as a
Curzon–Ahlborn cycle is analyzed. The procedure in [5] is combined with the procedure in
[16], arriving to linear approaches of the efficiency as a function of a parameter that contains
the compression ratio in both regimens maximum power output and maximum ecological
function. From the limit values of the non-endoreversibility parameter and the compression
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ratio, the known expressions of the efficiency found in the literature of finite-time thermody‐
namics are recovered. Also, an analysis of the Stirling and Ericsson cycles is made, when the
existence of a finite time for the heat transfer for isothermal processes is assumed, and
assuming they are not endoreversible cycles, through the non-endoreversibility parameter that
represents internal irreversibilities of them. Some results in [22] are used, and from the
expressions obtained for the power output function and ecological function, the methodology
to obtain a linear approximation of efficiency including an adequate parameter is shown,
similar to those used in case of the Curzon–Ahlborn cycle. Variable changes are made right,
like those used in [5] and in [23,24]. In order to make the present paper self-contained, a review
of results for instantaneous adiabatic case is presented. All quantities have been taken in the
International System of Measurement.

2. Linear approximation of efficiency: endoreversible Curzon–Ahlborn
cycle

In a previous published chapter by InTech [25], we devoted to analyze the Curzon and Ahlborn
cycle under the following conditions: without internal irreversibilities and non instantaneous
adiabats. We have shown some results in case of the Newton heat transfer law (Newton cooling
law) and the Dulong and Petit heat transfer law, namely, heat transfer law like dQ / dt ∝ (ΔT )k ,
k =5 / 4. Hence, we begin with a summary of the cited chapter.

2.1. Known results and basic assumptions

Since the pioneer paper [1], the so-called finite time thermodynamics has been development.
They proposed a model of thermal engine shown in Figure 1, which has the mentioned
Curzon–Ahlborn–Novikov–Chambadal efficiency, as a function of the cold reservoir temper‐
ature TC  and the hot reservoir temperature TH , as follows:

1 / ,CAN C HT Th = - (1)

In this cycle, QH / T HW =QC / TCW  is fulfilled. The entropy production during the exchange of
heat between the system and its reservoirs is only taken into account. The working tempera‐
tures of substance are T HW  and TCW , being TC <TCW <T HW <TH . In contrast, the Carnot
efficiency is obtained when the temperatures of reservoirs are the same as the temperatures of
the engine, which means T HW =TH  and TC =TCW  in Figure 1, namely,

1 1C CW
C

H CH

T T
T T

h = - = - (2)
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Equation (1) has been obtained at maximum power output regimen and recovered later by
some procedures [5,10,26,27] among others. Moreover, in [4] was advanced an optimization
criterion of merit for the Curzon and Ahlborn cycle, taking into account the entropy produc‐
tion, the ecological criterion, by maximization of the ecological function,

,CE P T s= - (3)

where P is the power output, TC  is the temperature of cold reservoir, and σ is the total entropy
production. The efficiency of Curzon and Ahlborn cycle now can be written as

( )21 / 2.Eh e e= - + (4)

By contrast, following the procedure in [5], the form of the ecological function and its efficiency
was found using the Newton heat transfer law and ideal gas as working substance in [12] and
using the Dulong–Petit heat transfer law for ideal gas as working substance in [28]. Hence, as
the upper limit of the efficiency of any heat engine is the Carnot efficiency, the temperatures
of the reservoir equal those of the heat engine. Thus, the definition of efficiency of an engine
working in cycles leads to the Carnot efficiency, fulfilling

1 .H C CW

H HW

Q Q T
Q T
-

£ - (5)

With ε ≡TC / TH , the following equations can be written: Carnot efficiency, ηC ≡1−ε ; Curzon–

Ahlborn–Novikov–Chambadal efficiency: ηCAN =1− ε ; and ecological efficiency:

ηE =1− (ε 2 + ε) / 2. Any efficiency can be written as

Figure 1. Curzon and Ahlborn cycle in the entropy S vs temperature T plane.
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1 ( ).zh e= - (6)

Thus, the problem of finding the efficiency of a heat engine modeled as a Curzon–Ahlborn
cycle, maximizing power output or maximizing ecological function, becomes the problem of
finding a function z = z(ε). Substituting z = z (ε) in Equation (6), one has

( )h h e= (7)

Similar results are obtained with a nonlinear heat transfer, like the Dulong and Petit heat
transfer. Assuming the same thermal conductance α in two isothermal processes of the
Curzon–Ahlborn cycle, the heat exchanged between the engine and its reservoirs could be in
general as

( ) ( )and , 1.k kH H
H HM C CW

dQ dQT T T T k
dt dt

a a= - = - ³ (8)

By contrast, assuming the heat flows QH  and QC , given by Newton’s heat transfer law, the case
k =1 in Equation (8), the power output becomes

( )
1

1

1 1 ln
,H

z
u uz

T z z
P

e

a l

- -

é ù- +ë û=
+

(9)

where R is the general constant of gases. The parameter γ ≡CP / CV  has been used, and also the
variables u =T HW / TH  and z =TCW / T HW  from which we obtain P = P(u, z). The adiabatic
processes are noninstantaneous. In fact, the total time of cycle is

1 2 3 4 ,TOTt t t t t= + + + (10)

being the times for the isothermal processes,

( ) ( )
2 4

1 31 3ln and ln ,V VHW CW
V V

H HW CW C

RT RTt t
T T T Ta a

= =
- - (11)

and the times for the adiabatic processes have been assumed to be

3 4

2 12 1 4 2ln and ln ,V V
V Vt f t f= = (12)
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with

( ) ( )1 2and .HW CW

H HW CWw C

RT RTf f
T T T Ta a

º º
- - (13)

The maximization conditions ∂P / ∂u =0 and ∂P / ∂ z =0 lead to obtain (or, permit obtain)

( )( ) ( )( )2and 1 ln 1 ,
2

zu z z z z
z
e e l l e+

= - + = - - (14)

where λ represents the external parameter λ = (γ −1)ln(V3 / V1) − 1, meaning that

( )( )max max , ,P P u z z= (15)

that is Pmax is a projection on the (z, P) plane. It is also found that at the maximum power
condition, z is given by a power series in λ, namely,

( ) ( ) ( )2 2 2
2 31 1

2 41 1 1 / 2 ln ( )Pz Oe e l e e e e l lé ù= + - + - - - +ê úë û
(16)

Upon susbtituting Equation (16) in Equation (6) and because the terms in Equation (16) are
positive, an upper bound for the efficiency is obtained when λ =0, i.e., when the compression
ratio rC =V3 / V1 goes to infinity, it results in the following:

( )max 1 0 .P CANzh l h= - = = (17)

The equivalent of Equation (16) for the ecological function with this procedure was obtained
in [12] by substituting Equation (9) in Equation (3), and the entropy production, σ =ΔS / tTOT .
Using Equation (8) in the case k =1, and the total time tTOT  given by Equations (10)–(13), the
ecological function becomes

( )( )
1 1

1

1 2 1 ln
.

z
u zu

z z
E T

e

e l
a

- -

+ - +
=

+
(18)

Upon maximizing the function E = E (u, z) (ε is defined positive and λ is defined semi-positive,
being external parameters), ∂E / ∂u =0 and ∂E / ∂ z =0, for the first one u =u(z) is as in case of
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maximizing power output, and for the second one, the following relation between the variables
z and u is obtained:

( ) ( ) ( )( ) ( )( )( )2 1 ln 1 2 1 2 1 ln 1 .z z z z zu z z u zl l e e e e l eé ù+ - + - - - = + - + -ë û (19)

The equation that z obeys at the maximum of the ecological function is obtained as follows:

( ) ( ) ( ) ( )( )2 1 ln 1 2 1 2 1 ln .z z z z z zl l e e e l eé ù+ - + - - = + - +ë û (20)

We find, upon taking the implicit successive derivatives of Equation (20) with respect to λ, the
following one-power series in λ :

( ) ( ){ ( ) ( )

( )( ) ( )}
2

1
2 2161 1 2 1

2 4 2 2 2

2 2 31
2

1 3 1 21 1 3 1 ln
2

1 3 4

Ez

O

e e

e
e e e l e e

e e e e

e e e l l

+

æ ö+é ù= + + + - + - + ´ç ÷ç ÷ë û + +è ø

+ - + +

(21)

Furthermore, using Equation (21), we can write the efficiency as a power series in λ,

( )1 , .Ezh e lº -E (22)

When λ =0, the corresponding ecological efficiency with instantaneous adiabats is,

( ) ( )21
21 , 0 1 ,EO EOzh e l e e= - = = - + (23)

which is the maximum possible one for this operating regimen. From Equations (16) and (21)
a linear approximation for the efficiency η in terms of compression ratio can be derived,
rC =V3 / V1, and of the ratio TC / TH . It can be verified that rC→∞ and λ→0 lead to the Curzon–
Ahlborn–Novikov–Chambadal efficiency, now written as ηCAN ≡ηP(λ =0)=ηPO . From Equation
(16), the linear approximation can be obtained:

( ) ( )2
1
21 1 ,PLh l e e l= - - - (24)

and the corresponding linear approximation of ecological efficiency is as follows:
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( ) ( ) ( ) ( )2 21 1 1
2 4 21 1 3 .

EL
h l e e e e e lé ù= - + - + - +ê úë û

(25)

As it is known in real compressors, the percent of volume in the total displacement of a piston
into a cylinder is called the dead space ratio, and it is defined as
c =(volume of dead space) / (volume of displacement) [29]. In the Curzon–Ahlborn cycle, rC

appears as the reciprocal of c. It is found that 3% ≤ c ≤10% ; hence, 100 / 3≥ rC ≥100 / 10 or
33> rC ≥10. Supposing power plants working as a Curzon–Ahlborn cycle, a linear approxima‐
tion of efficiency, Equations (24) and (25), values of efficiency appear around the experimental
values. As an example, Table 1 shows a comparison between real values and linear approxi‐
mation values, γ =1.67, and the closeness of the linear approximation, in case of some modern
power plants.

Nuclear power plant TC (K ) TH (K ) ηobs ηEL  , 10≤ rC <33

Doel 4 (Belgium), 283 566 0.35000 0.37944–0.38224

Almaraz II (Spain) 290 600 0.34500 0.39234–0.39539

Sizewell B (UK) 288 581 0.36300 0.38277–0.38563

Cofrentes (Spain) 289 562 0.34000 0.36844–0.37103

Heysham (UK) 288 727 0.40000 0.46036–0.46506

Table 1. Comparison of experimental efficiencies with linear ecological approximation

2.2. Nonlinear heat transfer law

The ecological efficiency has been calculated using Dulong and Petit’s heat transfer law in [30],
maximizing ecological function for instantaneous adiabats. When the time for all the processes
of the Curzon and Ahlborn cycle is taken into account, efficiencies in both regimens, maximum
power output and maximum ecological function, can be obtained, following the procedure
employed. Suppose an ideal gas as a working substance in a cylinder with a piston that
exchanges heat with the reservoirs, and using a heat transfer law of the form

( ) ,
k

f i

dQ T T
dt

a= - (26)

where k >1, α is the thermal conductance assumed the same for both reservoirs, dQ / dt  is the
rate of heat Q exchange, and Ti and Tf  are the temperatures for the heat exchange process.
From the first law of thermodynamics and under mechanical equilibrium condition, i.e.,
p = pext , because the working substance is an ideal gas, U =U (T ), one obtains
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33> rC ≥10. Supposing power plants working as a Curzon–Ahlborn cycle, a linear approxima‐
tion of efficiency, Equations (24) and (25), values of efficiency appear around the experimental
values. As an example, Table 1 shows a comparison between real values and linear approxi‐
mation values, γ =1.67, and the closeness of the linear approximation, in case of some modern
power plants.

Nuclear power plant TC (K ) TH (K ) ηobs ηEL  , 10≤ rC <33

Doel 4 (Belgium), 283 566 0.35000 0.37944–0.38224

Almaraz II (Spain) 290 600 0.34500 0.39234–0.39539

Sizewell B (UK) 288 581 0.36300 0.38277–0.38563

Cofrentes (Spain) 289 562 0.34000 0.36844–0.37103

Heysham (UK) 288 727 0.40000 0.46036–0.46506

Table 1. Comparison of experimental efficiencies with linear ecological approximation

2.2. Nonlinear heat transfer law

The ecological efficiency has been calculated using Dulong and Petit’s heat transfer law in [30],
maximizing ecological function for instantaneous adiabats. When the time for all the processes
of the Curzon and Ahlborn cycle is taken into account, efficiencies in both regimens, maximum
power output and maximum ecological function, can be obtained, following the procedure
employed. Suppose an ideal gas as a working substance in a cylinder with a piston that
exchanges heat with the reservoirs, and using a heat transfer law of the form

( ) ,
k

f i

dQ T T
dt

a= - (26)

where k >1, α is the thermal conductance assumed the same for both reservoirs, dQ / dt  is the
rate of heat Q exchange, and Ti and Tf  are the temperatures for the heat exchange process.
From the first law of thermodynamics and under mechanical equilibrium condition, i.e.,
p = pext , because the working substance is an ideal gas, U =U (T ), one obtains
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( )or .
k

i
f i

RTdQ dV dVp T T
dt dt V dt

a= - = (27)

Equation (27) implies that the times along the isothermal processes in Figure 1 are, respectively,

( ) ( )
32

1 3
1 4

ln and lnHW CW
k k

H HW CW C

RT RT VVt t
V VT T T Ta a

= =
- -

(28)

The corresponding heat exchanged QH  and QC  become, respectively,

2 4

1 3

ln and ln ,H HW C CW
V VQ RT Q RT
V V

= = (29)

where R is the universal gas constant and V1, V2, V3, V4,  are the corresponding volumes for
the states 1, 2, 3, and 4 in Figure 1 also. The times of the adiabatic processes are assumed as

( ) ( ) ( ) ( )2 4ln , and ln
1 1

HW HW CW CW
k k

CW HWH HW CW C

RT T RT Tt t
T TT T T Ta g a g

-
= =

- - - -
(30)

where γ ≡CP / CV  has been used. With these results, the form for the power output is

( )( )
( ) ( )

1
1

1

1 1 ln
,

k k

k

z
u zu

T z z
P

e

a l

- -

- +
=

+ (31)

with the same used parameters. By means of ∂P / ∂u =0 and ∂P / ∂ z =0, one obtains

2
1

2
1

,
k

k

zu
z z

e+

+

+
=

+
(32)

and the resulting expression for the implicit function z = z (λ, ε), for a given k,

( ) ( ) ( )( ) ( )( )( ) ( )
( )( ) ( )

22 2
1 1 1

2 2
1 12

1 1 ln 1 1 ln

1 1 ln 0.

k
k k k

k
k k

z z z z z zk z z z z z

z z z z z z z

e l l e l

l e e

+ + +

+ +

é ù- - - + + + - + +ê úë û
é ù- - + + + - =ê úë û

(33)
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With reasonable approximations, only for the exponents in Equation (33), the following can
be obtained:

( ) ( )( ) ( )( ) ( )( ) ( )( )1 1 1 1 1 ln 1 0.k zk z z z z z z zl e e l e l+ + - - - + - - - + - = (34)

Equation (34) allows to the explicit expression for the function z = z (ε, k ) when λ =0,

( ) ( )( ) ( ) ( )2 2 21 1 1 1 4
, .

2OP

k k k
z k

k
e e e

e
- - ± - - +

= (35)

Taking now k =5 / 4 in Equation (35), one obtains the following value for the physically
acceptable and approximated solution of Equation (33), namely,

21 98 1 .
10OPDPz e e e- + + +

= (36)

The numerical results for ηOPDP =1− zOPDP  are compared with ηCAN  and the observed efficiency,
ηobs, which are in good agreement with the reported values. Now, assuming that z obtained
from Equation (34) can be expressed as a power series in the parameter λ, the expression for
the efficiency at maximum power output regimen is as follows:

( ) ( ) ( ) ( )2 3
1 21 , 1 1 .PDP PDP OPDPz z B B Oh l e e l e l lé ù= - = - + + +ë û (37)

One can find Bj, j =1, 2, ....etc.,  through successive derivatives respect to λ. The first one is

( )( )
( )1

16 1
( )

5 4 40
OPDP OPDP

OPDP OPDP

z z
B

z z
e

e
e

- -
=

- -
(38)

Now, the ecological function for Curzon and Ahlborn engine takes the form

( ) ( )( )
1

(1 ) ( )

1 ln 1 2
, .

k k

k
H

z
u zu

T z z
E u z

e

a l e

- -

+ + -
=

+ (39)

We find the function z(ε) from the maximization of function E (u, z) and the efficiency for
k =5 / 4. Upon setting ∂E / ∂u =0 and ∂E / ∂ z =0, one obtains from the first condition that
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2
1

2
1

,
k

k

zu
z z

e+

+

+
=

+
(40)

and from the second one,

( ) ( )( )( )
( )( )( )

( )
( ) ( )

1 2 2 1 ln 1
0.

1 ln 1 2 1

k

k k

z z z zu u
z z zu kuz z zu z u

e l l e

l e e e

+ - - + - -
- =

+ + - - - - + -
(41)

Substituting now Equation (40) for u in Equation (41), one obtains the following expression:

( )( ) ( ) ( )( )

( )( ) ( )( )

3
1

3 32
1 1 1

2 2 1 ln 1 2

1 ln 1 2 .

k
k

k k
k k k

z z z z z z

z z z z k z z z

e l e l

e e l e

+
+

+ +
+ + +

+ - - + + + - =

= - - + + + -
(42)

The analytical solution of Equation (42) is not feasible when the exponents of z are not integers,
which is the present case, k =5 / 4. The numerical solution of Equation (42) shows that anyone
solution falls into the region bounded by solutions for λ =0 and λ =1 [28]. It can be appreciated
that within the values of 0≤ε ≤1, which are the only physically relevant, the curve represented
by Equation (42) can be fitted with a parabolic curve. The simplest approximation that allows
for a parabolic fit for 0≤λ ≤1 modifying the exponents leads to the approximate analytical
expression for z(ε, λ) as

( ) ( )( )( ) ( )( ) ( ) ( )( )2 2 1 ln 1 2 1 ln 1 2 0.z z z z z z z z kl e l e l e e e- + + + - - - + + - - - + = (43)

For the case λ =0, that is instantaneous adiabats, and with k =5 / 4, Equation (43) becomes

21 649 646 1 .
36OEDPz e e e- + + +

= (44)

Any other root has no physical meaning because efficiencies must always be positive. Ade‐
quate comparison between fitted numerical values of ηMEDP  in [30] and ηOEDP =1− zOEDP  is in
[28] and later in [25]. Assuming z given by Equation (43) as a power series in the parameter
λ, efficiency can be found as follows:

( ) ( ) ( ) ( )2 3
1 21 , 1 1 .EDP EDP OEDPz z b b Oh l e e l e l lé ù= - = - + + +ë û (45)
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At last taking, z0 = zEDP(ε, λ =0)= zOEDP(ε), and from Equation (43), coefficients are found by
successively taking the derivative respect to λ and evaluating at λ =0. The first one leads to the
linear approximation for ecological efficiency since Equation (45), as follows:

( )
2 2

0 0 0
1 1 1

0 0 4 4

2 2 6 2 4
( ) ,

9
z z zb

z z
e e e

e
e

- + - + +
=

- - +
(46)

3. The non-endoreversible Curzon and Ahlborn cycle

By contrast, in finite time, thermodynamics is usually considered an endoreversible Curzon–
Ahlborn cycle, but in nature, there is no endoreversible engine. Thus, some authors have
analyzed the non-endoreversible Curzon and Ahlborn cycle. Particularly in [16] has been
analyzed the effect of thermal resistances, heat leakage, and internal irreversibility by a non-
endoreversibility parameter, advanced in [14],

,C
S

H

SI
S

D
º
D

(47)

where ΔSC  is the change of entropy during the exchange of heat from the engine to cold
reservoir, and ΔSH  is the change of entropy during the exchange of heat from the hot reservoir
to engine. The non-endoreversible Curzon–Ahlborn cycle is shown in Figure 2. The efficiency
at maximum power output for instantaneous adiabats is

1 , 1.m S SI Ih e= - > (48)

Figure 2. Curzon and Ahlborn cycle in the S-T plane. QI  is a generated internally heat.
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Following the procedure in [16], have been found expressions to measure possible reductions
of undesired effects in heat engines operation [17], and has been pointed out that IS is not
dependent of ε and rewrote Equation (48) as

11 , , 0 1.m I
S

I I
I

eh = - º < < (49)

Moreover, in [31] has been applied variational calculus showing that the saving function in
[17] and modified ecological criteria are equivalent. In this section, internal irreversibilities are
taken into account to obtain Equation (4), replacing (ε 2 + ε) / 2I  instead (ε 2 + ε) / 2 in case of a
non-endoreversible Curzon and Ahlborn cycle. The procedure in [5] is combined with the
cyclic model in [16] to obtain the form of power output function and of ecological function.

3.1. Curzon and Ahlborn cycle with instantaneous adiabats

Suppose a thermal engine working like a Curzon and Ahlborn cycle, in which an internal heat
by internal processes of working fluid appears, assuming ideal gas as working fluid. The
Clausius inequality with the parameter of non-endoreversibility becomes

0.CH
S

HW CW

QQI
T T

- = (50)

The changes of entropy are ΔSC  and ΔSH  during the heat exchange between the engine and its
reservoirs. From Equation (50), QC =(TCW / T HW )ISQH , and clearly IS ≥1. Thus, the heat ex‐
changes between the thermal engine and its reservoirs are

2 2

1 1
ln and ln .V VCW

H HW C S HWV V
HW

TQ RT Q I RT
T

= = (51)

The volumes in the states of change of process in the cycle are V1, V2, V3, V4, and the total made
work by the engine can be written as

( ) 2

1
1 ln ,CW

HW

T V
I HW S T VW RT I= - (52)

Assume the exchange of heat as Equation (8) with k =1 and an internal generated heat QI . For
reversible adiabatic processes, T V γ−1 =constant , with γ =CP / CV , so that V2 / V1 =V3 / V4 is
obtained. For instantaneous adiabatic processes, the total time is
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2

1

1 ln ,VHW S CW
TOT V

H HW CW C HW

RT I Tt
T T T T Ta
é ù

= + ×ê ú
- -ë û

(53)

with the changes ZI = ISTCW / T HW  and u =T HW / TH , the power output is

( )( ) 1
1

1 11 .S I

I S

I Z
I I u Z u IP T Z ea

-

- -
= - + (54)

Also, the variation of entropy in the cycle can be written as

( ) 3

1
ln ,VCH H

I I V
H C C

QQ TS R Z
T T T

eD = - + = - - (55)

and Equation (18) is modified as

( )( ) 1
1

1 11 2 .S I

I S

I Z
I I u Z u IE T Z ea e

-

- -
= - + + (56)

Now, the following is obtained from the conditions ∂P / ∂u =0 and ∂P / ∂ZI =0 :

( ) 1
(1 ) ,I S S I Su Z I I Z Ie

-
é ù= + +ë û (57)

and a physically possible solution for ZI is found, which leads to the efficiency

1 ,CANI I
eh = - (58)

when the change IS =1 / I  proposed in [17] is used. Similar results can be obtained for the
ecological function. Thus, from Equation (56) for the same variables u and ZI , function u =u(z)
is obtained as Equation (57), and the physically possible solution of ZI  leads to ecological
efficiency as in [23],

2

21 ,EI I
e eh += - (59)

For the suitable values of parameter I =1 / IS , found in [17] as 0.8≤ I ≤0.9 0, Table 2 shows the
values of the ecological efficiency, Equation (59), compared with the experimental values of
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and a physically possible solution for ZI is found, which leads to the efficiency
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eh = - (58)

when the change IS =1 / I  proposed in [17] is used. Similar results can be obtained for the
ecological function. Thus, from Equation (56) for the same variables u and ZI , function u =u(z)
is obtained as Equation (57), and the physically possible solution of ZI  leads to ecological
efficiency as in [23],

2

21 ,EI I
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For the suitable values of parameter I =1 / IS , found in [17] as 0.8≤ I ≤0.9 0, Table 2 shows the
values of the ecological efficiency, Equation (59), compared with the experimental values of
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the efficiency, ηobs. The intervals of values of the efficiency are improved in the sense that they
are nearer to the reported experimental values in literature.

Power Plant T2 (K ) T1 (K ) ηobs ηEI

Doel 4 (Belgium), 1985 283 566 0.35000 0.31535 to 0.3545

Almaraz II, Spain 290 600 0.34500 0.3306 to 0.36889

Sizewell B, UK 288 581 0.36300 0.3198 to 0.35821

Cofrentes, Spain 289 562 0.34000 0.30238 to 0.34228

Heysham, UK 288 727 0.40000 0.41206 to 0.44568

Table 2. Comparison of experimental efficiencies with efficiencies from Equation (25)

3.2. Curzon–Ahlborn cycle with noninstantaneous adiabats

In order to include the compression ratio in the analysis of Curzon and Ahlborn cycle, it is
necessary to suppose finite time for the adiabatic processes. Hence, as it is known, with ideal
gas as working fluid and using the Newton heat transfer law, the following can be written:

,dQ dVp
dt dt

= (60)

and because p = RT / V , Equation (60) is now

( )ln .dQ RT dV dRT V
dt V dt dt

= = (61)

Then again, internal energy U  depends only on the initial and final states, so the adiabatic
expansion in the cycle can be written as

1 .H HW

HW

T TdV
V dt RT

a
-

= (62)

The integration of Equation (62) leads to the time of the adiabatic expansion in the cycle,

( )3

2

1
2 ln ( ) ,V

HW H HWVt RT T Ta
-

é ù= -ë û (63)

and taking into account the form that acquires the yielded heat QC  based on the absorbed heat
QH , Equation (51), the time of the adiabatic processes can be assumed as

Linear Approximation of Efficiency for Similar Non-Endoreversible Cycles to the Carnot Cycle
http://dx.doi.org/10.5772/61011

95



( ) ( ) ( )3 1

4 4

1 1
ln ( )ln ,CW

HW

V T V
ad HW H HW HW S CW CV T Vt RT T T RT I T Ta a

- -é ùé ù é ù= - + × -ë û ë ûë û (64)

and the total time of the non-endoreversible cycle is as follows:

3

1

1( ) ln ,s CW

H HW CW C HW

I T VHW
TOT T T T T T V

RTt ad
a - -

é ù= + ×ë û (65)

So that a new expression for power output in the cycle using the changes of variables in
Equation (54) and Equation (56) is found, namely,

( )( )
1

1
11 1 ln ln ,I S

I S

Z I
I H I I S u Z u IP T Z Z Il ea l l

-

- -
é ù= - + - × +ë û (66)

with λ ≡1 / ((γ −1)lnrC), and the compression ratio is rC ≡V3 / V1. The entropy production with
the same changes of variables is found, and the new expression for ecological function is

( )( )
1

1
11 2 1 ln ln .S I

I S

I Z
I H I I S u Z u IE T Z Z Il ea e l

-

- -
é ù= - + + - × +ë û (67)

In order to maximize power output, Equation (66), the conditions ∂PIλ / ∂u =0 and ∂PIλ / ∂ZI =0

are necessary. Also, in order to maximize ecological function, Equation (67), the conditions
∂EIλ / ∂u =0 and ∂EIλ / ∂ZI =0 are necessary. Hence, one can find the form of ZI  for each
maximized features function. In case of maximizing power output, the following is obtained:

2 2 2 2ln ln ln ln 0,I I I I S S I I S I S S I S SZ Z Z Z I I Z Z I Z I I Z I Il l le l l e l e le le+ - + - - + - - + = (68)

and in case of maximizing ecological function, the following is obtained:

( ) ( ) ( )( )2 22 1 ln 1 2 2 ln 1 1 ln ln .I S I S I I S I SZ I Z I Z Z I Z Il l l e e l e l l l e- + - + + + = + - - + (69)

When λ =0 and IS =1 the corresponding expressions shown in [5] and in [12] for maximum
power output and maximum ecological function are recovered. Moreover, expressions of the
Curzon–Ahlborn–Novikov–Chambadal efficiency and the ecological efficiency found in [1]
and [4] are recovered. Non instantaneous adiabats imply λ ≠0, and ZI  can be expanded in a
power series of λ. The simplest expansion is the linear approach, so if ZI  is written for each
case of objective function, one can obtain, respectively,

0 1 0 1and .PI EIZ a a Z b bl l= + + = + +L L (70)
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Parameters ai and bi can be calculated as in [5] and in [12]. They are small and greater than zero.
They go to zero as i→∞ ; thus, it is possible to ensure the convergence of series. Linear
approximation only requires finding a0 and a1 (or b0 and b1), which are, in case of maximum
power output, as follows:

( )1
0 1 2and 1 ,S Sa I a Ie e= = - (71)

and in case of maximum ecological function,

( ) ( ) ( )2 21 1 1
0 12 4 2and 1 2 .S S Sb I b I Ie e e e e e= + = + + - + (72)

The linear approximation of efficiency, at maximum power output and at maximum ecological
function, can now be derived from Equation (71) or Equation (72), respectively, as

1 or 1 .CANL PI EL EIZ Zh h= - = - (73)

It is important to note that compression ratio has no arbitrary values, as discussed in Section
2.1. Thus, for rC =10 and the extreme values of the range of values for I, I =1 / IS , found in [17]
for real engines with a gas as working fluid, namely, I =0.8 and I =0.9, the efficiency is obtained
as a function of the parameter ε.

4. Stirling and Ericsson cycles

As it is known, the thermal engines can be endothermic or exothermic. Among the first engines,
the best known are Otto and Diesel, and among the second two engines, very interesting and
similar to the theoretical Carnot engine are Stirling and Ericsson engines [32,33]. In particular,
a Stirling engine is a closed-cycle regenerative engine initially used for various applications,
and until the middle of last century, they were manufactured on a large scale. However, the
development of internal combustion engines from the mid-nineteenth century and the
improvement in the refining of fossil fuels influenced the abandonment of the Stirling and
Ericsson engines in the race for industrialization, gradually since the early twentieth century.
Reference [34] is an interesting paper devoted to Stirling engine.

In the classical equilibrium thermodynamics, Stirling and Ericsson cycles have an efficiency
that goes to the Carnot efficiency, as it is shown in some textbooks. These three cycles have the
common characteristics, including two isothermal processes. The objection to the classical
point of view is that reservoirs coupled to the engine modeled by any of these cycles do not
have the same temperature as the working fluid because this working fluid is not in direct
thermal contact with the reservoir. Thus, an alternative study of these cycles is using finite
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time thermodynamics. Thus, since the end of the previous century, and on recent times, the
characteristics of Stirling and Ericsson engines have resulted in renewed interest in the study
and design of such engines, and in the analysis of its theoretical idealized cycle, as it is shown
in many papers, [22,35-37] among others. Nevertheless, the discussion on these engines and
its theoretical model has not been exhausted.

In this section, an analysis of the Stirling and Ericsson cycles from the viewpoint of finite time
thermodynamics is made. The existence of finite time for heat transfer in isothermal processes
is proposed, but the cycles are analyzed assuming they are not endoreversible cycles, through
the factor that represents their internal irreversibilities [14], so that the proposed heat engine
model is closer to a real engine. Some results in reference [22] are used, and a methodology to
obtain a linear approximation of efficiency, including adequate parameters, is shown. Variable
changes are made right, like those used in [5] and in [23,25]. This section is a summary of
obtained results in [38].

4.1. Stirling cycle

Now, as it is known, Stirling cycle consists of two isochoric processes and two isothermal
processes. At finite time, the difference between the temperatures of reservoirs and the
corresponding operating temperatures is considered, as shown in Figure 3. To construct
expressions for power output and ecological function for this cycle, some initial assumptions
are necessary. First, the heat transfer is supposed as Newton’s cooling law for two bodies in
thermal contact with temperatures Ti and Tf , Ti >Tf , with a rapidity of heat change dQ / dt ,
and a constant thermal conductance α, which for convenience is assumed to be equal in all
cases of heat transfer as follows:

( ).i f
dQ T T
dt

a= - (74)

On the other hand, it is assumed that the internal processes of the system cause irreversibilities
that can be represented by the factor IS  previously presented, so from the second law of
thermodynamics, the following can be written:

.CW
C S H

HW

TQ I Q
T

= (75)

Power output is defined as

.H C

TOT

Q QP
t
-

= (76)
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With ideal gas as working substance for an isothermal process, the equation of state leads to

( ).i
i f

RT dV T T
V dt

a= - (77)

An assumption for the cycle is that heating and cooling at constant volume is performed as

,V
dT r constant
dt

= = (78)

where it is not difficult to show that it meets

1 2 .V VQ Q= (79)

By contrast, from the equilibrium conditions, it can be assumed

,V V V
dU dQ dTC r C
dt dt dt

= = = (80)

and the heating and cooling, respectively, from the first law of thermodynamics are

( ) ( )1 41 2 23and ,V V HW CW V V CW HWQ C T T U Q C T T U= - = D = - = D (81)

and the time for each isochoric processes is given as

Figure 3. Idealized Stirling cycle at the V–p (volume vs pressure) plane.

Linear Approximation of Efficiency for Similar Non-Endoreversible Cycles to the Carnot Cycle
http://dx.doi.org/10.5772/61011

99



( )1 .V HW CW
V

t T T
r

= - (82)

The time for the isothermal processes can be found from Equation (77) as

( ) ( )
2 1

1 21 2ln and ln .V VHW CW
V V

H HW CW C

RT RTt t
T T T Ta a

= = -
- - (83)

The negative sign in t2 is just because there is no negative time, the total time of cycle is

( ) ( ) ( )2 1

1 2

2ln ln .V VHW CW
TOT HW CWV V

VH HW CW C

RT RTt T T
rT T T Ta a

= - + -
- - (84)

Since its definition and taking into account Equation (76), the power output of cycle is written
as

1 2

.
2

CW

HW

T
H S HT

SI
V

Q I Q
P

t t t

-
=

+ +
(85)

Now, with the change of variables used in the previous section in Equations (54) and (56), and
taking into account the ratio of temperatures of the heat reservoirs, used in Equations (1) and
(2), with the parameter λ = (γ −1) ln(V2 / V1) −1 that includes the compression ratio of cycle, in
this case V2 / V1 = rC , the power output of Stirling cycle takes the form

( )
( )21

1

1
.

S I H

I S V S V

H I
SI I Z T

S Iu Z u I C I r

T Z
P

I Za
e

a

l- -

-
=

+ + -
(86)

The optimization conditions (∂PSI / ∂u)ZI =const =0 and (∂PSI / ∂ZI )u=const =0 permit find the

function ZI =ZI (ε, IS , λ). From the first one, u =u(ZI , IS ) is obtained as

( )
( )

,
1

I S S

I S

Z I I
u

Z I

e+
=

+
(87)

and from the second one, a solution physically adequate ZIP  can be obtained by
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( ) ( )
( ) ( )

( ) ( )( )
( )( )

2

2

1 2 2

1

1 2
.

1

S V V S H S I S

I S I

I S V V S H I S S I

I I S

I r C I T I Z I

Z I Z

Z I r C I T Z I I Z

Z Z I

a l e

e

a l e

e

+ + - +
=

- - + -

+ + - -
=

- -

(88)

Thus, that the efficiency at maximum power output can be written as

( )1 , , .SIP IP SZ Ih e l= - (89)

For known values of parameters CV , α, and TH , in the limit λ→0, namely, V2 / V1 →∞, the
efficiency of non-endoreversible Stirling cycle, ηSIP, goes to the efficiency for the non-endore‐
versible Curzon and Ahlborn cycle, as can be seen from Equation (86),

1 .SIP m I
eh h® = - (90)

The analysis for ecological function is similar to power output, and also leads to similar results.
The shape of function u =u(ZI , IS , ε) is the same as in Equation (87), but the form of
ZI =ZI (ε, IS , λ) changes. Because heating and cooling in both isochoric and isobaric processes
are considered constant, and taking into account Equations (75) and (78), the change of entropy
can be taken only for isothermal processes. Then, the change of entropy for the non-endore‐
versible cycle considered is

,C CWH H H
S

H C H HW C

Q TQ Q QS I
T T T T T

D = - + = - + (91)

which leads to the ecological function as

2

1
1 2 1 2 ln ,VCW C HW CW CH

SI S S V
TOT HW H tot HW H

T T RT T TQE I I
t T T t T T

æ ö æ ö
= - + = - +ç ÷ ç ÷ç ÷ ç ÷

è ø è ø
(92)

Where tTOT  is as Equation (84). With the same parameters definite in the previous section,
ecological function can be written now as

( )
( )21

1

1 2
.

S I H

I S V S V

H I
SI I Z T

S Iu Z u I C I r

T Z
E

I Za
e

a e

l- -

- +
=

+ + -
(93)
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As in the case of power output, in order to find the efficiency at maximum ecological function,
there are two conditions, namely, (∂ ESI / ∂u)ZI =const =0 and (∂ ESI / ∂ZI )u=const =0. These conditions

lead to obtaining the parameter u as in Equation (87) and also ZIE =ZIE (ε, IS , λ) as an adequate
solution for the second condition by the relation,

( ) ( )( )
( )( )

( ) ( )
( ) ( )

2

2

1 2

1 2

1 2 2

1 2 2

I S V V S H I S S I

I I S

S V V S H S I S

I I S

Z I r C I T Z I I Z

Z Z I

I r C I T I Z I

Z Z I

al e

e e

al e

e e

+ + - -
=

- + -

+ + - +
=

- + - -

(94)

The efficiency for the Stirling cycle at maximum ecological function can be written now as

( )1 , , ,SIE IE SZ Ih e l= - (95)

and λ→0 implies ηSIE  goes to the efficiency for the non-endoreversible Curzon–Ahlborn cycle,

2

21 .SIE EI I
e eh h +® = - (96)

The existence of a finite heat transfer in the isothermal processes is affected with the assump‐
tion of a non-endoreversible cycle with ideal gas as working substance. Power output and
ecological function have also an issue that shows direct dependence on the temperature of the
working substance. Expressions obtained with the changes of variables have the virtue of
leading directly to the shape of the efficiency through ZI  function. Thus, in classical equilibrium
thermodynamics, the Stirling cycle has its efficiency like the Carnot cycle efficiency; in finite
time thermodynamics, this cycle has an efficiency in their limit cases as the Curzon–Ahlborn
cycle efficiency.

4.2. Ericsson cycle

The Ericsson cycle consisting of two isobaric processes and two isothermal processes is shown
in Figure 4. Now, it follows a similar procedure as in the Stirling cycle case. Thus, the hypoth‐
esis on constant heating and cooling, now at constant pressure, is expressed as

constant.p
dT r
dt

= = (97)

It is true that
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1 2 .p pQ Q= (98)

The equilibrium condition now is

,p p p
dU dT dV dVC p r C p
dt dt dt dt

= - = - (99)

and the time for a constant pressure process is given as

( )1 .CW

HW

THW
p T

p

Tt
r

= - (100)

The time for the isothermal processes can also be obtained from Equation (77) and can be
written as

( ) ( )
2 4

1 31 2ln , ln ,V VHW CW
V V

H HW CW C

RT RTt t
T T T Ta a

= = -
- - (101)

and the total time of cycle is now

2 4

1 3

2ln ln ( ),
( ) ( )

V VHW CW
TOT HW CWV V

H HW CW C p

RT RTt T T
T T T T ra a

= - + -
- - (102)

so the power output of cycle from its definition and taking into account Equation (76) remains

1 2

.
2

CW

HW

T
H S HT

p

Q I Q
P

t t t

-
=

+ +
(103)

With the change of variables used in the previous section, now the expression for the power
output of the non-endoreversible Ericsson cycle is

( )
( )21

1

1
,

I H

I S V S p

H I
EI Z T

S Iu Z u I C I r

T Z
P

I Za
e

a

l- -

-
=

+ + -
(104)

which is essentially found for the Stirling cycle, with factor rp instead of rv. For extreme
conditions, (∂PEI / ∂u)u=const =0 and (∂PEI / ∂u)ZI =const =0 are obtained again using Equation (87),

allowing us to find a physically acceptable solution ZIP =ZIP(ε, IS , λ) by
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( ) ( )
( ) ( )

( ) ( )( )
( )( )

2

2

1 2 2

1

1 2

1

S p V S H S I S

I S I

I S p V S H I S S I

I I S

I r C I T I Z I

Z I Z

Z I r C I T Z I I Z

Z Z I

a l e

e

a l e

e

+ + - +
=

- - + -

+ + - -
=

- -

(105)

Thus, at maximum power output regimen, the efficiency of non-endoreversible Ericsson cycle
is

( )1 , , .EIP IP SZ Ih e l= - (106)

The analysis for the case of ecological function is similar to the case of power output and also
leads to similar results. The shape of the function u =u(ZI , IS , ε) is the same as in Equation
(87), but the form of ZI =ZI (ε, IS , λ) changes. Thus, because heating and cooling in isobaric
processes are considered constant, the change of entropy can be taken only for the isothermal
processes. Hence, for the non-endoreversible Ericsson cycle considered, we have

,C CWH H H
S

H C H HW C

Q TQ Q QS I
T T T T T

D = - + = - + (107)

from which the ecological function for the Ericsson cycle can be written as

( )
( )21

1

1 2
,

I H

I S V S p

H I
EI Z T

S Iu Z u I C I r

T Z
E

I Za
e

a e

l- -

- +
=

+ + -
(108)

where the parameter rp takes the adequate value depending on the cycle analyzed. As in the
case of power output, there are two conditions for maximum ecological function, namely,

Figure 4. Idealized Ericsson cycle at the V − p (volume vs pressure) plane.
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(∂ EEI / ∂u)zI =const =0 and (∂ EEI / ∂ZI )u=const =0. These conditions lead to obtain parameter u as in

Equation (87) and also ZEI =ZEI (ε, IS , λ) by

( ) ( )( )
( )( )

( ) ( )
( ) ( )

2

2

1 2

1 2

1 2 2

1 2 2

I S p V S H I S S I

I I S

S p V S H S I S

I I S

Z I r C I T Z I I Z

Z Z I

I r C I T I Z I

Z Z I

al e

e e

al e

e e

+ + - -
=

- + -

+ + - +
=

- + - -

(109)

The efficiency for Ericsson cycle at maximum ecological function can be written now as

( )1 , , .EIE IE SZ Ih e l= - (110)

5. Concluding remarks

The developed methodology leads directly to appropriate expressions of the objective
functions simplifying the optimization process. This methodology shows the consequences of
assuming non-endoreversible cyle in the process of isothermal heat transfer through the factor
IS =1 / I , which represents the internal irreversibilities of cycle, so that the proposed heat engine
model is closer to a real engine. By contrast, as the known Carnot theorem provided a level of
operation of heat engines, the Curzon and Ahlborn cycle provides levels of operation of such
engines closer to reality. In this sense, the same manner within the context of classical equili‐
brium thermodynamics shows that in any cycle formed by two isothermal processes and any
other pair of the same processes (isobaric, isochoric, and adiabatic), efficiency tends to Carnot
cycle efficiency. In the context of finite time thermodynamics, any cycle as previously men‐
tioned has an efficiency, which tends to Curzon and Ahlborn cycle efficiency. The above
statements are independent if the cycle is considered endoreversible or non-endoreversible.
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Abstract

One important issue raised in magnetism studies is the thermal response of various mag‐
netic properties. This topic is known as the magnetic thermal hysteresis (MTH) which is
principally associated with magnetic phase transitions. The MTH is of particular interest
for both quantum and applied physics researches on magnetization of nanomaterials.
Hysteresis of the temperature-induced structural phase transitions in some materials and
nanostructures with first-order phase transitions reduces useful magnetocaloric effect to
transform cycling between martensite (M) and austenite (A) phases under application. In
additional, the size, surface and boundary effects on thermal hysteresis loops have been
under consideration for the development of research on nanostructured materials. Exper‐
imental data indicate that nanostructured materials offer many interesting prospects for
the magnetization data and for understanding of temperature-induced M-A phase transi‐
tions. In this chapter, we have presented a review of the the latest theoretical develop‐
ments in the field of MTH related to the structural phase transitions for the core-surface
nanoparticles based on the fundamental formulation of pair approximation in Kikuchi
version.

Keywords: Thermal hysteresis, Nanoparticles, Martensite, Austenite, Pair approximation

1. Introduction

The phenomenon of hysteresis is encountered in many areas of physics. It is associated with
the delay of the dynamic response of cooperative systems to external perturbation. During a
heating–cooling process in a system, thermal hysteresis (TH) commonly appears accompany‐
ing phase transitions. In particular, it is regarded as a signature of the first-order phase
transition. But, the TH is less known than the magnetic hysteresis (MH), which is another type
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of hysteresis in magnetism [1]. Rao and Pandit [2] studied both TH and MH, and they found
that TH seems to belong to a different universality class than MH in the same relaxational
model.

One important issue raised in magnetism studies is the thermal response of various magnetic
properties. This topic is known as the magnetic thermal hysteresis (MTH) or TH in magneti‐
zation, which is principally associated with magnetic phase transitions (MPTs). Many bulk
materials with MPTs have been discovered to exhibit significant MTH behaviour. Among
those materials, well known samples are spin crossover compounds [3–8], manganites [9],
superconductors [10, 11], magnetic multilayers [12, 13], ferrimagnetic and metamagnetic alloys
[14, 15], polycrystalline samples [16], manganite thin films [17] and manganite perovskites [18].
Thermal hysteresis occurs in these samples because the transitions between various magnetic
phases occur at different temperatures for the heating and cooling processes. Furthermore, the
temperature span of the TH can be substantially reduced by applying an external magnetic
field. The thermoelastic austenite–martensite transformations in Heusler and shape memory
alloys were also characterized by the TH loops [19–21].

Apart from the above investigations of bulk systems, the MTH is of particular interest for both
quantum and applied physics researches on magnetization of nanomaterials. Several groups
studied some important physical properties of various types of nanostructures using the
properties of TH loops. For example, from the thermal response of conductivity for the gold
nanoparticles (NPs), a phase transition phenomenon was revealed by a temperature criticality
by Sarkar et al. [22]. Based on Ising-like treatment of the MTH and using Monte Carlo
algorithm, Kawamoto and Abe [23] obtained smaller hysteresis width when the volume of the
spin crossover NPs was decreased. Also, using the same treatment, the simulated hysteretic
loops become closer to the experimental ones [24, 25].

On the other hand, hysteresis of the temperature-induced structural phase transitions in
nanostructures with first-order phase transitions reduce useful magnetocaloric effect to
transform cycling between martensite (M) and austenite (A) phases under application. In
addition, the size, surface and boundary effects on thermal hysteresis loops have been under
consideration for the development of research on nanostructured materials. Experimental data
indicate that nanostructured materials offer many interesting prospects for the magnetization
data and for understanding of temperature-induced martensite/austenite phase transitions.

In this chapter, we shall review the latest theoretical developments in the field of MTH related
to the structural phase transitions for the core/surface (C/S) NPs based on the fundamental
formulation of pair approximation in Kikuchi version.

2. Basics of the theoretical model

2.1. Definition of a nanoparticle with core/surface morphology

For a noninteracting spherical nanoparticle, arrays of spins are generally considered on a
hexagonal lattice in 2D, as shown in Fig. 1 [26]. This structure may also be extended to
hexagonal closed packed (hcp) lattice for any three-dimensional (3D) case which is not covered
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in Fig. 1 but is illustrated in a recent publication by Yalçın et al. [27]. Similarly, a square lattice
in 2D (shown in Fig. 2) is enlarged to simple cubic lattice (sc) in 3D for a cubic nanoparticle.
For the number of shells in both structures, each lattice is related to the radius (R) of the
nanoparticle [27–29]. Therefore, the value of R contains a number of shells and the size of a
nanoparticle increases as the number of shells increases. The shells (R) and their numbers are
only bounded to the nearest-neighbour pair exchange interactions (J) between spins. To
provide the magnetization of the whole particle, each of the spin sites, which stand for the
atomistic moments in the nanoparticle, are described by Ising spin variables that take on the
values Si = ± 1, 0. For a core/surface (C/S) morphology, all spins in the nanoparticle are
organized in three components that are core (C, filled circles), interface (or core-surface) (CS)
and surface (S, empty circles) parts. The number of spins in these parts within the C/S-type
nanoparticle are denoted byNC , NCS  and NS , respectively. But, the total number of spins (N)
in a C/S nanoparticle covers only C and S spin numbers, i.e. N = NC + NS . On the other hand,
the numbers of spin pairs for C, CS and S regions in 2D are defined by NP

C =(NCγC / 2)− NCS ,
NP

CS =2NCSγCS / 2  and NP
S = NSγS / 2 , respectively, where the lattice coordination numbers of

the regions are γC =6, γCS =γS =2 for hexagonal lattice and γC =4, γCS =2, γS =0 for square lattice.

Figure 1. Schematic representation of a nanoparticle on a hexagonal lattice in 2D exhibiting three shells of spins. Filled
and empty circles represent the core and surface atoms while solid, dashed and dotted lines correspond to core, core/
surface and surface pairs, respectively.

2.2. Blume–Emery–Griffiths model

The Blume–Emery–Griffiths (BEG) model is one of the well-known spin lattice models in
equilibrium statistical mechanics. It was originally introduced with the aim to account for
phase separation in helium mixtures [30]. Besides various thermodynamic properties, the
model has been extended to study the structural phase transitions in many bulk systems. By
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means of mean-field theory (MFT) and Monte Carlo (MC) simulations, magnetostructural
phase transitions in some alloys were described via degenerate BEG models in terms of
magnetoelastic interactions [31]. In the light of above applications, we have recently used the
ordinary BEG model for the investigation of MT/AT transitions in NP systems and observed
the behaviours of the MTH loops [28, 29]. In the following, we mention briefly the definition
of the BEG Hamiltonian and show clearly how it is modified for the C/S NPs with hexagonal
and square lattice structures.

For a spin configuration {Si}, the ordinary BEG model is described by the Hamiltonian

{ } 2 2 2 2

, , , ,
( ) ( ),i i j i j i j i j

i j i j i j i j
H S J S S K S S D S S h S S= - - - + - +å å å å (1)

where < i, j >  indicates a sum over the nearest neighbours.J , K , D, h  denote, respectively, the
dipolar (or bilinear) exchange energy between nearest-neighbour spins, the quadrupolar (or
biquadratic) exchange coupling, the single-ion anisotropy constant (or crystal-field parameter)
and the external magnetic field. The above parameters are in units of kT (k  Boltzmann constant
and T  temperature). Using various techniques, the model has been analyzed globally, for both
negative (J, K < 0) and positive (J, K > 0) interactions, to obtain the equilibrium phase properties
[32, 33]. Here, J < 0 and J > 0 cases correspond to ferromagnetic (FM) and antiferromagnetic
(AFM) dipolar interactions, respectively. When J = 0, a paramagnetic (PM) character exists in
the system for all temperatures. Similarly, the cases K < 0 and K > 0 describe the repulsive and
attractive biquadratic interactions, respectively, and determine the rich phase diagrams with
multicritical topology [33]. In the case of K = 0, the model is known as the Blume–Capel (BC)
model.

Figure 2. Same as Fig. 1 but for a nanoparticle on a square lattice.
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The model Hamiltonian (Eq. 1) is now divided into three parts for the C/S NPs given by
H = HC + HCS + HS  with

2 2 2 2

, , , ,

2 2

, ,

2 2 2 2

, , , ,

( ) ( ),

,

( ) ( ),

C C i j C i j C i j i j
i j i j i j i j

CS CS i j CS i j
i j i j

S S i j S i j S i j i j
i j i j i j i j

H J S S K S S D S S h S S

H J S K S

H J K D h

s s

s s s s s s s s

= - - - + - +

= - -

= - - - + - +

å å å å

å å

å å å å

(2)

where Si  and  σi  are named as the C and S spin variables, respectively. In Eq. (2) JC , JCS , JS  are
the bilinear and KC , KCS , KS  are the biquadratic exchange interactions for C, CS and S spins,
respectively. Moreover, single-ion anisotropy parameters for C and S spins are denoted by the
letters DC  and DS , respectively. If JC = JCS = JS = J0 and KC = KCS = KS = K0 the particle is known
as homogeneous (HM) nanoparticle while one of the conditions JC ≠ JCS ≠ JS , JC = JCS ≠ JS ,
JC ≠ JCS = JS , JCS ≠ JC = JS , KC ≠ KCS ≠ KS , KC = KCS ≠ KS , KC ≠ KCS = KS , KCS ≠ KC = KS  corresponds to
a composite (CM) nanoparticle.

2.3. Fundamental formulation of pair approximation in Kikuchi version

In the pair approximation proposed by Kikuchi [34], each spin case is indicated by pi, which
is also so entitled the point or state variables. These point/state variables obey the normaliza‐
tion relation

1.i
i

p =å (3)

Using the pair correlations between spins, another types of internal (or bond/pair) variables
denoted by Pij are introduced. Pij (with a symmetry Pij = P ji) means the medial number of the
states in which the first members of the nearest-neighbour pair is in state i and second member
in state j. The bond variables are also normalized by

,
1,ij

i j
P =å (4)

and connected with state variables through the relations

,
.i ij

i j
p P=å (5)
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In order to determine an expression for the bond variables, we define the interaction energy
(E) and entropy (SE) of system in terms of these variables as

,
,

2 ij ij
i j

E N Pgb e= å (6)

, ,
( 1) ln( ) ln( ) ,

2E i i ij ij
i j i j

S Nk p p P Pgg
æ ö
ç ÷= - -
ç ÷
è ø

å å (7)

where β =1 / kT , γ is the coordination number for a lattice site and N  is the number of these
sites. The εij parameters in Eq. (6) are called the bond energies for the spin pairs (i, j) and
determined from Eq. (1). The free energy (Φ) per site can be found from

( ).E
F E TS

N N
b b

F = = - (8)

The minimization of Eq. (8) with respect to Pij (∂Φ / ∂Pij =0) leads to the following set of self-
consistent equations for the system at equilibrium:

1 ( 1)/ 1( ) exp( ) ,ij i j ij ijP Z p p Z eg g be- - -= - º (9)

where Z  is the partition function:

,
exp(2 / ) .ij

i j
Z ebl g= =å (10)

Here, λ is introduced to maintain the normalization condition. In many works in the literature,
Eq. (9) was easily applied to investigate magnetic properties of various spin models for the
bulk materials [35, 36]. But, for the applications to the magnetic NPs systems, one needs to
define the energy parameters εij appearing in Eq. (9) as

,C C CS CS S S
ij P ij P ij P ijN N Ne e e e= + + (11)

where bond energies εij
C , εij

CS  and εij
S  of three regions are found using Eq. (2) as listed in Table

1. The average magnetization (M) of the nanoparticle is the excess of one orientation over the
other orientation, also named the dipole moment. It is found from the definition
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1 ( 1)/ 1( ) exp( ) ,ij i j ij ijP Z p p Z eg g be- - -= - º (9)

where Z  is the partition function:

,
exp(2 / ) .ij

i j
Z ebl g= =å (10)

Here, λ is introduced to maintain the normalization condition. In many works in the literature,
Eq. (9) was easily applied to investigate magnetic properties of various spin models for the
bulk materials [35, 36]. But, for the applications to the magnetic NPs systems, one needs to
define the energy parameters εij appearing in Eq. (9) as

,C C CS CS S S
ij P ij P ij P ijN N Ne e e e= + + (11)

where bond energies εij
C , εij

CS  and εij
S  of three regions are found using Eq. (2) as listed in Table

1. The average magnetization (M) of the nanoparticle is the excess of one orientation over the
other orientation, also named the dipole moment. It is found from the definition
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0 0( )M P P P P P P++ + +- -+ - --= + + - + + (12)

Using the numerical solutions of Eq. (9) by the iteration technique, the MTH curves are drawn
easily from Eq. (12). For some selected exchange energies, the MTH behaviours and the
temperature-induced M–A phase transitions within the C/S smart NPs are reproduced from
our recent publications [28, 29] as in Figs. 3–6.

C CS S

ε++ − JC −KC −2DC −2h − JCS −KCS − JS −KS −2DS −2h

ε+0 −DC −h 0 −DS −h

ε+− + JC −KC −2DC + JCS −KCS + JS −KS −2DS

ε0+ −DC −h 0 −DS −h

ε00 0 0 0

ε0− −DC + h 0 −DS + h

ε−+ + JC −KC −2DC + JCS −KCS + JS −KS −2DS

ε−0 −DC + h 0 −DS + h

ε−− − JC −KC −2DC + 2h − JCS −KCS − JS −KS −2DS + 2h

Table 1. Bond energies for the C/S nanoparticle

3. Calculations and discussion

3.1. Thermal hysteresis for hexagonal nanoparticles

We firstly analyze the MTH loops for the homogeneous hexagonal nanoparticles (HM-HNPs)
using JC = JCS = JS = J0 = 1.0; KC = KCS = KS = K0 = –0.6 under zero magnetic field (h = 0.0). Fig. 3
represents the behaviours of these loops for the particles with R = 4 and R = 5 shells. In the
figure, each coloured curve is drawn for one value of single-ion anisotropy (D0) with DC = DS

= D0. The thermal behaviour of the particles’ magnetization is somewhat different from that
of bulk materials. We see clearly (Figs. 3a and 3b) that the magnetization returns to the original
point after a complete cycle. The cycles are a specific class of both major and minor hysteretic
loops, for which the temperature is reversed only once. For a structural transition, the heating/
cooling modes are to be distinguished. Each coloured curve represents both heating and
cooling processes according to directions of the arrows. Therefore, the calculations start at a
low temperature below the austenite start temperature (AS) where the magnetization starts to
increase sharply until the austenite finish temperature (AF) is reached. The structure between
these two temperatures with AS < AF corresponds to a strongly austenite phase. After passing
through a maximum, the magnetization decreases as the temperature increases and converges
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to zero from another austenite finish temperature AF1 to austenite start temperature AS1 where
we observe a weakly austenite phase with AF1 < AS1. On the other hand, the cooling process
concerns the structural changes associated with martensitic transitions. This may cause an
abrupt change of magnetization where a weak martensite phase occurs. The new characteristic
temperatures related to the increase in magnetization are denoted by MS1 and MF1 (MS1 < MF1)
corresponding to martensitic start and martensitic finish temperatures, respectively. As is
illustrated at the right columns of each figure in Fig. 3, each coloured curve for the heating/
cooling processes coincides with each other at MS1 and AF1 while they do not coincide at the
temperatures MF1 and AS1. Further decreasing of the temperature leads to a strongly martensite
state, which starts at MS and ends at MF. Thus, we have two separate MTH loops; one is at the
lower temperature (or the major thermal hysteresis) while the other occurs at larger temper‐
atures (minor thermal loops). For the major case, we note that the loops shift to the higher
temperatures and the actual loop area becomes smaller after the decrease of D0. But, the minor
loop shifts to the lower temperatures while the amount of the hysteresis remains approxi‐
mately the same. A direct comparison of the left/right panels of Fig. 3a with those of Fig. 3b
shows how the particle size correlates with all characteristic temperatures.

For understanding the features associated with the MTH behaviours in composite hexagonal
nanoparticles (CM-HNPs), we have proceeded to calculate the magnetization as a function of
temperature for the same system, but using JCS = –J0 instead of JCS = J0, whose results are shown
in Figs. 4a and 4b. Again, we consider four- and five-shell NPs under zero magnetic field (h =
0.0). The new values of D0 associated with the observation of MT/AT structural phase transi‐
tions are listed in each figure. In this case, the small positive values of the single-ion anisotropy
are needed for the generic property of MTH loops presented in the previous figure. As
demonstrated by Fig. 4, the AFM C/S dipolar interaction with JCS = –J0 also influences the
heights, widths and the positions of the major and minor loops presented in Fig. 3. This fact
states that, at constant R and K0, all characteristic temperatures are decreasing functions of D0

which determine the smoothness of the reversal. The small hysteresis loops seen in Fig. 4a
indicate that the friction to resist the structural transformation is small. According to Hu et al.
[15], the small thermal hysteresis is the aspiration of an engineer in applying the materials in
magnetocaloric refrigeration. This makes the present CM-HNPs attractive for real applications
in new technologies [37].

3.2. Thermal hysteresis for cubic nanoparticles

Another class of small particles known in the literature are called cubic nanoparticles (CNPs).
The CNPs attach face-to-face to the surrounding particles. They can form a 2D square array
instead of hexagonal ones (Fig. 2). The square array is one of the closed-packed arrangements
and the CNPs with a square array have large surface to volume ratios. Owing to their different
electronic properties, in recent years, the CNPs received much attention for applications mostly
in material science, sensor technology and semiconductor devices. But, the magnetic properties
have been very sensitive to the particle shape due to dominating role of surface anisotropy in
its magnetization. Compared to the spherical nanoparticles (SNPs), the flat surface of CNPs
enabled the surface metal captions to possess a more symmetric coordination. So, the surface
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anisotropy in the CNPs should be much smaller than the one in HNPs and SNPs. If the
magnetic anisotropy of the CNPs is cubic, all such six directions are magnetically identical,
and hence the magnetically ordered assembly is greatly simplified. The anisotropy of the
growth rate can be ascribed to a different adhesion of the stabilizer on the growing surface.
The stabilizer species is the only parameter which was changed to obtain cubical shapes instead
of spheres. Because of the above properties, the single-domain CNPs with surface anisotropy
were widely investigated using various numerical methods [38–42].

For the sake of comparison with that of HNPs, we here reestablish the MTH curves of the
homogeneous cubic nanoparticles (HM-CNPs) and composite cubic nanoparticles (CM-CNPs)
by using the same procedure as in the preceding section (Figs. 3 and 4) and focus on the

Figure 3. Magnetic thermal hysteresis loops for the HM-HNPs with (a) R = 4 and (b) R = 5 shells. JC = JCS = JS = J0 = 1.0; KC

= KCS = KS = K0 = –0.6; DC = DS = D0 and h = 0.0.
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important difference between the martensitic and austenitic transition temperatures, derived
from these hysteresis loops, for the CNPs and HNPs. The general aspects of the MTH loops
for the CNPs displayed in Figs. 5 and 6 are similar to one for the HNPs given in Figs. 3 and 4.
But, the loops are calculated using bigger particles (R = 6 and R = 7 shells) with greater single-
ion anisotropy values, which determine the smoothness of the reversal. It is observed that the
transition temperatures diminish when reducing the nanoparticles size in correlation with a
smoother conversion, seen in Figs. 5a and 5b. In addition, while the NP sizes are increasing,
the single-ion anisotropy parameter also increases and thermal hysteresis loop appears as a
rectangular-shaped loop (D0 = –0.265) as shown in Fig. 5b. The single-ion anisotropy parameter

Figure 4. Same as Fig. 3 but for the CM-HNPs with JCS = –J0.
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decreases at the larger radius values for the CM-CNPs in Figs. 6a and 6b. If we compare the
HM-NPs and CM-NPs, it can be seen that magnetization shows almost the same values but,
the transition temperatures of MTH loops for HM-NPs occurred at higher values.

Figure 5. Same as Fig. 3 but for a HM-CNPs with (a) R = 6 and (b) R = 7 shells.

In general, the thermal hysteresis becomes weaker but, nevertheless, does not disappear
completely with increasing NP sizes for the CM-NPs. All loops widen as R decreases for both
HM-HNPs and HM-CNPs. Also, a large decrease in transition temperatures occur when the
particle structure changes from hexagonal to cubic array. The CNPs ensure that all magnetic
properties are well understood because of their easily recognizable magnetization axes and
well-defined crystallographic surfaces.
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4. Conclusion

In this chapter, we have presented a review of thermal reversal properties of the C/S NPs
related with the martensitic/austenitic phase transitions. These properties have been recently
studied using a powerful statistical mechanics approach called the pair approximation
technique. According to the theoretical calculations performed for the hexagonal and cubic
NPs at a given particle radius, magnetization versus temperature variations are essentially two
closed loops, i.e. MTH curves or loops because of the structural phase transitions from M state
to A state (or from A phase to M phase) during heating–cooling processes.

Our review draws a number of important physical properties for the MTH curves regarding
the sign of the quadrupolar interactions (K0) and the values of sing-ion anisotropy (D0) within
the NPs. (1) During heating–cooling processes, we observe TH behaviours for the particles’
magnetization, which is indicative of a first-order transition when the quadrupolar interaction
is repulsive. The positions and shapes of the loops and the loop area depend on the values of
crystal-field parameter as well as the size of the particle. (2) We also show that the thermal

Figure 6. Same as Fig. 4 but for a CM-CNPs with (a) R = 6 and (b) R = 7 shells.
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evolution of the magnetization separates the TH loops into two different regions, which have
different ordering temperatures. In other words, we observe two TH loops; one (major loop)
is at lower temperatures and the other (minor loop) at higher temperatures. (3) We fully explain
the thermal reversal process and show that the temperatures at which the NPs reverses its
magnetization depend on the applied external magnetic fields while the single-ion anisotropy
determines the width and smoothness of the reversal. (4) Most important is the fact that, by
varying C/S dipolar interaction from FM-type to AFM-type as well as by changing crystal field
parameter from negative to positive values, a very small TH loop can be obtained and the
structural transition temperatures can be turned over a small range of working temperatures.
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Chapter 6

Information Thermodynamics and Halting Problem

Bohdan Hejna

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/61900

Abstract

The formulations of the undecidability of the Halting Problem assume that the com‐
puting process, being observed, the description of which is given on the input of
the ’observing’ Turing Machine, is, at any given moment, the exact copy of the com‐
puting process running in the observing machine itself (the Cantor diagonal argu‐
ment). In this way an infinite cycle is created shielding what is to be possibly
discovered - the possible infinite cycle in the observed computing process. By this
type of our consideration and in the thermodynamic sense the equilibrium status of
a certain thermodynamic system is described or, even created. This is a thermody‐
namic image of the Cantor diagonal method used for seeking a possible infinite cy‐
cle and which, as such, has the property of the Perpetuum Mobile - the structure of
which is recognizable and therefore we can avoid it. Thus we can show that it is
possible to recognize the infinite cycle as a certain original equilibrium, but with
a ’step-aside’ or a time delay in evaluating the trace of the observed computing proc‐
ess.

The trace is a record of the sequence of configurations of the observed Turing ma‐
chine. These configurations can be simplified to their common configuration types,
creating now a word of a regular language. Furthermore, the control unit of any Tu‐
ring Machine is a finite automaton. Both these facts enable the Pumping Lemma in the
observing Turing Machine to be usable. In compliance with the Pumping Lemma,
we know (the observing Turing Machine knows) that certain common configura‐
tion types must be periodically repeated in the case of the infinite length of their regu‐
lar language. This fact enables (in a finite time) us (the observing Turing Machine)
to decide that the observed computing process has entered into an infinite cycle.

Considerations of the real sense of the Gibbs Paradox are used to illustrate the idea
of the term ’step-aside’ which is our main methodological tool for looking for the
infinite cycle in a Turing computing process and which enables us to avoid the com‐
monly used attempts to solve the Halting Problem.

Keywords: Heat and Information Entropy, Observation, Carnot Cycle, Information
Channel, Turing Machine, Infinite Cycle

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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Gerneral

p q Instruction Configuration C Config. Type g Config. Type m

♯♯♯♯ ♯♯♯♯ ♯♯♯♯ ♯♯♯♯ G ♯♯♯♯

1 1 s0 I s0 I R εB[ s0 IIIII]Bε 1 εB[ s0 I]Bε 1
−→

B s0

−→

IB 1

2 1 s0 I s0 I R εB[I s0 IIII]Bε 2 εB[I s0 I]Bε 2
−→

BI s0

−→

IB 2

3 1 s0 I s0 I R εB[II s0 III]Bε 3 εB[I s0 I]Bε 2 ..... 2

4 1 s0 I s0 I R εB[III s0 II]Bε 4 εB[I s0 I]Bε 2 ..... 2

5 1 s0 I s0 I R εB[IIII s0 I]Bε 5 εB[I s0 I]Bε 2 ..... 2

6 2 s0 B s1 B L εB[IIIII s0 ]Bε 6 εB[I s0 ]Bε 3
−→

BI s0 B 3

7 3 s1 I s1 I L εB[IIII s1 IB]ε 7 εB[I s1 IB]ε 4
−→

BI s1

−→

IB 4

8 3 s1 I s1 I L εB[III s1 IIB]ε 8 εB[I s1 IB]ε 4 ..... 4

9 3 s1 I s1 I L εB[II s1 IIIB]ε 9 εB[I s1 IB]ε 4 ..... 4

10 3 s1 I s1 I L εB[I s1 IIIIB]ε 10 εB[I s1 IB]ε 4 ..... 4

11 3 s1 I s1 I L εB[ s1 IIIIIB]ε 11 εB[ s1 IB]ε 5
−→

B s1

−→

IB 5

12 4 s1 B s0 B R ε[ s1 BIIIIIB]ε 12 ε[ s1 BIB]ε 6
−→

B s1

−−−→

BIB 6

13 1 s0 I s0 I R ε[B s0 IIIIIB]ε 1′ ε[B s0 IB]ε 1
−→

B s0

−→

IB 7,1

14 1 s0 I s0 I R ε[BI s0 IIIIB]ε 2′ ε[BI s0 IB]ε 2
−→

BI s0

−→

IB 2

15 1 s0 I s0 I R ε[BII s0 IIIB]ε 3′ ε[BI s0 IB]ε 2 ..... 2

16 1 s0 I s0 I R ε[BIII s0 IIB]ε 4′ ε[BI s0 IB]ε 2 ..... 2

17 1 s0 I s0 I R ε[BIIII s0 IB]ε 5′ ε[BI s0 IB]ε 2 ..... 2

18 2 s0 B s1 B L ε[BIIIII s0 B]ε 6′ ε[BI s0 B]ε 3
−→

BI s0

−→

B 3

19 3 s1 I s1 I L ε[BIIII s1 IB]ε 7′ ε[BI s1 IB]ε 4
−→

BI s1

−→

IB 4

20 3 s1 I s1 I L ε[BIII s1 IIB]ε 8′ ε[BI s1 IB]ε 4 ..... 4

21 3 s1 I s1 I L ε[BII s1 IIIB]ε 9′ ε[BI s1 IB]ε 4 ..... 4

22 3 s1 I s1 I L ε[BI s1 IIIIB]ε 10′ ε[BI s1 IB]ε 4 ..... 4

23 3 s1 I s1 I L ε[B s1 IIIIIB]ε 11′ ε[B s1 IB]ε 5
−→

B s1

−→

IB 5

24 4 s1 B s0 B R ε[ s1 BIIIIIB]ε 12′ ε[B s1 BIB]ε 6
−→

B s1

−−−→

BIB 6

25 1 s0 I s0 I R ε[B s0 IIIIIB]ε 1′′ ε[B s0 IB]ε 1
−→

B s0

−→

IB 7,1

26 .. ..... .... 2′′ .... 2 ..... 2

.. .. ..... .... .. .... .. ..... ..

36 .. ..... .... 12′′ .... 6 ..... 6

37 1 s0 I s0 I R ε[B s0 IIIIIB]ε 1′′′ ε[B s0 IB]ε 1
−→

B s0

−→

IB 1

38 .. ..... .... 2′′′ .... 2 ..... 2

.. .. ..... .... .. .... .. ..... ..

48 .. ..... .... 12′′′ .... 6 ..... 6

49 1 s0 I s0 I R ε[B s0 IIIIIB]ε 1′′′′ ε[B s0 IB]ε 1
−→

B s0

−→

IB 1
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Gerneral

p q Instruction Configuration C Config. Type g Config. Type m

♯♯♯♯ ♯♯♯♯ ♯♯♯♯ ♯♯♯♯ G ♯♯♯♯

1 1 s0 I s0 I R εB[s0 IIIII]Bε 1 εB[s0 I]Bε 1
−→

B s0

−→

IB 1

2 1 s0 I s0 I R εB[I s0 IIII]Bε 2 εB[I s0 I]Bε 2
−→

BI s0

−→

IB 2

3 1 s0 I s0 I R εB[II s0 III]Bε 3 εB[I s0 I]Bε 2 ..... 2

4 1 s0 I s0 I R εB[III s0 II]Bε 4 εB[I s0 I]Bε 2 ..... 2

5 1 s0 I s0 I R εB[IIII s0 I]Bε 5 εB[I s0 I]Bε 2 ..... 2

6 2 s0 B s1 I L εB[IIIII s0 B]ε 6 εB[I s0 B]ε 3
−→

BI s0

−→

B 3

7 3 s1 I s1 I L εB[IIII s1 II]ε 7 εB[I s1 I]ε 4
−→

BI s1

−→

IB 4

8 3 s1 I s1 I L εB[III s1 III]ε 8 εB[I s1 I]ε 4 ..... 4

9 3 s1 I s1 I L εB[II s1 IIII]ε 9 εB[I s1 I]ε 4 ..... 4

10 3 s1 I s1 I L εB[I s1 IIIII]ε 10 εB[I s1 I]ε 4 ..... 4

11 3 s1 I s1 I L εB[s1 IIIIII]ε 11 εB[s1 I]ε 5
−→

B s1

−→

IB 5

12 4 s1 B s0 B R ε[s1 BIIIIII]ε 12 ε[s1 BI]ε 6
−→

B s1

−−−→

BIB 6

13 1 s0 I s0 I R ε[B s0 IIIIII]Bε 1′ ε[B s0 I]Bε 1
−→

B s0

−→

IB 7,1

14 1 s0 I s0 I R ε[BI s0 IIIII]Bε 2′ ε[BI s0 I]Bε 2
−→

BI s0

−→

IB 2

15 1 s0 I s0 I R ε[BII s0 IIII]Bε 3′ ε[BI s0 I]Bε 2 ..... 2

16 1 s0 I s0 I R ε[BIII s0 III]Bε 4′ ε[BI s0 I]Bε 2 ..... 2

17 1 s0 I s0 I R ε[BIIII s0 II]Bε 5′ ε[BI s0 I]Bε 2 ..... 2

18 1 s0 I s0 I R ε[BIIIII s0 I]Bε 5′ ε[BI s0 I]Bε 2 ..... 2

19 2 s0 B s1 I L ε[BIIIIII s0 B]ε 6′ ε[BI s0 B]ε 3
−→

BI s0

−→

B 3

20 3 s1 I s1 I L ε[BIIIII s1 II]ε 7′ ε[BI s1 I]ε 4
−→

BI s1

−→

IB 4

21 3 s1 I s1 I L ε[BIIII s1 III]ε 8′ ε[BI s1 I]ε 4 ..... 4

22 3 s1 I s1 I L ε[BIII s1 IIII]ε 9′ ε[BI s1 I]ε 4 ..... 4

23 3 s1 I s1 I L ε[BII s1 IIIII]ε 10′ ε[BI s1 I]ε 4 ..... 4

24 3 s1 I s1 I L ε[BI s1 IIIIII]ε 10′ ε[BI s1 I]ε 4 ..... 4

25 3 s1 I s1 I L ε[B s1 IIIIIII]ε 11′ ε[B s1 I]ε 5
−→

B s1

−→

IB 5

26 4 s1 B s0 B R ε[s1 BIIIIIII]ε 12′ ε[s1 BI]ε 6
−→

B s1

−−−→

BIB 6

27 1 s0 I s0 I R ε[B s0 IIIIIII]Bε 1′′ ε[B s0 I]Bε 1
−→

B s0

−→

IB 7,1
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Gerneral

p q Instruction Configuration C Config. Type g Config. Type m

♯♯♯♯ ♯♯♯♯ ♯♯♯♯ ♯♯♯♯ G ♯♯♯♯

1 1 s0 I s0 I R εB[s0 IIIII]Bε 1 εB[s0 I]Bε 1
−→

B s0

−→

IB 1

2 1 s0 I s0 I R εB[I s0 IIII]Bε 2 εB[I s0 I]Bε 2
−→

BI s0

−→

IB 2

3 1 s0 I s0 I R εB[II s0 III]Bε 3 εB[I s0 I]Bε 2 ..... 2

4 1 s0 I s0 I R εB[III s0 II]Bε 4 εB[I s0 I]Bε 2 ..... 2

5 1 s0 I s0 I R εB[IIII s0 I]Bε 5 εB[I s0 I]Bε 2 ..... 2

6 2 s0 B s1 I L εB[IIIII s0 B]ε 6 εB[I s0 B]ε 3
−→

BI s0

−→

B 3

7 3 s1 I s1 I L εB[IIII s1 II]ε 7 εB[I s1 I]ε 4
−→

BI s1

−→

IB 4

8 3 s1 I s1 I L εB[III s1 III]ε 8 εB[I s1 I]ε 4 ..... 4

9 3 s1 I s1 I L εB[II s1 IIII]ε 9 εB[I s1 I]ε 4 ..... 4

10 3 s1 I s1 I L εB[I s1 IIIII]ε 10 εB[I s1 I]ε 4 ..... 4

11 3 s1 I s1 I L εB[s1 IIIIII]ε 11 εB[s1 I]ε 5
−→

B s1

−→

IB 5

12 4 s1 B s0 B R ε[s1 BIIIIII]ε 12 ε[s1 BI]ε 6
−→

B s1

−−−→

BIB 6

13 1 s0 I s0 I R ε[B s0 IIIIII]Bε 1′ ε[B s0 I]Bε 1
−→

B s0

−→

IB 7,1

14 1 s0 I s0 I R ε[BI s0 IIIII]Bε 2′ ε[BI s0 I]Bε 2
−→

BI s0

−→

IB 2

15 1 s0 I s0 I R ε[BII s0 IIII]Bε 3′ ε[BI s0 I]Bε 2 ..... 2

16 1 s0 I s0 I R ε[BIII s0 III]Bε 4′ ε[BI s0 I]Bε 2 ..... 2

17 1 s0 I s0 I R ε[BIIII s0 II]Bε 5′ ε[BI s0 I]Bε 2 ..... 2

18 1 s0 I s0 I R ε[BIIIII s0 I]Bε 5′ ε[BI s0 I]Bε 2 ..... 2

19 2 s0 B s1 I L ε[BIIIIII s0 B]ε 6′ ε[BI s0 B]ε 3
−→

BI s0

−→

B 3

20 3 s1 I s1 I L ε[BIIIII s1 II]ε 7′ ε[BI s1 I]ε 4
−→

BI s1

−→

IB 4

21 3 s1 I s1 I L ε[BIIII s1 III]ε 8′ ε[BI s1 I]ε 4 ..... 4

22 3 s1 I s1 I L ε[BIII s1 IIII]ε 9′ ε[BI s1 I]ε 4 ..... 4

23 3 s1 I s1 I L ε[BII s1 IIIII]ε 10′ ε[BI s1 I]ε 4 ..... 4

24 3 s1 I s1 I L ε[BI s1 IIIIII]ε 10′ ε[BI s1 I]ε 4 ..... 4

25 3 s1 I s1 I L ε[B s1 IIIIIII]ε 11′ ε[B s1 I]ε 5
−→

B s1

−→

IB 5

26 4 s1 B s0 B R ε[s1 BIIIIIII]ε 12′ ε[s1 BI]ε 6
−→

B s1

−−−→

BIB 6

27 1 s0 I s0 I R ε[B s0 IIIIIII]Bε 1′′ ε[B s0 I]Bε 1
−→

B s0

−→

IB 7,1
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p q Instruction Configuration C Config. Type g Config. Type m

♯♯♯♯ ♯♯♯♯ ♯♯♯♯ ♯♯♯♯ G ♯♯♯♯

27 1 s0 I s0 I R ε[B s0 IIIIIII]Bε 1′′ ε[B s0 I]Bε 1
−→

B s0

−→

IB 1

28 1 s0 I s0 I R ε[BI s0 IIIIII]Bε 2′′ ε[BI s0 I]Bε 2
−→

BI s0

−→

IB 2

29 1 s0 I s0 I R ε[BII s0 IIIII]Bε 3′′ ε[BI s0 I]Bε 2 ..... 2

30 1 s0 I s0 I R ε[BIII s0 IIII]Bε 4′′ ε[BI s0 I]Bε 2 ..... 2

31 1 s0 I s0 I R ε[BIIII s0 III]Bε 5′′ ε[BI s0 I]Bε 2 ..... 2

32 1 s0 I s0 I R ε[BIIIII s0 II]Bε 5′′ ε[BI s0 I]Bε 2 ..... 2

33 1 s0 I s0 I R ε[BIIIIII s0 I]Bε 5′′ ε[BI s0 I]Bε 2 ..... 2

34 2 s0 B s1 I L ε[BIIIIIII s0 B]ε 6′′ ε[BI s0 B]ε 3
−→

BI s0

−→

B 3

35 3 s1 I s1 I L ε[BIIIIII s1 II]ε 7′′ ε[BI s1 I]ε 4
−→

BI s1

−→

IB 4

36 3 s1 I s1 I L ε[BIIIII s1 III]ε 8′′ ε[BI s1 I]ε 4 ..... 4

37 3 s1 I s1 I L ε[BIIII s1 IIII]ε 9′′ ε[BI s1 I]ε 4 ..... 4

38 3 s1 I s1 I L ε[BIII s1 IIIII]ε 10′′ ε[BI s1 I]ε 4 ..... 4

39 3 s1 I s1 I L ε[BII s1 IIIIII]ε 10′′ ε[BI s1 I]ε 4 ..... 4

40 3 s1 I s1 I L ε[BI s1 IIIIIII]ε 10′′ ε[BI s1 I]ε 4 ..... 4

41 3 s1 I s1 I L ε[B s1 IIIIIIII]ε 11′′ ε[B s1 I]ε 5
−→

B s1

−→

IB 5

42 4 s1 B s0 B R ε[s1 BIIIIIIII]ε 12′′ ε[s1 BI]ε 6
−→

B s1

−−−→

BIB 6

43 1 s0 I s0 I R ε[B s0 IIIIIIII]Bε 1′′′ ε[B s0 I]Bε 1
−→

B s0

−→

IB 7,1

44 .. ..... .... 2′′′ .... 2 ..... 2

.. .. ..... .... .. .... .. ..... ..

60 .. ..... .... 12′′′ .... 6 ..... 6

61 1 s0 I s0 I R ε[B s0 IIIIIIIII]Bε 1′′′′ ε[B s0 I]Bε 1
−→

B s0

−→

IB 7,1

62 .. ..... .... 2′′′′ .... 2 ..... 2

.. .. ..... .... .. .... .. ..... ..

80 .. ..... .... 12′′′′ .... 6 ..... 6

81 1 s0 I s0 I R ε[B s0 IIIIIIIIII]Bε 1′′′′′ ε[B s0 I]Bε 1
−→

B s0

−→

IB 7,1
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Gerneral

p q Instruction Configuration C Config. Type g Config. Type m

♯♯♯♯ ♯♯♯♯ ♯♯♯♯ ♯♯♯♯ G ♯♯♯♯

1 1 s0 I s1 I R εB[ s0 IIIBIIII]Bε 1 εB[ s0 IBI]Bε 1
−→

B s0

−→

IB 1

2 2 s1 I s1 I R εB[ s1 IIBIIII]Bε 2 εB[ s1 IBI]Bε 2
−→

B s1

−→

IB 2

3 2 s1 I s1 I R εB[I s1 IBIIII]Bε 3 εB[I s1 IBI]Bε 3
−→

BI s1

−→

IB 3

4 3 s1 B s2 B R εB[II s1 BIII]Bε 4 εB[I s1 BI]Bε 4
−→

BI s1

−−−→

BIB 4

5 4 s2 I s2 I R εB[IIB s2 III]Bε 5 εB[IB s2 I]Bε 5
−−−→

BIB s2

−→

IB 5

6 4 s2 I s2 I R εB[IIBI s2 II]Bε 6 εB[IBI s2 I]Bε 6
−→

BI s2

−→

IB 6

7 4 s2 I s2 I R εB[IIBII s2 I]Bε 7 εB[IBI s2 I]Bε 6 ..... 6

8 5 s2 B s3 B L εB[IIBIII s2 ]Bε 8 εB[IBIBI s2 ]Bε 7
−→

BI s2

−→

B 7

9 6 s3 I s4 B L εB[IIBII s3 IB]ε 9 εB[IBI s3 IB]ε 8
−→

BI s3

−→

IB 8

10 6 s3 I s4 B L εB[IIBIII s3 BB]ε 10 εB[IBI s3 B]ε 9
−→

BI s3

−→

B 9

11 8 s4 I s5 I L εB[IIBII s4 IBB]ε 11 εB[IBI s4 IB]ε 10
−→

BI s4

−→

IB 10

12 9 s5 I s5 I L εB[IIBI s5 IIBB]ε 12 εB[IBI s5 IB]ε 11
−→

BI s5

−→

IB 11

13 9 s5 I s5 I L εB[IIB s5 IIIBB]ε 13 εB[IB s5 IB]ε 12
−−−→

BIB s5

−→

IB 12

14 10 s5 B s6 B L εB[II s5 BIIIBB]ε 14 εB[I s5 BIB]ε 13
−→

BI s5

−−−→

BIB 13

15 11 s6 I s6 I L εB[I s6 IBIIIBB]ε 15 εB[I s6 IBIB]ε 14
−→

BI s6

−→

IB 14

16 11 s6 I s6 I L εB[ s6 IIBIIIBB]ε 16 εB[ s6 IBIB]ε 15
−→

B s6

−→

IB 15

17 12 s6 B s0 B R ε[ s6 BIIBIIIBB]ε 17 ε[ s6 BIBIB]ε 16
−→

B s6

−→

BI
−→

B 16

18 1 s0 I s1 I R ε[B s0 IIBIIIBB]ε 1 ε[B s0 IBIB]ε 1
−→

B s0

−→

IB 1

19 2 s1 I s1 I R ε[B s1 IBIIIBB]ε 2′ ε[B s1 IBIB]ε 2
−→

B s1

−→

IB 2

20 3 s1 B s2 B R ε[BI s1 BIIIBB]ε 4′ ε[BI s1 BIB]ε 3
−→

BI s1

−−−→

BIB 3

21 4 s2 I s2 I R ε[BIB s2 IIIBB]ε 5′ ε[BIB s2 IB]ε 5
−−−→

BIB s2

−→

IB 5

22 4 s2 I s2 I R ε[BIBI s2 IIBB]ε 6′ ε[BIBI s2 IB]ε 5
−→

BI s2

−→

IB 6

23 4 s2 I s2 I R ε[BIBII s2 IBB]ε 7′ ε[BIBI s2 IB]ε 6 ..... 6

24 5 s2 B s3 B L ε[BIBIII s2 BB]ε 8′ ε[BIBI s2 B]ε 7
−→

BI s2

−→

B 7

25 6 s3 I s4 B L ε[BIBII s3 IBB]ε 9′ ε[BIBI s3 IB]ε 8
−→

BI s3

−→

IB 8

26 8 s4 I s5 I L ε[BIBI s4 IBBB]ε 11′ ε[BIBI s4 IB]ε 10
−→

BI s4

−→

IB 10

27 9 s5 I s5 I L ε[BIB s5 IIBBB]ε 13′ ε[BIB s5 IB]ε 12
−−−→

BIB s5

−→

IB 12

28 10 s5 B s6 B L ε[BI s5 BIIBBB]ε 15′ ε[BI s5 BIB]ε 13
−→

BI s5

−−−→

BIB 13

29 11 s6 I s6 I L ε[B s6 IBIIBBB]ε 16′ ε[B s6 IBIB]ε 15
−→

B s6

−→

IB 15

30 12 s6 B s0 B R ε[ s6 BIBIIBBB]ε 17′ ε[ s6 BIBIB]ε 16
−→

B s6

−→

BI
−→

B 16

31 1 s0 I s1 I R ε[B s0 IBIIBBB]ε 1 ε[B s0 IBIB]ε 1
−→

B s0

−→

IB 1
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p q Instruction Configuration C Config. Type g Config. Type m

♯♯♯♯ ♯♯♯♯ ♯♯♯♯ ♯♯♯♯ G ♯♯♯♯

1 1 s0 I s1 I R εB[ s0 IIIBIIII]Bε 1 εB[ s0 IBI]Bε 1
−→

B s0

−→

IB 1

2 2 s1 I s1 I R εB[ s1 IIBIIII]Bε 2 εB[ s1 IBI]Bε 2
−→

B s1

−→

IB 2

3 2 s1 I s1 I R εB[I s1 IBIIII]Bε 3 εB[I s1 IBI]Bε 3
−→

BI s1

−→

IB 3

4 3 s1 B s2 B R εB[II s1 BIII]Bε 4 εB[I s1 BI]Bε 4
−→

BI s1

−−−→

BIB 4

5 4 s2 I s2 I R εB[IIB s2 III]Bε 5 εB[IB s2 I]Bε 5
−−−→

BIB s2

−→

IB 5

6 4 s2 I s2 I R εB[IIBI s2 II]Bε 6 εB[IBI s2 I]Bε 6
−→

BI s2

−→

IB 6

7 4 s2 I s2 I R εB[IIBII s2 I]Bε 7 εB[IBI s2 I]Bε 6 ..... 6

8 5 s2 B s3 B L εB[IIBIII s2 ]Bε 8 εB[IBIBI s2 ]Bε 7
−→

BI s2

−→

B 7

9 6 s3 I s4 B L εB[IIBII s3 IB]ε 9 εB[IBI s3 IB]ε 8
−→

BI s3

−→

IB 8

10 6 s3 I s4 B L εB[IIBIII s3 BB]ε 10 εB[IBI s3 B]ε 9
−→

BI s3

−→

B 9

11 8 s4 I s5 I L εB[IIBII s4 IBB]ε 11 εB[IBI s4 IB]ε 10
−→

BI s4

−→

IB 10

12 9 s5 I s5 I L εB[IIBI s5 IIBB]ε 12 εB[IBI s5 IB]ε 11
−→

BI s5

−→

IB 11

13 9 s5 I s5 I L εB[IIB s5 IIIBB]ε 13 εB[IB s5 IB]ε 12
−−−→

BIB s5

−→

IB 12

14 10 s5 B s6 B L εB[II s5 BIIIBB]ε 14 εB[I s5 BIB]ε 13
−→

BI s5

−−−→

BIB 13

15 11 s6 I s6 I L εB[I s6 IBIIIBB]ε 15 εB[I s6 IBIB]ε 14
−→

BI s6

−→

IB 14

16 11 s6 I s6 I L εB[ s6 IIBIIIBB]ε 16 εB[ s6 IBIB]ε 15
−→

B s6

−→

IB 15

17 12 s6 B s0 B R ε[ s6 BIIBIIIBB]ε 17 ε[ s6 BIBIB]ε 16
−→

B s6

−→

BI
−→

B 16

18 1 s0 I s1 I R ε[B s0 IIBIIIBB]ε 1 ε[B s0 IBIB]ε 1
−→

B s0

−→

IB 1

19 2 s1 I s1 I R ε[B s1 IBIIIBB]ε 2′ ε[B s1 IBIB]ε 2
−→

B s1

−→

IB 2

20 3 s1 B s2 B R ε[BI s1 BIIIBB]ε 4′ ε[BI s1 BIB]ε 3
−→

BI s1

−−−→

BIB 3

21 4 s2 I s2 I R ε[BIB s2 IIIBB]ε 5′ ε[BIB s2 IB]ε 5
−−−→

BIB s2

−→

IB 5

22 4 s2 I s2 I R ε[BIBI s2 IIBB]ε 6′ ε[BIBI s2 IB]ε 5
−→

BI s2

−→

IB 6

23 4 s2 I s2 I R ε[BIBII s2 IBB]ε 7′ ε[BIBI s2 IB]ε 6 ..... 6

24 5 s2 B s3 B L ε[BIBIII s2 BB]ε 8′ ε[BIBI s2 B]ε 7
−→

BI s2

−→

B 7

25 6 s3 I s4 B L ε[BIBII s3 IBB]ε 9′ ε[BIBI s3 IB]ε 8
−→

BI s3

−→

IB 8

26 8 s4 I s5 I L ε[BIBI s4 IBBB]ε 11′ ε[BIBI s4 IB]ε 10
−→

BI s4

−→

IB 10

27 9 s5 I s5 I L ε[BIB s5 IIBBB]ε 13′ ε[BIB s5 IB]ε 12
−−−→

BIB s5

−→

IB 12

28 10 s5 B s6 B L ε[BI s5 BIIBBB]ε 15′ ε[BI s5 BIB]ε 13
−→

BI s5

−−−→

BIB 13

29 11 s6 I s6 I L ε[B s6 IBIIBBB]ε 16′ ε[B s6 IBIB]ε 15
−→

B s6

−→

IB 15

30 12 s6 B s0 B R ε[ s6 BIBIIBBB]ε 17′ ε[ s6 BIBIB]ε 16
−→

B s6

−→

BI
−→

B 16

31 1 s0 I s1 I R ε[B s0 IBIIBBB]ε 1 ε[B s0 IBIB]ε 1
−→

B s0

−→

IB 1
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31 1 s0 I s1 I R ε[B s0 IBIIBBB]ε 1 ε[B s0 IBIB]ε 1
−→

B s0

−→

IB 1

32 3 s1 B s2 B R ε[BB s1 BIIBBB]ε 17 ε[B s1 BIB]ε 17
−→

B s1

−−−→

BIB 17

33 4 s2 I s2 I R ε[BBB s2 IIBBB]ε 18 ε[B s2 IB]ε 18
−→

B s2

−→

IB 18

34 4 s2 I s2 I R ε[BBBI s2 IBBB]ε 19 ε[BI s2 IB]ε 19
−→

BI s2

−→

IB 6

35 5 s2 B s3 B L ε[BBBII s2 BBB]ε 20 ε[BI s2 IB]ε 19 ..... 6

36 6 s3 I s4 B L ε[BBBI s3 IBBB]ε 21 ε[BI s3 IB]ε 20
−→

BI s3

−→

IB 8

37 8 s4 I s5 I L ε[BBB s4 IBBBB]ε 22 ε[B s4 IB]ε 21
−→

B s4

−→

IB 19

38 10 s5 B s6 B L ε[BB s5 BIBBB]ε 23 ε[B s5 BIB]ε 22
−→

B s5

−→

IB 20

39 12 s6 B s0 B R ε[B s6 BBIBBB]ε 24 ε[B s6 BIB]ε 23
−→

B s6

−−−→

BIB 21

40 12 s6 B s0 B R ε[BB s6 BIBBB]ε 25 ε[B s6 BIB]ε 23
−→

B s6

−−−→

BIB 21

41 13 s0 B s0 B L ε[B s0 BBIBBBB]ε 26 ε[B s0 BIB]ε 24
−→

B s0

−−−→

BIB 22

42 13 s0 B s0 B L εB[ s0 BBBIBBB]ε 26′ εB[ s0 BIB]ε 24 ..... 22

43 13 s0 B s0 B L εB[ s0 BBBBIBBB]ε 26′′ εB[ s0 BIB]ε 24 ..... 22

44 13 s0 B s0 B L εB[ s0 BBBBBIBBB]ε 26′′′ εB[ s0 BIB]ε 24 ..... 22

45 13 ..... .... 26′′′′ .... 24 ..... 22

.. .. ..... .... .. .... .. ..... ..

.. 13 ..... .... .. .... 24 ..... 22

.... 13 s0 B s0 B L εB[ s0 B...B...BIBBB]ε 26′...′ εB[ s0 BIB]ε 24
−→

B s0

−−−→

BIB 22

.. 13 ..... .... .. .... 24 ..... 22

.. .. ..... .... .. .... .. ..... ..
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p q Instruction Configuration C Config. Type g Config. Type m

♯♯♯♯ ♯♯♯♯ ♯♯♯♯ ♯♯♯♯ G ♯♯♯♯

1 1 s0 I s1 B R ε[ s0 IIIBII ]Bε 1 ε[ s0 IBI ]ε 1
−→
B s0

−→
IB 1

2 2 s1 I s1 I R ε[B s1 IIBII ]Bε 2 ε[B s1 IBI ]ε 2
−→
B s1

−→
IB 2

3 2 s1 I s1 I R ε[BI s1 IBII ]Bε 3 ε[BI s2 IBI]ε 3
−→
BI s2

−→
IB 3

4 3 s1 B s2 B R ε[BII s1 BII ]Bε 4 ε[BI s2 BI ]ε 4
−→
BI s2

−−−→
BIB 4

5 4 s2 I s2 I R ε[BIIB s2 II ]Bε 5 ε[BIB s2 II]ε 5
−−−→
BIB s2

−→
IB 5

6 4 s2 I s2 I R ε[BIIBI s2 I ]Bε 6 ε[BIBI s3 I]ε 6
−→
BI s3

−→
IB 6

7 5 s2 B s3 B L ε[BIIBII s2 B]ε 7 ε[BIBI s3 B]ε 7
−→
BI s3

−→
B 7

8 6 s3 I s4 B L ε[BIIBI s3 IB]ε 8 ε[BI s3 IB]ε 8
−→
BI s3

−→
IB 8

9 8 s4 I s5 I L ε[BIIB s4 IBB]ε 9 ε[BIB s4 IB]ε 9
−−−→
BIB s4

−→
IB 9

10 10 s5 B s6 B L ε[BII s5 BIBB]ε 10 ε[BI s5 BIB]ε 10
−→
BI s5

−−−→
BIB 10

11 11 s6 I s6 I L ε[BI s6 IBIBB]ε 11 ε[BI s6 IBIB]ε 11
−→
BI s6

−→
IB 11

12 11 s6 I s6 I L ε[B s6 IIBIBB]ε 12 ε[B s6 BBIB]ε 12
−→
B s6

−−−→
BIB 12

13 12 s6 B s0 B R ε[B s6 BIIBIBB]ε 13 ε[B s6 BIBIB]ε 13
−→
B s6

−−−→
BIB 12

14 1 s0 I s1 B R ε[BB s0 IIBIB]ε 1′ ε[B s0 IBIB]ε 1
−→
B s0

−→
IB 1

15 2 s1 I s1 I R ε[BBB s1 IBIBB]ε 2′ ε[B s1 IBIB]ε 2′
−→
B s1

−→
IB 2

16 3 s1 B s2 B R ε[BBBI s1 BIBB]ε 4′ ε[BI s1 BIB]ε 14
−→
BI s1

−−−→
BIB 3

17 4 s2 I s2 I R ε[BBBIB s2 IBB]ε 5′ ε[BIB s2 IB]ε 5′
−−−→
BIB s2

−→
IB 5

18 5 s2 B s3 B L ε[BBBIBI s2 BB]ε 7′ ε[BIBI s2 B]ε 15
−→
BI s2

−→
B 13

19 6 s3 I s4 B L ε[BBBIB s3 IBB]ε 8′ ε[BIB s3 IB]ε 16
−−−→
BIB s3

−→
IB 14

20 7 s4 B sH B L ε[BBBI s4 BBBB]ε 14 ε[BI s4 B]ε 17
−→
BI s4

−→
B 15

21 x (sHALT , I) /∈ D−→η ε[BBB sHALT IBBBB]ε 15 ε[B sHALT IB]ε 18
−→
B sHALT

−→
IB 16

xx xx xxxxx xxxxx xx xxxxx xx xxxxx xx
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Chapter 7

Thermodynamics of Coral Diversity — Diversity Index of
Coral Distributions in Amitori Bay, Iriomote Island, Japan
and Intermediate Disturbance Hypothesis
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Additional information is available at the end of the chapter
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Abstract

The relationship between coral distributions and physical variables was investigated in
Amitori Bay, Iriomote Island, Japan. Amitori Bay is located in the northeast region of Irio‐
mote Island, Japan. Broad areas of coral have developed in the bay, and their life forms,
coverages, sizes, and species vary depending on their locations. In addition, Amitori Bay
has no access roads, and the bay perimeter is uninhabited. Thus, this small bay, with its
variety of environments and lack of human impact, is considered to be one of the most
suitable areas for studying the relationship between coral distribution and physical varia‐
bles.

Field observations were conducted to obtain data on coral distributions, sea temperature,
sea salinity, wind speed, and river flow rate. The observed data were then used in ocean
and wave model numerical simulations and soil particle tracking analysis to obtain the
spatial and temporal distributions of wave height and the numbers of soil particles. Our
results showed that the life forms, sizes, and species of corals significantly varied de‐
pending on their locations in the bay, because the physical variables differed significantly
among these locations.

From the results of the above observations and simulations, we calculated diversity index
of coral distributions and its relation to physical variables. The diversity index, DI is de‐
fined as DI=-Σ ci log2 ci, where ci is the ratio of i-th group coverage to total coverage. DI is
a quantitative measure for the degree in which a dataset includes different types and is
related closely to entropy concept in Thermodynamics. The value of DI increases when
both the number of types and the evenness increase. For a given number of types, the val‐
ue of DI is maximized when all types are equally abundant. The results show that Aver‐
ages of diversity index of the coral types at the mouth and inner parts of the bay are
lower than average of the whole region, but average of diversity index at the intermedi‐

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



ate part of the bay with the intermediate physical disturbances is higher than it. This
seems to support the intermediate disturbance hypothesis which states species diversity
in local area is maximized when environmental disturbances is neither too weak not too
strong.

Keywords: Coral life form, Diversity index, Information entropy, Intermediate disturb‐
ance hypothesis

1. Introduction

“Corals” is the general term for cnidaria which inhabit the tropical and sub-tropical oceans and
have an external skeleton [1, 2]. They are classified as either reef-building or non-reef-building
corals. “Reef-building corals” is the general term for the species which inhabit the shallow
oceans and have a relatively hard skeleton. They are the focus of this study. “Non-reef-building
corals” is the general term for the species which inhabit the deep oceans and have a relatively
soft skeleton. They include the so-called red, or precious, corals. Reef-building coral charac‐
teristics are deeply related to zooxanthellae existence. Zooxanthellae are a type of phytoplank‐
ton called dinoflagellate (mainly marine protozoa having two flagella). All reef-building corals
live symbiotically with zooxanthellae. Instead of obtaining a secure habitat from reef-building
corals, zooxanthellae contribute nine-tenths of their photosynthetic energy production to such
corals. Reef-building corals can form their skeleton more rapidly and abundantly than non-
reef-building corals by applying the photosynthetic energy production obtained from zoox‐
anthellae. Reef-building coral skeletons are used as habitats by various organisms, and are the
raw material for coral reefs. Reef-building corals also form mucus by applying the photosyn‐
thetic energy production not used for skeleton formation. The mucus plays a role in protecting
the body surface of reef-building corals. Various organisms living in coral reefs treat them as
a food. In other words, reef-building corals supply a large proportion of the habitats and foods
for organisms in coral reefs, and thereby support abundant ecological systems in oligotrophic
tropical oceans. Moreover, humans benefit in various ways from reef-building corals and coral
reefs. Corallite, solidified from the skeletons of reef-building corals, is used for traditional daily
necessaries and stone walls, and abundant sea foods obtained around coral reefs support our
dietary requirements. Beautiful underwater views of coral reefs are treasured as tourist
attractions around coastal areas of the tropics and sub-tropics. The function of coral reefs as a
natural sea wall is important from disaster prevention viewpoint. In this study, “corals” is
referred as “reef-building corals.”

The distribution of corals is diverse and is affected by various factors such as human activities
(including red soil erosion due to land development and sea temperature rise due to global
warming), their predation by Acanthaster (crown-of-thorns starfish) and Drupella fragum (a
species of sea snail), and environmental properties related to waves and soil grains. In these
factors, environmental properties are the most important factors related to the long-term
distribution of coral. Thus, investigating the relationship between coral distributions and
environmental properties is useful in understanding coral and its diversity.

Recent Advances in Thermo and Fluid Dynamics174
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have an external skeleton [1, 2]. They are classified as either reef-building or non-reef-building
corals. “Reef-building corals” is the general term for the species which inhabit the shallow
oceans and have a relatively hard skeleton. They are the focus of this study. “Non-reef-building
corals” is the general term for the species which inhabit the deep oceans and have a relatively
soft skeleton. They include the so-called red, or precious, corals. Reef-building coral charac‐
teristics are deeply related to zooxanthellae existence. Zooxanthellae are a type of phytoplank‐
ton called dinoflagellate (mainly marine protozoa having two flagella). All reef-building corals
live symbiotically with zooxanthellae. Instead of obtaining a secure habitat from reef-building
corals, zooxanthellae contribute nine-tenths of their photosynthetic energy production to such
corals. Reef-building corals can form their skeleton more rapidly and abundantly than non-
reef-building corals by applying the photosynthetic energy production obtained from zoox‐
anthellae. Reef-building coral skeletons are used as habitats by various organisms, and are the
raw material for coral reefs. Reef-building corals also form mucus by applying the photosyn‐
thetic energy production not used for skeleton formation. The mucus plays a role in protecting
the body surface of reef-building corals. Various organisms living in coral reefs treat them as
a food. In other words, reef-building corals supply a large proportion of the habitats and foods
for organisms in coral reefs, and thereby support abundant ecological systems in oligotrophic
tropical oceans. Moreover, humans benefit in various ways from reef-building corals and coral
reefs. Corallite, solidified from the skeletons of reef-building corals, is used for traditional daily
necessaries and stone walls, and abundant sea foods obtained around coral reefs support our
dietary requirements. Beautiful underwater views of coral reefs are treasured as tourist
attractions around coastal areas of the tropics and sub-tropics. The function of coral reefs as a
natural sea wall is important from disaster prevention viewpoint. In this study, “corals” is
referred as “reef-building corals.”

The distribution of corals is diverse and is affected by various factors such as human activities
(including red soil erosion due to land development and sea temperature rise due to global
warming), their predation by Acanthaster (crown-of-thorns starfish) and Drupella fragum (a
species of sea snail), and environmental properties related to waves and soil grains. In these
factors, environmental properties are the most important factors related to the long-term
distribution of coral. Thus, investigating the relationship between coral distributions and
environmental properties is useful in understanding coral and its diversity.

Recent Advances in Thermo and Fluid Dynamics174

Some studies on the relationship have focused on wave height [3-7]. However, these studies
did not consider spatial distribution. The relationship between wave forces and the spatial
distribution of corals with a specific form in the Hawaiian Islands was investigated in [8].
However, their studies did not consider the effect of other environmental property such as soil
grains. Recently, the relationships between coral habitat and some environmental properties
were investigated in [9]. However, their studies focused only on the qualitative tendency.

This relationship includes short- and long-term physical processes along with direct responses
to environmental properties. For example, in relationship to destruction by high waves, it is
widely accepted that the structure of branching corals is more fragile than that of tabular corals.
However, this destruction can also cause broader distribution due to the high regenerative
power of corals. That is, high waves can reduce coral distribution in the short term but can
broaden it in the long term. Conversely, extreme wave height, due to strong typhoons, can
severely damage or destroy coral colonies [10, 4, 11, 12]. This seems to be related to the
intermediate disturbance hypothesis (IDH) [13], which postulates that local species diversity
is maximized when environmental disturbances are neither too weak (or rare) nor too strong
(or frequent) and is often used to investigate the relationship between species diversity and
environmental disturbances.

Environmental properties affect not only coral distribution but also coral life forms [1, 2]. Most
corals make colonies consisting of many individuals called polyps. This type of coral is called
a colonial coral, and all the corals in this study are classified as this type. Coral colonies have
various forms such as tabular, branching, massive, foliose, and encrusting corals. They deform
as per the environmental properties, and corals of the same species can show different forms.
Reef-building coral classification is currently based on morphological features such as the
shape of the individual polyps, their sequence manner on the colony, and the colony forms;
however, classification is difficult because the surfaces of living corals have a molluscous
covering [14]. In addition, although molecular phylogenetic analyses are needed for strict
identification, there are cases when gene consistency within a species is lacking because gene
exchanges among different species occur because of their unique mass-spawning trait (i.e.,
simultaneous release of eggs and sperm among different species) [15-17]. Currently, the right
approach to investigate the relationship between coral distribution and environmental
properties is considered to be one which regard habitat adaption as important, and one which
focuses on the life form rather than the species.

Amitori Bay is located in the northeast region of Iriomote Island, Japan (Fig. 1), which is 2 km
in width at its mouth, 4 km in length, and has a maximum depth of 70 m in the central mouth
area, two rivers (the Ayanda and Udara) and the accompanied mangrove environments in the
inner part of the bay. Broad areas of coral have been developed in the bay and their life forms,
coverage, size, and species vary depending on their location. In addition, Amitori Bay has no
access roads, and the bay perimeter is uninhabited. Thus, this small bay, with its variety of
environments and lack of human impact, is considered to be one of the most suitable areas for
studying the relationship between coral distribution and environmental properties.

On the contrary, observations of environmental properties in Amitori Bay are not many and
are hard to conduct due to the access difficulty. Thus, we compensated for the shortage of
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observation by using numerical simulations. That is, when observational data were available,
they are used to determine the parameters in the numerical simulations; on the other hand,
when observational data were unavailable, methods without observational hypotheses in the
numerical simulations are used.

This study [18] attempts to clarify these relationships in the corals of Amitori Bay, Iriomote
Island, Japan, by observing the ocean, atmosphere, and rivers, which is performed through
numerical simulation using ocean and wave models along with particle tracking analysis.

In Section 2, we state the investigation methods of the coral distribution and observation
methods of the oceanic, atmospheric and river observations, and the numerical simulation
methods to reproduce detailed oceanic and atmospheric states in Amitori Bay and to investi‐
gate the effects of waves and soil grains on coral distribution. In Section 3, we provide the
results of our coral distribution investigation, our oceanic, atmospheric, and river observations,
and the numerical simulations. In addition, we compare the coral distributions with our
observational and numerical results, and discuss the relationship between coral distributions
and environmental properties. In Section 4, we discuss the generality of the results obtained
in Section 3 by conducting a statistical analysis. The analysis is related to diversity index, which
is a quantitative measure for the degree to which a dataset includes different types and which
is closely related to the information entropy concept. The results are also discussed from IDH
perspective. We summarize and discuss our findings in Section 5.

Figure 1. Locations of Amitori Bay and Iriomote Island. The top of the reef slope in Amitori Bay is indicated in Fig. 2
(after [18]).
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2. Methods

2.1. Coral distribution investigation

Coral  distributions  were  investigated  at  44  locations  in  Amitori  Bay,  including  18  loca‐
tions in 2009 and 26 locations in 2011 (Fig. 2). For the 2009 investigation, indicated by A–
R in Fig. 2, three quadrats measuring 1 m on each side were placed at 1–4 points at various
depths and life form, coverage, and coral size were recorded. For the 2011 investigation,
indicated by 1–26 in Fig. 2, three quadrats measuring 2 m on each side were placed within
a 3 m depth at the top of the reef slope and on the reef slope at a depth of 5–8 m, and life
form, coverage, and coral size were recorded. The types of coral life forms treated in this
study are shown in Fig. 3. States of the coral investigations in Amitori Bay and an example
of the photographs of the quadrats are shown in Figs. 4 and 5, respectively. An electronic
weighing  instrument  was  used  to  determine  the  weight  of  trace  pieces  cut  from  the
photographs of the quadrats and then, the coverage of each coral type was calculated. In
this  study,  “coral  individuals”  and  “coral  size”  mean  the  individuals  and  maximum
diameters of a coral colony for a specific coral, respectively.

2.2. Oceanic and atmospheric observations

Fixed-point observations were conducted to obtain data on sea level, sea pressure, and
horizontal current velocities in Amitori Bay from July 2008 to October 2009 using a WH-403
wave height/wave direction/current speed measuring instrument (I. O. Technic Co. Ltd.). Two
measuring instruments were placed at each of Stations 1 and 2 at depths of 10 and 20 m,
respectively, and measurements were conducted for 20-min periods at 1-h intervals. Also,
moving shipboard observations were conducted to obtain sea temperature and salinity in the
bay on October 18, 19, and 24; November 9 and 22; and December 14, 2011 using a RINKO
conductivity, temperature, and depth profiler (JFE Advantech Co. Ltd.). The number of
observation sites varied between 15 and 31 depending on the weather conditions. At each
location, observations were conducted from the sea surface to the sea floor at 0.1-m intervals.
At Station Z (Fig. 2), continuous measurements have been conducted for wind speed, wind
direction, humidity, insolation, air temperature, sea surface temperature, and rainfall amount
since 1976 [19]. During the study, the measurement interval was 10 min except for sea surface
temperature measurement, which was 2 min.

2.3. River observation

To obtain the flow rates of two rivers, the Ayanda and Udara (Fig. 2) from July 21 to October
3, 2011, an AEM213-D electromagnetic current meter (JFE Advantech Co. Ltd.) were placed in
an upstream stretch of each river. Water depths and cross-sectional area were also obtained at
each location. The rain volumes were measured at Station Z. Then, a regression model equation
was constructed to estimate the flow rate from the rainfall volume. This was performed because
the measurement of flow rates throughout the year was difficult due to the need for ongoing
instrument maintenance. The correlation coefficients between the calculated results and the
observations were high over 0.8.
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2.4. Wave simulation

Numerical simulations were conducted to calculate wave heights and directions in Amitori
Bay according to [7]. The calculation was conducted during a one-year period from November
1, 2008 to October 31, 2009 and in the following two regions: the large region including
Yaeyama islands of 150 km × 100 km with 500-m grid spacing and the small region (i.e., Amitori
Bay) of 4.5 km × 3 km with 20-m grid spacing. Offshore wave conditions from Japan Mete‐

Figure 2. Locations for coral distribution investigations in Amitori Bay. Stations A–R and 1-26 show the locations in
2009 and 2011, respectively. Station Z shows the location for continuous measurements (position: 24°19′51.6″N,
123°41′21.6″E, and height: 4.2 m; after [18]).
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orological Agency Grid Point Value [20] such as wave heights, directions and periods were
used as input data for the calculation. Three basic wave heights and directions were deter‐
mined on the basis of the offshore wave conditions. Nine case calculations, as combinations
of the basic wave heights and directions, were conducted using an energy balance equation
and a wave breaking model developed by [21]. Then, a transformation table was created from
the calculation results for every mesh in Amitori Bay, which was used to combine wave heights
and directions in Amitori Bay with offshore wave conditions of wave height, direction and
period. By using this table, time series of wave heights and directions in Amitori Bay during
the target term were obtained from the corresponding offshore wave conditions.

2.5. Soil grain simulation

Lagrangian particle tracking analysis was conducted to obtain the transport properties of soil
grains in Amitori Bay. For the purpose, numerical simulations were conducted to reproduce
the flow fields in Amitori Bay from 1600 JST on October 18 to 0400 JST on October 25, 2011
using the coastal ocean current model (CCM). The details of the model are described in [22,
23]. Observational data (temperature, salinity, wind speed, wind direction, humidity, insola‐
tion, air temperature and rainfall amount), the flow rate from the regression model and
astronomical tides calculated by the North Atlantic Oscillation oceanic tide model [24] were
used as initial and boundary values for the numerical simulations. The reproductively of the
observations in the model was confirmed with high precision [18]. The details of the simulation
methods are described in [18]. The particle tracking analysis was conducted using the above
flow fields calculated from the CCM and assuming the following conditions: (1) sedimentation
of a soil grain due to the own weight was calculated using Rubey’s [25] experimental equation,
(2) there is no diffusion effect, (3) soil grains that reached the sea floor were not fixed but

Figure 3. Types of coral life forms treated in this study (after [18]).
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continued to flow when the Shields number exceeded a critical value, and (4) calcareous
sediment produced by the reefs themselves was not considered. The Shields number repre‐
sents mobility of soil grains on sea or river bottoms, and the critical value was set to 0.05 [26].

 

 

Fig. 4 Photographs of coral investigations in Amitori Bay. Figure 4. Photographs of coral investigations in Amitori Bay.
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Diameters of soil grains were set to 0.1, 1, 3, 5, 8, 10, 15, 20, and 30 μm because sediment trap
observations at the mouths of the rivers showed that the diameters were distributed from 0.1
to 50 μm [18]. They were released every 15 s from the Ayanda and Udara rivers.

2.6. Focus of our study and representativeness for the normal state

In this sub-section, we highlight a few points relating to the focus of our study and the
representativeness of the normal state. Further details are given by [18].

1. In considering the effect of river inflows on corals in the bay, we focused on soil grains
rather than salinity because the effect of low salinity due to inflows from the rivers is
smaller and shorter than that of soil grains. In considering the effect of oceanic mechanical
force on corals in the bay, we focused on wave height rather than tidal current because
tidal full and residual currents have a smaller effect on corals than does wave height.

2. The periods of oceanic simulation (October 18–25, 2011) and soil grain tracking analysis
(June 2–22 and November 1–21, 2011) were considered to be in a normal state during these
months at Iriomote Island. This was determined by comparison between observational
data during the target periods and those for the most recent 33 years.

Figure 5. An example of photographs of quadrats. Red, yellow and blue lines show tabular, branching and massive
corals, respectively.

Thermodynamics of Coral Diversity — Diversity Index of Coral Distributions in Amitori Bay, Iriomote Island, Japan...
http://dx.doi.org/10.5772/61064

181



3. The normal wave state of the bay is calm compared with that of open oceans. Wave heights
in the bay are only slightly affected by offshore wave direction because of the relationship
between the overhanging coral reefs at the mouth of the bay, which limit the wave
direction to the north, and the most prevalent wind direction. For the same reasons, the
effect of waves due to typhoons on corals in the bay is small.

3. Relationship between coral distributions and environmental properties

3.1. Distribution of coral life forms

Fig. 6 shows the ratios of coverage of each coral type in Amitori Bay during the 2009 and 2011
investigations classified according to life form. Tabular and branching corals were dominant,
covering a total area of more than 90%. The former were dominant at the top of the reef slopes,
and the latter were dominant on the reef slopes. On the east side of the bay, the coverage of
tabular corals tended to decrease from the mouth of the bay (Station 26) to the inner bay (Station
17) though the tendency was not clear on the west side of the bay. These results suggest that
Amitori Bay, although small, has various types of corals.

3.2. Relationship between coral distributions and wave heights

Fig. 7a shows the spatial distribution of wave heights with a corresponding 95% probability
of non-exceedance calculated by the wave simulation described in Section 2.4. The wave
heights in the mouth of the bay (Stations 4 and 26) were considerably higher than those in the
inner bay (Station 17) and on the east side of the bay (Station 20). Fig. 7b shows the relationship
between the coverage of tabular or branching corals and wave height. The results showed that
a larger coverage of tabular coral and smaller coverage of branching coral corresponded to
larger wave heights. These results suggest that tabular coral is strengthened by high wave
disturbances and that branching coral is easily broken by them, which is consistent with the
results of previous studies [27, 28].

3.3. Relationship between coral distributions and the number of soil grains

Fig. 8 shows the number of soil grains on the sea bottom calculated by the particle tracking
analysis  described  in  Section  2.5  and  the  coverages  of  tabular  and  branching  corals  at
Stations 1–26. A comparison between the number of soil grains on the sea bottom (Fig. 8a)
and the coverage of the tabular corals (Fig. 8b) showed that smaller coverage of the coral
related to a larger number of grains. However, the same comparison with branching corals
(Fig. 8c) showed that the coverage of the coral did not relate to the number of grains. These
results suggest that tabular coral is affected by soil grains, but branching coral is not because
soil  grains are easier to accumulate on tabular coral than on branching coral  because of
their shape.
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Figure 6. Ratios of coverage of each coral type in Amitori Bay during the 2009 and 2011 investigations classified ac‐
cording to life form, and the corresponding investigation locations. N.D. indicates no data on reef slope. Types of coral
life forms treated in this study are shown in Fig. 3 (after [18]).
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Figure 7. a) Spatial distribution of wave heights with a corresponding 95% probability of non-exceedance calculated by
the wave simulation described in Section 2.4. (b) Relationship between the coverage of tabular or branching corals and
wave height. The red- and blue-dotted lines show the lower boundary of coverage of the tabular corals and the upper
boundary of coverage of the branching corals, respectively (after [18]).
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Figure 8. a) Number of soil grains that reached the sea floor by the end of the period (0400 JST on October 25, 2011)
calculated by the particle tracking analysis described in section 2.5 and coverage of (b) tabular coral and (c) branching
coral at Stations 1–26. The sizes of grains counted in (a) were 1, 3, and 5 μm in diameter. The number of soil grains at
Stations 17 and 18 in (a) were over 1000 (after [18]).
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4. Diversity index analysis

4.1. Diversity index and its physical meaning

In this section, the generality of the results is discussed by conducting a statistical analysis of
the data obtained in the previous sections. The diversity index, H’ [29-32] is calculated and is
defined as follows:

i 2 iH' = - c log c ,å (1)

where ci is the ratio of the ith group population to the total population. H’ is a quantitative
measure for the degree to which a dataset includes different types and is closely related to the
information entropy concept. The value of H’ is larger than zero and has no upper limit. It
increases when both the number of types and evenness increase.

For a given number of types, it is maximized when all types are equally abundant. For example,
a case with 5 individuals of only 1 type, i.e., H’ = −(5/5) log2 (5/5) = 0.0. In this case, the result
is zero when a sample has been taken because the type of the sample is determined. Conversely,
in a case with 1 individual of each of 5 types, H’ = −(1/5) log2 (1/5) × 5 = 2.32. In this case, the
result is greater than zero when a sample has been taken because the type of the sample has
multiple possibilities. In a case with a constant number of types, for example, cases with either
1 individual or 10 individuals of each of 5 types, i.e., ci = 1/5 = 10/50, and thereby H’ = 2.32.
That is, in a case with a constant number of types and the same distribution of those types, H’
is unaffected by the number of individuals.

Conversely, in a case with a constant number of individuals, for example, a case with 2
individuals of each of 5 types, H’ = −(2/10) log2 (2/10) × 5 = 2.32, but in a case with 1 individual
of each of 10 types, H ’= −(1/10) log2 (1/10) × 10 = 3.32. That is, in a case with a constant number
of individuals, the greater the number of types, the greater is H’. Thus, H’ can be considered
as an index that represents diversity and considers the distribution of individuals, not the
individuals themselves.

Apart from this index, Simpson’s λ index [33] represents diversity based on the number of
types and individuals. In addition, Warwick and Clarke‘s Δ+ and Δ− index [34] represents
diversity by considering the taxonomic composition of the types present (i.e., taxonomic
distinctness index). Refer to [31, 35] for the characteristics of these indices and the differences
among them.

In our case, “group” refers to the coral type (Fig. 3); that is, the number of the group is five
although “group“ is originally defined as the species [30]. This is because we have focused on
the coral type instead of the species as stated in the introduction. In addition, we used coverage
instead of population because corals form colonies although ci is originally defined as the ratio
of the i-th group population to the total population.
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4.2. Distribution of the diversity index and the IDH

Fig. 9 shows the values of H’ in Amitori bay. The mouth, intermediate, and inner area of the
bay are indicated in green, blue, and red, respectively. Averages of H’ at the mouth of the bay
(0.60) and the inner area of the bay (0.62) were lower than the average value for the entire area
(0.83). However, the average of H’ at the intermediate area of the bay (0.97) was higher than
the average for the entire area. This distribution of H’ is due to the existence of large environ‐
mental disturbances, i.e., large wave height and large numbers of soil grains, in the mouth and
inner area of the bay, respectively.

This seems to support the IDH demonstrated by [13], which postulates that local species
diversity is maximized when environmental disturbances are neither too weak (or rare) nor
too strong (or frequent) and is often used to investigate the relationship between species
diversity and environmental disturbances. When the strength or frequency of disturbances to
a biological community is low, competitive elimination of certain species by more dominant
species in the community occurs, and the dominant species become the majority. When the
strength or frequency of disturbances to a biological community is high, only specific species
that are tolerant to the disturbances can survive, and these species become the majority. That
is, when disturbances are either low or high, diversity decreases; thus, diversity is maximized
when disturbances are intermediate. In addition, the IDH suggests that the environment is in
a non-equilibrium state (i.e., due to the existence of disturbances and the subsequent recovery
processes), which helps maintain diversity. In other words, if the environment is in a non-
equilibrium state, frequent disturbances can provide a survival opportunity to those species
which cannot survive in an equilibrium state; thereby, diversity is maintained.

For sites with good coral conditions, for example, Badul Island Waters, Ujung Kulon, Indonesia
[36] and the Gulf of Aqaba and Ras Mohammed, Red Sea, Egypt [37], the averages of H’ were
2.183 and 0.84, respectively. H’, in this study (Fig. 9), seemed to be slightly lower than the
reported values. However, a simple comparison of H’ among different area and/or studies is
difficult because H’ is sensitive to the degree of sampling effort (e.g., the number of individuals
and types) [31]. In this study, H’ was calculated from only five types because the object for
calculating H’ was coral forms not coral species. We consider this explains the slightly lower
value of H’ in our study.

4.3. Relationship between diversity index and environmental properties

Next, the relationships among H’, wave height (Fig. 10) and the number of soil grains (Fig.
11) are discussed. In general, the H’ value of organisms has a large dispersion. In addition, H’
is dependent on the number of individuals, and the dispersion of H’ decreases with an increase
in the number of individuals [31]. Thus, the discussion of H’ should be performed using the
maximum or average values. In the inner area of the bay with nearly constant (and low) wave
height, no correlation between H’ and wave height was found. Conversely, in the intermediate
area of the bay with changes in wave height, the maximum (or average) of H’ at a wave height
increased with an increase in wave height up to 1 m. However, H’ decreased sharply when
wave height was over 1 m (Fig. 10). Thus, it is considered that the diversity of coral types
increases with an increase in wave disturbance; however, when the wave disturbances exceed

Thermodynamics of Coral Diversity — Diversity Index of Coral Distributions in Amitori Bay, Iriomote Island, Japan...
http://dx.doi.org/10.5772/61064

187



a limit, coral types which are vulnerable to such disturbances are limited, and the diversity
decreases. Conversely, H’ peaked at average soil grain numbers of approximately 900 and
40,000 (Fig. 11), and the increased tendency of H’ to increase with disturbances (up to a limit)
is unclear when compared to the relationship of H’ to significant wave height. H’ reached a
maximum at an average soil grain number of approximately 900 at Stations 8 and 9 in the
intermediate area of the bay. At Stations 8 and 9, the ratio of tabular coral was low; thus, the
ratios of other corals, especially foliose coral, were high (Fig. 6). These characteristic were not
seen at other locations but, at Stations 8 and 9, were considered to be the cause of high H’
values. Foliose coral may prefer conditions with low numbers of soil grains and intermediate
wave heights, which are typical of the conditions at Stations 8 and 9. When Stations 8 and 9
are excluded from Fig. 11, the tendency of H’ to increase with an increase in disturbances (up
to a limit in the average number of soil grains of approximately 40,000) becomes slightly clearer.
The distribution of H’ in Fig. 9 is considered to be explained by these relationships of H’ to
wave height and the number of soil grains.

Figure 9. Diversity index at Stations 1–26 and A–R. The mouth, intermediate, and inner area of the bay are indicated in
green, blue, and red, respectively (after [18]).

Note that high diversity does not indicate high coverage. Low diversity and low coverage
indicate that the area is not a niche for organisms or biocoenosis distributed in the area.
However, low diversity and high coverage indicate that the area is a niche only for organisms
or biocoenosis distributed in the area. Fig. 12 shows the relationship between H’ and the
coverage of tabular or branching corals. For both corals, a high H’ value (over 1.4), which is
higher than the average of H’ (0.83), corresponds to coverage from 5% to 30%, and high
coverage (over 50%) corresponds to a H’ value lower than 0.6, which is lower than the average
of H’. An area with high diversity of corals is not considered to high coverage of a specific
coral type (tabular or branching coral in this case) because the area is not a niche only for the
species. An area with high coverage of a specific coral type is not considered to have high
diversity of corals because the area is a niche only for the species.
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Figure 10. Relationship between diversity index and significant wave height at Stations 1–26 and A–R. The mouth, in‐
termediate, and inner area of the bay are indicated in green, blue, and red, respectively (after [18]).

Figure 11. Relationship between diversity index and average number of soil grains reaching the sea floor per day at
Stations 1–26 and A–R. The mouth, intermediate, and inner area of the bay are indicated in green, blue, and red, re‐
spectively. The numbers in the figure are the sum for all grain sizes (after [18]).
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Figure 12. Relationship between diversity index and the coverage of tabular or branching corals at Stations 1–26 and
A–R (after[18]).

5. Conclusion

In this study, field observations were conducted to obtain data on coral distributions, sea
temperature, sea salinity, wind speed, and river flow rate. Ocean and wave model numerical
simulations and soil grain tracking analysis were also conducted to obtain the spatial and
temporal distributions of wave height and the number of soil grains. Using these observational
and numerical data, the relationship between coral distributions and environmental properties
in Amitori Bay, Iriomote Island, Japan, were investigated. Moreover, diversity indices (which
are a quantitative measure for the degree to which a dataset includes different types and which
are closely related to information entropy concept) of coral distributions were calculated and
their relationships to environmental properties were investigated. Our results showed that the
life forms, sizes, and species of corals significantly varied depending on their locations in the
bay because the environmental properties differed significantly between these locations.

The main results of this study can be summarized as follows:

1. Coral distribution had a large correlation with wave height and number of soil grains.
Larger coverage of tabular coral and smaller coverage of branching coral correlated with
larger wave heights. Smaller coverage of tabular coral related to a larger number of soil
grains, whereas branching coral coverage did not correlate with the number of soil grains.

2. Averages of diversity index of the coral types at the mouth and inner area of the bay with
high environmental disturbances were lower than the average of the entire area. However,
the average of the diversity index at the intermediate area of the bay with intermediate
environmental disturbances was higher than it. This seems to support the IDH demon‐
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strated by [13], which postulates that local species diversity is maximized when environ‐
mental disturbances are neither too weak nor too strong.

Currently, many coral reefs around the world are endangered [1, 2]. Possible causes for this
include red soil erosion (due to land development), sea temperature rise (due to global
warming), and Acanthaster (crown-of-thorns starfish) and Drupella fragum (a species of sea
snail) infestations. Red soil erosion causes a turbidity rise in sea water and soil adhesion to the
coral surface, thereby hindering zooxanthellae photosynthesis and coral growth. Sea temper‐
ature rise causes zooxanthellae decolorization in the corals or discharge from the corals (i.e.,
coral breeching). Lengthening of coral breeching may cause coral death. Large outbreaks of
Acanthaster and Drupella fragum prey on the molluscous portion of corals cause a direct decrease
in coral numbers. The cause of large outbreaks of Acanthaster and Drupella fragum is regarded
as human activities such as eutrophication (caused by inputs of domestic sewage). The corals
in Amitori Bay have also been affected by various factors such as coral bleaching by high sea
temperatures in 1997, 1998, and 2007; damage by Acanthaster infestations between 1980 and
1983; the recoveries from these incidents. To conserve corals in our oceans and regions such
as Amitori Bay, the relationship between corals and their environmental properties must be
clarified and continuously monitored. Further studies of this relationship in other coral regions
are strongly advised.
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Abstract

Plants, as living systems, depend simultaneously on their internal status and their
surroundings. Changes in plants’ surroundings, generated by different environmen‐
tal factors (abiotic stress), could perturb existing homeostasis, thus imposing stress.
Abiotic stress includes heat, cold, freezing, flooding, drought (refers to water deficit),
weak or strong light, oxygen deficiency or sufficiency, increased UV or other ionising
rays, high salinity or acidity of the soil, deficiency or sufficiency of mineral elements,
and presence of pollutants (xenobiotics). The effect of each abiotic factor depends on
its severity, duration, developmental stage of the plant and its susceptibility to stress.
During stress, requirements for energy increase (with increased intensity of respiration
—domination of exergonic processes) as well as entropy. Variations in environmen‐
tal factors could push the plant’s metabolism out of homeostasis. In order to reestab‐
lish it, smaller or higher amounts of energy are required. The intention to increase the
yield (grain or biomass production) of cultivated plants requires additional energy for
successful completion of their life cycle, which makes them especially susceptible to
stressful environments. From this point, the necessity to develop tolerant genotypes,
which require less energy for maintaining homeostasis, arises.

Keywords: Agriculture, stress, tolerance, homeostasis

1. Introduction

Plants, as living systems, are self-organized systems depending simultaneously on their
internal status and their surroundings. They transform solar energy and substances into
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chemical energy during photosynthesis, along with newly synthesized substances of the plant
organism itself (anabolism). Moreover, energy transformation, mainly during respiration
(catabolism), considers some losses of free energy in the form of heat, increasing entropy. In
order to maintain self-regulation and uphold growth and development, plant systems have to
be open. This means that they are far removed from equilibrium. Homeostasis, representing
the balance between entropy and enthalpy, with a steady inward flow of energy, is the most
stable state that an open system can achieve.

However, changes in the surroundings could perturb existing homeostasis, thus imposing
stress. This could be generated by different environmental factors (abiotic stress). Abiotic stress
includes temperature increase or decrease (heat, cold and freezing stress), flooding, drought
(as a combination of water deficiency and high temperatures), strong light, deficiency and/or
sufficiency in CO2 and O2 (photosynthesis disturbance, respiration/photorespiration, hypoxia,
and anoxia), increased UV or other ionising rays, increased levels of ozone, high salinity or
acidity of the soil, deficiency and/or sufficiency of mineral elements, the presence of pollutants
(heavy metals, persistent synthetic chemicals, some volatile organic and inorganic compounds,
etc.), as well as agrochemicals (including pesticides), namely, xenobiotics. The susceptibility
of plants to abiotic stress varies depending on the degree of stress, different accompanying
stress factors, plant species, and their developmental stage.

Depending on intensity and/or duration, stress may be weak to moderate and short-term, with
almost full recovery of plants in a much shorter period; or it could be intensive to severe and
long-term, when recovery is highly limited and with plants permanently injured. Each stressful
factor has a specific mode of action. Irrespectively of this, in every individual case, or under a
combination of several factors, the same or a similar response could be generated in plants.
For this reason, the hypothesis of the existence of a general adaptation syndrome was intro‐
duced [1]. Since plants are sessile organisms, mechanisms of tolerance (i.e., stress avoidance
and stress adaptation) were developed. For cultivated plants, the most known mechanism of
stress avoidance is the formation of seeds, bulbs, tubers, or other organs for vegetative rest,
useful for surviving under extreme environmental conditions. When the mechanism of
tolerance is activated, plants achieve distress metabolic pathways, which include reversible
processes (i.e., recovery mechanisms), with lower energy consumption and less enthalpy
variation. This means that tolerant plants have higher capacities to adjust or to adapt to the
stress and thus, attain homeostasis. Adaptation of plants arrived as a consequence of natural
or forced selection over many generations and it is based on genome modifications. On the
other hand, acclimatisation of plants to a stressful environment considers morphophysiolog‐
ical changes and is mainly associated with phenotypic plasticity. Plants are acclimated to
various conditions and respond flexibly to changes in cell metabolism and physiological
activities as a response to changing environmental conditions [2]. Stress, as the imbalance
between multiple environmental factors, could negatively affect growth, photosynthesis rate,
membrane integrity, and protein stability [3]. Plants react on stressful conditions firstly at the
cellular level, by altering its physical and chemical properties—primary effects of stress.
Thereafter, metabolism disruption, formation of cytotoxic products, and injuries to membranes
and other cell structures present the secondary effects of stress. The existing damage could
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lead to irreversible changes with lethal consequences. Abiotic stress, such as drought, salinity,
extreme temperatures, chemical toxicity, and oxidative stress are serious threats to agriculture
[3]. By 2050, increased salinisation of arable land is expected to have devastating global
impacts, resulting in 50% of land loss. For these reasons, special attention is given to the
interaction between stressful conditions and plants in agricultural production, because the
majority of agricultural crops are not highly adapted to the regions in which they are cultivated.
The extent of damage caused to agricultural crops by a combination of two different stresses
emphasises the necessity for the development of crops and plants with enhanced tolerance to
combinations of different abiotic stresses [4].

2. Reactive oxygen species and redox reactions as stress moderators

One of the most important topics when the general impact of stress on plants is considered is
free radical reactions, i.e., the production of reactive oxygen species (ROS). Their role in plant
physiology is complex, altering plant metabolism and reactions to a changing environment in
the direction of either adaptability or irreversible damage. The presence of stress increases the
internal entropy of a plant, shifting it closer to equilibrium. Along with increased entropy, the
requirements for energy increase (with increased intensity of respiration—exergonic process‐
es) lead to an oxidative burst. During the increased oxidation and photorespiration, the
produced high-energy electrons are transferring to molecular oxygen (O2), inducing further
ROS generation [5]. They include singlet oxygen (1O2), hydrogen peroxide (H2O2) and the
superoxide anion ( O2

-) and hydroxyl (OH ) radicals [6]. Their production also requires or
releases some quantities of energy. The voltage of an electrochemical cell during ROS pro‐
duction is directly related to the change of the Gibbs free energy (Figure 1) [7, 8].

Figure 1. The free energy of different reactive oxygen species [7].

ROS production occurs mainly in chloroplasts and mitochondria (sites of electron transport)
under abiotic stress, increasing the amounts of intracellular ROS to toxic levels. In this case,
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plants activate several mechanisms to combat the increased ROS concentrations [9]. ROS,
produced in both unstressed and especially in stressed plant cells, are also important signals
as well as mediators in the biosynthesis of complex organic molecules, polymerisation of cell
wall constituents and defence against various abiotic and biotic stresses [10]. Redox reactions
provide electron flow over cascades of redox couples, where the reduction potential (reducing
capacity) represents voltage, i.e., the number of available electrons. Redox reactions are
responsible for energy production.

Thermodynamics (redox potential of oxidisable thiols) and kinetics (the ability to compete with
the antioxidative system) of thiols are the key factors in evaluating the functional importance
of thiol-based ROS sensors in plants [11]. Moreover, the signalling role of ROS is present in
gene expression in response to high light, stomatal closure, responses that involve auxin, cell
cycle, growth, and development [12]. From this viewpoint, ROS could act as an activator of
hormones, as intermediatories between different signalling pathways.

Various abiotic stresses lead to ROS overproduction, which, because of their high reactivity,
leads to proteins, lipids, carbohydrates, and DNA degradation. To combat the high levels of
ROS in plant cells, plants possess very efficient enzymatic (superoxide dismutase, SOD;
catalase, CAT; ascorbate peroxidase, APX; glutathione reductase, GR; monodehydroascorbate
reductase, MDHAR; dehydroascorbate reductase, DHAR; glutathione peroxidase, GPX;
guaicol peroxidase, GOPX; and glutathione-S-transferase, GST) and nonenzymatic (ascorbic
acid; thiolic proteins, PSH; glutathione, GSH; phenolic compounds, alkaloids, nonprotein
amino acids, carotenoides, and α-tocopherols) antioxidant systems of defence, acting mutually
in order to protect plant cells from oxidative damage [13].

Plants have developed mechanisms to avoid ROS production: anatomical adaptations, such
as leaf movement and curling, development of a refracting epidermis and the hiding of stomata
in specialized structures; physiological adaptations such as C4 and CAM metabolism; and
molecular mechanisms that rearrange the photosynthetic apparatus and its antennae in
accordance with the light quality and intensity, or completely suppress photosynthesis [12].
ROS production could also be decreased by the alternative channelling of electrons in the
electron transport chains of the chloroplasts and mitochondria by a group of enzymes called
alternative oxidases. Furthermore, genetic engineering developed strategies for cloning stress
tolerance genes. For instance, a stress-activated novel aldose–aldehyde reductase cloned from
alfalfa was inserted into tobacco plants, where the ectopic expression of this gene resulted in
tolerance to oxidative stress and dehydration [14].

2.1. Light and radiation stress

Light is an energetic promoter of photosynthesis and one of the most important environmental
inductors of development through the phytochrome system. Light is an environmental factor
that can vary several times within a short period. The photosynthetic apparatus is liable to
functional deactivation in high-intensity light, i.e., photoinhibition [15]. These processes are
very important from the agricultural viewpoint, for biomass and yield production. Common
afternoon photoinhibition (depression of photosynthesis during the highest daily insolation)
reduces, on a daily basis, biomass production by about 8%–10% [16]. These processes are much
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higher under stressful conditions, including intensive light. The photosynthetic apparatus
must be able to maintain the requirements for maximal photon absorption pitted against the
danger of excessive chlorophyll excitation under bright lights. In the shade, plants employ
multiple cellular traits to maximize the efficient interception, absorption, and utilisation of
light. However, under intensive light, they are challenged by a surplus of photo-energy, and
if the light-driven electron transport exceeds the chloroplastic capacity to utilise this chemical
reducing power, it could lead to ROS production (photo-oxidative stress) [17]. Prolonged
illumination at saturated light intensities increases photodeactivation, from which plants will
not able to recover or could only partially recover [18]. An important role was given to reduced
tocopherol of the thylakoid membrane as a limiting factor for defensive reactions.

An optimal functioning of photosynthesis is maintained by coupling with other processes [19],
such as (1) limited light absorption by chlorophyll, (2) dissipation of excess absorbed light as
heat, (3) redirection of light-driven electron transport away from the energy-saturated Calvin
cycle by alternative pathways, (4) lower number of functional photosystem II (PSII) centres by
the delaying of chloroplast electron transport, and (5) maintaining of high antioxidant levels
in the chloroplast complement to scavenge excess ROS [17]. However, these protective
processes have the effect of lowering the energetic efficiency of photosynthesis. The other
adaptation mechanisms include changes in leaf orientation or their rolling [15, 20], but the
most efficient mechanism is available in the xantophyll cycle [21]. During photoinhibition
induced by high light intensity, the concentration of zeaxanthin increases [22, 23]. It was also
noticed that anthocyanins accumulate in the illuminated leaf surface of some maize genotypes
at suboptimal temperatures, and xanthophyll de-epoxidation and SOD activities were lower
in anthocyanin-containing than in anthocyanin-deficient maize [24]. Moreover, thiol regula‐
tion of the enzyme activities of the Benson–Calvin cycle link light-dependent electron pressure
in the photosynthetic light reactions to ATP and NADPH consumption in reductive carbohy‐
drate metabolism [25]. One of the protective mechanisms includes photobiosynthesis of
isoprene and its release from the leaves into the environment as a dissipation of excess energy
(entropy) [26]. This process terminates the sustained passage of thermodynamic flows and
regulates the overall stability of the cell and the whole organism.

Radiation stress

An increase in ultraviolet-B (UV-B: 280–320 nm) radiation in lower atmospheric layers was
present owing to the weakening of the stratospheric ozone layer, affecting plant growth and
development [27]. Similar to photo-oxidative stress, radiation stress is mainly based on ROS
production, which distresses a number of important physiological processes, such as photo‐
synthesis and causes chemical and structural damage to DNA. This kind of stress induces more
severe membrane damage than drought stress, as assessed by lipid peroxidation as well as
osmolyte leakage [28]. In some cases, it could affect the integrity of plant genome eventually
leading to cell death. From this point, plants response to UV stress by an increase in antioxidant
synthesis, like anthocyanin and phenols, as well as osmolyte proline, such as that found in pea
and wheat [28]. Induction of pathogenesis-related proteins as a defence mechanism is also
mediated at the gene expression level [27]. Moreover, several DNA repair pathways are
included in response to oxidative stress [29].
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2.2. Low temperatures

Low temperatures slow down cellular metabolism, solute flow and growth, with increasing
energy consumption. Their influence is particularly harmful during the reproductive devel‐
opmental stage, when flower abscission, pollen sterility, pollen tube distortion, ovule abortion,
and fruit set were reduced, ultimately lowering the yield [30]. A change in membrane fluidity,
based on phase separation of membrane lipids, is one of the immediate consequences during
low temperature stress. Photosynthesis is affected due to photoinhibitory injury of PSI [31],
while ROS contribute to membrane damage and protein denaturation [30].

Figure 2. Enthalpy of ice (from 0 to 273 K), liquid water (at 273 K), and the empirical latent heat (from 248 to 273 K).
The empirical values for the heat capacity of ice were used to calculate the energy from 0 to 173 K. The curve labelled
as “F(εtrl)” is the frequency distribution of kinetic energy at 173 K. The line labeled εtrl is the mean translational kinetic
energy of this distribution. The lines indicating degrees of freedom (DF) are shifted to the right between 173 and 273 K
because of the acquisition of nearly two additional unspecified DF, which are acquired by water as it melts. Note the
convergence at 173 K of (1) the energy resulting from 3 degrees of freedom, (2) the integration of specific heat capacity,
and (3) the latent heat for equilibrium and nonequilibrium freezing [34].

Chloroplasts are the first and the most severely affected organelles by chill [32]. The thylakoids
swell and distort, starch granules disappear, and a peripheral reticulum appears. Chilling also
leads to cytoplasmic acidification in chill-sensitive plants [38]. As the temperature drops below
0°C, the difference in concentration between intracellular (symplast) and extracellular fluids
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(apoplast) causes the formation of intercellular ice crystals. Since the chemical potential of ice
is lower compared to liquid water at a given temperature, unfrozen water moves toward the
chemical potential gradient, from the symplast to the apoplast, causing cellular dehydration.
Seeds and pollen, which are already in the state of anhydrobiosis, are more tolerant to ice
formation. Initiation of nonequilibrium freezing with sufficient free energy that drives
disruption exists in a supercooled system [34]. As the temperature continues to decrease,
adhesion contributes to the disruptive effects at hydrated interfaces and protoplasts contract
by freeze-dehydration. At 0°C, ice and liquid water are in a steady state of melting and freezing.
A further temperature drop (i.e., <0°C), induces that freezing exceeds melting, free water
freezes and an interface develops between crystals of nonmatching patterns (Figure 2). The
existing adhesion increases at the expense of kinetic freedom, and causes a decrease in the
latent heat. When all the free water is frozen, the enantiomorph becomes a simpler system of
ice–interface–ice.

Cold acclimation of plants include pre-existing macromolecules and structural enzymes,
structural proteins, lipids, and membranes, alterations in lipid composition, the appearance
of new isozymes, increased levels of sugar, soluble proteins, proline, and organic acids [35].
Enhancement of antioxidative mechanisms, increased levels of sugars in the apoplastic space,
and the induction of genes encoding molecular chaperones play important roles in the
reduction of freezing-induced cellular damage [30]. Genotypes tolerant to low temperatures
have the ability to change the thermodynamic properties of their membranes through phase
transition from a flexible liquid-crystalline structure to a solid gel structure. Cold acclimation
is thus connected to increases in the unsaturation levels of fatty acids [36], together with
increased ratios of free sterols/glycolipids [37], as well as to the ability to synthesize antifreeze
proteins (AFPs) [38].

2.3. High-temperature stress

In light of global climatic changes, heat stress and its combination with water deficits known
as drought, are the most important abiotic stresses that affect crop growth, development, and
yield. Temperature controls the rate of plant metabolism, consequently influencing the
production of biomass, fruits and grains. The productivity of important agricultural crops is
dramatically reduced when they experience short episodes of high temperatures during the
reproductive period [39]. Heat stress is an important threat to global food supply, causing
substantial crop yield losses.

Plant species originating from different areas have different temperature requirements for
heath, as a factor for optimal growth, developmental stages, and yielding potential. Owing to
the fact that rates of growth, cell division, and progression in the plant cycle are driven by
temperature, following common Arrhenius-type response curves, a model of the thermal
adaptation of contrasting genotypes grown in common ranges of temperatures was described
(Figure 3) [40]. Species originating from cooler areas, such as canola and cauliflower, showed
the lowest values for Topt, while species adapted to warm climates, such as pearl millet, peanut,
cotton, sorghum and cowpea, showed high values of Topt.
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Figure 3. Temperature at which rates are at a maximum (Topt, black dots) and range of temperature for which the rate
of development is at least 50% of its maximum (horizontal bars) in 18 species [40].

Direct injuries in plants due to high temperatures include protein denaturation and aggrega‐
tion, and increased fluidity of membrane lipids. Indirect injuries include deactivation of
enzymes in chloroplast and mitochondria, inhibition of protein synthesis, protein degradation,
and loss of membrane integrity [30]. As a consequence, disrupted integrity and functions of
biological membranes enhance their permeability causing increased loss of electrolytes. In field
experiments, at 40°C, significant photosynthetic losses arise from increased photorespiration
(approximately about 40% of photosynthesis). Respiration requires greater carbon fixation for
sustained growth and survival, while stomatal conductance, chlorophyll content and net
photosynthetic rate are decreased [41]. One of the most important impacts of high temperature
stress on cereals is the shortening of the developmental phase [42]. Furthermore, the synthesis
of normal proteins and the accelerated transcription and translation of heat shock proteins
(HSPs), together with the production of phytohormones, such as abscisic acid (ABA) and
antioxidants, and changes in the organization of cellular structures, including organelles and
the cytoskeleton, as well as membrane functions are present in response to stress [43]. Heat
stress also leads to the oligomerisation of thioredoxins [44]. This reflects alterations in hormo‐
nal and redox homeostasis. In parallel with suppressed growth and accelerated developmental
stages, other important consequences of heat shock are floral abortion and sterility, decreased
pollen viability and grain filling, and decreased quality of the produced grains [45].

Thermotolerant genotypes have less depressed photosynthesis rates, with faster recovery after
stress [46]. Maintenance of activity and increased transcription levels of antioxidant enzymes
and nonenzymatic antioxidants, as well as photosynthesis are associated with variable
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thermostability in heat-acclimatised plants, such as Dactylis glomerata L. [47]. Based on
enthalpy conversion efficiency and ratio of oxidative phosphorylation to oxygen consumption
(P/O ratio), genotypes tolerant to high temperatures are able to minimize entropy production
and maximize the efficiency of mitochondrial energy conversions during stress while main‐
taining adequate finite rates of energy processing [48].

2.4. Water deficiency and drought stresses

When considering water stress, a different energy distribution in the plant is involved: energy
could be consumed to maintain turgor by solute accumulation, on the growth of nonphoto‐
synthetic organs, such as roots, to increase the capacity for water uptake, or on building the
xylem elements, capable of surviving negative pressures. Plant responses to water scarcity are
complex, and they could be synergistically or antagonistically modified by the presence of
other stresses [49]. Different crop species could react in specific ways, such as changes in the
root/shoot ratio, or the temporary accumulation of reserves in the stem, which are accompa‐
nied by alterations in nitrogen and carbon metabolism. The increased energy consumption
from stored substances (carbohydrates and/or fatty acids) during drought is associated with
increased expression of the enzymes involved in anabolic pathways, which respond with an
increased content of some amino acids [50]. In the leaves, the dissipation of excitation energy
through processes other than photosynthesis is also an important defence mechanism. For
instance, in C3 plants, energy dissipation by photosynthesis decreases under a mild drought,
while dissipation by photorespiration increases in a compensatory manner. During moderate
to severe drought, the contributions of both photosynthesis and photorespiration decrease,
and thermal dissipation increases, consuming up to 70%–90% of the total light absorbed [51].

Accordingly, the negative impact of water deficit is reflected on photosynthesis decrease, along
with decreases in stomatal conductance, viable leaf area, shoot and grain mass, as well as
weight and soluble sugar content such as that found in wheat kernels [52]. On the other hand,
the positive impact of drought on grain composition is reflected in the increased isoflavone
content [53]. Whereas crops’ response to drought considers many different responses, water
lack–induced shrinkage of cell volume makes the cells more viscous, resulting in aggregation
and denaturation of proteins and thus hindering the normal functioning of enzymes involved
in photosynthesis, which, together with limited CO2 influx, simultaneously enhances oxygen‐
ation, thereby increasing photorespiratory losses and ROS production [6]. Dramatic ROS
increase causes damage by increasing lipid peroxidation, protein degradation, DNA fragmen‐
tation, and ultimately, cell death [54]. Decreased photosynthesis and poor translocation of
assimilates from leaves are a consequence of highly decreased water potential in the phloem.
The photosynthetic efficiency mainly depends on the openness of stomata, particularly in C3

crops, while their closure tends to avoid excessive water loss. Abscisic acid (ABA) mediates
water loss from the guardian cells of the stomata, which is triggered by a decrease in the water
content of the leaf and inhibits leaf expansion. In muskmelon seedlings, ABA could improve
the maintenance of the leaf water potential and relative water content, and reduce electrolyte
leakage [55].
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Figure 4. Examples of the differential sorption heat calculated from the sorption data using the Clausius–Clapeyron
equation. The arrows depict the most negative enthalpy value in the region of strongly (SP) and weakly (WP) bound
water, the limit of the strongly bound water region (SBC), the moisture content where bound water first appeared
(BWiso), and the tissue moisture range corresponding to weakly bound water (WBC) [56].

The effects of drought, i.e., the quantitative properties of water in fresh and dry leaves of durum
wheat were tested by the relation between the water status and the properties of bound water
(BW) with different strengths to ionic, polar, or hydrophobic sites of macromolecules [56]. An
increase in tissue affinity for strongly bound water implied a simultaneous increase in the
affinity for weakly bound water. The qualitative properties of bound water may be particularly
important for drought adaptation in durum wheat, which is associated with solute potential
plots of differential energies of water sorption (Figure 4).

According to a systemic investigation of the impact of drought on cultivated plants, it was
assumed that their response is complex. It mainly depends on drought duration, lasting from
several hours to several days (short-term) and up to several weeks to months (long-term). The
impact of water deficit on C metabolism differs among plant species, but the common
characteristic for all plant species is that the C demand (growth) always decays before the C
supply (photosynthesis) is affected by water deficit [57].

Signalling  pathways  in  cultivated  plants,  in  response  to  drought  stress,  enables  the
activation  of  a  whole  range  of  protective  mechanisms.  The  catalase  activity  and  the
carotenoid and proline contents were increased in sunflower affected by drought [58]. A
positive correlation between enzymatic and nonenzymatic antioxidants is present. Proline
plays a significant  role in drought tolerance,  since tolerant  wheat  and maize genotypes,
with a higher relative water content (RWC = (fresh weight – dry weight) / (turgid weight
– dry weight)), had an overaccumulation of free proline, and a lower drought susceptibili‐
ty index in comparison to drought-sensitive genotypes [59]. Stress tolerance includes the
synthesis  of  heat  shock proteins,  which  stabilize  proteins  and membranes,  and support
protein refolding and thus cellular homeostasis [4].
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Further  experiments  should  include  the  determination  of  the  genetic  basis  of  drought
tolerance.  Quantitative  trait  loci  (QTLs)  for  drought-tolerant  upland  rice  were  deter‐
mined,  having  positive  effects  on  the  net  photosynthetic  rate,  stomatal  conductance,
transpiration rate, and the quantum yield of PS II [60]. The same allele is responsible for
the improvement of rice grain yield and plant water uptake under drought conditions [61].
Also, a positive connection between improved water uptake and root architecture was found
[62]. These studies could also include wild relatives or ancestors of common crops, which
display  high  adaptability  to  different  abiotic  stresses,  such  as  emmer  wheat  (Triticum
turgidum  ssp. dicoccoides), the ancestor of domesticated durum wheat (Triticum turgidum
ssp. durum).  Emmer wheat has microRNAs (miRNAs), which are a class of gene expres‐
sion regulators that have also been linked to several plant stress responses [63]. In parallel,
the  direction  of  genetically  modified  crops  was  evolved.  For  instance,  the  trehalose-6-
phosphate  synthase  gene  from Saccharomyces  cerevisiae  was  introduced  in  potato,  which
showed significantly increased drought resistance [64].

2.5. Water sufficiency, hypoxia, and anoxia

Water excess is a result of flooding, or soil concretion, or any other reason that could induce
anaerobic conditions. Such conditions reflect on O2 decrease (hypoxia) and, in some cases, to
O2 absence (anoxia). Roots react to such conditions by a partial loss of ability to conduct water
to the shoot, leading to dehydration of the shoot [65]. Water logging forces the root to obtain
most of the O2 from the shoot through intervening tissues. Such a condition decreases root
respiration and energy consumption increases, having as a consequence, imbalances of the
energy potential in roots and shoots. Alternative metabolic pathways are activating, such as
alcoholic fermentation, as well as several diverse fermentative bypasses, which ameliorate the
poisoning through excessive accumulation of specific metabolic intermediates. In parallel to
O2 starvation, the roots are restrained from providing mineral nutrients for both themselves
and the shoots. At the shoot level, CO2 incorporation is depleted owing to stomatal closure [66].
As a consequence of the general reduction in metabolic activity, a significant reduction in the
net photosynthetic rate, chlorophyll a and b contents (with an increase in chlorophyll a/b ratio),
and in the efficiency of water use and intrinsic water use were reported [67]. Furthermore, the
decreased leaf water potentials cause visible wilting, having as a consequence an increase in
the ABA concentration in the shoots. Different crop species have specific responses to hypoxia.
In wheat, narrow-leafed lupin and yellow lupin hypoxia affected solute transport, increasing
the root pressure (Pr) and decreasing the turgor pressure (Pc), but only significantly in lupin.
Different pathways for radial water flow across the roots of lupin and wheat were observable,
with increased aquaporin activity in wheat roots [68].

The existence of energy and carbohydrate crises during hypoxia has to be controlled by
regulated consumption of carbohydrates and energy reserves [69]. From this viewpoint, in
tolerant species, such as rice, several adaptation strategies exist: in seeds germinated under
water, energy homeostasis and growth are connected by a calcineurin B-like interacting
binding kinase. At the shoot level, two opposing adaptive strategies are present, i.e., elongation
(escape) and inhibition of elongation (quiescence), which are controlled by related ethylene

Thermodynamics of Abiotic Stress and Stress Tolerance of Cultivated Plants
http://dx.doi.org/10.5772/60990

205



response factor DNA binding proteins that act downstream of ethylene and modulate
gibberellin-mediated shoot growth. Hypoxia, as many other abiotic stresses, induces ROS
formation [70].

Efficient utilization of energy resources (starch, sugars), together with a switch to anaerobic
metabolism and preservation of the redox status of the cell are vital for survival during
hypoxia. Plants can escape hypoxia stress through multifaceted alterations at the cellular and
organ levels, and by structural changes that promote access to and diffusion of O2. These
processes are driven by phytohormones, including ethylene, gibberellins (GA), and ABA [70].
The early increase in cytosolic Ca2+, as well as the rapid establishment of ionic homeostasis,
may be essential for the induction of adaptive changes at the cellular and organismal levels
during anaerobiosis [71]. This could be, to a greater extent, connected to altered metabolism,
firstly by increased activities of fermentative and glycolytic enzymes, while in hypoxia-tolerant
rice, only minor metabolic activity was observed [72]. Experiments with the reactions of
intolerant and tolerant crops to anoxia showed that sensitive ones quickly lose viability, with
a strong metabolic arrest of sucrolytic, glycolytic, and fermentative enzymes. However, rice is
able to keep the ATP level at 25% of the level found under aerated conditions. According to
the differences observed in tolerance mechanisms against the effects of water logging, they
were grouped into adaptive traits in relation to: (1) phenology, (2) morphology and anatomy,
(3) nutrition, (4) metabolism including anaerobic catabolism and anoxia tolerance, and (5) post-
anoxic damage and recovery [73]. The best opportunities for germplasm improvement were
found in further utilization of genetic diversity, including the use of marker-assisted selection.

2.6. Imbalance in soil minerals, salinity, and acidity stress

Imbalances in the soil minerals could affect plant growth and development, by affecting the
nutritional status of the plant, or through water uptake, or through toxic effects of ions on plant
cells. Lack in important plant mineral nutrients (N, P, K, Ca, Mg, Fe, Zn, Mn, Cu, B, or Mo)
could affect many physiological processes. Conversely, sufficiency in some mineral elements
could restrain the availability of other ones, or could be toxic to cultivated plants. Plants have
evolved adaptive mechanisms that enable the uptake of most mineral nutrients by the
rhizosphere using root exudates. They consist of a complex mixture of organic acid anions,
phytosiderophores, sugars, vitamins, amino acids, purines, nucleosides, inorganic ions (e.g.,
HCO3

–, OH–, H+), gaseous molecules (CO2, H2), and enzymes that have direct or indirect effects
on the acquisition of mineral nutrients required for plant growth [74].

High concentrations of salts (e.g., Na, Cl, and other ions), i.e., salinity stress, have two modes
of action, i.e., nonspecific osmotic stress caused by water deficit and specific ion effect resulting
from the accumulation of Na and Cl ions, which disturb nutrient acquisition and induce
cytotoxicity. Salinity could have several origins: soils which lay on geologic marine deposits,
proximity of a seashore, and improper water and fertilization management. It is well known
that transpiration and evaporation take away water from the soil as vapour, concentrating the
minerals in the soil solution.

Decreased plant growth caused by salinity is divided into two phases: the initial phase is due
to an osmotic effect (it is similar to the initial response to water stress), while the second, slower
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phase is the result of salt toxicity in leaves [75]. The damaging effects of salinity to sensitive
plant species, such as soybean and cotton, are observable through a lack of germination, plant
growth, decreased root growth, shoot and leaf biomass decrease, as well as in increased Na+

and Cl- concentrations in the leaves [76, 77]. Salinity also decreased the Ca2+ and Mg2+

concentrations in leaves, as well as the water potential (ψw) and solute potential (ψπ) in quinoa
seedlings [78]. The differential enthalpy varied significantly due to the presence of different
ions in the solute. Such results indicate possible domination of exothermic reactions. In more
tolerant wheat genotypes, increase in the contents of total water-soluble carbohydrates,
glucose, fructose, sucrose, and fructans were evidenced under osmotic stress [79], indicating
a higher availability of energetic substances and, thus, better growth potential.

One of the most important tolerance mechanisms which suppress Na+ toxicity is the seques‐
tration of excess Na+ in the vacuole by vacuolar Na+/H+ pump using a pH gradient generated
by H+-ATPase and H+-pyrophosphatase to maintain a higher K+/Na+ ratio in the cytoplasm [80].
The important role of Ca must not be forgotten, since it maintains plasma membrane selectivity
for K+ over Na+ [75]. Together with ion homeostasis, it is important to preserve redox homeo‐
stasis during salinity stress [81]. Many tolerance mechanisms are included in the restraining
of salinity stress. The role of osmolytes (K+ and organic solutes) and different osmoprotectants:
carbohydrates, soluble proteins, late-embryogenesis abundant (LEA) proteins, amino acids
(proline is of high significance), asparagine, quaternary ammonium compounds (glycine
betaine, β-alanine betaine, and proline betaine), and polyols (such as mannitol, glycerol,
sorbitol, ononitol, and pinitol) was emphasized [82].

Figure 5. The growth response to salinity stress. The solid green line represents the change in the growth rate after the
addition of NaCl. (a) The broken green line represents the hypothetical response of a plant with an increased tolerance
to the osmotic component of stress. (b) The broken red line represents the response of a plant with an increased toler‐
ance to the ionic component of stress. (c) The green-and-red line represents the response of a plant with increased tol‐
erance to the osmotic and ionic components of stress [83].

Three distinct types of plant adaptations to salinity were determined: osmotic stress tolerance,
Na+ or Cl− exclusion, and the tolerance of the tissue to accumulated Na+ or Cl− (Figure 5) [83].
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The first phase is associated with the activation of osmolytic and osmoprotective substances.
In the second, ion-specific phase, the salt accumulates to toxic concentrations in the older leaves
which do not grow and hence lose their ability to dilute salt. They die and when the dying rate
is faster than the production of new leaves, the growth rate is decreased (owing to a reduced
photosynthetic capacity). This signifies that osmotic stress has a greater impact on growth than
ionic stress. The effect of increased tolerance to osmotic stress is shown in Figure 5a; an increase
in ionic tolerance is presented in Figure 5b, while the combined tolerance is shown in Figure
5c. The adaptability to salinity also includes Na+ exclusion from leaves by roots according to
the difference in chemical potential between cytosolic and xylem Na+ concentrations [83]. This
mechanism also involves a Na+/H+ antiporter+. There are also species that accumulate high Cl
− concentrations in leaves, such as soybean, avocado and species that have Cl−-excluding
rhizomes (such as grapevines and citrus), for which Cl− toxicity is more important than Na+

toxicity.

In parallel with salinity, soil acidity has harmful effects on plants by the decreased pH value
and the increased levels of Al, Fe, and Mn ions. It is associated with corresponding deficiencies
in available P, Mo, Ca, Mg, and K [84]. Soil acidity is a limiting factor that affects the growth,
height, and yield stability of many crops worldwide. It is a consequence of pedogenesis factors,
intensive application of higher amounts of mineral fertilizers with low pH, low inputs of
organic fertilizers, and acid rain. Acidity affects about 4 billion ha, representing 30% of the
total ice-free land area of the world [85].

Low pH, expressed through proton (H+) toxicity, was mainly expressed as the inhibition of
root elongation and root death, varying between different plant species and genotypes within
the same species [86]. This type of toxicity has three modes of action: (1) disruption of cell wall
integrity, (2) disturbance in cytosolic pH stability, and (3) inhibition in the uptake of cations.
A high H+ level interrupts the polysaccharide network in cell walls by displacing Ca2+, together
with impairment of the plasma membrane H+-ATPase to maintain the cytosolic pH. The third
mode is associated with depolarisation of the plasma membrane, thus becoming incapable for
cation uptake. At low pH, and in parallel with H+ toxicity, Al3+ is considered to be the most
phytotoxic Al form: it inhibits the root growth of maize through binding to sensitive binding
sites in the apoplast of the epidermis and the outer cortex, while Al(OH)3 precipitation causes
a mechanical barrier. Al toxicity leads to inhibited cell elongation and cell division, which is
accompanied by reduced water and nutrient uptake [87].

Soil acidity presents a stressful factor that can be controlled by adequate soil management.
CaCO3 and CaSO4 incorporation reflects an increase of the pH values and a decrease in the
concentrations of exchangeable H+ and Al3+, respectively. Simultaneously, the concentration
of available P and K increases [86, 88]. Organic matter is an important factor in the amelioration
of soil acidity with regard to Al, which forms complexes with organic ligands, particularly
with organic acid anions. Humic acid deserves special attention as it shows buffer behaviour
on base or acid addition, it expresses buffer action between pH 5.5 and 8.0 [89].

Not all species and genotypes of the same species show the same tolerance to growth on acid
soils. This kind of tolerance is a complex phenomenon (it includes tolerance to H+ and Al3+

toxicity), parallel to lower availability of nutrients (P, Mo, Ca, Mg, and K). Al tolerance is a
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complex multigenic trait, associated with organic acid syntheses [87]. It is important to
emphasise that some plants, such as rooibos tea (Aspalathus linearis L.), actively modify the pH
of their rhizosphere by extruding OH− and HCO3

− in order to facilitate growth in low pH soils
(pH 3–5) [74]. The degree of Al tolerance by transgenic alfalfa plants (with an inserted gene
for the synthesis of the phosphoenolpyruvate carboxylase enzyme) supports the concept that
enhancing organic acid synthesis in plants may be an effective strategy to cope with soil acidity
and Al toxicity [90].

2.7. Pesticide and heavy metals (xenobiotics) stress

Some toxic substances (organic pollutants, pesticides, heavy metals, and other natural or
synthetic toxins—xenobiotics), could induce stress in cultivated plants. This type of stress
could also be connected with inadequate cropping management or pronounced plant sensi‐
tivity. Modern agricultural production is inconceivable without herbicide application to
facilitate weed removal and substitution of destructive soil cultivation. Herbicides target
specific enzymes, and thus many resistance-endowing mutations may occur in weeds, creating
the need to investigate new formulations [91]. Crops could also be injured by low herbicide
selectivity or increased susceptibility. It is particularly noticeable during the accompanied
presence of herbicide and some other stress, such as high temperature, water deficit, etc. [92].

Herbicides can affect photosynthesis by decreasing the quantum yield, which, together with
stomatal closure and decrease in CO2 assimilation, affects energy metabolism [93]. Some
herbicides induce photodamage [94]. Decreased photosynthesis efficiency reflects to an
increased need for osmotic adjustment in affected tissues [95]. Herbicides could also induce
ROS production [13], disturb redox homeostasis [96, 97], and affect protein metabolism [98]
leading to drying and lack of growth. Phytotoxicity, in the case of herbicide stress, acts on
energy disposal in plants through two processes [99]. After the rapid metabolisation of
herbicide molecules, the second process includes recovery from damage caused by molecules
that reached the action site of the herbicide. The energy required for recovery from phytotox‐
icity symptoms must be taken from other processes resulting in larger or smaller yield losses.
Herbicide application might result in temporary or permanent stress, depending on the
herbicide’s characteristics (mode of application and rate), type of the crop (inbred line, cultivar,
or hybrid), developmental stage, nutrition, water balance, and the environment. Temporary
stress allows rapid plant recovery from damage (with later recovery to the initial growth rate),
with lower or without yield losses, but with relevant changes in the crop cycle. On the other
hand, permanent stress reduces the plant growth rate, in a way that the probability of yield
losses is greater (Figure 6).

Herbicides could be absorbed rapidly by cultivated plants, and their effect on metabolism
could be noticed a few days after application. Phytotoxic effects of different herbicides have
diverse impacts on the energetic properties of plants. For instance, nicosulfuron increases
energy consumption and foramsulfuron induces “metabolic burst” [100]. Phytotoxicity
correlates with enthalpy increase (ΔH), indicating endothermic reactions [101]. This means
that a great deal of the potential energy of the plant was metabolically consumed [102]. Weeds
as competitors also disturb the energy efficiency in cultivated plants.
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Increased photorespiration and changes in carbon metabolism-associated proteins stimulate
the synthesis of a set of pathogenesis-related proteins, suggesting that they could play an
essential role in cell defence against herbicide stress [95]. An increase in the level of antioxidants
such as phytate, phenolics, and thiolic proteins, as well as their protective activity, were also
observed [96, 103]. The present genetic variability in herbicide tolerance is one of the most
employed tactics to obtain herbicide-tolerant crops. This method is mainly based on naturally
occurring variability or is the consequence of mutagenesis techniques. This mechanism was
used in the production of cycloxydim-tolerant maize (CTM) mutation, which is the dominant
gene that conferred tolerance to the herbicide Cycloxydim [104].

Heavy metals are also considered as dangerous xenobiotics. Some of them are essential for
plant metabolism (such as Zn, Ni, and Cu), as they are important constituents of pigments and
enzymes, while the others (such as Cd, Pb, Hg, and Cu) are toxic in higher concentrations.
Plants could accumulate them in lower concentrations without disrupting their own metabo‐
lisms, but then becoming sources of heavy metal contamination in the food chain. This was
confirmed by the positive correlation between Cd and Pb concentrations in soil and in the fruit
of the asparagus bean [105]. In plants, heavy metals disrupt the functions of enzymes, replace
essential metals in pigments, and induce the production of ROS and methylglyoxal, which
could cause peroxidation of lipids, oxidation of proteins, deactivation of enzymes, DNA
damage and/or interact with other vital constituents of plant cells [106, 107].

Plants could maintain the necessary concentrations of essential metal ions in cells by homeo‐
static mechanisms. They are also involved in the reduction of damage induced by heavy metal
toxicity. One of the major tolerance mechanisms is chelation of heavy metals by a family of
peptide ligands, the phytochelatins (similar to other xenobiotics) [108]. The molecular basis
for the chelators and chaperone synthesis is well known and could be applied in the modifi‐
cation of tolerant plants. Tolerance to Cd and As is largely dependent on the phytochelatin
pathway, but molecular biology of Cd hypertolerance in certain plant species, such as the

Figure 6. Mathematical models for the effects of herbicide phytotoxicity on crop growth and yield. Δ represents an esti‐
mation of final yield reduction [99].
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metallophytes Arabidopsis halleri or Thlaspi caerulescens, is still under study [109]. Heavy metals
may be sequestered by amino acids, organic acids, and glutathione (GSH), which have a central
role in ROS scavenging mechanisms, as well as in the glyoxalase system [110]. This means that
GSH and its metabolising enzymes (glutathione S-transferase, glutathione peroxidase,
dehydroascorbate reductase, glutathione reductase, glyoxalase I, and glyoxalase II) are
involved in the direct and indirect control of ROS and methylglyoxal. All the facts mentioned
above emphasise the importance of genotypes tolerant to heavy metal toxicity, i.e., those which
accumulate lower concentrations of heavy metals or have developed strong detoxifying
mechanisms. Some agricultural crops could be safely cultivated on soils polluted with heavy
metals because of their low phytoextraction ability [105, 110].

Plants play a great role in the control of soils polluted with heavy metals through phytoreme‐
diation, which could be accomplished through [106]: (1) phytoextraction—accumulation of
heavy metals from soils in plant organs that can be harvested; (2) rhizofiltration—decontami‐
nation of polluted waters and sewage by absorbing or uptake by the plant roots; (3) phytode‐
gradation—utilization of the ability of some plants to decompose (degrade) pollutants; (4)
phytostabilization—storage of heavy metals or other pollutants in plant tissues in the form of
sparingly soluble complexes; and (5) phytovolatilisation—detoxification of soils by plants with
the ability to produce volatile compounds.

GSH and many other molecules with various functional groups in plant cells (e.g., carboxyl,
amine, hydroxyl, and sulphydryl), or some organic molecules (e.g., lignin, chitin, and humic
substances) have sorption capabilities for heavy metals, i.e., they have biosorbent capacity.
Various waste materials such as fly ash, slag, red mud, water treatment sludge, fungal and
bacterial biomass, tree bark, sawdust, paper mill sludge, seafood processing wastes, and
composted organics also have such properties [111] and could be used for remediation of
polluted soils. The necessity to develop low-cost sorbents with a wide range of metal affinities
(through the combination of several waste sorbent materials) that could remove a variety of
metal ions from multielement-contaminated waters or soils as a remediation practice was
emphasized.

3. Conclusion

Variations in environmental factors shift plant metabolism out of homeostasis. In the attempt
to regain homeostasis, plants spend lower or higher amounts of energy. For increased yield
(grain or biomass) cultivated plants require additional energy for successful completion of
their life cycle, which makes them especially susceptible to stressful environments. In general,
the stress suppresses many physiological processes, from photosynthesis, respiration, water
absorption and its flow, up to hormonal and redox balance. Except for soil acidity and
xenobiotics, which can be controlled by adequate agricultural management, all other stress
factors are still beyond control.

Plants are forced to utilize stored and/or additional energy to combat stressful conditions,
reducing yield potential temporarily during the recovery process, or permanently with
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irreversible changes (significant yield drop). Mutations and breeding could give the ability for
selected genotypes to adapt and acclimatise to environmental variations, and thus enable them
to reduce stress pressure through metabolic alterations or through the synthesis of secondary
metabolites and other protective substances. However, such activities reduce the energetic
potential of the plant to some extent, but the potential for the plants’ survival is increased.
From this viewpoint, the necessity for the development of tolerant genotypes, which require
less energy for maintenance of homeostasis, arises. Agricultural practices, such as irrigation,
fertilization, cultivation, and pesticide application, could also reduce the impact of stress on
cultivated plants. However, the protective measures of these agricultural practices could be
limited if the stress is severe or long-term and if the crop is susceptible. Accordingly, the best
solution for stable and high yield could be achieved through a combination of a genotype
potential to reach homeostasis and an agricultural practice that maintains the environmental
impact as close to optimum as possible.
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The Planck Power – A Numerical Coincidence or a

Fundamental Number in Cosmology?
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Abstract

The Planck system of units has been recognized as the most fundamental such
system in physics ever since Dr. Max Planck first derived it in 1899. The Planck
system of units in general, and especially the Planck power in particular, suggest
a simple and interesting cosmological model. Perhaps this model may at least to
some degree represent the real Universe; even if it does not, it seems interesting
conceptually. The Planck power equals the Planck energy divided by the Planck
time, or equivalently the Planck mass times c2 divided by the Planck time. We show
that the nongravitational mass-energy of our local region (L-region) of the Universe
is, at least approximately, to within a numerical factor on the order of 2, equal to the
Planck power times the elapsed cosmic time since the Big Bang. This result is shown
to be consistent, to within a numerical factor on the order of 2, with results obtained
via alternative derivations. We justify employing primarily L-regions within an
observer’s cosmological event horizon, rather than O-regions (observable regions)
within an observer’s cosmological particle horizon. Perhaps this might imply that as
nongravitational mass-energy leaves the cosmological event horizon of our L-region
via the Hubble flow, it is replaced at the rate of the Planck power and at the expense
of negative gravitational energy. Thus the total mass-energy of our L-region, and
likewise of all L-regions, is conserved at the value zero. Some questions concerning
the Second Law of Thermodynamics and possible thwarting of the heat death of
the Universe predicted thereby, whether via Planck-power input or via some other
agency, are discussed.

Keywords: Planck system of units, L-regions (local regions), O-regions (observable
regions), comoving frame, Second Law of Thermodynamics, heat death, Planck
power versus heat death, low-entropy boundary conditions versus heat death,
kinetic versus thermodynamic control, kinetic control versus heat death, minimal
Boltzmann brains, extraordinary observers.
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1. Introduction

In Sect. 2 we define and distinguish between local regions (L-regions) within an observer’s
cosmological event horizon and observable regions (O-regions) within an observer’s
cosmological particle horizon, of the Universe, and justify primarily employing L-regions. In
Sect. 3 we discuss the importance of the Planck system of units, which has been recognized
as the most fundamental such system in physics ever since Dr. Max Planck first derived it in
1899. We then consider a possibly important role of the Planck system of units, especially
of the Planck power, in cosmology. Perhaps the ensuing cosmological model may at least to
some degree represent the real Universe; even if it does not, it seems interesting conceptually.
The Planck power equals the Planck energy divided by the Planck time, or equivalently the
Planck mass times c2 divided by the Planck time. In Sect. 3 we show that the nongravitational
mass-energy of our local region (L-region) of the Universe is, at least approximately, to within
a numerical factor on the order of 2, equal to the Planck power times the elapsed cosmic time
since the Big Bang. This result is shown to be consistent, to within a numerical factor on
the order of 2, with results obtained via alternative derivations. We consider the possible
inference that as nongravitational mass-energy leaves the cosmological event horizon of our
L-region via the Hubble flow, it is replaced at the rate of the Planck power and at the
expense of negative gravitational energy. The problem of consistency with astronomical
and astrophysical observations is discussed in Sect. 4. In Sects. 3 and 4 we consider only
nonoscillating cosmologies (except for brief parenthetical mentions of oscillating ones in
the second-to-last paragraph of Sect. 4). In Sects. 5–8 we consider both nonoscillating and
oscillating cosmologies. Some questions concerning the Second Law of Thermodynamics
and possible thwarting of the heat death predicted thereby are discussed with respect to the
Planck power in Sect. 4, with respect to cosmology in general and minimal Boltzmann brains
in particular in Sect. 5, with respect inflation to in Sect. 6, and with respect to kinetic versus
thermodynamic control in Sects. 4 and 7. (We discuss possible thwarting of the heat death
with respect to kinetic versus thermodynamic control mainly as regards the Planck power in
particular in Sect. 4 but more generally in Sect. 7.) A brief review concerning the Multiverse,
and some alternative viewpoints, are given in Sect. 8.

2. L-regions and O-regions
In this chapter we will consider primarily local regions or L-regions of the Universe rather
than observable regions or O-regions [1] thereof, although we will also consider O-regions as
necessary [1].1 We now define and distinguish between L-regions and O-regions, and justify
primarily employing L-regions, as opposed to O-regions only occasionally, as necessary [1].
Let R be the radial ruler distance or proper distance [2] to the boundary of our L-region, that
is to our cosmological event horizon [3], where the Hubble flow is at c, the speed of light in
vacuum; beyond this horizon it exceeds c. Thus if the Hubble constant H (τ) does not vary
with cosmic time [4,5] τ and is always equal to its present value H0, then light emitted at
the present cosmic time [4,5] τ0 by sources beyond our cosmological event horizon [2,3] and
hence beyond our L-region can never reach us. Likewise, light emitted at the present cosmic
time [4,5] τ0 by us can never reach them. Also, if the Hubble constant H (τ) does not vary
with cosmic time [4,5] τ and is always equal to its present value H0, then our cosmological
event horizon [2,3] is always at fixed ruler distance R0 = c/H0 away and hence our L-region

1 (Re: Entry [1], Ref. [1]) In Ref. [1] observable regions of the Universe are referred to as O-regions for short. We have
followed this notation with respect to both O-regions and local regions (L-regions) in this chapter, with L-regions
being of primary interest to us.
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of the Universe is always of fixed size. [We denote the value of a given quantity Q today (at
the present cosmic time τ0) by Q0 and its value at general cosmic time τ by Q (τ).]

Light emitted at past cosmic times τ < τ0 (but not too far in the past) by sources now
beyond (but not too far beyond) our cosmological event horizon [R0 = c/H0 always if
H (τ) = H0 always] and hence beyond our L-region but still within our O-region [1–3] can
reach us, because when this light was emitted these sources were still within our L-region.
Likewise, light emitted in the past τ < τ0 (but not too far in the past) by us can reach them.
The boundary of our O-region of the Universe is our cosmological particle horizon [1–3].
The boundary of our O-region (our cosmological particle horizon) is further away than the
boundary of our L-region (our cosmological particle horizon) [1–3]. If H (τ) = H0 always,
not only is the boundary of our O-region currently at ruler distance R0 > R0 = c/H0
but R (τ) gets further away with increasing cosmic time τ [4,5], while the boundary of our
L-region R (τ) always remains fixed at R0 = c/H0. The fixed size of our (or any) L-region
given constant H (τ) = H0 simplifies our discussions. More importantly, all parts of our (or
any) L-region are always in casual contact, while outer parts of our (or any) O-region beyond
the limit of the corresponding L-region were but no longer are in causal contact. Hence we
will primarily employ L-regions rather than O-regions.

Hubble flow exceeding c may seem to violate Special Relativity. But General Relativity —
not Special Relativity — is applicable in cosmology [6]. Special Relativity is applicable only
within local inertial frames, and any given observer is not — indeed cannot be — in the same
local inertial frame as this observer’s cosmological event horizon [1–6] (and even less so as
this observer’s cosmological particle horizon [1–6]). Thus Hubble flow exceeding c does not
violate General Relativity [6]. It should also be noted that the Hubble flow is motion with
space rather than through space — every object in the Hubble flow is at rest in the comoving
frame [7]. An object’s motion, if any, relative to the comoving frame [7] is its peculiar motion.2

At the 27th Texas Symposium on Relativistic Astrophysics [8], values of the Hubble
constant today H0 from the upper 60s to the low 70s (km / s) / Mpc were given [8], so
H0 ≈ 70 (km / s) / Mpc splits the difference [8]. These values were essentially unchanged
from those obtained shortly preceding this Symposium [9,10]. The Planck 2015 results [11]
state a value of H0 = 68 (km / s) / Mpc [11], but this Planck 2015 work [11] also cites other
recent results that range from the low 60s (km / s) / Mpc to the low 70s (km / s) / Mpc.
Thus the value H0 = 68 (km / s) / Mpc [11] not only is the most reliable and most recent
one as of this writing, but it also splits the difference of the range of other recent results
cited in this Planck 2015 work [11]. Hence we take the Hubble constant today to be
H0

.
= 68 (km / s) / Mpc ≈ 2.2 × 10−18 (km / s) / km = 2.2 × 10−18 s−1 [11].3

2 (Re: Entry [7], Ref. [2]) An observer in the comoving frame (ideally in intergalactic space as far removed as possible
from local gravitational fields such as those of galaxies, stars, etc.) sees the 2.7 K cosmic background radiation as
isotropic (apart from fluctuations of fractional magnitude F ≈ 10−5, which can be “smoothed out” via, say, computer
processing to yield a uniform background). But even Earth is a fairly good approximation to the comoving frame:
Earth’s peculiar motion ≈ 380 km / s � c (see p. 352 of Ref. [2]) with respect to the cosmic background radiation is
fairly slow, and local gravitational fields are fairly weak (vescape � c).

3 (Re: Entries [8]–[11], Refs. [2], [8], [10], and [11]) As per Entries [8]–[11], results for the Hubble constant have
improved with time, asymptotically converging onto those provided by Ref. [11]. The results for the Hubble constant
as per Ref. [8] are in essential agreement with Entry [9]. The history of values of the Hubble constant also is briefly
discussed in Entry [9] and Ref. [10]. Reference [10] surveys the history of values of the Hubble constant determined
via work done through 2012. Reference [10] was for sale at the 27th Texas Symposium on Relativistic Astrophysics,
held at the Fairmont Hotel in Dallas, Texas, December 8–13, 2013.
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3. The Planck power in cosmology
The Planck system of units has been recognized as the most fundamental such system in
physics ever since Dr. Max Planck first derived it in 1899 [12–15]. It is based on Planck’s
reduced constant h̄ ≡ h/2π (or Planck’s original constant h), the speed of light in vacuum
c, and the universal gravitational constant G, with Boltzmann’s constant k usually also
included. These four fundamental physical constants are seen by everything, corresponding
to the Planck system of units encompassing universal domain. By contrast, for example, the
fundamental electric charge is seen only by electrically-charged particles.4

The Planck system of units in general, and especially the Planck power in particular, suggest
a simple and interesting cosmological model. Perhaps this model may at least to some degree
represent the real Universe; even if it does not, it seems interesting conceptually.

Multiply the Planck mass mPlanck = (h̄c/G)1/2 by c2 to obtain the Planck energy EPlanck =
(

h̄c5/G
)1/2 [12–15]. Divide the Planck energy by the Planck time tPlanck =

(

h̄G/c5)1/2 to
obtain the Planck power PPlanck = c5/G .

= 3.64 × 1052 W ⇐⇒ PPlanck/c2 = c3/G .
=

4.05 × 1035 kg / s [12–15]. [The dot-equal sign ( .
=) means “very nearly equal to.”] Note that

— unlike the Planck length, mass, energy, time, and temperature TPlanck = EPlanck/k =
(

h̄c5/G
)1/2 /k, indeed unlike most if not all other Planck units (at least most if not all other

useful ones except the Planck speed lPlanck/tPlanck = c) — the Planck power (whether or not
divided by c2) does not contain h̄, but only G and c. Thus — unlike the Planck length lPlanck,
Planck mass, Planck energy, Planck time, and Planck temperature, indeed unlike most if
not all other Planck units (at least most if not all other useful ones except the Planck speed
lPlanck/tPlanck = c) — is the Planck power a classical quantity independent of quantum effects,
if not absolutely then at least via opposing quantum effects canceling out, as h̄ cancels out
in the division PPlanck = EPlanck/tPlanck? With respect to the Planck speed lPlanck/tPlanck = c
note that c is the fundamental speed in the classical (nonquantum) theories of Special and
General Relativity.

Now multiply PPlanck/c2 by the age of the Universe, the elapsed cosmic time [4,5] since the
Big Bang, τ0 ≈ 4.5 × 1017 s ≈ 1.4 × 1010 y [11]. This yields an estimate of

M0 ≈ PPlanckτ0

c2 ≈ 1.8 × 1053 kg (1)

for the mass of our L-region (not considering the negative gravitational energy). But
M0 ≈ 1.8 × 1053 kg is of order-of-magnitude agreement with an estimate of M0 assuming
that the mass-energy density of of our L-region of the Universe [1,3] equals the critical
density ρcrit [16], as seems to be the case if not exactly then at least to within a very
close approximation. The density critical density ρcrit corresponds to the borderline between
ever-expanding and oscillating Universes given vanishing cosmological constant, i.e., Λ = 0,

4 (Re: Entries [12] and [15], Refs. [12] and [15]) A concise listing of Planck units and other useful data, entitled “Some
Useful Numbers in Conventional and Geometrized Units,” is provided in the back endcover of Ref. [12]. In this back
endcover of Ref. [12] the Planck length is referred to as the Planck distance (elsewhere in Ref. [12] it is referred to
as the Planck length) and the Planck power is referred to as the emission factor. Reference [12] cites Ref. [13] as the
most important work in the derivation of the Planck system of units. Reference [15], like Ref. [12], cites Ref. [13].
Additionally, in Sect. 31.1, Ref. [15] gives a brief historical survey of works deriving the Planck system of units.
Reference [15] extends the Planck system of units to also include Boltzmann’s constant k.

Recent Advances in Thermo and Fluid Dynamics226



3. The Planck power in cosmology
The Planck system of units has been recognized as the most fundamental such system in
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=
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General Relativity.

Now multiply PPlanck/c2 by the age of the Universe, the elapsed cosmic time [4,5] since the
Big Bang, τ0 ≈ 4.5 × 1017 s ≈ 1.4 × 1010 y [11]. This yields an estimate of

M0 ≈ PPlanckτ0

c2 ≈ 1.8 × 1053 kg (1)

for the mass of our L-region (not considering the negative gravitational energy). But
M0 ≈ 1.8 × 1053 kg is of order-of-magnitude agreement with an estimate of M0 assuming
that the mass-energy density of of our L-region of the Universe [1,3] equals the critical
density ρcrit [16], as seems to be the case if not exactly then at least to within a very
close approximation. The density critical density ρcrit corresponds to the borderline between
ever-expanding and oscillating Universes given vanishing cosmological constant, i.e., Λ = 0,

4 (Re: Entries [12] and [15], Refs. [12] and [15]) A concise listing of Planck units and other useful data, entitled “Some
Useful Numbers in Conventional and Geometrized Units,” is provided in the back endcover of Ref. [12]. In this back
endcover of Ref. [12] the Planck length is referred to as the Planck distance (elsewhere in Ref. [12] it is referred to
as the Planck length) and the Planck power is referred to as the emission factor. Reference [12] cites Ref. [13] as the
most important work in the derivation of the Planck system of units. Reference [15], like Ref. [12], cites Ref. [13].
Additionally, in Sect. 31.1, Ref. [15] gives a brief historical survey of works deriving the Planck system of units.
Reference [15] extends the Planck system of units to also include Boltzmann’s constant k.
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and to spacetime being flat, and hence space Euclidean, on the largest scales, i.e., to the
spatial curvature index being 0 rather than +1 or −1, given any value of Λ [16–20].5 The
critical density is

ρcrit =
3H2

0
8πG

≈ 8.65 × 10−27 kg
m3 . (2)

Applying the most recent and best result for H0, namely H0 ≈ 68 (km / s) / Mpc ≈ 2.2 ×
10−18 (km / s) / km = 2.2 × 10−18 s−1 [11], yields as an estimate of M0

M0 ≈ 4π

3
ρcritR3

0 =
4π

3
3H2

0
8πG

(

c
H0

)3
=

c3

2GH0
≈ 9.2 × 1052 kg . (3)

In Eq. (3) we assume that the volume of our L-region is given by the Euclidean value
4πR3

0/3. But since astronomical observations indicate that spacetime is flat, and hence space
is Euclidean, on the largest scales, i.e., that the spatial curvature index is 0 rather than +1 or
−1, this assumption seems justified [11,16–20]. Is the order-of-magnitude agreement between
Eqs. (1) and (3) merely a numerical coincidence? Or does it suggest that the Planck power
plays a fundamental role in cosmology — entailing a link between the smallest (Planck-length
and Planck-time) and largest (cosmological) scales?

While there is order–of magnitude agreement between Eqs. (1) and (3), there is a discrepancy
between them by a factor of ≈ 2. That is, Planck-power input as per Eq. (1) seems to imply
ρ ≈ 2ρcrit. Since in this era of precision cosmology all quantities in Eqs. (1)–(3) are known
far more accurately than to within a factor of 2, it seems that this factor of ≈ 2 cannot
simply be dismissed. But we admit that we have no explanation for this factor of ≈ 2.
Furthermore, we will see that Eqs. (5)–(7) seem to imply a discrepancy with Eq. (1) by a
factor of ≈ 3/2 in the opposite direction, i.e., that Planck-power input as per Eq. (1) seems
to imply ρ ≈ 2ρcrit/3. Such discrepancies by numerical factors on the order of 2 may prove
our Planck-power hypothesis to be wrong. At the very least they prove that even if it is right
in general it is only an introductory hypothesis whose details still need to be understood. Then
again, perhaps because there is consistency to within a small numerical factors of O ∼ 2,
our Planck-power hypothesis may be correct in general as an introductory hypothesis, even
though, even if correct in general, its details still need to be understood.

Do our considerations so far in this Sect. 3 suggest that, even though the Universe certainly
began with the Big Bang, there has been since the Big Bang mass-energy input, at least on the
average, at the Planck power, into our L-region of the Universe? We list several alternative
proposals for such input (this list probably is not exhaustive): (a) steady-state-theory
mass-energy input ex nihilo [21–23], (b) mass-energy input ex nihilo via other means [24,25],
(c) mass-energy input at the expense of negative gravitational energy [26–32] rather than
ex nihilo, or (d) mass-energy input at the expense of nongravitational negative energy, for
example, at the expense of the negative-energy C field in some versions of the steady-state
theory [33–35]. If at the expense of negative gravitational energy as per proposal (c),
then forever the total (mass plus gravitational) energy of our L-region, and likewise of any
L-region, of the Universe, and hence of the Universe as a whole, is conserved at the value

5 (Re: Entry [20], Ref. [14]) The critical density and density parameter are employed on various occasions throughout
Chap. 29 on cosmology in Ref. [14].
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zero [26–32]. (There are “certain ‘positivity’ theorems ... which tell us that the total energy
of a system, including the ‘negative gravitational potential energy contributions’ ..., cannot
be negative [32].” But positivity theorems do seem to allow the total energy of a system,
including the negative gravitational energy, to be strictly zero. Also, perhaps positivity
theorems need necessarily apply only for isolated sources in asymptotically-flat spacetime.)
In this chapter we will mainly presume proposal (c) from the immediately preceding list, for
the following reasons: (i) Unlike proposals (a) and (b), proposal (c) entails no violation of
the First Law of Thermodynamics (conservation of mass-energy). (ii) Negative gravitational
energy is known to exist, unlike the negative-energy C field of proposal (d), which was
perhaps introduced at least partially ad hoc to render the steady-state theory consistent with
the First Law of Thermodynamics (conservation of mass-energy). Moreover, unlike gravity,
the C field not only has never been observed, but also entails difficulties of its own [34,35].
(iii) We will show that proposal (c) need not be inconsistent with the observed features of the
Universe.

The Universe clearly shows evolutionary rather than steady-state [21–23,33–35] behavior
since the Big Bang. But it could stabilize to a steady state in the future. It could already
now be thus stabilizing or even thus stabilized in the very recent past with as yet no or
at most very limited observational evidence that might be suggestive of such stabilization.
Thus even if there is steady-state-type creation of mass-energy since the Big Bang at the rate
of the Planck power (we presume, in light of the immediately preceding paragraph, most
likely at the expense of the Universe’s negative gravitational energy), perhaps this might be
compatible with the observed evolutionary behavior of the Universe since the Big Bang. (This
point and related ones will be discussed in more detail in Sect. 4.)

Although General Relativity is required for an accurate consideration of the Universe’s
gravity, the following Newtonian approximation may be valid as an order-of-magnitude
estimate [26–32]. Such an estimate is suggestive in favor of Planck-power input at the
expense of negative gravitational energy [26–32], which does not require a violation of
the First Law of Thermodynamics (conservation of mass-energy) [26–32], as opposed to
Planck-power input ex nihilo [21–25], which would require such a violation, or via C-field
input, the C field never having been observed and also entailing its own difficulties [34,35].
In accordance with the last paragraph of Sect. 2, we take the Hubble constant today to
be H0

.
= 68 (km / s) / Mpc ≈ 2.2 × 10−18 (km / s) / km = 2.2 × 10−18 s−1 [8–11]. Thus

neglecting any variation of H (τ) with τ, τ0 = 1/H0 ≈ 4.5 × 1017 s consistently with
the previously given value, and the ruler radius of our L-region of the Universe is R0 =
cτ0 = c/H0 ≈ 1.4 × 1023 km = 1.4 × 1026 m. The positive mass-energy of our L-region
of the Universe within our cosmological event horizon is M0c2 and the negative Newtonian
gravitational energy of our L-region is ≈ −GM2

0/R0. Hence in the Newtonian approximation
setting the total energy equal to zero yields [26–32]

Etotal = Emass + Egavitational = 0

=⇒ M0c2 −
GM2

0
R0

= 0

=⇒ M0
R0

=
c2

G
. (4)
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Applying our previously derived values of M0 and R0 yields M0/R0 ≈ 1.8 × 1053 kg /1.36 ×
1026 m ≈ 1.32 × 1027 kg / m. We have c2/G .

= 1.35 × 1027 kg / m. Thus Eq. (4) is fulfilled
as closely as we can expect, especially given that our Newtonian approximation should be
expected to provide only order-of-magnitude estimates, and also perhaps because (even after
an initial fast inflationary stage) H (τ) may not be strictly constant.

There is yet another order-of-magnitude result that is consistent with our Planck-power
hypothesis. Applying Eq. (1), rate of Planck-power mass input into our L-region is

(

dM
dτ

)

in
≈ M0

τ0
≈ PPlanck

c2 =
c5

G
c2 =

c3

G
. (5)

Letting ρ be the average density of our L-region, the rate of Hubble-flow mass-export from
our L-region is

(

dM
dτ

)

out
= 4πR2

0ρc = 4π

(

c
H0

)2
ρc =

4πρc3

H2
0

. (6)

In Eq. (6) we assume that the surface area bounding our L-region is given by the Euclidean
value 4πR2

0. But since astronomical observations indicate that spacetime is flat, and hence
space is Euclidean, on the largest scales, i.e., that the spatial curvature index is 0 rather than
+1 or −1, this assumption seems justified [11,16–20]. For steady-state to obtain we must
have

(

dM
dτ

)

net
=

(

dM
dτ

)

in
−

(

dM
dτ

)

out
= 0

=⇒ c3

G
− 4πR2

0ρc =
c3

G
− 4πρc3

H2
0

= 0

=⇒ 1
G

− 4πρ

H2
0

= 0

=⇒ ρ =
c2

4πGR2
0
=

H2
0

4πG
≈ 5.8 × 10−27 kg

m3 . (7)

The numerical value for ρ obtained in the last line of Eq. (7) is in order-of-magnitude
agreement with ρcrit as per Eq. (2), as well as in order-of-magnitude agreement with
observations.

Recalling the second paragraph following that containing Eqs. (1)–(3), note that Eqs. (5)–(7)
seem to imply a discrepancy with Eq. (1) by a factor of ≈ 3/2 in the opposite direction from
the discrepancy with Eq. (1) by a factor of ≈ 2 implied by Eq. (3). Planck-power input as
per Eq. (1) seems to imply ρ ≈ 2ρcrit, while Eqs. (5)–(7) seem to imply ρ ≈ 2ρcrit/3. Since in
this era of precision cosmology all quantities in Eqs. (1)–(3) and (5)–(7) are known far more
accurately than to within a factor of 2, such discrepancies by numerical factors of O ∼ 2 may
prove our Planck-power hypothesis to be wrong. At the very least they prove that even if it is
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right in general it is only an introductory hypothesis whose details still need to be understood.
Then again, perhaps because there is consistency to within small numerical factors of O ∼ 2,
our Planck-power hypothesis may be correct in general as an introductory hypothesis, even
though, even if correct in general, its details still need to be understood.

While, even accepting discrepancies by a factor of O ∼ 2, the fulfillment of Eqs. (1)–(7) does
not constitute proof of Planck-power input, it at least seems suggestive. Could Planck-power
input, if it exists, be a classical process independent of quantum effects, if not absolutely
then at least via opposing quantum effects canceling out, as h̄ cancels out in the division
PPlanck = EPlanck/tPlanck? Note that perhaps similar canceling out obtains with respect to the
Planck speed lPlanck/tPlanck = c: c is the fundamental speed in the classical (nonquantum)
theories of Special and General Relativity.

According to most current cosmological models, there probably have been one-time initial
mass-energy inputs, for example associated with phase transitions ending fast-inflationary
stages during the very early history of the Universe [36–40]. We should note that while
the majority opinion is certainly in favor of inflation [36–50], there is some dissent [36–50].
(The difficulty in squaring inflation with the Second Law of Thermodynamics, and a
possible resolution of this difficulty, will be discussed in Sect. 6.) Observational evidence
that in early 2014 initially seemed convincing for inflation in general [41,42], albeit
possibly ruling out a few specific types of inflation [41,42,47], has been questioned [43–50],
but not disproved [43–50].6 Moreover, even if an inflationary model is correct, recent
observational findings disfavor simple models of inflation, such as quadratic and natural
inflation [47]. Even if such one-time initial mass-energy inputs [36–40] occurred, could
sustained mass-energy input then continue indefinitely such that the Planck power is at least
a floor below which the average rate of mass-energy input into our L-region of the Universe
cannot fall? It at least appears not to have fallen below this floor [16]. By the cosmological
principle [51], if this is true of our L-region of the Universe then it must be true of any
L-region thereof.

Thus our Planck-power hypothesis at least appears to entail a link between the smallest
(Planck mass and Planck time) and largest (cosmological) scales, rather than being merely a
numerical coincidence.

4. Planck power and kinetic control versus heat death: Big-Bang-initiated
evolution merging into steady state?

In the simplest ever-expanding cosmologies, the Universe begins with a Big Bang and
expands forever, with flat geometry on the largest scales, and with the Hubble constant
H (τ) not varying with cosmic time [4,5] τ and always equal to its present value H0. As the
Universe expands the Hubble flow carries mass-energy past the cosmological event horizon
of our L-region of the Universe. But this “loss” is replaced by new positive mass-energy
continually created within our L-region of the Universe forever at the rate of the Planck
power and at the expense of our L-region’s negative gravitational energy. This compensates

6 (Re: Entry [48], Ref. [48]) Reference [48] shows that previous measurements of the acceleration of the Universe’s
expansion may require reconsideration, owing to discrepancies between visible-light and UV observations of type 1a
supernovae.
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for “losses” streaming past the cosmological event horizon of our L-region of the Universe
via the Hubble flow — and does so consistently with the First Law of Thermodynamics
(conservation of mass-energy) [26–32]. Because by the cosmological principle [51] our
L-region is nothing special, the same is true of any L-region [3] of the Universe. Thus forever
the total (mass plus gravitational) energy of our L-region, and likewise of any L-region, of
the Universe, and hence of the Universe as a whole, is conserved at the value zero [26–32].

There is needed a mechanism whereby a sufficiently large fraction f of the Planck-power
mass-energy input within the cosmological event horizon of our L-region, and of any
L-region, of the Universe is produced in the form of hydrogen [52–57] (as in the original
steady-state theory [21–23,33–35]), so that there will be fuel for stars [52–57]. Then
there will always be stars [52–57], planets, and life — not only at the periphery but
even at the center [58] of our island Universe [1] and likewise of every other island
Universe [1] in the Multiverse [52–58]. Then the heat death predicted by the Second Law of
Thermodynamics [59–63] will be thwarted not only at the periphery but even at the center [58]
of our island Universe and likewise of every other island Universe in the Multiverse.7 The
required sufficiently large fraction f is actually quite small. An order-of-magnitude estimate
of the total number of stars within the cosmological event horizon [3] of our L-region of the
Universe is ∼ 1022 [64]. By the cosmological principle [51] our L-region of the Universe is
nothing special, so there is no reason to suspect a substantially different total number of stars
in other L-regions. The Sun’s luminosity is LSun = 3.828 × 1026 W ≈ 10−26PPlanck [56,57].
Thus if the average star were as luminous as the Sun then the total luminosity of ∼ 1022

stars would be Ltotal ∼ 10−26PPlanck × 1022 ∼ 10−4PPlanck, implying that we require
f ∼ Ltotal/PPlanck ∼ 10−4 [56,57,64]. But the average star is considerably less luminous
than the Sun [56,57], so the best order-of-magnitude estimate is perhaps Ltotal ∼ 10−5PPlanck,
implying that we require only f ∼ 10−5 [56,57,64]. (Properties of the Sun, including its
luminosity, are given in both conventional and geometrized units in the inside back cover
of Ref. [12], and in conventional units in Appendix A in the inside front cover of Ref. [14]
and in Table 8.1 on p. 219 of Ref. [10].) This small value f ∼ 10−5 is sufficient to sustain star
formation forever not only at the periphery but even at the center [58] of our island Universe [1]
and likewise of every other island Universe [1] in the Multiverse [52–58]. The remainder of
the Planck-power input would be in forms other than hydrogen (perhaps traces of heavier
elements, elementary particles of normal and/or dark matter, dark energy, etc.?).

But perhaps the simplest mode of Planck-power input is initially in the form of the simplest
possible type of dark energy, corresponding to positive constant Λ — a positive cosmological
constant. Constancy of Λ is required for constancy of Planck-power input initially in the
form of Λ. Positivity of Λ seems to be required for positivity of Planck-power input being
initially in the form of Λ, because negative Λ corresponds to contraction of space and
hence to diminution of Λ-mass-energy. Thus the simplest possible type of dark energy,
corresponding to positive constant Λ — a positive cosmological constant — is perhaps the type
of dark energy that is most easily reconcilable with Planck-power input, in particular with

7 (Re: Entry [63], Ref. [63]) Reference [63] considers various aspects of the Second Law of Thermodynamics and
its relation to the arrow of time and to cosmology. Reference [63] was for sale at the 27th Texas Symposium on
Relativistic Astrophysics, held at the Fairmont Hotel in Dallas, Texas, December 8–13, 2013.
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constancy of Planck-power input. Moreover, constant Λ — a cosmological constant — is the
only, unique, choice for Λ that can be put on the left-hand (geometry) side of Einstein’s field
equations without altering their symmetric and divergence-free form [65–67], “belonging to
the field equations much as an additive constant belongs to an indefinite integral [65–67].8

Nevertheless the current trend is to put Λ on the right-hand (mass-energy-stress) side
of Einstein’s field equations, which allows more freedom [66]. But if Λ is put on the
right-hand side “the rationale for its uniqueness then disappears: it no longer needs to be
a divergence-free ‘geometric’ tensor, built solely from the gµν ... the geometric view of Λ ...
is undoubtedly the simplest [66]”. Thus we might speculate about a link between constancy
of Λ as a (positive) cosmological constant [65–67] and constancy of (positive) Planck-power
input: Perhaps Planck-power input occurs initially as (positive) cosmological-constant Λ,
with f ∼ 10−5 thereof, then hopefully, somehow, via an as-yet-unknown mechanism,
being transformed into hydrogen. It is important to note that — unlike equilibrium
blackbody radiation — (positive) cosmological-constant-Λ dark energy seems to be at less
than, indeed at far less than, maximum entropy. Thus there seems to be more than enough
entropic “room” for f ∼ 10−5 of positive-cosmological-constant-Λ dark energy to decay into
hydrogen, without requiring decay all the way to iron. Positive-cosmological-constant-Λ
Planck-power input thus seems to offer the benefits but not the liabilities of the steady-state
theory [21–23,33–35] [violation of mass-energy conservation without the C field (which has
never been observed) and which also entails other difficulties with it [34,35] — recall the
paragraph immediately following that containing Eq. (1)]. Positive cosmological-constant
Λ also implies, or at least is consistent with, constant H (τ) = H0 at all cosmic times
τ, and hence a fixed size of our L-region, with its boundary (event horizon [2,3]) R (τ)
always fixed at R0 = c/H0. Thus to sum up this paragraph, the simplest model overall
seems to entail (a) positive-cosmological-constant Λ, (b) Planck-power input initially as
positive-cosmological-constant Λ at the expense of negative gravitational energy, with
(c) f ∼ 10−5 of Planck-power input, then hopefully, somehow, via an as-yet-unknown
mechanism, being transformed into hydrogen. We note that the most reliable and most
recent astronomical and astrophysical observations and measurements as of this writing are
consistent with positive cosmological-constant-Λ dark energy [68,69], indeed possibly or even
probably more consistent with positive cosmological-constant-Λ dark energy than with any
other alternative [68,69]. But, of course, this issue is far from being definitely decided [68,69].
Even though our main point in this chapter most naturally based on positive constant Λ, in
Sects. 5–7 some other possibilities for Λ will be qualitatively considered.

We cannot help but notice that temperature fluctuations in the cosmic background radiation
have a typical fractional magnitude of F ≈ 10−5 [70,71]. The observed and measured value
F ≈ 10−5 [70,71] is obviously far more certain than the speculated value f ∼ 10−5; hence the
distinction between the ≈ symbol as opposed to the ∼ symbol. Although it is unlikely that
there is a connection between F ≈ 10−5 [70,71] and f ∼ 10−5, it doesn’t seem to hurt if we
at least mention this numerical concurrence — just in case there might be a connection.

But the following question arises: Even if there is Planck-power input, why is not all of it
in a thermodynamically-most-probable maximum-entropy form such as (iron + equilibrium

8 (Re: Entry [67], Ref. [67]) Reference [67] is cited in the passage from Ref. [2] that we cite in Entry [65].
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8 (Re: Entry [67], Ref. [67]) Reference [67] is cited in the passage from Ref. [2] that we cite in Entry [65].
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blackbody radiation) and none of it as hydrogen — why is not f = 0 [52–57]? If this were the
case then the heat death predicted by the Second Law of Thermodynamics [59–63] would
not be thwarted even with Planck-power input. While we are not sure of an answer to
this question, we can venture what prima facie at least seems to be a reasonable guess:
(a) Planck-power input (if it exists) generates equal nonzero quantities of both positive
mass-energy and negative gravitational energy starting from (zero positive energy + zero
negative energy = zero total energy), and the entropy of (zero positive energy + zero
negative energy = zero total energy) is perforce zero. (b) Planck-power input is a steady-state
but nonequilibrium process that does not allow enough time for complete thermalization
of the input from the initial value of zero entropy of (zero positive energy + zero negative
energy = zero total energy) to the maximum possible positive entropy of (nonzero positive
energy + nonzero negative energy = zero total energy) in a form such as (iron + equilibrium
blackbody radiation). That is, Planck-power input is kinetically rather than thermodynamically
controlled [72–77].9

Thus even though, thermodynamically, Planck-power input should be in a maximum-entropy
form such as (iron + equilibrium blackbody radiation), kinetically the reaction

zero positive energy + zero negative energy = zero total energy

−→ nonzero positive energy + nonzero negative energy = zero total energy. (8)

occurs too quickly to allow thermodynamic equilibrium = maximum entropy to be attained.
Yet even Planck-power input initially as positive-cosmological-constant Λ, with a fraction f ∼
10−5 of Planck-power input hopefully, somehow, via an as-yet-unknown mechanism, being
transformed into hydrogen, entails some entropy increase. The entropy increase ∆S that it
does entail is sufficient to render the probability of its reversal as per Boltzmann’s relation
between entropy and probability, Prob (∆S) = exp (−∆S/k), equal to zero for all practical
purposes. Thus we are justified in placing only a forward arrow (no reverse arrow) at the
beginning of the second line of Eq. (8). Thus Planck-power input entails enough entropy
increase to stabilize it and prevent its reversal. But it occurs quickly enough to allow kinetic
control [72–77] to prevent it from entailing maximal entropy increase.

To recapitulate out considerations thus far in Sect. 4: Perhaps the simplest possible
Planck-power input is initially as positive-cosmological-constant Λ. Positivity of Λ is
required for positivity of Planck-power input, and constancy of Λ is required for constancy
of Planck-power input. Constancy of Λ is requisite for Λ to be most simply encompassed
within Einstein’s field equations [65–67], besides correlating with constancy of Planck-power
input. Positive-cosmological-constant Λ also implies, or at least is consistent with, constant
H (τ) = H0 at all cosmic times τ, and hence a fixed size of our L-region, with its boundary

9 (Re: Entries [72–77], Refs. [72–77]) Kinetic versus thermodynamic control is specifically discussed on pp. 41–42 of
Ref. [72], p. 43 of Ref. [73], p. 35 of Ref. [74], pp. 311–312 of Ref. [76], and p. 438 of Ref. [77]. Kinetic versus
thermodynamic control are contrasted in Sects. 2.18 and 19.11 of Ref. [75]. Helpful auxiliary material is provided in
Sects. 2.15–2.17, 2.19–2.21, and 19.16 of Ref. [75]. Reference [73] does not render Ref. [72] obsolete, because Ref. [72]
discusses aspects not discussed in Ref. [73], and vice versa. Likewise, Reference [77] does not render Ref. [76]
obsolete, because Ref. [76] discusses aspects not discussed in Ref. [77], and vice versa.
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(event horizon [2,3]) R (τ) always fixed at R0 = c/H0. But we wish for a fraction f ∼ 10−5

of Planck-power input hopefully, somehow, via an as-yet-unknown mechanism, being
transformed into hydrogen. Hydrogen, so that stars can have fuel. But why hydrogen?
Why not a thermodynamically dead form such as (iron + equilibrium blackbody radiation)?
Because kinetically, it would be much more difficult for positive-cosmological-constant Λ to
be transformed into a complex atom such as iron than into the simplest one — hydrogen.
Thus while thermodynamic control would favor iron, if kinetic control wins then hydrogen is
favored [72–77]. Note that kinetic control is vital not only in initial creation of hydrogen,
but also in then preserving hydrogen long enough for it to be of use. It is owing to
kinetic control that the Sun and all other main-sequence stars fuse hydrogen only to helium,
not to iron, and are restrained to doing so slowly enough to give them usefully-long
lifetimes. Main-sequence fusion of hydrogen to iron is thermodynamically favored, but
kinetically its rate of occurrence is for all practical purposes zero. Thus kinetic control
wins, limiting main-sequence fusion to helium and at a slow enough rate to give stars
usefully-long lifetimes [72–77]. Indeed it is owing to kinetic control that not only hydrogen,
but also all other elements except iron, do not instantaneously decay to iron. Kinetic control
may also argue against positive-cosmological-constant Λ being completely transformed into
equilibrium blackbody radiation (without iron). A single hydrogen atom can be created
at rest with respect to the comoving frame [7]. By contrast, to conserve momentum, at
least two photons must be created simultaneously, which may impose a bottleneck that
diminishes the rate of such a process kinetically. Hence f ∼ 10−5 of the Planck-power
input in the positive-but-much-less-than-maximal-entropy form of hydrogen may at least
prima facie seem plausible. Again it doesn’t seem to hurt to at least mention the numerical
concurrence between F ≈ 10−5 [70,71] and f ∼ 10−5, even if any connection is unlikely.

Note that a zero value for the initial entropy for would also obtain if Planck-power input
were ex nihilo [21–25] or at the expense of a negative-energy C field (despite its never having
been observed and its other difficulties [34,35]) or other negative-energy field rather than at
the expense of negative gravitational potential energy: the entropy of (zero positive energy +
zero negative energy = zero total energy) would still perforce be zero. Thus our considerations
of this Sect. 4, including that of dominance of kinetic over thermodynamic control [72–77],
would still be applicable.

Our L-region and O-region clearly manifest evolutionary behavior, for example increasing
metallicity [52–55] and a decreasing rate of star formation [52–55]. But our Planck-power
hypothesis seems to suggest that its evolutionary behavior could gradually merge towards
steady-state behavior. Early in the history of our L-region and O-region, star formation
occurred at a much faster rate than now, and stars were on the average much more
massive and hence very much faster-burning [hydrogen-burning rate ∼ (mass of star)3].
Thus hydrogen was consumed faster than a conversion of f ∼ 10−5 of Planck-power
input could replace it: Stars were burning capital in addition to (Planck-power) income —
indeed more capital than income. But with decreasing rate of star formation and decreasing
average stellar mass, perhaps a steady-state balance between hydrogen consumption and its
replacement via f ∼ 10−5 of Planck-power input could be approached, with stars living
solely on (Planck-power) income. Merging of evolutionary towards steady-state behavior
could already be beginning or could have even begun in the very recent past with as yet
no or at most very limited observational evidence that might be suggestive of it. If such
merging exists then both metallicity and star formation rate could stabilize in the future.
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Perhaps they even could already now be stabilizing or have even already begun stabilizing
in the very recent past with as yet no or at most very limited observational evidence that
might be suggestive of such stabilization in particular, or of such merging in general. This
stabilization, if it exists, would require only a small fraction f ∼ 10−5 of Planck-power as
hydrogen to maintain the current status quo in our L-region and O-region. This would allow
star formation to continue forever not merely at the peripheries of island Universes, but even
in their central regions [58]. We note that there is observational evidence that might at least
be suggestive of “unexplained” hydrogen [78], which perhaps might qualify as such very
limited suggestive observational evidence of merging towards steady-state behavior [78].

It should perhaps be re-emphasized that even Planck-power input as hydrogen entails
some entropy increase and therefore is thermodynamically irreversible, consistently with the
Second Law of Thermodynamics while still thwarting the heat death. The heat death is
thus thwarted via dilution of entropy as an island Universe [1] expands indefinitely, which
is consistent with the Second Law [59–63] — not via destruction of entropy, which is not:
Planck-power input as hydrogen represents input at positive but far less than maximum entropy.
Thus Planck-power input (if it exists) defeats the heat death predicted by the Second Law of
Thermodynamics [59–63] even though it does not defeat the Second Law itself.

Thus with only f ∼ 10−5 of the Planck-power input as hydrogen, the heat death predicted
by the Second Law of Thermodynamics [59–63] of our L-region of our island Universe [1],
and likewise of any L-region of any island Universe [1], is thwarted forever. The heat death
is thwarted forever not only at the periphery but even at the center [58] of our and every
other island Universe [1]. The heat death is thwarted consistently with, not in violation of,
the Second Law of Thermodynamics [59–63]. Hubble flow export of entropy (along with
mass-energy) out of our L-region of our island Universe [1], and likewise out of any L-region
of any island Universe [1], as its expansion creates more volume forever, is compensated
forever by creation of thermodynamically fresh but still positive-entropy mass-energy — most
importantly, hopefully, the fraction f ∼ 10−5 thereof as hydrogen — via Planck-power input.

Steady-state balance between Planck-power input and Hubble-flow expansion of space can
allow both the entropy density and the nongravitational mass-energy density in our L-region
of our island Universe [1], and likewise in any L-region of any island Universe [1], to remain
constant, even as the total entropy and nongravitational mass-energy of the entire island
Universe increase indefinitely. As mass-energy creation at the rate of the Planck power and at
the expense of negative gravitational energy is matched by mass-energy dilution via an island
Universe’s expanding space, so is entropy production matched by entropy dilution. Thus the
negative-energy gravitational field of an island Universe is an inexhaustible fuel (positive
mass-energy and negative-entropy = negentropy = less-than-maximum-entropy) source.
Gravity is a bank that provides an infinite line of credit and never requires repayment [79].
Planck-power input draws on this infinite line of credit [79], which never runs out — indeed
which cannot run out. [Of course, if (positive) nongravitational mass-energy density remains
constant, then so must (negative) gravitational energy density, if the balance of zero total
energy is to be maintained. Thus Planck-power input if it exists is really equally of positive
nongravitational mass-energy and negative gravitational energy simultaneously.]

Additional questions bearing on the Second Law of Thermodynamics will be discussed
in Sects. 5–7. In this chapter, whether concerning Planck-power input or otherwise, we
limit ourselves to considerations of thwarting the heat death within the restrictions of
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the Second Law. Nonetheless we note that the universal validity of the Second Law of
Thermodynamics has been seriously questioned [80–84], albeit with the understanding that
even if not universally valid at the very least it has a very wide range of validity [80–84].

There are two difficulties that should at least be briefly mentioned and, even if only
briefly and only incompletely, also addressed. (i) In order for negative gravitational
energy to balance positive mass-energy of a hydrogen atom (or of any other entity), a
hydrogen atom (or other entity) newly created via Planck-power input would have to
interact gravitationally infinitely fast or instantaneously [85,86] — and hence universally
simultaneously [85,86] — with our entire L-region of the Universe within our cosmological
event horizon [3]. But if a signal of mass-energy and/or information is not transmitted,
no violation of relativity is required [85,86]. Perhaps this may be possible if, as
suggested in the third paragraph of this Sect. 4, Planck-power input occurs initially
as positive-cosmological-constant Λ [65–67], with f ∼ 10−5 thereof, then hopefully,
somehow, via an as-yet-unknown mechanism, being transformed into hydrogen. Perhaps
the gravitational interaction of positive-cosmological-constant Λ [65–67], and thence of
hydrogen atoms (and/or other entities) newly created therefrom via Planck-power input
can be instantaneously “rubber-stamped” onto our entire L-region at once, rather than being
transmitted as a “signal” from one place to another within our L-region. (ii) Even if
an interaction, or any other process such as “rubber-stamping,” can be infinitely fast or
instantaneous — and hence universally simultaneous — it can be so in only one reference
frame [86]. A superluminal phenomenon, even be it only the motion of a geometric point
that possesses no mass-energy and carries no information (for example the intersection
point of scissors blades) [86], can be infinitely fast and hence instantaneous — universally
simultaneous — in only one reference frame [86] (as a subluminal phenomenon can be
infinitely slow — at rest — in only one reference frame [86]).10 But there is a natural choice for
this frame: The comoving frame [7], in which the cosmic background radiation and Hubble
flow are isotropic [7], even if not an absolute rest frame, is at least a preferred rest frame [87],
indeed the preferred rest frame [87], of our L-region of the Universe. If any one reference
frame can claim to be preferred, it is the comoving frame [7,87]. Since by the cosmological
principle [51] there is nothing special about our L-region of the Universe, the same likewise
obtains in any other L-region thereof. The existence of this universal preferred frame [7,87]
implies the existence of a preferred, perhaps even absolute, cosmic time τ [4,5,87]. A clock
in the comoving frame measures cosmic time τ [4,5,87] — the longest possible elapsed time
from the Big Bang until now (and also the longest possible elapsed time from the Big Bang to
the Big Crunch in an oscillating cosmology [16,88–94]) — clocks in all other frames measure
shorter elapsed times [4,5,88–94].11 A clock in the comoving frame also measures the longest
possible elapsed time ∆τ corresponding to a given decrease in the temperature of the cosmic

10 (Re: Entry [86], Ref. [2]) Special Relativity permits arbitrarily fast superluminal phenomena that transmit no
mass-energy or information, as well as mutual velocities up to 2c: see pp. 56 and 70 of Ref. [2]. Section 2.10 of
Ref. [2] states that the speed U of transmission of information must not exceed c if violation of causality is to be
prevented in Special Relativity. But Eqs. (2.21) and (2.22) in Sect. 2.10 of Ref. [2] at least suggest the possibility
that Special Relativity may be consistent with a somewhat less conservative limit, namely U ≤ c2/v, where v is the
relative velocity between the transmitter and receiver. Of course to guarantee causality Nature must then have a
method to checkmate any attempt by the transmitter and/or receiver to “cheat” by increasing v while a signal is en
route.

11 (Re: Entry [88], Ref. [2]) The following is a near-quote from p. 402 of Ref. [2]: “Though unlikely to represent the
actual Universe (according to present data) the oscillating-Universe model is interesting in itself.”
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actual Universe (according to present data) the oscillating-Universe model is interesting in itself.”
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background radiation (or to a given increase in this temperature during the contracting phase
in an oscillating cosmology). This longest possible elapsed time is cosmic time [4,5,87]. A
clock moving at velocity v relative to the comoving frame [7,87] measures times shorter by a ratio

of
(

1 − v2/c2)1/2 [7,87]. Thus the existence of this universal preferred frame and hence of
cosmic time [4,5] weakens [87] the concept of relativity of simultaneity [85] as obtains within
“the featureless vacuum of Special Relativity” [4,5,85–87]: Events, even if spatially separated,
can be considered absolutely simultaneous if they occur when — with “when” having an
absolute meaning — the cosmic background radiation as observed in the comoving frame has
the same temperature, this temperature currently decreasing monotonically with increasing
cosmic time τ since the Big Bang [4,5,87].12 (Simultaneity of non-spatially-separated events is
absolute even in Special Relativity [85].) Also, the contribution to the total nongravitational
mass of our L-region of the Universe of a body of rest-mass [95] m is equal to m only
if it is at rest in the comoving frame; if it moves at velocity v relative to the comoving

frame [7,87] then its contribution is m
(

1 − v2/c2)−1/2 [7,87]. For a zero-rest-mass particle
the contribution is m = E/c2 where E is its energy as measured in the comoving frame
(for example m = E/c2 = hν/c2 for a photon of frequency ν as measured in the comoving
frame). Thus the total nongravitational mass-energy M0 of our L-region as per Eq. (1) is that
measured with respect to the comoving frame.

It should be noted that these two difficulties (i) and (ii) discussed in the immediately
preceding paragraph [85,86] also plague Universes created via the Everett interpretation of
quantum mechanics [96–98], provided that creation of Everett Universes [96–98] is required
to obey mass-energy conservation (no creation of mass-energy ex nihilo [21–25]). The
creation of Everett Universes [96–98] with no higher entropy (or entropy density if they
are infinite) than that of their precursor Universe could perhaps obtain for reasons similar to
Planck-power input into our L-region being at positive but less-than-maximum entropy as
per our considerations in this Sect. 4 — perhaps most importantly kinetic control winning
over thermodynamic control [72–77].

5. The Planck power: One-time and two-time low-entropy boundary
conditions, and minimal Boltzmann brains
As discussed in Sects. 3 and 4 (recall especially the third paragraph of Sect. 4), the simplest
model of Planck-power input entails a fixed positive cosmological constant Λ. Also, from
the viewpoint of General Relativity [65–67], a fixed cosmological constant Λ is the simplest
choice for Λ [65–67]. Yet we should also consider other possibilities [66].

False-vacuum high-energy-density-scalar-field regions — the inflaton field — of the
Multiverse separating island Universes [1] inflate much faster than they decay to
non-inflating true-vacuum regions. Hence while inflation had a beginning once begun it is
eternal [99]. Within island Universes high-cosmological-“constant” regions play essentially
the same role that inflationary regions play between island Universes: they double in size
much faster than their half-life against decay, so each island Universe expands forever,
albeit more slowly than inflationary regions separating island Universes [1,100]. Yet the

12 (Re: Entry [87]) The phrase “the featureless vacuum of Special Relativity” is a quote from a very thoughtful and
insightful letter from Dr. Wolfgang Rindler, most probably in the 1990s, in reply to a question that I raised concerning
relativity of simultaneity.
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cosmological “constant” is not high everywhere in an island Universe [1]; in L-regions and
O-regions such as ours regions it is sedate. As decay of the inflaton field gives birth to island
Universes, within each island Universe decay of high-cosmological-constant-field regions
gives birth to new sedate L-regions and O-regions such as ours. In these sedate L-regions and
O-regions, the cosmological “constant” may eventually decay to negative values, resulting in
a Big Crunch — and perhaps oscillatory behavior, even as entire island Universes expand
forever and the spaces between them expand forever even faster. For simplicity, as noted in
the first paragraph of this Sect. 5, we thus far in this chapter (except for brief parenthetical
remarks in the second-to-last paragraph of Sect. 4) considered our L-region and O-region to
be ever-expanding [more often than not assuming constant H (τ) = H0 for consistency with
a fixed positive cosmological constant Λ and for maximum simplicity]. We now offer a few
brief speculations concerning the role of the Planck power if the Universe, or at least our
L-region and O-region, is oscillating with two-time low-entropy boundary conditions at the
Big Bang and at the Big Crunch [16,88–94,101–105]. It is important to note that there exist
oscillating cosmological models, including those with thermodynamic rejuvenation, both in
conjunction with and apart from the concept of an inflationary Multiverse [16,88–94,101–105].
Some of these models [16,88,89,101–104] were developed well before inflationary cosmology,
when our observable Universe or O-region was construed to be the entire Universe or at least
a major fraction thereof. Within inflationary cosmology, it has been theorized based on
quantum considerations that the probability that an oscillating L-region and O-region will
have a given lifetime τosc from Big Bang to Big Crunch decreases towards zero with increasing
τosc such that τosc = ∞ — a nonoscillating L-region and O-region — is impossible [88,90],
even as entire island Universes expand forever and the spaces between them expand forever
even faster. Based on this theoretical analysis [88–90] the dark energy must eventually switch
sign and become attractive instead of repulsive [88–90]: Hence according to this theoretical
analysis [88–90] not only the current acceleration of our L-region’s and O-region’s expansion
but even the expansion itself must be a passing fad — our L-region and O-region must
be oscillatory [88–90].13 Shortly we will discuss Dr. Roger Penrose’s central point [61,62]
concerning entropy in the context of both ever-expanding and oscillatory behavior.

If Planck-power input is positive when our L-region expands, could it be negative if and
when it contracts? Could this reduce or at least help to reduce the (nongravitational)
mass-energy, and hence also entropy, during contraction, possibly to zero, by the time of the
Big Crunch? If so, could a singularity at the Big Crunch thereby be evaded, thus ensuring
a new thermodynamically fresh Big Bang to begin a new cycle? Moreover, since the Planck
power (whether or not divided by c2) does not contain h̄, but only G and c, would or at
least might this evading of a Big Crunch singularity be a classical process independent of

13 (Re: Entries [89]–[94], Refs. [1], [12], and [90]–[93]) The analysis showing that our L-region and O-region must be
oscillatory is discussed qualitatively in the passages from Ref. [1] cited in Entry [89], with more technical discussions
provided in Ref. [90]. At the 27th Texas Symposium on Relativistic Astrophysics, held at the Fairmont Hotel
in Dallas, Texas, December 8–13, 2013, I asked Dr. Michael Turner about the theory discussed in Entry [89] and
Ref. [90], according to which the Universe, or at least our L-region and O-region, must be oscillatory, also mentioning
Entry [89] and Ref. [90]. Dr. Turner is familiar with the passages from Ref. [1] cited in Entry [89] and with Ref. [90],
but nevertheless seemed to favor an ever-expanding Universe. An alternative model of an oscillating Universe is
discussed in the work in Ref. [63] cited in Entry [92]. In the alternative model of an oscillating Universe investigated
in this work, even a Big Rip is shown to be consistent with and indeed part of an oscillating Universe’s life cycle. The
work in Ref. [63] cited in Entry [93] considers related issues. Also, we should mention that an oscillatory Universe
is closer to Einstein’s conception of cosmology than a nonoscillatory one. A closed oscillating Universe with Λ = 0,
similar to that considered by Dr. Albert Einstein in the early 1930s, is discussed in the material from Ref. [12] cited
in Entry [94].
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quantum effects, if not absolutely then at least via opposing quantum effects canceling out,
as h̄ cancels out in the division PPlanck = EPlanck/tPlanck [12–15]? Note again that perhaps
similar canceling out obtains with respect to the Planck speed lPlanck/tPlanck = c: c is the
fundamental speed in the classical (nonquantum) theories of Special and General Relativity.

But negative Planck-power input requires entropy reduction. Hence it seems to require
two-time low-entropy boundary conditions [101–105] at the Big Bang and at the Big
Crunch — although two-time, or one-time, low-entropy boundary conditions can
also obtain in a “traditional” oscillating Universe without any (positive or negative)
Planck-power input [16,88,89,101–105] and without any (repulsive or attractive) dark energy
or cosmological constant [16,88,89,101–105]. (In “traditional” oscillating cosmologies,
one-time low-entropy boundary conditions imply increasing entropy from cycle to cycle,
with each succeeding cycle being longer and reaching a larger maximum size [106,107].
In nonoscillating, ever-expanding, cosmologies, only one-time low-entropy boundary
conditions can occur.) Two-time low-entropy boundary conditions require that not only
the Big Bang but also the Big Crunch must be special [61,62,101–105]. But even one-time
low-entropy boundary conditions at the Big Bang that are required for our L-region and
O-region to exist as it is currently observed are equally special [61,62]. We will not address
the question of whether or not the decrease in entropy during the contracting phase of an
oscillating universal cycle imposed by two-time low-entropy boundary conditions [101–105]
should be construed as contravening the Second Law of Thermodynamics. It could perhaps
be argued that, within the restrictions of the Second Law, given two-time low-entropy
boundary conditions [101–105] there is no net decrease in entropy for an entire cycle, or
that two-time low-entropy boundary conditions [101–105] impose such a tight constraint on
an oscillating Universe’s journey through phase space that there is no change in entropy from
the initial and final low value during a cycle. In accordance with the third-to-last paragraph
of Sect. 4, in ideas developed in this chapter per se (as opposed to brief descriptions of ideas
developed in cited references) we limit ourselves to considerations of thwarting the heat
death within the restrictions of the Second Law of Thermodynamics. Nonetheless we again
note that the universal validity of the second law has been seriously questioned [80–84],
albeit with the understanding that even if not universally valid at the very least it has a very
wide range of validity [80–84].

The reduction of the (nongravitational) mass-energy of a contracting Universe to zero or at
least close to zero at the Big-Crunch/Big-Bang = Big Bounce event might thus be a way,
although not necessarily the only way [101–105], to ensure zero entropy — the entropy of
nothing is perforce zero — or at least low entropy at the Big Bounce. It should be noted that
a zero- or at least low-entropy state at the Big Bounce is imposed in models with two-time
low-entropy boundary conditions [101–105]. Thus the cosmic time [4,5] interval from the
Big Bang to the Big Crunch can be incomparably shorter than and is totally unrelated to the
Poincaré recurrence time [108].14

But whether low-entropy or equivalently high-negentropy boundary conditions are
one-time, or two-time in oscillating cosmologies [61,62,101–105], Dr. Roger Penrose’s central

14 (Re: Entry [108], Ref. [5]) Contrary to what is stated on p. 192 of Ref. [5], in ever-expanding cosmological models
Poincaré fluctuations on the scale of galactic — or smaller, indeed, even minimal-Boltzmann-brain — dimensions in
spite of the dissipation due to expansion would not be expected, because the energy of starlight and ultimately
all energy would be irrevocably lost from each and every galaxy into infinitely-expanding space and (without
compensating input via a Planck-power or other mechanism, which is not considered on p. 192 of Ref. [5]) never
replaced.
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point [61,62] concerning entropy survives unscathed. This point had been brought out
previously [108–110], but Dr. Roger Penrose’s more modern analysis [61,62] takes into
consideration inflation, which was not generally recognized prior to the late 1970s [108–110].
(See Sect. 6 concerning the connection with inflation.) This point begins with but does
not end with recognizing that the L-region and O-region of our Universe are not merely
special. They are much more special than they have to be — their negentropy is much
greater than is required for conscious observers to exist. By far the minimum negentropy
consistent with conscious observation would be that required for the minimal existence of
a single minimally-conscious observer — one and only one minimal Boltzmann brain [111–118]
with no body or sense organs, and with zero information including zero sensory input even
if fictitious [112] and zero memory even if fictitious [113], save only the minimal information
that one exists and is conscious and even this minimal information only for most minimal
fleeting split-second of conscious existence consistent with recognition that one exists and
is conscious, in an otherwise maximum-entropy and therefore dead L-region and O-region
of our Universe — no other observers, no Sun or other stars, no Earth or other planets, no
Darwinian evolution, no nothing (at any rate no nothing worthwhile). Input of any sensory
information even if fictitious [112], and/or any memory even if fictitious [113], is incompatible
with the minimalness of a Boltzmann brain required by Boltzmann’s exponential relation
between negentropy σ ≡ Smax − S and its associated probability Prob (σ) = exp (−σ/k).
[Note: Negentropy σ ≡ Smax − S should not be confused with the entropy change ∆S associated
with a given reaction or process introduced in the paragraph containing Eq. (8).] Even
fictitious sensory input [112] or fictitious memory [113], as in a dream or in a simulated
Universe, requires larger σ than none at all and hence is exponentially forbidden. Thus
Boltzmann’s exponential relation Prob (σ) = exp(−σ/k) allows not any Boltzmann brain
but only a minimal Boltzmann brain — and only one of them. Based solely on Boltzmann’s
exponential relation Prob (σ) = exp(−σ/k) a lone minimal Boltzmann brain is not merely by
far but exponentially by far the most probable type of observer to be and exponentially by far
the most probable type of L-region and O-region of our Universe — or of any Universe in
the Multiverse — to find oneself in: One should then expect not even fictitious sensory
input [112], not even fictitious memory [113], but only the most fleeting split-second of
conscious existence consistent with recognition that one is conscious.

But a basis solely on Boltzmann’s relation Prob (σ) = exp(−σ/k) is incorrect, or at the
very least incomplete. Boltzmann’s relation Prob (σ) = exp(−σ/k) is valid only assuming
thermodynamic equilibrium — that the ensemble of L-regions and O-regions corresponds to
that at thermodynamic equilibrium. Probably the most powerful argument against this being
the case is the vast disparity between our L-region and O-region that we actually observe
and what one would observe as per the immediately preceding paragraph based solely on
Boltzmann’s relation Prob (σ) = exp(−σ/k). This disparity, the minimal-Boltzmann-brain
disparity, by a factor of O ∼ 1010123

[61,62], utterly dwarfs the disparity by a factor in
the range of O ∼ 10120 [119] to O ∼ 10123 [120] between the observed and predicted
values of the cosmological constant [119,120] — indeed it may utterly dwarf all other
disparities combined [121]. These other disparities [121] relate mainly to the fundamental
and effective laws of physics and physical constants requisite for the existence even of a
minimal Boltzmann brain. Yet, even apart from viewpoints [122] that not all of them [121]
may be significant, they are utterly dwarfed by the minimal-Boltzmann-brain disparity that
obtains even given these requisite fundamental and effective laws of physics and physical
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constants.15 In contrast to minimal Boltzmann brains, we are sometimes dubbed “ordinary
observers” [115–117] — but based solely on Boltzmann’s relation Prob (σ) = exp(−σ/k)
dubbing us even as extraordinary observers would be a vast understatement. Indeed the
same reasoning can be extended to extraordinary observers. For, based solely on Boltzmann’s
Prob (σ) = exp(−σ/k), exponentially by far the most probable extraordinary observer (say,
a human with a typical life span) is a minimal extraordinary observer, and only one of
these per L-region or O-region. While σ required for a lone minimal extraordinary observer
greatly exceeds that required for a lone minimal Boltzmann brain, it is still utterly dwarfed
by the actual σ of our L-region and O-region: The disparity of Prob (σ) = exp(−σ/k)
between that corresponding to a lone minimal extraordinary observer and that corresponding
to our observed L-region and O-region is still by a factor of O ∼ 1010123

[61,62]. We are
privileged to be not merely minimal extraordinary observers but super-extraordinary observers
— more correctly hyper-extraordinary observers — with an entire Universe to explore and
enjoy [61,62].

There are many arguments against Boltzmann-brain hypotheses [111–118]. Indeed, if
there exist (a) imposed one-time low-entropy boundary conditions, (b) imposed two-time
low-entropy boundary conditions [16,88–94,101–105] in an oscillating L-region and O-region,
or (c) Planck-power (or other [21–25,33–35]) imposed low-entropy mass-energy input such as
hydrogen in a nonoscillating one [78], then such imposition would preclude thermodynamic
equilibrium. Indeed, given (b) or (c), thermodynamic equilibrium would not only be
precluded but be precluded forever. Given (b) or (c), there would be no need to assume
a decaying or finite-lived Universe [117] to help explain consistency with our observations.
But even given (a) the heat death σ = 0 need not be the most probable current state of
the L-region or O-region of our Universe and hence a minimal Boltzmann brain [111–118]
need not be the most probable current observer therein, because at the current cosmic time
decay to maximum entropy has not yet occurred. Since by the cosmological principle [51]
our L-region and O-region are nothing special, this must likewise be true with respect to
any L-region or O-region in our island Universe — and likewise with respect to those
in any other island Universe in the Multiverse. Moreover, it has even been argued that
low-entropy boundary conditions are not required to avoid minimal Boltzmann brains being
exponentially by far the most probable type of observer, or even the most probable type of
observer at all [116]. Also, it has been argued that special, i.e., low-entropy, conditions are not
required at Big Bangs or Big Bounces [123,124]. [Clustering of matter at t = 0, which might
typically be expected to increase entropy in the presence of gravity [125,126], does not do
so because in this model [123,124] it is prevented owing to positive kinetic energy equaling
negative gravitational energy in magnitude, so that the total energy (which in a Newtonian
model excludes mass-energy) equals zero. But on pp. 3–4 of Ref. [124], friction, which
generates entropy, is invoked during the time evolution of the system. Frictional damping, by
degrading part of the macroscopic kinetic energy of any given pair of objects into microscopic
kinetic energy (heat), facilitates their settling into a bound Keplerian-orbit state. But because
friction thus generates entropy, this may correspond to a hidden, overlooked, pre-friction
low-entropy assumption concerning the initial t = 0 state of this model [123,124] in either
of its two directions of time [123,124]. But a Kepler pair can be formed without friction,
for example via a three-body collision wherein a third body removes enough macroscopic

15 (Re: Entry [122], Ref. [112]) Reference [112] provides discussions of a spectrum of numerous viewpoints concerning
Multiverses and related topics, Dr. Steven Weinberg’s viewpoint among this spectrum of viewpoints.
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kinetic energy from the other two (without degrading any into heat) that they can settle into
a bound Keplerian-orbit state.]

Low-entropy Planck-power (or other [21–25,33–35]) input such as hydrogen in
nonoscillating cosmologies, or two-time low-entropy boundary conditions in oscillating
ones [61,62,101–105], would enable our Universe — and likewise any Universe in
the Multiverse — to forever thwart the heat death predicted by the Second Law of
Thermodynamics. It should be noted that there also are other ways that the heat death
can be thwarted: see, for example, Ref. [127]. Hopefully, one way or another, the heat death
is thwarted in the real Universe, whether within an inflationary Multiverse [89–94,105] or
otherwise [88,89,101–105,127].

Perhaps we should also note that the fraction f ∼ 10−5 of Planck-power input as
hydrogen mentioned in Sect. 4 would maintain our L-region and O-region much farther
from thermodynamic equilibrium than is required for existence of one and only one
minimal-Boltzmann-brain. Thus if Planck-power input exists then f ∼ 10−5 rather than
f = 0 cannot be explained owing to our L-region being lucky: Boltzmann’s exponential
relation Prob (σ) = exp(−σ/k) on the one hand, and σ being a monotonically increasing
function of f on the other, rules out any values of σ and f larger than the absolute minima
that allow the existence of one and only one minimal-Boltzmann-brain obtaining by dumb
luck. Thus if Planck-power input exists then perhaps there is an underlying principle or
law of physics requiring f ∼ 10−5 not only in our L-region but in accordance with the
cosmological principle [51] in every L-region of our, and also every other, island Universe [1]
in the Multiverse [52–58].

6. Dr. Roger Penrose’s concerns: Both sides of the inflation issue

We still must consider Dr. Roger Penrose’s difficulty with inflation per se, the evidence for
inflation not yet being totally beyond doubt [36–50]. Dr. Penrose has shown that, as per
Boltzmann’s relation between entropy and probability Prob (σ) = exp(−σ/k), the probability
Prob 1, per “attempt,” of creation of a Universe as far from thermodynamic equilibrium as
ours without inflation, while extremely small, is nevertheless enormously larger than the
probability Prob 2 with inflation. That is Prob 2 ≪ Prob 1 ≪ 1. At the 27th Texas
Symposium on Relativistic Astrophysics [8], I asked Dr. Penrose the following question
(I have streamlined the wording for this chapter): No matter how much smaller Prob 2 is
than Prob 1 (so long as Prob 2, however miniscule even compared to the already miniscule
Prob 1, is finitely greater than zero), inflation has to initiate only once — after initiating once
it will then overwhelm all noninflationary regions. Dr. Penrose provided a concise and
insightful reply [128], and also suggested that I re-read the relevant sections of his book,
“The Road to Reality [15,61,62]” I did so. Dr. Penrose’s key argument seems to be centered
on squaring inflation with the Second Law of Thermodynamics. Dr. Penrose’s central
point, already briefly discussed in Sect. 5, begins with but does not end with recognizing
that our L-region and O-region are much more thermodynamically atypical — with much
lower entropy — than is required for us to exist even as hyper-extraordinary observers,
as opposed to only one of us as a minimal extraordinary observer, let alone only one
of us as a minimal Boltzmann brain. Our L-region and O-region are thermodynamically
extremely atypical not merely with respect to all possible L-regions and O-regions. They
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kinetic energy from the other two (without degrading any into heat) that they can settle into
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are thermodynamically extremely atypical even with respect to the extremely tiny subset
of already thermodynamically extremely atypical L-regions and O-regions that allow us
to exist as hyper-extraordinary observers, as opposed to only one of us as a minimal
extraordinary observer, let alone only one of us as a minimal Boltzmann brain. But now
the link to inflation per se: As thermodynamically untypical as our L-region and O-region
are today, they become as per Boltzmann’s Prob (σ) = exp(−σ/k) exponentially ever more
thermodynamically untypical as one considers them backwards in time [61,62]. Thus the
disparity today by a factor of O ∼ 1010123

between the minimal-Boltzmann-brain or even
minimal-extraordinary-observer hypothesis and observation becomes exponentially ever more
severe as one considers our L-region and O-region backwards in time [61,62]. Thus the
connection with inflation: Since inflation smooths out temperature differences and other
nonuniformities, the very existence of temperature differences and other nonuniformities
prior to inflation implies lower entropy than without such nonuniformities and hence
renders the thermodynamic problem of origins worse not better [61,62]. In fact exponentially
worse as per Boltzmann’s exponential diminution Prob (σ) = exp(−σ/k) of probability with
increasing negentropy ∆S [61,62]. As thermodynamically atypical and hence exponentially
improbable as our Big Bang was, it must have been thermodynamically more atypical
and hence exponentially more improbable if it was inflation-mediated than if it was not.
This is the basic reason for Dr. Penrose’s extremely strong inequality Prob 2 ≪ Prob 1.
(We should, however, cite the remark that prior to inflation there may have been little
mass-energy to thermalize [129].) Nevertheless my question still persists: In infinite time,
or even in a sufficiently long finite time, even the most improbable event (so long as its
probability, however miniscule, is finitely greater than zero) not merely can occur but must
occur. It has been noted “that whatever physics permitted one Big Bang to occur might
well permit many repetitions [130].” But suppose that Universe creations can occur via
both noninflationary and inflationary physics. Even if because Prob 2 ≪ Prob 1 there first
occurred an enormous but finite number N1 of noninflationary Big Bangs yielding Universes
as far from thermodynamic equilibrium as ours, so long as Prob 2, however miniscule even
compared to the already miniscule Prob 1, is finitely greater than zero, after a sufficiently
enormous but finite number N1 of such noninflationary Universe creations inflation must
initiate. And it need initiate only once to kick-start the inflationary Multiverse. Thereafter the
inflationary Multiverse rapidly attains overwhelming dominance over the noninflationary
one — with the number N2 of inflation-mediated Big Bangs yielding Universes as far from
thermodynamic equilibrium as ours henceforth overwhelming the number N1 of noninflationary
ones by an ever-increasing margin. To reiterate, no matter how much smaller Prob 2 is
than Prob 1 (so long as Prob 2, however miniscule even compared to the already miniscule
Prob 1, is finitely greater than zero), in infinite time, or even in a sufficiently long finite
time, inflation must eventually initiate once, kick-starting the inflationary Multiverse, which
henceforth becomes ever-increasingly overwhelmingly dominant over the noninflationary
one. But even if inflation is eternal, it did have a beginning [99], and hence so did the
inflationary Multiverse [99].

While in this Sect. 6 the focus is on thermodynamic issues concerning inflation, we note that
Dr. Penrose also considers nonthermodynamic issues, specifically the flatness problem [131].
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7. Kinetic control versus both heat death and Boltzmann brains?

A tentative solution to the thermodynamic problem of origins, namely dominance of kinetic
over thermodynamic control [72–77] has already been proposed, as a reasonable guess, for
the special cases of Planck-power input throughout Sect. 4 and Everett-Universe creation in
the last paragraph of Sect. 4. We would now like to consider this issue somewhat more
generally.

A generalized form of this prima facie perhaps reasonable guess might include: (a) Creation in
general, by whatever method, both initial via Big Bang with or without inflation, etc. [26–31],
via Everett [96–98], and sustained via Planck-power (or other [33–35]) input of equal nonzero
quantities of both positive mass-energy and negative gravitational (or other negative [33–35])
energy starting from (zero positive energy + zero negative energy = zero total energy) entails
an initial entropy of zero — the entropy of (zero positive energy + zero negative energy
= zero total energy) is perforce zero. (b) Creation in general, by whatever method, both
initial via Big Bang with or without inflation, etc. [26–31], via Everett [96–98], and sustained
via Planck-power (or other [33–35]) input of equal nonzero quantities of both positive
mass-energy and negative gravitational (or other negative [33–35]) energy starting from (zero
positive energy + zero negative energy = zero total energy) is a nonequilibrium process.
These processes do not allow enough time for complete thermalization of the input from the
initial value of zero entropy of (zero positive energy + zero negative energy = zero total
energy) to the maximum possible positive entropy of (nonzero positive energy + nonzero
negative energy = zero total energy). Thus even though, thermodynamically, exponentially the
most probable creation, initial or sustained, by any method, would yield a maximum-entropy
Universe with exponentially the most probable observer a minimal Boltzmann brain, kinetically
the reaction

zero positive energy + zero negative energy = zero total energy

−→ nonzero positive energy + nonzero negative energy = zero total energy
(8 (restated))

occurs too quickly to allow thermodynamic equilibrium = maximum entropy to be attained.
Thus creation, initial or sustained, by whatever method, yields (nonzero positive energy +
nonzero negative energy = zero total energy) at positive but far lass than maximum entropy,
consistently with the Second Law of Thermodynamics but not with the heat death. Thus the
basis of our proposed tentative solution to the thermodynamic problem of both initial and
sustained-input origins: the reaction (rx) of Eq. (8) is kinetically rather than thermodynamically
controlled [72–77]. This kinetic control does not defeat thermodynamics (specifically the
Second Law of Thermodynamics) but it does defeat the heat death. Thus if the reaction
of Eq. (8) is kinetically rather than thermodynamically controlled then the heat death is
thwarted, but within the restrictions of the Second Law of Thermodynamics. This kinetic as
opposed to thermodynamic control could similarly obtain at the initial creation in accordance
with Eq. (8) of an oscillating Universe with two-time low-entropy boundary conditions at
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the Big Bang and at the Big Crunch [16,61,62,88–94,101–105], and in the case of creation ex
nihilo [21–25].

But as we discussed in the third paragraph of Sect. 4, perhaps the simplest model of
Planck-power input is initially in the form of the simplest possible type of dark energy,
corresponding to positive constant Λ — a positive cosmological constant [65–67]. The simplest
possible type of dark energy, corresponding to positive constant Λ — a positive cosmological
constant [65–67] — is perhaps the type of dark energy that is most easily reconcilable with
Planck-power input, in particular with positive constant Planck-power input. As we have
mentioned, it is also simplest with respect to General Relativity [65–67], and it also implies,
or at least is consistent with, constant H (τ) = H0 at all cosmic times τ, and hence a fixed size
of our L-region, with its boundary (event horizon [2,3]) R (τ) always fixed at R0 = c/H0.

Let ∆Srx be the increase in entropy associated with the reaction (rx) of Eq. (8), with respect
to our L-region. If 0 � ∆Srx � Smax ∼ 10123k, then, on the one hand, the strong inequality
0 � ∆Srx ensures an equilibrium constant Keq = exp(∆Srx/k) sufficiently large that the
reverse reaction is forbidden for all practical purposes, thus stabilizing creation [72–77]. Thus
the strong inequality 0 � ∆Srx justifies the placement of only a forward arrow (no reverse
arrow) at the beginning of the second line of Eq. (8) [72–77]. On the other hand, the strong
inequality ∆Srx � Smax ∼ 10123k ensures against the doom and gloom that one would
dread based solely on Boltzmann’s relation Prob (∆S) = exp(−∆S/k). Note for example that
even if ∆Srx = 10120k and hence for the reaction (rx) of Eq. (8) Keq = e10120

, the entropy
of our L-region is still only O ∼ 10−3 of that corresponding to thermodynamic equilibrium
and hence still σ ∼ 10123k. [References [73–77] express the equilibrium constant as Keq =
exp(−∆Grx/kT), where ∆Grx is the Gibbs free energy change associated with a reaction in the
special case of a system maintained at constant temperature T and constant ambient pressure.
(To be precise, the ambient pressure must be maintained strictly constant during a reaction,
but the temperature of the reactive system can vary in intermediate states so long as at the
very least the initial and final states are at the same temperature, for this definition of ∆Grx
to be valid [132–135].16 In this special case, |∆Grx| is the maximum work that a reaction can
yield if ∆Grx < 0 and the minimum work required to enable it if ∆Grx > 0. But in this special
case ∆Grx = −T∆Srx where ∆Srx is the total entropy change of the (system + surroundings).
Hence Keq = exp(−∆Grx/kT) is the corresponding special case of Keq = exp(∆Srx/k). In
this chapter ∆S and ∆Srx are always taken to be total entropy changes of the entire Universe
or at least of our L-region thereof.]

16 (Re: Entry [132], Ref. [132]) One point: On p. 479 of Ref. [132], it is stated that in an adiabatic process all of the
energy lost by a system can be converted to work, but that in a nonadiabatic process less than all of the energy lost
by a system can be converted to work. But if the entropy of a system undergoing a nonadiabatic process increases,
then more than all of the energy lost by this system can be converted to work, because energy extracted from the
surroundings can then also contribute to the work output. In some such cases positive work output can be obtained at
the expense of the surroundings even if the change in a system’s energy is zero, indeed even if a system gains energy.
Examples: (a) Isothermal expansion of an ideal gas is a thermodynamically spontaneous process, yielding work even
though the energy change of the ideal gas is zero. (b) Evaporation of water into an unsaturated atmosphere (relative
humidity less than 100%) is a thermodynamically spontaneous process, yielding work even though it costs heat, i.e.,
yielding work even though liquid water gains energy in becoming water vapor: see Refs. [133–135] concerning this
point.
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Thus the doom and gloom that one would dread based solely on Boltzmann’s
relation Prob (σ) = exp(−σ/k) does not obtain, and furthermore will never obtain
if there exists imposed two-time low-entropy boundary conditions in an oscillating
cosmology [16,61,62,88–94,101–105], or Planck-power (or other [21–25,33–35]) imposed
sustained low-entropy mass-energy input such as hydrogen in a nonoscillating one [78]. Thus
creation — initial via Big Bang with or without inflation, etc. [26–31], via Everett [96–98],
and sustained via Planck-power (or other [21–25,33–35]) input — being kinetically rather
than thermodynamically controlled [72–77] seems to be at least a reasonable tentative
explanation of why we are privileged to be not merely minimal extraordinary observers
but super-extraordinary observers — more correctly hyper-extraordinary observers — with
an entire Universe to explore and enjoy [61,62]. By the cosmological principle [51] we may
hope that this is true everywhere in the Multiverse.

As a brief aside, we note that many chemical reactions are similarly kinetically rather than
thermodynamically controlled [72–77], in like manner as Eq. (8). While only chemical
reactions are discussed in Refs. [72–77], the same principle likewise applies with respect
to all kinetically rather than thermodynamically controlled processes, for example kinetically
rather than thermodynamically controlled physical and nuclear reactions. As we discussed
in Sect. 4 if nuclear reactions were thermodynamically rather than kinetically controlled
then there would be nothing but (iron + equilibrium blackbody radiation) — an iron-dead
Universe.

8. A brief review concerning the Multiverse, and some alternative
viewpoints

Four Levels of the Multiverse have been recognized [136–141]: Level I, the infinite number of
L-regions and O-regions within an island Universe, with identical fundamental and effective
laws of physics but with generally different histories (given the infinite number of L-regions
and O-regions per island Universe, identical histories must occur in sufficiently widely
separated ones); Level II, an infinite number of island Universes with identical fundamental
but different effective laws of physics; Level III, Dr. Hugh Everett’s many worlds [96–98];
and Level IV, wherein — within limits [136–142] — different fundamental laws of physics
are allowed [136–142].17

Dr. Max Tegmark [138,139] writes that Level III is at least in some sense may be equivalent to
Levels I+II: Level I incorporates different quantum branches within one single given Hubble
volume of an infinity of such volumes contained in an island Universe. Level II incorporates
different quantum branches within an entire island Universe. Level III incorporates different
Level I and Level II Universes within one single given quantum branch. But it seems that
Levels I+II, or at the very least Level I, must exist first, because Levels I+II, or at the very least
Level I, seems prerequisite for the existence of entities capable of executing Dr. Hugh Everett’s
program [96–98].

17 (Re: Entry [137], Ref. [112]) Reference [112] provides discussions of a spectrum of numerous viewpoints concerning
Multiverses and related topics, Dr. Max Tegmark’s viewpoint among this spectrum of viewpoints.
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We should note that if conscious observers, also referred to as self-aware substructures
(SASs) [143–145], are not merely self-aware but also have free will, then they have at least
some degree of choice concerning creation of Level III Universes: They then have at least
some freedom to choose whether or not to make a given observation or measurement, which
observations and measurements to make, and when to make them. Even if the Everett
interpretation [96–98] of quantum mechanics is incorrect [146] and Level III Universes
exist only in potentiality until one and only one of them is actualized [146], say via
wave-function collapse [147], then an SAS with free will still has this degree of choice.
Even if the probabilities of the possible outcomes of any given observation or measurement
cannot be altered, the set of possible outcomes on offer to Nature depends on which
observations and measurements are chosen by an SAS with free will, and when they are
on offer depends on when an SAS with free will chooses to observe or measure. Thus
irrespective of the character of Level III Universes, if free will exists then there is this
qualitative difference between unchosen observations and measurements made by Nature
herself, say via decoherence [148,149], and chosen ones made by an SAS with free will.
Moreover, “decoherence” is perhaps too strong a term; “delocalization of coherence” seems
more correct. Since quantum-mechanical information in general cannot be destroyed,
quantum-mechanical coherence in particular is never really destroyed, merely delocalized.
As with any delocalization process there is an accompanying increase in entropy. But
within a system of finite volume this increase in entropy is limited to a finite maximum
value, implying recoherence, or more correctly relocalization of coherence, after a Poincaré
recurrence time [108,150,151]. Of course, typical Poincaré recurrence times [108,150,151]
of all but very small systems are inconceivably long, but in a very small system at least
partial recoherence, or more correctly relocalization of coherence, may occur in a reasonable
time. We should note that even before the term “decoherence” had been coined, some
aspects of decoherence, or more correctly delocalization of coherence, had been partially
anticipated [152,153]. For general reviews concerning the quantum-mechanical measurement
problem see, for example, Refs. [149] and [152–155].18

Perhaps the concepts considered in this chapter may be at least to some degree applicable
to the maximal proposed version of the Multiverse, the Level IV Multiverse [136–145],
wherein all well-defined mathematical structures [140–145] — but not all arbitrary figments
or fantasies of one’s imagination [140–142] — would be realized as physically-existing
Universes [140–145]. But as Dr. Alex Vilenkin points out, not all mathematical structures,
indeed not even all allowable mathematical structures given the restrictions stated by
Dr. Max Tegmark [140–142], are equal: some are more beautiful and hence more equal
than others [156]. Alex Vilenkin writes: “Beautiful mathematics combines simplicity with
depth [156].” (But also that “simplicity” and “depth” are almost as difficult to define as
“beauty [156].”) But Dr. Alex Vilenkin also writes: “Mathematical beauty may be useful
as a guide, but it is hard to imagine that it would suffice to select a unique theory out of

18 In Chap. 23 of Ref. [152], Dr. David Bohm expresses the viewpoint that classical mechanics should be considered in
its own right and as prerequisite for quantum mechanics, rather than as a limiting case of quantum mechanics.
This is opposed to the more generally accepted viewpoint that classical mechanics should be considered as a
limiting case of quantum mechanics. Moreover, even Dr. David Bohm expresses the latter viewpoint in his own
recognition of the Universe as ultimately quantum-mechanical, in Chap. 8 (especially Sects. 8.22–8.23) and Chap. 22
(especially Sects. 22.2–22.3) of Ref. [152]. But, in any case, this is apart from Dr. David Bohm’s partial anticipation of
certain aspects of decoherence, or more correctly delocalization of coherence, in Sect. 6.12 and Chap. 22 (especially
Sects. 22.11–22.12) of Ref. [152].
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the infinite number of possibilities [157].” These points are also considered by Dr. Roger
Penrose [158]. Yet even so mathematical beauty should have at least some selective power.
A case in point: Newton’s laws have both simplicity and depth, and hence are beautiful.
But Einstein’s laws have both greater simplicity and greater depth, and hence are more
beautiful. The laws of motion have the same form in all reference frames in General
Relativity but not in Newton’s theory (for example, Newton’s theory requires extra terms
for centrifugal and Coriolis forces in rotating reference frames), thus General Relativity
has greater simplicity; additionally, Newton’s theory is a limiting case of Einstein’s but
not vice versa, thus General Relativity also has greater depth. Hence might a Universe
wherein Newton’s laws are the fundamental laws, not merely a limiting case of relativity and
quantum mechanics, be denied physical existence in a Level IV Multiverse — because even
though it is a beautiful mathematical structure, it is not the maximally-beautiful one that
maximally entails both simplicity and depth? While (even neglecting quantum mechanics)
we cannot be sure if General Relativity is the maximally-beautiful mathematical structure,
we can be sure that Newtonian theory, while beautiful, is not maximally beautiful. Moreover,
while the Multiverse is eternal, it nonetheless, at least below Level IV [136], did have a
beginning [99]. The laws of quantum mechanics — our laws of quantum mechanics —
governed the initial tunneling event that created not merely our Universe but the Multiverse,
at least through Level II [99,136]. Thus these laws, on whatever tablets they are written,
must have existed before, and must exist independently of, the Multiverse at least through
Level II [99,136] — not merely of our island Universe [99]. Concerning Level III, it seems
that Levels I+II, or at the very least Level I, must exist first, because Levels I+II, or at
the very least Level I, seems prerequisite for the existence of entities capable of executing
Dr. Hugh Everett’s program [96–98]. But might the prerequisites for a beginning and for the
pre-existence of our laws of quantum mechanics be general, operative even at Level IV [136]?
But if so then might Level IV — but not Levels I, II, and III — be more restricted than has
been suggested [136]? For then might our laws of quantum mechanics be part of the one
maximally-beautiful mathematical structure that maximally entails both simplicity and depth
— our fundamental (not merely effective) laws of physics [136] — after all? Then perhaps
this one maximally beautiful mathematical structure, this maximal possible entailment of both
simplicity and depth, is the only one realized via physically-existing Universes. But if this
is the case then the question arises: Why does this one maximally beautiful mathematical
structure permit life [159] (at the very least, carbon-based life as we know it on Earth)?

We must admit that in this chapter we have not even scratched the surface, as per this
paragraph and the two immediately following ones. There are many alternative viewpoints
concerning the Multiverse and related issues. We should at least mention a few of them that
we have not mentioned until now. According to at least one of these viewpoints, inflation
is eternal into the past as well as into the future, and hence has no beginning as well as no
end [160–162]. But perhaps this is compatible with inflation having a beginning if regions
of inflation in the forward and backward time directions are disjoint and incapable of any
interaction with each other [163]. Then perhaps observers in both types of regions would
consider their home region to be evolving forward, not backward, in time. According to
other viewpoints, inflation not only has a beginning but also has an end — eternal inflation
is impossible [164,165]. According to one of these viewpoints, the end of inflation is imposed
by the increasingly fractal nature of spacetime [164,165]. We also note that Dr. Roger Penrose
considered another difficulty associated with possible fractal nature of spacetime: inflation
does not solve the smoothness and flatness problems if the structure of spacetime is fractal,
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the infinite number of possibilities [157].” These points are also considered by Dr. Roger
Penrose [158]. Yet even so mathematical beauty should have at least some selective power.
A case in point: Newton’s laws have both simplicity and depth, and hence are beautiful.
But Einstein’s laws have both greater simplicity and greater depth, and hence are more
beautiful. The laws of motion have the same form in all reference frames in General
Relativity but not in Newton’s theory (for example, Newton’s theory requires extra terms
for centrifugal and Coriolis forces in rotating reference frames), thus General Relativity
has greater simplicity; additionally, Newton’s theory is a limiting case of Einstein’s but
not vice versa, thus General Relativity also has greater depth. Hence might a Universe
wherein Newton’s laws are the fundamental laws, not merely a limiting case of relativity and
quantum mechanics, be denied physical existence in a Level IV Multiverse — because even
though it is a beautiful mathematical structure, it is not the maximally-beautiful one that
maximally entails both simplicity and depth? While (even neglecting quantum mechanics)
we cannot be sure if General Relativity is the maximally-beautiful mathematical structure,
we can be sure that Newtonian theory, while beautiful, is not maximally beautiful. Moreover,
while the Multiverse is eternal, it nonetheless, at least below Level IV [136], did have a
beginning [99]. The laws of quantum mechanics — our laws of quantum mechanics —
governed the initial tunneling event that created not merely our Universe but the Multiverse,
at least through Level II [99,136]. Thus these laws, on whatever tablets they are written,
must have existed before, and must exist independently of, the Multiverse at least through
Level II [99,136] — not merely of our island Universe [99]. Concerning Level III, it seems
that Levels I+II, or at the very least Level I, must exist first, because Levels I+II, or at
the very least Level I, seems prerequisite for the existence of entities capable of executing
Dr. Hugh Everett’s program [96–98]. But might the prerequisites for a beginning and for the
pre-existence of our laws of quantum mechanics be general, operative even at Level IV [136]?
But if so then might Level IV — but not Levels I, II, and III — be more restricted than has
been suggested [136]? For then might our laws of quantum mechanics be part of the one
maximally-beautiful mathematical structure that maximally entails both simplicity and depth
— our fundamental (not merely effective) laws of physics [136] — after all? Then perhaps
this one maximally beautiful mathematical structure, this maximal possible entailment of both
simplicity and depth, is the only one realized via physically-existing Universes. But if this
is the case then the question arises: Why does this one maximally beautiful mathematical
structure permit life [159] (at the very least, carbon-based life as we know it on Earth)?

We must admit that in this chapter we have not even scratched the surface, as per this
paragraph and the two immediately following ones. There are many alternative viewpoints
concerning the Multiverse and related issues. We should at least mention a few of them that
we have not mentioned until now. According to at least one of these viewpoints, inflation
is eternal into the past as well as into the future, and hence has no beginning as well as no
end [160–162]. But perhaps this is compatible with inflation having a beginning if regions
of inflation in the forward and backward time directions are disjoint and incapable of any
interaction with each other [163]. Then perhaps observers in both types of regions would
consider their home region to be evolving forward, not backward, in time. According to
other viewpoints, inflation not only has a beginning but also has an end — eternal inflation
is impossible [164,165]. According to one of these viewpoints, the end of inflation is imposed
by the increasingly fractal nature of spacetime [164,165]. We also note that Dr. Roger Penrose
considered another difficulty associated with possible fractal nature of spacetime: inflation
does not solve the smoothness and flatness problems if the structure of spacetime is fractal,

Recent Advances in Thermo and Fluid Dynamics248

or worse than fractal [166]. According to another of these viewpoints, the end of inflation
is imposed by the Big Snap, according to which expansion of space will eventually dilute
the number of degrees of freedom per any unit volume, and specifically per Hubble volume,
to less than one, although the Universe will probably be in trouble well before the number
of degrees of freedom per Hubble volume is reduced to one [167,168]. But perhaps new
degrees of freedom can be created to compensate [167,168]. Perhaps Planck-power input, if it
exists, can, because it replenishes mass-energy, also replenish degrees of freedom — thereby
precluding the Big Snap. In Dr. Max Tegmark’s rubber-band analogy, this corresponds to
new molecules of rubber being created as the rubber band stretches, thereby keeping the
density of rubber constant [167,168]. But, with or without a Big Snap [167,168], if inflation
does have an end for any reason whatsoever, then my question to Dr. Roger Penrose in Sect. 6
is answered negatively.

There are also many proposed solutions to the entropy problem (why there is so very much
more than one minimal Boltzmann brain in our L-region and O-region), some of which we
have already discussed and/or cited in Sects. 5–8, other than Planck-power input. But there
are still other proposed solutions to the entropy problem. One other proposed solution that
we have not yet cited entails quantum fluctuations ensuring that every baby Universe starts
out with an unstable large cosmological-constant, which corresponds to low total entropy
because it is thermodynamically favorable for the consequent high-energy false vacuum to
decay spontaneously [169,170]. Yet another proposed solution that we have not yet cited
entails observer-assisted low entropy [168].

There are also many alternative viewpoints concerning fine-tuning and life in the Universe.
It has been noted that since physical parameters such as constants of nature, strengths of
forces, masses of elementary particles, etc., all have real-number values, and the range of real
numbers is infinite, then if the probability of occurrence of a given real-number value of a
given parameter is uniform, or at least non-convergent, then there is only an infinitessimal
probability of this value being within any finite range [171]. But if thee are an infinite number
of L-regions and O-regions, this infinity may be as large or even larger. We should also note
that while some scientists are favorable towards the idea of fine tuning [172], others are
sceptical to the point of not requiring a Multiverse to explain it away, but stating that it
is an invalid concept even if our O-region constituted the entire Universe [173–175]. Even
this sceptical viewpoint admits that only a very small range of parameter space is consistent
with carbon-based life as we know it on Earth [], but assumes that a much larger range of
parameter space is consistent with life in general [174]. But life, at least chemically-based life,
probably must be based on carbon, because no other element even comes close to matching
carbon’s ability to form highly complex, information-rich molecules. Even carbon’s closest
competitor, silicon, falls woefully short. Also, nucleosynthesis in stars forms carbon more
easily that silicon [176], so carbon is more abundant [176].
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Chapter 10

Absolute Zero and Even Colder?

Jack Denur

Additional information is available at the end of the chapter
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Abstract

We consider first the absolute zero of temperature and then negative Kelvin
temperatures. The unattainability formulation of the Third Law of Thermodynamics
is briefly reviewed. It puts limitations on the quest for absolute zero, and in its
strongest mode forbids the attainment of absolute zero by any method whatsoever.
But typically it is stated principally with respect to thermal-entropy-reduction
refrigeration (TSRR). TSRR entails reduction of a refrigerated system’s thermal
entropy, i.e., its localization in momentum space. The possibility or impossibility
of overcoming these limitations via TSRR is considered, with respect to both
standard and absorption TSRR. (In standard TSRR, refrigeration is achieved at the
expense of work input; in absorption TSRR, at the expense of high-temperature
heat input.) We then consider the possibility or impossibility of the attainability
of absolute zero temperature via configurational-entropy-reduction refrigeration
(CSRR). CSRR entails reduction of a refrigerated system’s configurational entropy,
i.e., its localization in position space, via positional isolation of entities that happen
to be in their ground states. Of course, the Second Law of Thermodynamics
requires any decrease in entropy of a refrigerated system to be paid for by a
compensating greater (in the limit of perfection, equal) increase in eLtropy. Or,
in other words, the Second law of Thermodynamics requires any localization in
the total momentum-plus-position phase space of a refrigerated system to be paid
for by a compensating greater (in the limit of perfection, equal) delocalization in
the total momentum-plus-position phase space of the refrigerated system and/or
of its surroundings. We also briefly consider energy-reduction refrigeration (ERR),
which entails extraction of energy but not entropy from a refrigerated system, and
quantum-control refrigeration (QCR). (S not E denotes entropy in TSRR and CSRR,
and E denotes energy in ERR, because S is the standard symbol for entropy, and E
for energy.) With respect to both TSRR and CSRR, we consider not only the issue
of attainability of absolute zero, but also the separate issues, even if absolute zero
can be attained, of maintaining it, and of verifying that it has been attained. Purely
dynamic – as opposed to thermodynamic – limitations on the quest for absolute

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



zero under classical versus quantum mechanics are compared and contrasted. Then
hot true and cold effective negative Kelvin temperatures are considered. A few fine
points concerning the Third Law of Thermodynamics are briefly mentioned in the
Appendix.

Keywords: absolute zero, unattainability formulation of the Third Law of
Thermodynamics, quantization, energy-time uncertainty principle, negative Kelvin
temperatures.

1. Introduction

We consider first the absolute zero of temperature and then negative Kelvin temperatures.

The unattainability formulation of the Third Law of Thermodynamics is briefly reviewed in
Sect. 2.1. It puts limitations of the quest for absolute zero, and in its strongest mode forbids the
attainment of absolute zero by any method whatsoever. But typically it is stated principally
with respect to thermal-entropy-reduction refrigeration (TSRR). TSRR entails reduction of a
refrigerated system’s thermal entropy, i.e., its localization in the momentum part of phase
space (in momentum space for short). The possibility or impossibility of overcoming these
limitations via TSRR is considered, in Sects. 2.2. and 2.3. with respect to standard TSRR, and
in Sect. 2.4. with respect to absorption TSRR. (In standard TSRR, refrigeration is achieved
at the expense of work input; in absorption TSRR, at the expense of high-temperature heat
input.)

In Sect. 3, we consider the possibility or impossibility of the attainability of absolute
zero temperature via configurational-entropy-reduction refrigeration (CSRR). CSRR entails
reduction of a refrigerated system’s configurational entropy, i.e., its localization in the
position part of phase space (in position space for short), via positional isolation of entities
that happen to be in their ground states. In TSRR, whether standard or absorption, a
refrigerated system’s thermal energy, as well as its thermal entropy, is reduced. By contrast,
in CSRR only its configurational entropy is reduced: since the entities to be positionally
isolated are already in their ground states, their thermal energy cannot be reduced. In
Sect. 3, we consider CSRR via positional isolation, by means of weighing or Stern-Gerlach
apparatus, of entities that happen to be in their ground states, with reference to a specific
one of the quantum-control-refrigeration (QCR) methods investigated in Ref. [1], but we will
not employ this or any other QCR method per se.

Refrigeration of a system is also possible via extraction only of energy, but not of entropy,
from this system. We dub this type of refrigeration as energy-reduction refrigeration (ERR).
In order for energy to be extracted from a system without entropy being extracted from
it, the energy must be extracted solely as work and not at all as heat. Simple examples
include a one-time perfect (isentropic, reversible) adiabatic expansion of a gas, with energy
but not entropy extracted from the gas solely via its doing work on its surroundings during
expansion, and the one-time expansion of the photon gas comprising cosmic background
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limitations via TSRR is considered, in Sects. 2.2. and 2.3. with respect to standard TSRR, and
in Sect. 2.4. with respect to absorption TSRR. (In standard TSRR, refrigeration is achieved
at the expense of work input; in absorption TSRR, at the expense of high-temperature heat
input.)

In Sect. 3, we consider the possibility or impossibility of the attainability of absolute
zero temperature via configurational-entropy-reduction refrigeration (CSRR). CSRR entails
reduction of a refrigerated system’s configurational entropy, i.e., its localization in the
position part of phase space (in position space for short), via positional isolation of entities
that happen to be in their ground states. In TSRR, whether standard or absorption, a
refrigerated system’s thermal energy, as well as its thermal entropy, is reduced. By contrast,
in CSRR only its configurational entropy is reduced: since the entities to be positionally
isolated are already in their ground states, their thermal energy cannot be reduced. In
Sect. 3, we consider CSRR via positional isolation, by means of weighing or Stern-Gerlach
apparatus, of entities that happen to be in their ground states, with reference to a specific
one of the quantum-control-refrigeration (QCR) methods investigated in Ref. [1], but we will
not employ this or any other QCR method per se.

Refrigeration of a system is also possible via extraction only of energy, but not of entropy,
from this system. We dub this type of refrigeration as energy-reduction refrigeration (ERR).
In order for energy to be extracted from a system without entropy being extracted from
it, the energy must be extracted solely as work and not at all as heat. Simple examples
include a one-time perfect (isentropic, reversible) adiabatic expansion of a gas, with energy
but not entropy extracted from the gas solely via its doing work on its surroundings during
expansion, and the one-time expansion of the photon gas comprising cosmic background
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radiation in an ever-expanding Universe (with no steady-state-theory-type “replacement”).
In Sect. 2.1. and especially in Sect. 2.5. we will very briefly discuss one-time-expansion ERR,
and in Sect. 3. we will very briefly discuss but not employ another type of ERR that is part of
a QCR method. (S not E denotes entropy in TSRR and CSRR, and E denotes energy in ERR,
because S is the standard symbol for entropy, and E for energy.)

Of course, the Second Law of Thermodynamics requires any decrease in entropy of a
refrigerated system to be paid for by a compensating greater (in the limit of perfection
or reversibility, equal) increase in entropy. Or, in other words, the Second Law of
Thermodynamics requires any localization in the total momentum-plus-position phase space
of a refrigerated system to be paid for by a compensating greater (in the limit of perfection
or reversibility, equal) delocalization in the total momentum-plus-position phase space of
the refrigerated system and/or of its surroundings. If all of the entropy increase and
associated waste heat owing to imperfection or irreversibility can be dumped into the
surroundings rather than into a refrigerated system, then the refrigerated system will still
be cooled to as low a temperature as if refrigeration were perfect (reversible), albeit at
higher thermodynamic cost. Although perfect (isentropic, reversible) ERR entails zero net
entropy change of a refrigerated system, within this zero ERR does entail a decrease in this
system’s thermal or momentum-space entropy (localization in momentum space) and an
increase in its configurational or position-space entropy (delocalization in position space).
If ERR is imperfect (irreversible) then the increase exceeds the decrease and hence the net
entropy change is positive. But again if all of the entropy increase and associated waste heat
owing to imperfection or irreversibility can be dumped into the surroundings rather than into
refrigerated system, then the refrigerated system will still be cooled to as low a temperature
as if ERR were perfect (reversible), albeit at higher thermodynamic cost.

All other things being equal, only if all waste heat owing to irreversibility is dumped outside
of the system being refrigerated can imperfect (irreversible) refrigeration by any method
(standard or absorption TSRR, CSRR, ERR, QCR, etc.) attain a temperature as low as that
attainable via perfect (reversible) refrigeration, and then only at higher thermodynamic cost
than via perfect (reversible) refrigeration. Otherwise, all other things being equal, imperfect
(irreversible) refrigeration cannot attain as low a temperature as that attainable via perfect
(reversible) refrigeration, even at higher thermodynamic cost than via perfect (reversible)
refrigeration.

The Second Law of Thermodynamics forbids a negative change in total entropy, which would
correspond to better-than-perfect refrigeration by any method (standard, absorption, or other)
TSRR, CSRR, ERR, QCR, etc. (In Sect. 3.6, we will give a brief hypothetical consideration of
better-than-perfect refrigeration.)

With respect to both TSRR and CSRR, we consider not only the issue of attainability of
absolute zero, but also the separate issues, even if absolute zero can be attained, of maintaining
it, and of verifying that it has been attained. The issues of attaining and maintaining absolute
zero are considered in both Sects. 2. and 3. The issues of verifiability and purely dynamic —
as opposed to thermodynamic — limitations on the quest for absolute zero are considered in
Sect. 3, because they seem to be more transparently understandable with respect to CSRR,
but in Sect. 3. we then relate them also with respect to TSRR. Purely dynamic — as opposed to
thermodynamic — limitations on the quest for absolute zero under classical versus quantum
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mechanics are compared in Sect. 3. Our considerations in Sects. 2. and 3. are general in
nature, rather than of specific technical aspects of any particular refrigeration apparatus.

In Sect. 4, we briefly review hot true negative Kelvin temperatures, and then consider cold
effective negative Kelvin temperatures. Brief concluding remarks are provided in Sect. 5. A
few fine points concerning the third law of thermodynamics are briefly mentioned in the
Appendix.

2. The quest for absolute zero via TSRR

2.1. Limits imposed by the Second Law and by the unattainability formulation
of the Third Law on TSRR

According to the unattainability formulation of the Third Law of Thermodynamics,
the absolute zero of temperature, 0 K, is unattainable in a finite number of finite
operations [2–5].1 But these operations are usually assumed to be TSRR operations [2–5],
and most usually standard TSRR operations [2–5]. [It might be argued that a one-time
infinite operation, for example a one-time infinite adiabatic expansion of a gas, or of the
photon gas comprising cosmic background radiation in an ever-expanding Universe (with
no steady-state-theory-type “replacement”), can via ERR attain 0 K. But (except perhaps for
an ever-expanding Universe) a one-time infinite operation is as physically impossible and
physically unrealizable as an infinite number of finite operations. Hence we will not employ
one–time-expansion ERR in this chapter. (In this Sect. 2.1. and especially in Sect. 2.5. we
will very briefly discuss one–time-expansion ERR. In Sect. 3. we will very briefly discuss but
not employ another type of ERR that does not require infinite volume (and that is part of a
QCR method) for cooling to 0 K, but which still encounters another difficulty with respect to
cooling to 0 K.)]

Standard TSRR most typically entails, first, reducing the position-space or configurational
entropy of a system to be refrigerated without a compensating increase in its
momentum-space or thermal entropy. This first, isothermal, step is necessary but preparatory,
itself not yielding a lowering of temperature. An example is isothermal compression of a
gas, the heat of compression being expelled to the surroundings, with the surroundings
rather than the system to be refrigerated thus suffering the required compensating increase
in momentum-space or thermal entropy. The Second Law of Thermodynamics requires that
the system’s surroundings must suffer a larger (in the limit of perfection, equal) increase
in momentum-space or thermal entropy than the decrease in the refrigerated system’s
position-space or configurational entropy owing to compression of the gas to within a smaller
volume. In standard TSRR this is accomplished via heat transfer from the system to be
refrigerated to its surroundings [2–5]. Thus momentum-space or thermal entropy is dumped
from the system into its surroundings [2–5]. Other examples include isothermal condensation
or magnetization, with the heat and thermal entropy thereby released similarly dumped
into the surroundings [2–5]. In the second, adiabatic, step, the system to be refrigerated is
thermally isolated, so that it can receive no heat from its surroundings. Then, via doing work

1 (Re: Entries [2] and [3], Refs. [2] and [3]) Contrary to one minor statement on p. 30 of Ref. [3], internal energy does
have a uniquely-defined zero, in accordance with E = mc2. Reference [3] does not render Ref. [2] obsolete, because
Ref. [2] discusses aspects not discussed in Ref. [3], and vice versa.

Recent Advances in Thermo and Fluid Dynamics264



mechanics are compared in Sect. 3. Our considerations in Sects. 2. and 3. are general in
nature, rather than of specific technical aspects of any particular refrigeration apparatus.

In Sect. 4, we briefly review hot true negative Kelvin temperatures, and then consider cold
effective negative Kelvin temperatures. Brief concluding remarks are provided in Sect. 5. A
few fine points concerning the third law of thermodynamics are briefly mentioned in the
Appendix.

2. The quest for absolute zero via TSRR

2.1. Limits imposed by the Second Law and by the unattainability formulation
of the Third Law on TSRR

According to the unattainability formulation of the Third Law of Thermodynamics,
the absolute zero of temperature, 0 K, is unattainable in a finite number of finite
operations [2–5].1 But these operations are usually assumed to be TSRR operations [2–5],
and most usually standard TSRR operations [2–5]. [It might be argued that a one-time
infinite operation, for example a one-time infinite adiabatic expansion of a gas, or of the
photon gas comprising cosmic background radiation in an ever-expanding Universe (with
no steady-state-theory-type “replacement”), can via ERR attain 0 K. But (except perhaps for
an ever-expanding Universe) a one-time infinite operation is as physically impossible and
physically unrealizable as an infinite number of finite operations. Hence we will not employ
one–time-expansion ERR in this chapter. (In this Sect. 2.1. and especially in Sect. 2.5. we
will very briefly discuss one–time-expansion ERR. In Sect. 3. we will very briefly discuss but
not employ another type of ERR that does not require infinite volume (and that is part of a
QCR method) for cooling to 0 K, but which still encounters another difficulty with respect to
cooling to 0 K.)]

Standard TSRR most typically entails, first, reducing the position-space or configurational
entropy of a system to be refrigerated without a compensating increase in its
momentum-space or thermal entropy. This first, isothermal, step is necessary but preparatory,
itself not yielding a lowering of temperature. An example is isothermal compression of a
gas, the heat of compression being expelled to the surroundings, with the surroundings
rather than the system to be refrigerated thus suffering the required compensating increase
in momentum-space or thermal entropy. The Second Law of Thermodynamics requires that
the system’s surroundings must suffer a larger (in the limit of perfection, equal) increase
in momentum-space or thermal entropy than the decrease in the refrigerated system’s
position-space or configurational entropy owing to compression of the gas to within a smaller
volume. In standard TSRR this is accomplished via heat transfer from the system to be
refrigerated to its surroundings [2–5]. Thus momentum-space or thermal entropy is dumped
from the system into its surroundings [2–5]. Other examples include isothermal condensation
or magnetization, with the heat and thermal entropy thereby released similarly dumped
into the surroundings [2–5]. In the second, adiabatic, step, the system to be refrigerated is
thermally isolated, so that it can receive no heat from its surroundings. Then, via doing work

1 (Re: Entries [2] and [3], Refs. [2] and [3]) Contrary to one minor statement on p. 30 of Ref. [3], internal energy does
have a uniquely-defined zero, in accordance with E = mc2. Reference [3] does not render Ref. [2] obsolete, because
Ref. [2] discusses aspects not discussed in Ref. [3], and vice versa.

Recent Advances in Thermo and Fluid Dynamics264

on its surroundings and/or internally within itself, the refrigerated system trades an increase
in its position-space or configurational entropy for a decrease in its momentum-space or
thermal entropy. Examples include adiabatic expansion of a gas, wherein work is done on
the surroundings, and adiabatic evaporation or demagnetization, wherein at least some of
the work is done internally against attractive forces within the refrigerated system itself.
The refrigerated system thus follows an adiabat towards a decrease in its temperature.
Note that lowering of temperature occurs in this second step, the first step being necessary
but preparatory. The net result of both steps is a decrease in our refrigerated system’s
momentum-space or thermal entropy but no change in its position-space or configurational
entropy — localization in position space in the first step is undone by delocalization in
position space in the second step. Thus the refrigerated system’s net localization is in
momentum space but not in position space: hence the designation TSRR. The second,
adiabatic, step of standard TSRR, being the temperature-lowering step, may seem to be the
more important one. But it would be impossible without the first, isothermal, preparatory
step. Note that TSRR requires heat to be extracted from a refrigerated system at some point
in the refrigeration process, even if not at the temperature-lowering step. In the examples of
standard TSRR given in this paragraph, this required extraction of heat occurs in the first,
isothermal, preparatory step.

Standard TSRR is perfect (reversible) if, in the first step, the decrease in the system’s
position-space or configurational entropy equals the increase in the surroundings’
momentum-space or thermal entropy, and if, in the second step, the decrease in the system’s
momentum-space or thermal entropy equals the increase in the system’s position-space
or configurational entropy. Thus standard TSRR is perfect (reversible) if the total entropy
change is zero for each step considered individually and for both steps combined. TSRR is
imperfect (irreversible) if the total entropy change is positive. As per the fourth through sixth
paragraphs of Sect. 1. applied specifically to TSRR, all other things being equal, only if all
waste heat is dumped outside of the system being refrigerated can imperfect (irreversible)
TSRR attain a temperature as low as that attainable via perfect (reversible) TSRR, and then
only at greater thermodynamic cost than via perfect (reversible) TSRR. Otherwise, all other
things being equal, imperfect (irreversible) TSRR cannot attain as low a temperature as that
attainable via perfect (reversible) TSRR.

We will consider two types of TSRR. Standard TSRR, which we described briefly in the first
two paragraphs of this Sect. 2.1, and which we will consider more detail in Sects. 2.2. and
2.3, is executed at the expense of work input. In standard TSRR, heat is extracted from
a refrigerated system at the expense of work input. In Sect. 2.4, we will provide a brief
comparison with absorption TSRR, which is executed at the expense of heat input from a
high-temperature reservoir. In absorption TSRR, heat is extracted from a refrigerated system
at the expense of heat input from a high-temperature reservoir.

To re-emphasize, TSRR, whether standard or absorption, always requires energy to be
extracted from a refrigerated system via heat at some point in the refrigeration process, even
if not at the temperature-lowering step. In standard TSRR methods described in the first
paragraph of this Sect. 2.1. heat must be extracted from a refrigerated system in the first step
to maintain the system isothermal despite compression and/or other localization in position
space, even though no heat is extracted from it in the second, adiabatic, temperature-lowering
step. Energy may also be extracted from a refrigerated system via work during standard
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TSRR. As we will see in Sect. 2.4, in absorption TSRR energy is extracted from a refrigerated
system continuously via heat, but never via work.

Because entropy changes become ever smaller as 0 K is approached [2–5], and also because
the rate of change of entropy with respect to temperature never becomes infinite [3],
the temperature decrease attainable with each successive two-step isothermal-adiabatic
standard-TSRR cycle becomes ever smaller [2–5]. Two adiabats can never intercept, and in
particular no other adiabat can intercept that corresponding to zero-point entropy and hence
to 0 K [2–5]: This is probably the paramount reason why, according to the unattainability
formulation of the Third Law, of Thermodynamics 0 K cannot be reached in a finite number
of finite standard-TSRR operations; the reasons cited in the first sentence of this paragraph
probably being more of a supplementary nature [2–5]. [It might be argued that a one-time
infinite adiabatic expansion of a gas or of the photon gas comprising cosmic background
radiation in an ever-expanding Universe (with no steady-state-theory-type “replacement”),
can via ERR attain 0 K, and thus via such infinite expansion its adiabat can intercept
that corresponding to zero-point entropy and hence to 0 K. But (except perhaps for an
ever-expanding Universe), a one-time infinite expansion is as physically impossible and
physically unrealizable as an infinite number of finite operations.]

Beyond these considerations [2–5] concerning limitations on the quest for 0 K in the
classical regime, there is of course a vast literature concerning the quest for 0 K, as well
as concerning optimizing refrigerator operation, in the quantum regime. Extensive and
thorough discussions, reviews, and bibliographies are provided in Refs. [6] and [7].2 We also
cite one specific study [8] (of very many). This study [8] investigates optimization of quantum
refrigerator operation via maximization of the product of the time rate of heat extraction
from a refrigerated system and the thermodynamic efficiency (coefficient of performance)
of the refrigerator, maximization of both simultaneously being impossible [8]. The bottom
line based on these sources [6–8] seems to be that even in the quantum regime 0 K cannot
be attained with finite resources and in finite time [6–8]. Thus, based on these sources [6–8],
quantum refrigeration also seems to be under the governance of the unattainability statement
of the Third Law, at least in its strongest mode [6–8]. Yet there is an alternative viewpoint [1].

2.2. The Third Law does not require infinite work to attain TC = 0 K via standard
TSRR, but forbids performance of the required finite work

The work required to cool any finite sample of matter (and/or of energy such as equilibrium
blackbody radiation) maintained within a fixed finite volume V or at constant pressure P
from any initial finite fixed, relatively hot ambient temperature TH to what is generally
considered to be the ultimate cold temperature TC = 0 K via standard TSRR is finite —
indeed for typical room-temperature TH and for typical laboratory-size samples typically
small. Hence the unattainability formulation of the Third Law of Thermodynamics does not
forbid attainment of 0 K via standard TSRR by requiring infinite work for the process. Rather,
it forbids attainment of 0 K via standard TSRR by forbidding the performance of the required
finite, typically small, amount of work.

2 (Re: Entry [6], Ref. [6]) The “quest for absolute zero” in the titles of Sects. 2. and 3. of this chapter was borrowed
from the titles of Refs. 15 and 36 cited in Ref. [6] of this chapter.
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While the coefficient of performance of standard TSRR decreases towards 0 as 0 K is
approached, specific heats and heat capacities decrease even more rapidly towards 0 as 0 K is
approached. Hence the finite — indeed typically small — amount of work required to attain
0 K via standard TSRR is not an issue. Let the cold temperature of a refrigerated system
at a given stage of a standard-TSRR process be TC (TH assumed fixed). Let dQC be the
maximum differential increment of heat that the Second Law of Thermodynamics allows to
be extracted from this refrigerated system at temperature TC, with differential increment of
heat dQH ejected at temperature TH , at the expense of a given differential increment of work
dW. By the First Law of thermodynamics

dQH = dQC + dW. (1)

The best possible standard-TSRR operation and hence the highest possible standard-TSRR
coefficient of performance COPstd allowed by the Second Law of Thermodynamics is in
accordance with [9,10]

dStotal = dSC + dSH =
dQC
TC

− dQH
TH

=
dQC
TC

− dQC + dW
TH

= 0

=⇒ dW
TH

= dQC

(

1
TC

− 1
TH

)

= dQC
TH − TC

TCTH

=⇒ dW = dQC
TH − TC

TC

=⇒ COPstd =
dQC
dW

=
TC

TH − TC

=⇒ lim
TC→0 K

COPstd =
TC
TH

. (2)

In the third step of the first line line of Eq. (2) we applied the First Law of Thermodynamics
[Eq. (1)]. In the last two lines of Eq. (2) the coefficient of performance COPstd for standard
TSRR is given in general and then in the limiting case TC → 0 K.

Let QC be the heat that must be extracted from our refrigerated system to cool it from TH
to 0 K, CX (TC) be the heat capacity given condition X (X = V if constant volume, X = P if
constant pressure) of this system at temperature TC as its temperature TC is lowered from TH
towards 0 K, and W be the minimum work that the Second Law of Thermodynamics requires
to cool it from TH to 0 K via standard TSRR. Then

QC =
∫ TH

0 K
dQC =

∫ TH

0 K
CX (TC) dTC (3)

and

dW =
dQC

COPstd
=

TH − TC
TC

dQC =
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TH
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It has been stated [12,13]: “The coefficient of performance becomes progressively smaller as
the temperature TC decreases relative to TH . And if the temperature TC approaches zero, the
coefficient of performance also approaches zero (assuming TH fixed). It therefore requires
huge amounts of work to extract even trivially small quantities of heat from a system near
TC = 0 K.” But the quantities of heat that must be extracted from any laboratory-size system
as TC → 0 K are less than trivially small; hence the required amounts of work are less than
huge. If CX (TC) were constant, independent of TC, then by Eq. (4) the minimum work W
required by the second law for cooling any finite system to 0 K, i.e., for reducing TC from TH
to 0 K, would indeed diverge towards ∞ — but even then just barely (logarithmically) — as
TC → 0 K. But if CX (TC) decreases at all — even however slowly — with decreasing TC, then
by Eq. (4) the divergence of W as TC → 0 K is cured. In fact CX (TC) not merely decreases but
decreases rapidly [14,15] as TC → 0 K; hence the divergence of W as TC → 0 K is not merely
cured but cured by an extremely wide margin. Any system constrained within a fixed finite
volume, or even within an unfixed but always finite volume for example corresponding to
maintenance of constant pressure, must obey the two-state model [16] in the limit TC →
0 K [16], because (as will be discussed in Sect. 3.4.) quantum mechanics requires discrete
energy levels and forbids an energy continuum in any system constrained within a fixed
finite volume, or even within an unfixed but always finite volume for example corresponding
to maintenance of constant pressure.3 And for the two-state model [16] the heat capacity
decreases nearly exponentially with decreasing temperature in the limit TC → 0 K [16]. We
note that if TH is not too high it makes little difference whether we put CX (TC) = CV (TC)
or CX (TC) = CP (TC) in Eqs. (3) and (4) [14,15], because always TC ≤ TH , with CP (TC)−
CV (TC) → 0 and CP (TC) /CV (TC) → 1 (both from above) as TC → 0 K [14,15]. Indeed, since
solids and liquids are typically only slightly compressible, for solids and liquids CP (TC) is
typically only marginally larger than CV (TC) even at TC well above 0 K, even as far above
0 K as is consistent with the existence of solids and liquids [17,18].

But as was discussed in Sect. 2.1, in accordance with the unattainability formulation of
the third law of thermodynamics [2–5], entropy changes become ever smaller as 0 K is
approached, rates of change of entropy with respect to temperature never become infinite [3],
and two adiabats can never intercept [2–5]. Hence the temperature decrease attainable
with each successive two-step isothermal-adiabatic TSRR cycle becomes ever smaller [2–5].
Especially, two adiabats can never intercept, and in particular no other adiabat can intercept
that corresponding to zero-point entropy and hence to 0 K [2–5]. Thus the unattainability
formulation of the third law forbids the attainment of 0 K via standard TSRR not by requiring
an infinite amount of work to cool a finite sample of matter (and/or energy) within a finite
volume to 0 K, but rather by forbidding the finite — typically small — required amount of
work from being performed via any standard-TSRR process [2–5]. While COPstd as per
Eq. (2) is the theoretical maximum and the work W as per Eq. (4) is the theoretical minimum
allowed by the Second Law of Thermodynamics, for well-designed real-world standard TSRR
systems the actual COPstd is not more than a few times smaller and the actual required work

3 (Re: Entry [16], Ref. [3]) In the version of the two-state model presented in Sects. 15-3 and 16-2 of Ref. [3], both states
are nondegenerate. But the nearly exponential decrease of heat capacity with decreasing temperature as T → 0 K
still obtains irrespective of any (finite) degeneracy of one or both states. Degeneracy of the ground state does not
affect the heat capacity at all; g-fold degeneracy of the excited state multiplies g-fold the heat capacity as compared
to that given a nondegenerate excited state as per Sect. 15-3 of Ref. [3].
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decreases nearly exponentially with decreasing temperature in the limit TC → 0 K [16]. We
note that if TH is not too high it makes little difference whether we put CX (TC) = CV (TC)
or CX (TC) = CP (TC) in Eqs. (3) and (4) [14,15], because always TC ≤ TH , with CP (TC)−
CV (TC) → 0 and CP (TC) /CV (TC) → 1 (both from above) as TC → 0 K [14,15]. Indeed, since
solids and liquids are typically only slightly compressible, for solids and liquids CP (TC) is
typically only marginally larger than CV (TC) even at TC well above 0 K, even as far above
0 K as is consistent with the existence of solids and liquids [17,18].

But as was discussed in Sect. 2.1, in accordance with the unattainability formulation of
the third law of thermodynamics [2–5], entropy changes become ever smaller as 0 K is
approached, rates of change of entropy with respect to temperature never become infinite [3],
and two adiabats can never intercept [2–5]. Hence the temperature decrease attainable
with each successive two-step isothermal-adiabatic TSRR cycle becomes ever smaller [2–5].
Especially, two adiabats can never intercept, and in particular no other adiabat can intercept
that corresponding to zero-point entropy and hence to 0 K [2–5]. Thus the unattainability
formulation of the third law forbids the attainment of 0 K via standard TSRR not by requiring
an infinite amount of work to cool a finite sample of matter (and/or energy) within a finite
volume to 0 K, but rather by forbidding the finite — typically small — required amount of
work from being performed via any standard-TSRR process [2–5]. While COPstd as per
Eq. (2) is the theoretical maximum and the work W as per Eq. (4) is the theoretical minimum
allowed by the Second Law of Thermodynamics, for well-designed real-world standard TSRR
systems the actual COPstd is not more than a few times smaller and the actual required work

3 (Re: Entry [16], Ref. [3]) In the version of the two-state model presented in Sects. 15-3 and 16-2 of Ref. [3], both states
are nondegenerate. But the nearly exponential decrease of heat capacity with decreasing temperature as T → 0 K
still obtains irrespective of any (finite) degeneracy of one or both states. Degeneracy of the ground state does not
affect the heat capacity at all; g-fold degeneracy of the excited state multiplies g-fold the heat capacity as compared
to that given a nondegenerate excited state as per Sect. 15-3 of Ref. [3].
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is not more than a few times larger these theoretical limits, and this small numerical factor
in no way contravenes our result.

2.3. Can the difficulty of infinite power required to maintain TC = 0 K be
overcome?

The work W required to attain TC = 0 K as derived in Sect. 2.2. is that required only to
extract all of the internal thermal energy out of a system to be refrigerated via standard TSRR,
thus cooling it to TC = 0 K. But this unrealistically assumes that strictly zero external thermal
energy flows into this system in the meantime. Thus we must consider not only the work W
required to extract all of the internal thermal energy out of a system to be refrigerated, thus
cooling it to TC = 0 K, i.e., to attain TC = 0 K. We must also consider the power P = dW ′/dt
and work W ′ =

∫

Pdt required to overcome the flow of external thermal energy, i.e., heat
flow dQC/dt, into our refrigerated system, requisite to maintain it at TC = 0 K. (Note:
Time t should not be confused with temperature T.) Heat transfer into our refrigerated
system, indeed heat transfer in general, occurs via three processes: conduction, radiation,
and convection [19,20]. Heat transfer dQC/dt into our refrigerated system via conduction is
proportional to TH − TC and via radiation to T4

H − T4
C [19,20]. While convection is a complex

phenomenon, which may be either natural or forced, for simplicity and for argument’s
sake let us accept the most usual result [21], according to which heat transfer via natural
convection is proportional to (TH − TC)

5/4 [21]. If we must have convection, we prefer
natural convection to forced convection, because the former transfers heat less efficiently.
Thus heat transfer dQC/dt via conduction is a (TH − TC), via radiation b

(

T4
H − T4

C
)

, and
via natural convection c (TH − TC)

5/4 [19,20]; the prefactors a, b, and c corresponding to
conductive, radiative, and natural-convective heat transfer, respectively [19,20]. These three
prefactors for a given system to be refrigerated are determined by its geometry (size, shape,
surface area, etc.), by the type of insulation, usually at least to some extent by TH and/or
TC, and by any other relevant properties [19,20]. Thus, applying the result for COPstd from
Eq. (2),

dQC

dt
= a (TH − TC) + b

(

T4
H − T4

C

)

+ c (TH − TC)
5/4

=⇒ P =
dW ′

dt
=

dQC/dt
COPstd

=
TH − TC

TC

dQC

dt
=

TH − TC

TC

[

a (TH − TC) + b
(

T4
H − T4

C

)

+ c (TH − TC)
5/4

]

=⇒ lim
YC→0 K

dQC

dt
= aTH + bT4

H + cT5/4
H

=⇒ lim
YC→0 K

P = lim
YC→0 K

dW ′

dt
= lim

YC→0 K

dQC/dt
COPstd

= lim
YC→0 K

TH − TC

TC

dQC

dt

= lim
YC→0 K

TH

TC

(

aTH + bT4
H + cT5/4

H

)

= lim
YC→0 K

aT2
H + bT5

H + cT9/4
H

TC
. (5)

This expression diverges towards ∞ as TC → 0 K unless a, b, and c decrease with decreasing
TC at least as rapidly as TC itself, with a = b = c = 0 at least at TC = 0 K. But given that
a, b, and c in general depend on TH as well as on TC and that TH is fixed, such a functional
dependency of a, b, and c on TC seems unlikely. But perhaps we should not a priori rule it
out as impossible.
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The decrease, indeed the typically rapid decrease, of CX (TC) as TC → 0 K [14,15] allows all
of a finite refrigerated system’s internal thermal energy to be pumped out of it thus cooling
it to TC = 0 K via standard TSRR with the expenditure of a finite (typically small) amount
of work. The vanishing of CX (TC) as TC → 0 K within a refrigerated system more than
compensates for the vanishing of COPstd in Eq. (4) as TC → 0 K. But the vanishing of
CX (TC) as TC → 0 K within a refrigerated system does not help insofar as overcoming the
flow of external thermal energy, i.e., heat flow, from surroundings at ambient temperature TH
into a refrigerated system, is concerned. Thus in Eq. (5) the vanishing of COPstd as TC → 0 K
is not compensated for. Hence even if TC = 0 K is attained infinite power is required to
maintain it — unless a, b, and c decrease with decreasing TC at least as rapidly as TC itself,
with a = b = c = 0 at least at TC = 0 K. Can this “unless” — implying that insulation must
become perfect [23] as TC → 0 K — be realized? Again, given that a, b, and c in general
depend on TH as well as on TC and that TH is fixed, such a functional dependency of a, b,
and c on TC, it seems unlikely, but perhaps we should not a priori rule it out as impossible.
But even if it is impossible, TC = 0 K may be not merely attainable, but also maintainable, but
only for an instant, or at most for a finite number of instants.

Note that COPstd = 0 obtains only at exactly the point value TC = 0 K [9,10]. This leaves open
the possibility that even if a, b, and c do not decrease with decreasing TC at least as rapidly as
TC itself and remain finite and positive at TC = 0 K, i.e., even if insulation does not become
perfect as TC → 0 K, TC = 0 K could be attained and then maintained for an instant, because
P need be infinite for only an infinitesimally short time so W ′ =

∫

Pdt could still be finite.
But if even given this imperfection TC = 0 K could thus be attained even for an instant, then
it could be likewise re-attained for any arbitrarily large (but finite) number N of additional
instants, since N

∫

Pdt would then still be finite. Any finite number of infinitesimally short
time intervals still sum to an infinitesimally short time interval. Let the refrigeration process
begin at time t0 and be completed at time t1. Let TH be fixed, and for simplicity and for
argument’s sake let

TC (t) = TH

(

1 − t − t0
t1 − t0

)γ

, (6)

where γ is a fixed positive real number. Then, for simplicity and for argument’s sake, let
us consider only the part of the refrigeration process at TC � TH . Within this part of the
refrigeration process, TC has little room to decrease towards TC = 0 K, so since TH is fixed
letting a, b, and c be constants independent of TC may be a good approximation. Thus we
have, applying the last two lines of Eq. (5),

W ′ =
∫ t1

t0
Pdt =

(

aT2
H + bT5

H + cT9/4
H

)

∫ t1

t0

dt
TC (t)

=
(

aT2
H + bT5

H + cT9/4
H

)

∫ t1

t0

dt

TH

(

1 − t−t0
t1−t0

)γ =
(

aTH + bT4
H + cT5/4

H

)

∫ t1

t0

dt
(

1 − t−t0
t1−t0

)γ

=
(

aTH + bT4
H + cT5/4

H

)

∫ t1

t0

dt
[

t1−t0−(t−t0)
t1−t0

]γ =
(

aTH + bT4
H + cT5/4

H

)

(t1 − t0)
γ

∫ t1

t0

dt
(t1 − t)γ
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instants, since N

∫

Pdt would then still be finite. Any finite number of infinitesimally short
time intervals still sum to an infinitesimally short time interval. Let the refrigeration process
begin at time t0 and be completed at time t1. Let TH be fixed, and for simplicity and for
argument’s sake let

TC (t) = TH

(

1 − t − t0
t1 − t0

)γ

, (6)

where γ is a fixed positive real number. Then, for simplicity and for argument’s sake, let
us consider only the part of the refrigeration process at TC � TH . Within this part of the
refrigeration process, TC has little room to decrease towards TC = 0 K, so since TH is fixed
letting a, b, and c be constants independent of TC may be a good approximation. Thus we
have, applying the last two lines of Eq. (5),

W ′ =
∫ t1

t0
Pdt =

(

aT2
H + bT5

H + cT9/4
H

)

∫ t1

t0

dt
TC (t)

=
(

aT2
H + bT5

H + cT9/4
H

)

∫ t1

t0

dt

TH

(

1 − t−t0
t1−t0

)γ =
(

aTH + bT4
H + cT5/4

H

)

∫ t1

t0

dt
(

1 − t−t0
t1−t0

)γ

=
(

aTH + bT4
H + cT5/4

H

)

∫ t1

t0

dt
[

t1−t0−(t−t0)
t1−t0

]γ =
(

aTH + bT4
H + cT5/4

H

)

(t1 − t0)
γ

∫ t1

t0

dt
(t1 − t)γ
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=⇒ if 0 < γ < 1 then W ′ =
(

aTH + bT4
H + cT5/4

H

)

(t1 − t0)
γ (t1 − t0)

1−γ

1 − γ
=

=
(

aTH + bT4
H + cT5/4

H

) t1 − t0

1 − γ

=⇒ W ′ is finite if 0 < γ < 1

=⇒ Wtotal = W + W ′ is finite if 0 < γ < 1. (7)

In the last step of Eq. (7) we applied the finiteness of our result for W as per Eq. (4) and the
associated discussions. Thus it seems that the difficulty of infinite power and infinite work
required to maintain TC = 0 K can, at least to this very limited extent, be overcome.

W ′ and hence Wtotal = W + W ′ can remain finite if TC = 0 K is to be maintained for finitely
longer than an instant or finite number of instants given given fixed finite TH > 0 K only if a,
b, and c decrease with decreasing TC at least as rapidly as TC itself, with a = b = c = 0 at
least at TC = 0 K. And this in the face of a, b, and c in general depending on TH as well as
on TC, with TH being fixed. Thus we require perfect [23] — not merely good — insulation at
TC = 0 K, yet also with fixed finite TH > 0 K. And perfect insulation — a = b = c = 0 — is
hard to come by. Hard, but perhaps not impossible. Again, for simplicity and for argument’s
sake, let us consider only the part of the refrigeration process at TC � TH . By surrounding
our refrigerated system including its insulation with a vacuum, and with the insulation being
comprised entirely of solids (not fluids: liquids or gases), we can indeed achieve c = 0 —
solids certainly exist at finite TH > 0 K. Convection (whether natural or forced) occurs only
in fluids (gases and liquids), and is nonexistent in solids or in a vacuum. But even though we
have thus achieved c = 0, we must still achieve a = 0 and b = 0. Superinsulators — perfect
(not merely good) — insulators with respect to electricity have recently been discovered [23],
with the superinsulating state existing at temperatures up to TSI,elec,max finitely greater than
0 K [23]. (Reference [23] provides a thorough and excellent review, as well as an extensive
bibliography.) So perhaps we should not a priori rule out superinsulators with respect to heat,
with the superinsulating state existing at 0 K ≤ TH ≤ TSI,heat,max [23]. Even if superinsulation
with respect to heat exists, we do not know if TSI,heat,max = TSI,elec,max. But all we require
is that 0 K < TH < TSI,heat,max [23]. If superinsulation with respect to heat exists, then
a = 0 can obtain at finite TH > 0 K. [Superinsulation should not be confused with the
typical exponential improvement of ordinary insulation with decreasing temperature. The
latter obtains, for example, if conduction of heat and electricity is via electrons thermally
promoted from the valence band to the conduction band with the two bands separated by
a fixed finite energy gap ∆E. Then the probability of such promotion per attempt to jump
the gap decreases exponentially with decreasing TH in accordance with the Boltzmann factor
e−∆E/kTH (k is Boltzmann’s constant) and hence is very small for low TH . But it does not
vanish perfectly except at TH = 0 K and hence ordinary insulation remains imperfect at any
finite TH > 0 K.] If furthermore the vacuum surrounding our refrigerated system with its
superinsulating shield with respect to heat is permeated by equilibrium blackbody radiation
at fixed finite TH below the upper temperature limit TSI,heat,max of the superinsulating state
with respect to heat, then this radiation will not destroy the superinsulating state. (Indeed a
vacuum must be permeated by equilibrium blackbody radiation at any temperature finitely
greater than 0 K.) If the superinsulator is opaque to this equilibrium blackbody radiation,
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with the radiation being thermalized in its outer layer to internal energy at TH < TSI,heat,max,
or scattered or reflected away, then b = 0. A nonopaque superinsulator can be shielded by
an opaque material, with the radiation being thermalized in the outer layer of this opaque
material to internal energy at TH < TSI,max, or scattered or reflected away, so that b = 0. Of
course for b = 0 exactly the opacity must be not merely good but perfect. While this perfection
may be impossible to achieve exactly, it can be achieved for all practical purposes. Typically the
fraction of incident radiation not thermalized as internal energy within an opaque material,
or not scattered or reflected away, decreases exponentially increasing thickness of an opaque
material. An incident photon has a probability of e−N of penetrating through a thickness of
N or more e-folding lengths without being thermalized as internal energy within an opaque
material, or being scattered or reflected away. If, say, N � 1000, then for all practical purposes
we can rest assured that not even 1 photon will get through during the time required for any
refrigeration experiment and hence that, even if not exactly then for all practical purposes,
b = 0.

Thus at least prima facie it seems that there seems to be no difficulty in principle in achieving
c = 0, and even if not perfectly then for all practical purposes also b = 0. The main concern
is whether or not a = 0 is achievable, namely whether or not superinsulation exists with
respect to heat as it does with respect to electricity [23]. Probably the best that we can do at
this point is to admit that we do not know; that this is an open question [23].

2.4. A brief comparison with absorption TSRR

The discussions in Sects. 2.2. and 2.3. presuppose standard TSRR, which operates as a heat
engine in reverse. In heat engine operation heat flows from a hot reservoir via the engine
into a cold reservoir; within the limit imposed by the Second Law of Thermodynamics, the
engine can convert part of this heat flow into work output. Standard TSRR operates as a heat
engine in reverse, with work input driving heat flow from a cold reservoir into a hot one,
also within the limit imposed by the Second Law of Thermodynamics.

However, there is one other commonly-employed type of TSRR that we wish to consider —
absorption TSRR [24]. While absorption TSRR is not employed in practice to reach cryogenic
temperatures, let alone to approach 0 K, it may be of interest to consider it even if only in
principle. Absorption TSRR requires zero work input [24]. Instead, heat QH is supplied to
the refrigeration apparatus from a hot reservoir at temperature TH , heat QC is extracted by
the refrigeration apparatus from a refrigerated system at cold temperature TC, and heat QI is
ejected from the refrigeration apparatus at intermediate temperature TI (TH > TI > TC) [24].
By the First Law of Thermodynamics

dQI = dQC + dQH . (8)

Let the cold temperature of a refrigerated system at a given stage of an absorption-TSRR
process be TC (TI and TH assumed fixed). Let dQC be the maximum differential increment of
heat that the Second Law of Thermodynamics allows to be extracted from this refrigerated
system at temperature TC at the expense of a given differential increment of heat input
dQH at temperature TH , with differential increment of heat dQI = dQC + dQH ejected
at temperature TI . The best possible absorption-TSRR operation and hence the highest
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possible absorption-TSRR coefficient of performance COPabs allowed by the Second Law
of Thermodynamics is in accordance with

dStotal = dSI + dSC + dSH =
dQI

TI
− dQC

TC
− dQH

TH
= 0

=⇒ dQC + dQH

TI
− dQC

TC
− dQH

TH
=

dQC

TI
+

dQH

TI
− dQC

TC
− dQH

TH
= 0

=⇒ dQC

(

1
TC

− 1
TI

)

= dQH

(

1
TI

− 1
TH

)

=⇒ dQC
TI − TC

TI TC
= dQH

TH − TI

TI TH

=⇒ dQC
TI − TC

TC
= dQH

TH − TI

TH

=⇒ COPabs =
dQC

dQH
=

TC (TH − TI)

TH (TI − TC)

=⇒ lim
TC→0 K

COPabs =
TC (TH − TI)

TI TH
. (9)

In the second line of Eq. (9) we applied the First Law of Thermodynamics [Eq. (8)]. In the
last two lines of Eq. (9) the coefficient of performance COPabs for absorption TSRR is given
in general and then in the limiting case TC → 0 K.

Now let us compare COPabs with COPstd. By comparing Eqs. (2) and (9), we obtain

COPabs
COPstd

=

TC(TH−TI )
TH(TI−TC)

TC
TH−TC

=
(TH − TI) (TH − TC)

TH (TI − TC)
=

(

1 − TC
TH

)

TH − TI
TI − TC

=

(

1 − TI
TH

)

TH − TC
TI − TC

=⇒ lim
TC→0 K

COPabs
COPstd

=
TH − TI

TI
=

TH
TI

− 1. (10)

Thus

COPabs > COPstd if (TH − TI) (TH − TC) > TH (TI − TC)

=⇒ T2
H − TI TH − TCTH + TCTI > TI TH − TCTH

=⇒ T2
H − 2TI TH + TCTI > 0

=⇒ TI (TC − 2TH) > −T2
H

=⇒ TI (2TH − TC) < T2
H

=⇒ TI <
T2

H
2TH − TC

=⇒ TI <
TH

2 − TC
TH

=⇒ TI <
TH
2

if TC � TH . (11)
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Thus it may be of interest to consider absorption TSRR, even if only in principle, because [24]:
(a) It is thermodynamically less costly to supply a given quantity of energy input as heat,
which is sufficient for absorption TSRR, than as work, which is required for standard TSRR.
(b) If Inequality (11) is fulfilled, then absorption TSRR requires a smaller quantity of energy
input as heat than standard TSRR does as work. (c) Some absorption-TSRR systems, notably
the Munters/von-Platen system [24] and the Einstein/Szilárd system [25] (which however at
least in their original forms cannot attain cryogenic temperatures, let alone approach 0 K),
have no moving parts, which minimizes waste of negentropy and free energy via friction
while maximizing reliability; also, they operate essentially silently, thus wasting essentially
no negentropy and free energy as sound. By Inequality (11), the upper limit of TI consistent
with COPabs > COPstd, i.e., with absorption TSRR requiring less heat input than standard
TSRR does work input for given TH and TC, never falls below TH/2 even in the limit TC →
0 K. Hence even after TC has been reduced sufficiently that the last lines of Eqs. (2), (9), and
(10) and Inequality (11) are applicable, if TI < TH/2 then the quantities of QH , dQH/dt,
and Q′

H =
∫ dQH

dt dt required for absorption TSRR are smaller than those of W, P, and W′,
respectively, required in accordance with Eqs. (4), (5), and (7), respectively, for standard TSRR
— besides being thermodynamically less costly per given quantity. Thus it seems that perhaps
we should not a priori rule out that approaching or even attaining TC = 0 K may be easier, at
least in principle even if not in practice, via absorption TSRR, or perhaps via some variant or
modification thereof, than via standard TSRR.

Nevertheless, for TI finitely greater than 0 K (of course TI > TC) the advantage of absorption
TSRR over standard TSRR is finite. Hence we should restate the first paragraph of Sect. 2.2.
with respect to absorption TSRR: The heat input QH required to cool any finite sample
of matter (and/or of energy such as equilibrium blackbody radiation) maintained within
a fixed finite volume V or at fixed finite pressure P from any initial finite fixed, relatively
hot ambient temperature TH to TC = 0 K via absorption TSRR is finite — indeed for typical
room-temperature TH and for typical laboratory-size samples typically small. Hence the
unattainability formulation of the Third Law of Thermodynamics does not forbid attainment
of 0 K via absorption TSRR by requiring infinite QH for the process. Rather, it forbids attainment
of 0 K via absorption TSRR by forbidding the utilization of the required finite, typically small,
QH . While COPabs as per Eq. (9) is the theoretical maximum allowed by the Second Law of
Thermodynamics, for well-designed real-world absorption TSRR systems the actual COPabs
is not more than a few times smaller this theoretical maximum, and this small numerical
factor in no way contravenes our result.

But even if TC = 0 K could be precisely attained, whether via standard, absorption, or other
TSRR, the question of maintaining TC = 0 K discussed in Sect. 2.3. is still open. Even if TC =
0 K could be precisely attained, whether via standard, absorption, or other TSRR, whether
or not it is maintainable for finitely longer than the infinitesimally short time allowed in
accordance with Eqs. (6) and (7) and the associated discussions is still open. But least in
principle even if not in practice if TC = 0 K can be attained, then maintaining TC = 0 K,
whether this is possible only for infinitesimally short time or for finite time, may be more
easily achievable via absorption TSRR than via standard TSRR.

2.5. Brief remarks concerning one–time-expansion ERR

One-time-expansion ERR can, at least in principle, be achieved via a sample of gas
at ambient pressure at Earth’s surface (or the surface of any other planet with an
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Thus it may be of interest to consider absorption TSRR, even if only in principle, because [24]:
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atmosphere) being transported to a vacuum (either to a vacuum chamber on the planet
or to the vacuum of space), and there being allowed to expand adiabatically. For a given
expansion ratio, maximum cooling is attained via a perfect (reversible) adiabatic expansion,
wherein the decrease in thermal (momentum-space) entropy exactly offsets the increase
in configurational (position-space) entropy owing to expansion. But even an irreversible
adiabatic expansion is ERR, because even in an irreversible adiabatic expansion only energy
and not entropy is extracted from the gas. But in an irreversible adiabatic expansion
some thermal (momentum-space) entropy is created within the gas, so that the decrease
in thermal (momentum-space) entropy only partially offsets the increase in configurational
(position-space) entropy owing to expansion, and hence refrigeration is less efficient, with
less cooling per given expansion ratio, than in the perfect (reversible) case. It might be
argued that no vacuum that the gas expands into is perfect and hence its expansion cannot
continue indefinitely. But in an ever-expanding Universe (with no steady-state-theory-type
“replacement”) the surrounding vacuum becomes ever more perfect. But (except perhaps for
an ever-expanding Universe), a one-time infinite expansion is as physically impossible and
physically unrealizable as an infinite number of finite operations.

It might also be argued that a one-time infinite operation, for example a one-time
infinite adiabatic expansion of a gas after infinite time in an ever-expanding Universe
(with no steady-state-theory-type “replacement”), or of the photon gas comprising
cosmic background radiation after infinite time in an ever-expanding Universe (with no
steady-state-theory-type “replacement”), can via ERR attain 0 K. But this requires infinite
resources — infinite volume and infinite time. Hence it does not contravene the conclusion
that absolute zero 0 K cannot be attained with finite resources — not only classically but even
in the quantum regime [6–8] that we will consider in Sect. 3. Hence we do not employ
one–time-expansion ERR in this chapter. [In Sect. 3. we will very briefly discuss but not
employ another type of ERR that does not require infinite volume (and that is part of a
QCR method) for cooling to 0 K, but which still encounters another difficulty with respect to
cooling to 0 K.]

We note that, not unlike an irreversible adiabatic expansion of a gas, a polytropic expansion
thereof intermediate between adiabatic and isothermal can achieve refrigeration, albeit
less efficiently, with less cooling per given expansion ratio, than a perfect (reversible)
adiabatic one. A polytropic expansion intermediate between adiabatic and isothermal can be
construed as ERR, because only energy and not entropy is extracted from the gas. Thermal
(momentum-space) entropy is imported into the gas during a polytropic expansion, so that
the decrease in thermal (momentum-space) entropy only partially offsets the increase in
configurational (position-space) entropy owing to expansion, and hence refrigeration is less
efficient than in the perfect (reversible) adiabatic case. The only difference between an
irreversible adiabatic expansion and a polytropic one intermediate between adiabatic and
isothermal is that thermal (momentum-space) entropy is generated within the expanding gas
in the former case and imported into it in the latter. [Of course, additional irreversibilities
can result in thermal (momentum-space) entropy being generated within the expanding
gas during a polytropic expansion intermediate between adiabatic and isothermal, thus
rendering refrigeration still less efficient.]

Perfect (reversible) one-time-expansion adiabatic ERR of our gas, or even imperfect
(irreversible) adiabatic or even polytropic (intermediate between adiabatic and isothermal)

Absolute Zero and Even Colder?
http://dx.doi.org/10.5772/61641

275



ERR thereof, yields rather than costs work. Of course, this does not count the work that it
costs to evacuate its vacuum chamber or to transport it to the vacuum of space.

Of course, except perhaps for the cooling of or in an ever-expanding Universe (with no
steady-state-theory-type “replacement”), the difficulties of maintaining cold as opposed to
merely attaining it apply with respect to one–time-expansion ERR as with respect to standard
and absorption TSRR. These difficulties also apply with respect to CSRR, QCR, and another
type of ERR that is part of a QCR method, all to be considered in Sect. 3.

3. The quest for absolute zero via configurational-entropy-reduction
refrigeration (CSRR)

In Sect. 3. we consider the quest for absolute zero, TC = 0 K, via
configurational-entropy-reduction refrigeration (CSRR), which localizes a refrigerated system
in the position part of phase space (in position space for short), as opposed to
thermal-entropy-reduction refrigeration (TSRR), which localizes it in the momentum part
of phase space (in momentum space for short). Standard TSRR requires extraction of energy
from a refrigerated system via heat during at least some step of the refrigeration process. It
may also entail extraction of energy from a refrigerated system via work (recall Sect. .2.1.
In absorption TSRR energy is extracted from a refrigerated system continuously via heat,
but never via work (recall Sect. 2.4.). By contrast, CSRR entails no extraction of energy from
a refrigerated system either via heat or via work. CSRR requires finite work input to attain
TC = 0 K, even if this work input is employed differently than the work input in standard
TSRR as per Sect. 2.2, or than high-temperature heat input in absorption TSRR as per Sect. 2.4.
CSRR shares with TSRR the difficulties of maintaining TC = 0 K as per Sect. 2.3. and the last
paragraphs of Sects. 2.4. and 2.5. But in Sect. 3. let us focus mainly on prospects for and
limitations on the quest for attaining TC = 0 K via CSRR, comparing these prospects and
limitations with those via TSRR. We postpone remarking on the difficulties of maintaining
TC = 0 K via CSRR until the last two paragraphs of Sect. 3.5.

3.1. Questioning the unattainability formulation of the Third Law of
Thermodynamics in toto

The unattainability formulation of the Third Law of Thermodynamics in toto — not merely
any particular limit(s) imposed thereby — has been questioned [1]. Above all, the question
of the attainability of 0 K in a finite number of finite operations (perhaps even in one) by any
method whatsoever, and hence the status of the unattainability formulation of the Third Law
of Thermodynamics in its strongest mode, according to which this is impossible, remains
open [1,26–28]. Even so, the question of whether or not 0 K is attainable by any method
whatsoever is sometimes stated to be only of academic interest [27], and it is also sometimes
stated that there may be “profound problems [22]” concerning attaining “absolute thermal
isolation [22],” i.e., perfect insulation [23], and that infinitely precise measurements [22] may
be required to perfectly verify [22] that precisely 0 K has actually been attained [22].

Yet it has been shown that 0 K may be attainable in a finite number of finite operations
(perhaps even in one) via quantum-control-refrigeration (QCR) methods, specifically,
employing quantum coherence [1]. This challenges the strongest-mode unattainability
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formulation of the Third Law of Thermodynamics, which forbids the attainment of 0 K by
any method whatsoever [1].

In Sect. 3.2, we will first consider CSRR via positional isolation by means of weighing of
entities that happen to be in the ground state. Perhaps in principle, even if not in practice,
at least prima facie this seems to be the simplest possible method of CSRR. So perhaps it
may elucidate at least some of the problems of attaining 0 K, and if 0 K can be attained of
verifying [22] that 0 K has been attained, more easily than the more technically advanced
and more practical QCR methods discussed in Ref. [1], which are much more amenable to
realization using currently-available technology [1]. We then consider CSRR via positional
isolation, by means of a Stern-Gerlach apparatus, of entities that happen to be in the ground
state. Our consideration of CSRR via a Stern-Gerlach apparatus will be with reference to a
specific one of the QCR methods [1], but we will not employ this or any other QCR method
per se. In this regard, in the sixth paragraph of Sect. 3.2. we will briefly discuss but not
employ another type of ERR than that discussed in Sect. 2.1 and especially in Sect. 2.5,
which entails reduction of a refrigerated system’s nonthermal energy but not of its entropy.

Thus irrespective of the status of TSRR with respect to the unattainability formulation of the
Third Law of Thermodynamics, there also exist CSRR methods, which we will consider
in this Sect. 3. Even if, as will turn out to at least apparently be the case, even CSRR
methods are limited by the strongest-mode unattainability formulation of the Third Law
of Thermodynamics, they at least seem to be closer to breaking through this limit than TSRR
methods. The ultimate limitation that the unattainability formulation of the Third Law of
Thermodynamics can wield in its strongest mode seems to be purely dynamic as opposed to
thermodynamic — the energy-time uncertainty principle. Thus exact attainment of 0 K may
be protected against any type of refrigeration: TSRR, CSRR, ERR, QCR, or otherwise (or any
combination thereof). But the only slightly less ambitious goal of attainment of 0 K for all
practical purposes seems to be within reach.

3.2. Absolute zero via CSRR (for example isolation in position space by
weighing or by Stern-Gerlach apparatus)?

Consider System A comprised of N identical harmonic oscillators, in thermodynamic
equilibrium with a heat reservoir at temperature T, an average 〈n〉 of which are in the
ground state. (Averaging is denoted by enclosure within angular brackets.) Let ∆E be the
gap between adjacent energy states of any given oscillator. Let T be low enough so that
the probability of even one of the harmonic oscillators being in its second or higher excited
states is negligible. In accordance with the Boltzmann distribution, the probability PA1 of
any given System-A oscillator being in its first excited state is e−∆E/kT times the probability
PA0 of being in its ground state. (Note: Probability P should not be confused with power P.)

Hence, normalizing yields PA0
.
= 〈n〉 /N = 1/

(

1 + e−∆E/kT
)

and PA1
.
= (N − 〈n〉) /N =

1 − (〈n〉 /N) = 1 −
[

1/
(

1 + e−∆E/kT
)]

= e−∆E/kT/
(

1 + e−∆E/kT
) .

= e−∆E/kT . [The

dot-equal sign ( .
=) means “very nearly equal to.”] Of course, T being small enough so that

the probability of even one of the harmonic oscillators being in its second or higher excited
states is negligible typically implies that PA1 � 1. But if N is moderately but not excessively
large this can obtain consistently with NPA1 = N − 〈n〉, the average number of oscillators in
the first excited state, exceeding unity.
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An oscillator in the first excited state has a mass exceeding that of one in the ground state by
∆E/c2, and, letting g be the local acceleration due to gravity, a weight exceeding that of one in
the ground state by g∆E/c2. (From now on unless otherwise noted we take c to be the speed
of light in vacuum, not the prefactor defined in Sect. 2.3.) Thus (in principle!) the oscillators
in the ground state in our original System A at temperature T can be positionally isolated
by weighing from those in the first excited state therein — creating in only one operation
(albeit consisting of n weighing steps) Subsystem B comprised of n oscillators (n ≤ N), all of
which are in the ground state. Prima facie it seems that Subsystem B is therefore indeed at
the absolute zero of temperature, 0 K. Moreover such positional isolation can in principle be
executed via employment only of work interactions and hence with zero heat transfer, either
into our ground-state-only Subsystem B or otherwise.

The required work is modest. The entropy — more correctly, negentropy — cost of isolating
the first of the n ground-state oscillators is ∆Sisol,1 = k ln N

n . The negentropy cost of isolating
the second of the n ground-state oscillators is ∆Sisol,2 = k ln N−1

n−1 , with 1 subtracted from
N in the numerator of the argument of the logarithm because after the first oscillator has
been isolated there are 1 fewer total oscillators left in our original System A and in the
denominator thereof because there are 1 fewer ground-state oscillators left therein. The
negentropy cost of isolating the third of the n ground-state oscillators is ∆Sisol,3 = k ln N−2

n−2 ,

of isolating the jth (1 ≤ j ≤ n) ∆Sisol,j = k ln N−(j−1)
n−(j−1) = k ln N−j+1

n−j+1 , of isolating the nth and

last ∆Sisol,n = k ln N−n+1
n−n+1 = k ln (N − n + 1). Note that the negentropy cost of isolating

ground-state oscillators increases with each one isolated and is highest for the last one
isolated. Recalling that T is the temperature of our original System A, the work required
to isolate the jth of the n ground-state oscillators is Wisol,j = T∆Sisol,j = kT ln N−j+1

n−j+1 . Thus,
if at temperature T on average 〈n〉 of the N harmonic oscillators comprising our original
System A are in their ground states, the expectation values of the total negentropy cost
∆Sisol,total and total work cost Wisol,total = T∆Sisol,total of isolating all ground-state oscillators
into Subsystem B are, to sufficient accuracy, given by and bounded from above in accordance
with:

〈∆Sisol,total〉 =
〈n〉

∑
j=1

〈

∆Sisol,j
〉

= k
〈n〉

∑
j=1

ln
N − j + 1
〈n〉 − j + 1

< 〈n〉 k ln (N − 〈n〉+ 1)

=⇒ 〈Wisol,total〉 = T 〈∆Sisol,total〉 = kT
〈n〉

∑
j=1

∆Sisol,j = kT
〈n〉

∑
j=1

ln
N − j + 1
〈n〉 − j + 1

< 〈n〉 kT ln (N − 〈n〉+ 1) . (12)

(If 〈n〉 is not an integer, then the sums in Eq. (12) are, to sufficient accuracy, construed
as encompassing all integers j from 1 up through and including the one immediately
below 〈n〉 and then also encompassing the noninteger 〈n〉.) The inequalities in Eq. (12),
bounding

〈

∆Sisol,total
〉

and
〈

Wisol,total
〉

= T
〈

∆Sisol,total
〉

from above, are justified because
the negentropy cost of isolating ground-state oscillators increases with each one isolated
and is highest for the last one isolated. Thus even the upper bounds on the negentropy
and work costs are modest. The negentropy and work costs computed in Eq. (12)
assume thermodynamic perfection (reversibility). But even given typical imperfection
(irreversibility), which is inevitable in practice as opposed to in principle, the upper bounds
on the actual negentropy and work costs would typically be only a few times larger, and
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hence still modest. The Second Law of Thermodynamics requires that the decrease in entropy
associated with localizing ground-state oscillators into Subsystem B be paid for by an increase
in entropy elsewhere. The payment for any irreversibilities is most typically via waste heat,
which must be dumped anywhere except into Subsystem B. It is best dumped into System A’s
heat reservoir (not into System A itself). The temperature of this reservoir and hence also of
System A itself need not be measurably raised if this heat reservoir is very large and/or is
comprised of a substance in its two-phase regime. Of course, this waste heat payment will
be larger given imperfect (irreversible) than perfect (reversible) operation, but typically only
a few times larger.

Note, first, that this is a CSRR (as opposed to TSRR) operation, entailing only positional
isolation of the oscillators by weight. The isolation and hence localization of the n ground-state
oscillators into Subsystem B is in the position, not the momentum, part of phase space.
Entropy is the logarithmic measure of delocalization and negentropy the logarithmic measure
of localization. The negentropy cost for reversible CSRR by weighing is a localization cost
paid for by work not heat (although the entropy cost exacted owing to any irreversibilities
is typically via waste heat, which must be dumped anywhere except into Subsystem B
preferably into System A’s heat reservoir). Moreover no energy — neither heat nor work
— is extracted from either System A or Subsystem B at any point during our CSRR process.
(Indeed since the oscillators to comprise Subsystem B are in their ground states, energy
cannot be extracted from them.) This is in contrast with both standard and absorption TSRR
(recall Sect. 2. and the first paragraph of this Sect.3). Second, since the difference in masses
and therefore also weights between an oscillator being in its ground or first excited state
is finite, we circumvent the objection that infinitely precise measurements [22] would be
required to verify [22] that precisely 0 K has been attained. Third, while the unattainability
formulation of the Third Law of Thermodynamics forbids the expenditure of the typically
small amount of work required to attain 0 K via standard TSRR and the expenditure of
the typically small amount of high-temperature heat required to attain 0 K via absorption
TSRR, it does not forbid the expenditure of the typically small amount of work required to
attain 0 K via CSRR. Fourth, we stated “in principle!” — i.e., as a thought experiment — no
currently-available or even currently-foreseeable practical weighing technology is sensitive
enough. This is in contrast to the QCR systems investigated in Ref. [1], which although more
complex, are realizable in practice using currently-available technology.

So does our positional isolation of the n ground-state oscillators into Subsystem B at least
prima facie seem to challenge the strongest-mode unattainability formulation of the Third
Law of Thermodynamics [2–5]? If the unattainability formulation of the Third Law of
Thermodynamics in its strongest mode does forbid attaining 0 K via CSRR, then it must be
for another reason. As will be discussed in Sects. 3.3.–3.5, this other reason is purely dynamic
rather than thermodynamic — the energy-time uncertainty principle.

Of the methods discussed in Ref. [1], the one closest to our weighing thought-experiment
discussed in the five immediately preceding paragraphs seems to be that discussed in Sect. 3
of Ref. [1] — but employing only the first step of that method. Similarly to the weighing
thought-experiment example discussed in the five immediately preceding paragraphs, the
proposed real system discussed in Sect. 3 of Ref. [1] (System A by our notation) consists of a
mixture of atoms, some of which are in the ground state and some in the first excited state.
Also as in our weighing thought-experiment, the temperature is assumed low enough so that
the probability of occupancy of the second or higher excited states is negligible. This first
step of the method employed in Sect. 3 of Ref. [1] entails positional isolation of atoms on the
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ground state from those in the first excited state by a Stern-Gerlach apparatus. The subsystem
comprised of atoms in the ground state after positional isolation via the Stern-Gerlach
apparatus constitutes Subsystem B, our subsystem at the absolute zero of temperature, 0 K.
This positional isolation of atoms is a CSRR process. This Stern-Gerlach-apparatus version
of our thought experiment may, in accordance with Sect. 3 of Ref. [1], be more realizable
experimentally than the weighing version thereof.

In contrast with Sect. 3 of Ref. [1], in the Stern-Gerlach modification of our weighing CSRR
method no attempt is made to thence also de-excite the atoms in the first excited state down
to the ground state, the second step of the QCR method discussed in Sect. 3 of Ref. [1]. It
is important to recognize that this second step is neither a TSRR process nor a CSRR process.
The entropy of a set of atoms is zero if they are all in the same quantum state, irrespective of
whether this quantum state is the ground state or not. (But see the last paragraph of the
Appendix concerning this point.) In the particular case currently under consideration, we
have a set of atoms all in the first excited state. Their de-excitation from the first excited state to
the ground state maintains their entropy constant at zero. Thus it is not an entropy-reduction
(SR) process — it is neither a TSRR process nor a CSRR process. It is rather another type of
refrigeration process, which we have dubbed as energy-reduction refrigeration (ERR): energy
E but not entropy S is extracted to de-excite these atoms from the first excited state to the
ground state. Thus, as was the case with one-time-expansion ERR which we considered in
Sect. 2, especially in Sect. 2.5, this version of ERR yields rather than costs work. But unlike
one-time-expansion ERR which we considered in Sect. 2.1, especially in Sect. 2.5, this version
of ERR process does not require infinite volume to attain 0 K. Moreover, the extracted energy
E is nonthermal, because the oscillators are initially all in the first excited state, not in a
Boltzmann distribution among states. Similarly as is the case with respect to the expenditure
of the typically small amount of work required to attain 0 K via CSRR, the unattainability
formulation of the Third Law of Thermodynamics does not forbid ERR by forbidding the
extraction of the typically small amount of nonthermal energy required to de-excite these
atoms from the first excited state to the ground state. Thus if the unattainability formulation
of the Third Law of Thermodynamics in its strongest mode does forbid ERR, then, as with
CSRR, it must be for another reason. As will be discussed in Sects. 3.3.–3.5, this other reason
is, as with CSRR, purely dynamic rather than thermodynamic — the energy-time uncertainty
principle, which imposes the requirement of infinite time to attain 0 K.

But, for the moment, not considering the energy-time uncertainty principle, once it has been
established and proven that via a CSRR process, entailing isolation in position space rather
than in momentum space, e.g., via weighing or employment of a Stern-Gerlach apparatus,
that we can be perfectly sure that all n oscillators in our new ground-state-only Subsystem B
really are in the ground state, then this system is indeed at precisely 0 K. By contrast, even
not considering the energy-time uncertainty principle, we can never be perfectly sure that all
N oscillators in our original System A really are in the ground state so long as System A’s
temperature T > 0 is positive, however slightly positive [2–5]. No matter how slightly
positive, we can never be perfectly sure that all N System-A oscillators are in their ground
states. In explanation, let the N oscillators in our original System A be in thermal equilibrium
with a heat reservoir at positive temperature T so small that the probability of any one given
System-A oscillator being in its first excited state is PA1

.
= e−∆E/kT ≪ 1, and we can neglect

the probability of even one of them being in its second excited or higher excited state. Thus,
the probability that not even one System-A oscillator is in the first excited state, and hence

that all N of them are in the ground state, is PN
A0 = (1 − PA1)

N .
=

(

1 − e−∆E/kT
)N

, which
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for arbitrarily small positive T and N not arbitrarily large simplifies to PN
A0

.
= 1 − Ne−∆E/kT .

For arbitrarily small positive T, if N is not arbitrarily large, PN
A0 can be arbitrarily close to 1,

but it can never be precisely 1 as is required to attain precisely 0 K. If N is arbitrarily large, then
the situation is even worse. For then, however large ∆E and however small T, it is certain
that at least one System-A oscillator is in its first excited state [28]. But this is a limitation
only of our original System A of N oscillators, not of our Subsystem B of n oscillators in their
ground state that we have positionally isolated by weighing, by a Stern-Gerlach apparatus,
or by any other CSRR method. For arbitrarily small positive T, if N is not arbitrarily large,
〈n〉 can be considerably closer to N than to N − 1, so that if we form Subsystem B it would
likely — but not for sure — contain all N oscillators of System A. The “not” in “not for sure”
is why, if T is positive, however slightly positive, System A is not our new ground-state-only
Subsystem B.

Positional isolation via pure CSRR is not the only method by which absolute zero might be
attained. The attainment of absolute zero via QCR methods [1], of which the specific one
discussed in Sect. 3 of Ref. [1] employs first CSRR and then ERR, has been investigated [1].
But positional isolation via pure CSRR seems simpler and easier in principle, even if, via
weighing, it may not be realizable in practice. But perhaps as discussed three paragraphs
previously, via a Stern-Gerlach apparatus it may be [1]. Its simplicity in principle allows
us to focus on attainment of absolute zero per se rather on experimental technical issues.
Moreover, as noted three paragraphs previously, the QCR method discussed in Sect. 3 of
Ref. [1] employs purely-CSRR positional isolation as its first step; as noted two paragraphs
previously, only the de-excitation of atoms still in the first excited state down to the ground
state in its second step is an ERR process.

3.3. The energy-time uncertainty principle: a purely dynamic (not
thermodynamic) Third-Law limitation under quantum mechanics

We re-emphasize (recall Sect. 3.2, especially the second-to-last paragraph thereof) that
the attainment of absolute zero requires perfect certainty that our entire new n-oscillator
Subsystem B is in its ground state — that all n oscillators of Subsystem B are in
the ground state. But the energy-time uncertainty principle may contravene [29–41].
[Dr. Bernard L. Cohen [29] employs the energy-time uncertainty principle in discussing
quantum fluctuations. Dr. Robert Gomer [30] (cited by Dr. Cohen [29]) shows how the
position-momentum uncertainty principle can be employed in more limited circumstances.
Dr. Mark J. Hagmann [31–35] extends and evaluates Dr. Cohen’s work, and compares it with
other works. Drs. Donald H. Kobe and V. C. Aguilera-Navarro [38] provide a derivation
from first principles of the energy-time uncertainty relation [38], which they and Drs. Hiromi
Iwamoto and Mario Goto employ in a study of tunneling times [39]. Drs. V. V. Dodonov
and A. V. Dodonov provide extensive considerations concerning the energy-time uncertainty
principle [40]. A heuristic overview is provided by the current author [41].] In order to
ensure that all n oscillators in Subsystem B really are in the ground state, the best that the
energy-time uncertainty principle allows us to do is to isolate each of these oscillators for
a sufficiently long time interval ∆t pursuant to its being incorporated into Subsystem B, or
equivalently to isolate Subsystem B for a sufficiently long time ∆t. Let us estimate how long
∆t must be. Recall that we let ∆E denote an energy gap — in the case currently under
consideration the energy gap between adjacent states of any given one of our harmonic
oscillators. Let ∆E denote the magnitude of a quantum energy fluctuation, and let ∆E denote
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the magnitude of a thermal energy fluctuation. The minimum possible root-mean-square
quantum fluctuation magnitude that the energy-time uncertainty principle allows in energy
∆Erms during a time interval ∆t is ∆Erms = h̄/2∆t [29–41]. (Spontaneously-occurring
quantum fluctuations are, or at least tend to be, of minimal possible magnitude, as is required
for the macroscopic world being maximally close to classical [29–41].) We require ∆Erms to
be much smaller than the typical upper limiting root-mean-square magnitude ∆Erms ≈ kT
of thermal energy fluctuations in our original System A. ∆Erms ≈ kT is a typical upper
limiting thermal-energy-fluctuation root-mean-square magnitude because if N − 〈n〉 � N
then most oscillators in System A will usually be in the ground state and hence at least
∆E � kT and hence at most ∆Erms � kT and more to be expected ∆Erms � kT. But
we also require ∆E � kT for the energy gap between harmonic-oscillator energy levels to
ensure that probability that the second or higher excited states are occupied can be neglected
compared to the already small probability that the first excited state is occupied (recall the
first paragraph of Sect. 3.2). Thus all told we require ∆Erms = h̄/2∆t � ∆Erms � kT � ∆E.
This implies that the strong inequality ∆t � h̄/2∆Erms � h̄/2kT and the even stronger one
∆t ≫ h̄/2∆E must be fulfilled [29–41]. But even such a long ∆t is not long enough to allow
us to be perfectly certain that all n oscillators in our new ground-state-only Subsystem B
really are in the ground state, but only to be almost perfectly certain that they are [29–41].
Thus, our caveat is as follows: In order to be perfectly certain that all n oscillators in our new
ground-state-only Subsystem B really are in the ground state, each oscillator must be isolated
for ∆t → ∞ — for infinite time, forever — pursuant to its being incorporated into our new
ground-state-only oscillator Subsystem B, or equivalently Subsystem B must be isolated for
∆t → ∞. The quantum-mechanical probability PB1 that any one given oscillator isolated for
inclusion in our new Subsystem B is in its first excited state decays exponentially or at least
quasi-exponentially with increasing ∆t in accordance with [29–41]

P (∆E∆t) ∼ e−∆E/∆Erms = e−2∆E∆t/h̄

∆E=∆E
=⇒ PB1 = P (∆E∆t) ∼ e−∆E/∆Erms = e−2∆E∆t/h̄. (13)

(This exponential or at least quasi-exponential decay is brought out in Ref. [29] and is
important implicitly and/or explicitly in Refs. [30–35] and [41]. It is not specifically
mentioned but is not inconsistent with Refs. [36–40].) The first line of Eq. (13) expresses
the general approximate probability of a quantum energy fluctuation of magnitude ∆E
persisting for time ∆t. In the second line of Eq. (13) ∆E is set equal to the energy gap
∆E between adjacent harmonic-oscillator energy states (the gap between the ground and first
excited states being of current interest). Thus the probability that any one given Subsystem-B
oscillator is in its ground state after isolation for ∆t is PB0 = 1 − PB1 = 1 − P (∆E∆t) ∼
1 − e−2∆E∆t/h̄. Hence the probability that all n Subsystem-B oscillators are in their ground

states after isolation for ∆t is Pn
B0 = (1 − PB1)

n = [1 − P (∆E∆t)]n ∼
(

1 − e−2∆E∆t/h̄
)n

,

which for n not too large and sufficiently large ∆t simplifies to Pn
B0 ∼ 1 − ne−2∆E∆t/h̄. Thus

1 − Pn
B0 ∼ ne−2∆E∆t/h̄, which depends only linearly on n but decreases exponentially (or at

least quasi-exponentially) with increasing ∆t, soon becomes negligible. But however strongly
negligible it becomes, it never becomes precisely 0 except in the limit ∆t → ∞. And 1 − Pn

B0 is
required to be precisely 0 — equivalently Pn

B0 is required to be precisely 1 — if precisely 0 K is
to be attained and if we are to have perfect verification [22] that precisely 0 K has been attained.
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The difference in masses and therefore also weights of an oscillator being in its ground
state as opposed to in its first excited state is finite, thereby, as per the first five paragraphs
of Sect. 3.2, circumventing the objection that infinitely precise measurements [22] would
be required to verify [22] that precisely 0 K has been attained. This objection is similarly
circumvented if instead of weighing we employ a Stern-Gerlach apparatus as per the sixth
paragraph of Sect. 3.2, in accordance with the first step of the method employed in Sect. 3
of Ref. [1]. But the objection posed by the energy-time uncertainty principle seems to be
uncircumventable: Exact attainment of 0 K and perfect verification [22] that precisely 0 K has
been attained seems to require infinite time. Thus, the energy-time uncertainty principle
may provide additional — quantum-mechanical and hence purely dynamic as opposed to
thermodynamic — protection against exact attainment of 0 K and perfect verifiability [22] that
precisely 0 K has been attained, and hence against the unattainability formulation of the Third
Law of Thermodynamics in its strongest mode being precisely violated. It is not clear whether
or not the energy-time uncertainty principle imposes a similar limitation on the QCR systems
and methods discussed in Ref. [1]. But owing to the universality of quantum mechanics and
hence of the energy-time uncertainty principle, this seems likely to be the case. Indeed owing
to the universality of quantum mechanics and hence of the energy-time uncertainty principle,
this seems likely to be the case in general, irrespective of the refrigeration method — TSRR,
CSRR, ERR, QCR, etc., or any combination thereof — that is employed. This is in accordance
with the conclusion reached in Refs. [6–8] via far more technical and mathematical analyses.

Note the qualitative — not merely quantitative — distinction between the thermodynamic
(Boltzmann-distribution) probability PA discussed in Sect. 3.2. as opposed to the purely
dynamic (quantum-mechanical) probability PB discussed in this Sect. 3.3. Even if,
thermodynamically, exact attainment of 0 K and perfect verification [22] that precisely 0 K has
been attained could be achieved for Subsystem B, the pure dynamics of quantum mechanics,
specifically the energy-time uncertainty principle, seems to impose the requirement that
infinite time must elapse first. [This distinction between thermodynamic probabilities as
opposed to purely dynamic (quantum-mechanical) probabilities should not be confused with
the distinction between the derivation of the thermodynamic Boltzmann distribution per se
in classical as opposed to quantum statistical mechanics. The latter distinction, which we do
not consider in this chapter, obtains largely owing to the postulate of random phases being
required in quantum but not classical statistical mechanics [42,43].]

Nevertheless, given the exponential (or at least quasi-exponential) decay of 1 − Pn
B0 ∼

ne−2∆E∆t/h̄ [29–41], fulfillment of the very strong inequality ∆t ≫ h̄/2∆E does seem to
imply that we can be close enough to perfectly certain that all n oscillators in our new
Subsystem B really are in the ground state for all practical purposes. Hence it seems that we
must be content with attainment for all practical purposes as opposed to exact attainment
of 0 K and verification for all practical purposes as opposed to perfect verification [22]
that precisely 0 K has been attained. Thus perhaps the energy-time uncertainty principle
provides the ultimate protection against perfect violation of the unattainability formulation
of the Third Law of Thermodynamics in its strongest mode. But given the exponential
(or at least quasi-exponential) decay of 1 − Pn

B0 ∼ ne−2∆E∆t/h̄ [29–41], perhaps, while
not perfectly violating the strongest-mode unattainability formulation of the Third Law of
Thermodynamics, CSRR as opposed to TSRR at least challenges it in the strongest manner
that the laws of physics allow. Recall from the sixth and seventh paragraphs of Sect. 3.2.
that the specific QCR method discussed in Sect. 3 of Ref. [1] employs first CSRR and then
ERR [1], and that we employed the first step of this method for CSRR positional isolation
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via Stern-Gerlach apparatus. Recall also that in the last two paragraphs of Sect. 2.3. we
have already employed exponential decay in consideration of rendering insulation for a
refrigerated system perfect for all practical purposes, even if it cannot be exactly perfect [23].

3.4. The quest for absolute zero under classical versus quantum mechanics

The energy-time uncertainty principle is of purely quantum-mechanical origin. It does
not exist in classical mechanics, whether Newtonian or relativistic. Thus under classical
mechanics, whether Newtonian or relativistic, it might seem, at least prima facie, that, at
least in principle, CSRR via positional isolation by means of weighing as discussed in the
first five paragraphs of Sect. 3.2, by means of a Stern-Gerlach apparatus as discussed in
the sixth paragraph of Sect. 3.2 (whether or not enhanced via ERR as per the seventh
paragraph of Sect. 3.2), or via QCR in general [1], can not only attain precisely 0 K but
also provide perfect verification [22] that precisely 0 K has been attained — and both in
finite, even arbitrarily short, time ∆t. Hence it may seem, at least prima facie, that under
classical mechanics, at least in principle, the unattainability statement of the Third Law of
Thermodynamics even in its strongest mode can be precisely violated via CSRR. However,
experimentally realizable proposals for attaining 0 K are quantum-mechanical [1]. Indeed
the entire Universe is ultimately quantum-mechanical; classical mechanics, Newtonian or
even relativistic, being only a limiting approximation. Hence attainment of 0 K for all practical
purposes and verification [22] that 0 K has been attained for all practical purposes is probably
the best that can be achieved. Our conclusion seems unalterable even if one accepts the
viewpoint expressed by Dr. David Bohm that classical mechanics should be considered in
its own right and as prerequisite for quantum mechanics, rather than as a limiting case
of quantum mechanics [44]. This is opposed to the more generally accepted viewpoint that
classical mechanics should be considered as a limiting case of quantum mechanics. Moreover,
even Dr. Bohm expresses the latter viewpoint in his recognition of the Universe as being
ultimately quantum-mechanical [45].

Besides, classical mechanics imposes its own burden on the quest for absolute zero.
While there are instances of quantization even in classical mechanics, for example the
discrete allowed frequencies and wavelengths of a vibrating string of finite length [46], of
electromagnetic waves within a finite volume [47–49], and of sound waves within a finite
volume [47–49], so far as is known energy is always continuous and never quantized in
classical mechanics.4 Quantization of frequency ν and hence also of wavelength λ, for
example the discrete allowed frequencies and wavelengths of a vibrating string of finite
length [46], of electromagnetic waves within a finite volume [47–49], and of sound waves
within a finite volume [47–49], implies quantization of energy E in quantum mechanics in
accordance with the quantum-mechanical relation E = hν = hc/λ [50–52]. (Here c is the
speed of wave prorogation, whether of waves on a string, of light waves, of sound waves, etc.
Note for example that for photons ν in a material medium equals ν in a vacuum; both c and λ
are smaller in a material medium than in a vacuum by a ratio equal to the index of refraction
of the medium.) The relation E = mc2 = hν = hc/λ is at the heart of the very closely related
Einstein [50–52] and deBroglie [50–52] postulates [50–52]. The relation E = mc2 obtains

4 (Re: Entries [48] and [49], Refs. [48] and [49]) Photons of equilibrium blackbody radiation are discussed in Sect. 10.6
and phonons of sound waves in solids in Problem 10.8 of Chap. 10 on pp. 369–371 of Ref. [48]. Both photons and
phonons are discussed in Chap. 6 of Ref. [49].

Recent Advances in Thermo and Fluid Dynamics284



via Stern-Gerlach apparatus. Recall also that in the last two paragraphs of Sect. 2.3. we
have already employed exponential decay in consideration of rendering insulation for a
refrigerated system perfect for all practical purposes, even if it cannot be exactly perfect [23].

3.4. The quest for absolute zero under classical versus quantum mechanics

The energy-time uncertainty principle is of purely quantum-mechanical origin. It does
not exist in classical mechanics, whether Newtonian or relativistic. Thus under classical
mechanics, whether Newtonian or relativistic, it might seem, at least prima facie, that, at
least in principle, CSRR via positional isolation by means of weighing as discussed in the
first five paragraphs of Sect. 3.2, by means of a Stern-Gerlach apparatus as discussed in
the sixth paragraph of Sect. 3.2 (whether or not enhanced via ERR as per the seventh
paragraph of Sect. 3.2), or via QCR in general [1], can not only attain precisely 0 K but
also provide perfect verification [22] that precisely 0 K has been attained — and both in
finite, even arbitrarily short, time ∆t. Hence it may seem, at least prima facie, that under
classical mechanics, at least in principle, the unattainability statement of the Third Law of
Thermodynamics even in its strongest mode can be precisely violated via CSRR. However,
experimentally realizable proposals for attaining 0 K are quantum-mechanical [1]. Indeed
the entire Universe is ultimately quantum-mechanical; classical mechanics, Newtonian or
even relativistic, being only a limiting approximation. Hence attainment of 0 K for all practical
purposes and verification [22] that 0 K has been attained for all practical purposes is probably
the best that can be achieved. Our conclusion seems unalterable even if one accepts the
viewpoint expressed by Dr. David Bohm that classical mechanics should be considered in
its own right and as prerequisite for quantum mechanics, rather than as a limiting case
of quantum mechanics [44]. This is opposed to the more generally accepted viewpoint that
classical mechanics should be considered as a limiting case of quantum mechanics. Moreover,
even Dr. Bohm expresses the latter viewpoint in his recognition of the Universe as being
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Besides, classical mechanics imposes its own burden on the quest for absolute zero.
While there are instances of quantization even in classical mechanics, for example the
discrete allowed frequencies and wavelengths of a vibrating string of finite length [46], of
electromagnetic waves within a finite volume [47–49], and of sound waves within a finite
volume [47–49], so far as is known energy is always continuous and never quantized in
classical mechanics.4 Quantization of frequency ν and hence also of wavelength λ, for
example the discrete allowed frequencies and wavelengths of a vibrating string of finite
length [46], of electromagnetic waves within a finite volume [47–49], and of sound waves
within a finite volume [47–49], implies quantization of energy E in quantum mechanics in
accordance with the quantum-mechanical relation E = hν = hc/λ [50–52]. (Here c is the
speed of wave prorogation, whether of waves on a string, of light waves, of sound waves, etc.
Note for example that for photons ν in a material medium equals ν in a vacuum; both c and λ
are smaller in a material medium than in a vacuum by a ratio equal to the index of refraction
of the medium.) The relation E = mc2 = hν = hc/λ is at the heart of the very closely related
Einstein [50–52] and deBroglie [50–52] postulates [50–52]. The relation E = mc2 obtains

4 (Re: Entries [48] and [49], Refs. [48] and [49]) Photons of equilibrium blackbody radiation are discussed in Sect. 10.6
and phonons of sound waves in solids in Problem 10.8 of Chap. 10 on pp. 369–371 of Ref. [48]. Both photons and
phonons are discussed in Chap. 6 of Ref. [49].
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in both classical and quantum relativistic mechanics. But quantization of frequency ν and
hence also of wavelength λ does not imply quantization of energy E in classical mechanics
because the relation E = hν = hc/λ is strictly quantum-mechanical [50–52]. There exists no
classical-mechanical relation such as E = hν = hc/λ [50–52]. Even in quantum mechanics
the relation E = hν = hc/λ is necessary but not sufficient for discreteness of energy levels as
opposed to an energy continuum, for in an infinite volume ν and λ can take on a continuum
of values. But given only the additional very mild condition of a finite volume — a fixed
finite volume or even an unfixed but always finite volume for example corresponding to
maintenance of constant pressure — only discrete values of λ and hence of ν = c/λ will fit
therein, thus ensuring discreteness of energy levels under quantum — but not classical —
mechanics. This can also be shown via considerations of the Schrödinger equation [53]. Thus
so far as is known quantization of energy [50–52] and discrete energy levels [53] can exist
under quantum mechanics [50–53], indeed must exist under quantum mechanics given finite
volume, but cannot exist under classical mechanics [50–53]. Hence under classical mechanics,
owing to continuity of energy, infinitely precise measurements [2,3,22] would be required to
perfectly verify [2,3,22] that precisely 0 K has been attained [2,3,22]: With an infinitesimal gap
between the ground and first excited states, weighing of our harmonic oscillators would have
to be infinitely precise. With an infinitesimal gap between the ground and first excited states
of atoms an infinitely-sensitive Stern-Gerlach apparatus would be required to separate atoms
in the two states. By contrast, under quantum mechanics, owing to discreteness of energy
levels [50–53] of a system within a finite volume, measurements of merely finite precision
suffice for verification [22] that precisely 0 K has been attained.

Thus quantum mechanics, via the energy-time uncertainty principle, imposes the
requirement of isolation for infinite time for perfect verification [22] that precisely 0 K has been
attained, but by requiring discreteness of energy levels for a system of finite volume lifts the
requirement of infinitely precise measurements [22] to perfectly verify [22] that precisely 0 K
has been attained. By contrast, classical mechanics, since it lacks an energy-time uncertainty
principle, lifts the requirement of isolation for infinite time for perfect verification [22]
that precisely 0 K has been attained, but by requiring an energy continuum imposes the
requirement of infinitely precise measurements [22] to perfectly verify [22] that precisely
0 K has been attained. Of these two requirements, the first seems less onerous than the
second, because as discussed in Sect. 3.3. the uncertainty that precisely 0 K has been attained
decays exponentially (or at least quasi-exponentially) with time [29–41]. This exponential
or at least quasi-exponential decay mitigates (albeit does not remove) the requirement of
isolation for infinite time under quantum mechanics for perfect verification [22] that precisely
0 K has been attained. No such decay, exponential, quasi-exponential, or otherwise, mitigates
the requirement under classical mechanics for an energy continuum, hence implying that
infinitely precise measurements [22] are requisite for perfect verification [22] that precisely
0 K has been attained. So at least prima facie it seems that quantum mechanics at least brings
us closer than classical mechanics to perfect verifiability [22] that precisely 0 K can be attained.

3.5. Summary: TSRR versus CSRR

In summary, the thermodynamic difficulties in attaining precisely 0 K via TSRR [2–5] seem to be
circumventable via CSRR. By contrast, the purely dynamic (quantum-mechanical) limitation
imposed by the energy-time uncertainty principle as per Sects. 3.3. and 3.4. is, strictly, not
circumventable via either TSRR or CSRR, but this limitation may not be crucial if we do
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not insist on exact attainment of 0 K and perfect verification [22] that precisely 0 K has been
attained, but are content with attainment of 0 K and verification [22] of its attainment that is
perfect for all practical purposes.

Thus it seems that CSRR, based on localization of refrigerated entities in position space,
as discussed in Sect. 3, at least brings us closer to exact attainment of TC = 0 K and to
perfect verification [22] that 0 K has been attained than does TSRR, based on localization of
refrigerated entities in momentum space, as discussed in Sect. 2. And CSRR under quantum
mechanics (e.g., via weighing or via Stern-Gerlach apparatus), or via QCR methods [1], as
opposed to under classical (Newtonian or relativistic) mechanics, seems to bring us the
closest. (Recall from the sixth and seventh paragraphs of Sect. 3.2. that the specific QCR
method discussed in Sect. 3 of Ref. [1] employs first CSRR via Stern-Gerlach apparatus and
then ERR [1]; we employed the first, CSRR, step thereof in the sixth paragraph of Sect. 3.2.)

Moreover, even if TC = 0 K could be precisely attained and also its attainment could be perfectly
verified [22], whether via standard or absorption TSRR, via CSRR, via one-time-expansion
ERR as discussed in Sect. 2, via ERR as part of a QCR method as discussed in this Sect. 3,
or via other ERR methods, via QCR, etc., or via any combination thereof, the question of
maintaining TC = 0 K as per Sect. 2.3. and the last paragraphs of Sects. 2.4. and 2.5. is
still open [23]. Even if TC = 0 K could be precisely attained and also its attainment could be
perfectly verified [22], the question of whether or not it can be maintained for finite time, as
opposed to merely the infinitesimally short time allowed in accordance with Eqs. (6) and (7)
and the associated discussions, is still open. But least in principle even if not in practice if
TC = 0 K can be attained, whether maintainable only for an instant or longer, then this may be
more easily achievable via CSRR, especially under quantum rather than classical mechanics,
than via standard or even absorption TSRR (or any other TSRR). The same is probably true
with respect to QCR as opposed to TSRR.

But the issue of maintenance [23] seems inseparable from that of verifiability [22]. For, as
discussed in Sects. 3.3. and 3.4, the energy-time uncertainty principle requires ∆t → ∞
for perfect verifiability that TC = 0 K has been attained, which is obviously incompatible
with TC = 0 K being maintained only for an instant, or even for any finite number of
instants, in accordance with Eqs. (6) and (7) and the associated discussions. If TC = 0 K can
be maintained only for an instant, (or any finite number of instants), then the energy-time
uncertainty principle seems to preclude verification even for all practical purposes that TC = 0 K
has actually been attained. Thus verification [22] even for all practical purposes that TC = 0 K
has actually been attained seems to require insulation [23] that is perfect for all practical
purposes as per Sect. 2.3.

3.6. What if: Better-than-perfect refrigeration?

The Second Law of Thermodynamics forbids better-than-perfect refrigeration, in which
the total entropy change is negative. Yet the universal validity of the Second Law of
Thermodynamics has been seriously questioned [54–58], albeit with the understanding that
even if not universally valid at the very least it has a very wide range of validity [54–58].
Thus what if better-than-perfect refrigeration is possible, whether via TSRR, CSRR, ERR,
QCR, etc., or any combination thereof? (ERR entails zero entropy change; hence it could
be part, but not the entirety, of a better-than-perfect refrigeration process, if such can
exist [54–58]. Recall from the sixth and seventh paragraphs of Sect. 3.2. that the specific
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QCR method discussed in Sect. 3 of Ref. [1] employs first CSRR and then ERR [1]: we
employed the first, CSRR, step thereof in the sixth paragraph of Sect. 3.2.) For example, what
if CSRR-isolation of our Subsystem-B oscillators could be achieved at smaller negentropy
and work cost than in accordance with Eq. (12)? Unfortunately, even if better-than-perfect
refrigeration in contravention of the Second Law of Thermodynamics is possible, the purely
dynamic limitations discussed in Sects. 3.3.–3.5. still obtain for both TSRR and CSRR (as
well as for ERR, QCR, etc., or any combination of refrigeration methods). Thus at least
prima facie it seems that even if the second law can be contravened [54–58] and hence
better-than-perfect refrigeration is possible, owing to the energy–time uncertainty principle
the strongest-mode unattainability statement of the third law could still be violated only for
all practical purposes and not perfectly. And this considers only the difficulties of attaining
TC = 0 K. Even if the Second Law of Thermodynamics can be contravened [54–58] and hence
better-than-perfect refrigeration is possible, the difficulties in maintaining TC = 0 K for longer
than an infinitessimal time, discussed in Sect. IIC, the last paragraphs of Sects. 2.4. and 2.5,
and the last two paragraphs of Sect. 3.5, may preclude verification [22] even for all practical
purposes that TC = 0 K has actually been attained — unless insulation [23] that is perfect for
all practical purposes as per Sect. 2.3. is possible.

4. Hot true and cold effective negative Kelvin temperatures

4.1. Hot true negative Kelvin temperatures

Negative Kelvin temperatures certainly exist [59–63]. But true negative Kelvin temperatures
are hotter than T = ∞ K, not colder than T = 0 K [59–62]. True negative Kelvin temperatures
exist only in systems with an upper bound in energy, wherein T = (∂E/∂S)V,N < 0 obtains if
enough energy is pumped into such a system so that its high-energy state is more populated
than its low one — a population inversion [59–62]. [As per standard notation, the subscript
“V, N” denotes fixed volume and number of entities (most typically atoms or molecules).]
The temperature of any system can, at least in principle, be raised to T = ∞ K via energy
pumped into the system as heat and/or as work. But unless a heat reservoir at a negative
Kelvin temperature is available, energy must be pumped into a system as work rather than as
heat, i.e., nonthermally, if the system’s temperature is to be raised to negative Kelvin values,
because heat input from a heat reservoir at a positive Kelvin temperature can never raise a
system’s temperature above T = ∞ K, which corresponds to all of the system’s states being
uniformly populated — just short of a population inversion [59–62].

Consider, for simplicity, a 2-energy-level system with both levels nondegenerate. A total of N
entities (typically atoms whose nuclei can manifest spin aligned either parallel or antiparallel
to an external magnetic field) can be distributed among these 2 energy levels. At T = +0 K,
the probability is unity that all N entities are in the lower level and hence the system’s
entropy is minimized at S = 0. As energy is pumped into the system (as heat and/or as
work), its temperature T = (∂E/∂S)V,N increases through increasing positive values and its
entropy increases. At T = +∞ K = −∞ K, each entity has a probability of 1/2 of being in
either level and hence the system’s entropy is maximized at S = Nk ln 2. As more energy is
pumped into the system (as work only unless a heat reservoir at T = −0 K is available), its
temperature T = (∂E/∂S)V,N increases through decreasing negative values from T = −∞ K
to T = −0 K and its entropy decreases, until at T = −0 K the probability is unity that all N
entities are in the upper level and hence the system’s entropy is again minimized at S = 0.
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It should be noted that the concept of hot negative Kelvin temperature can meaningfully be
applied for 2-energy-level systems [63], whether or not either level or both are degenerate —
but only for 2-energy-level systems [63]. For systems with 3 or more energy levels, wherein
population need not be a monotonic function of level (multiple population inversions are
possible with 4 or more levels), the concept of hot negative Kelvin temperature becomes
unwieldy and contrived [63].5

It has been remarked [59–62] that there are advantages in defining temperature via 1/T =
− (∂S/∂E)V,N , because by this definition the numerical value of a system’s temperature
always increases monotonically with its increasing ability to spontaneously deliver heat to
its surroundings or equivalently with its decreasing ability to spontaneously accept heat
from its surroundings, whether temperature defined via T = (∂E/∂S)V,N is positive or
negative [59–62]. But temperature defined via T = (∂E/∂S)V,N has the advantages of
numerical proportionality to temperature as measured by an ideal-gas thermometer and to
average thermal kinetic energy per degree of freedom of ideal-gas molecules in the classical
(nonquantum) regime. So we employ the definition T = (∂E/∂S)V,N in this chapter.

4.2. Cold effective negative Kelvin temperatures

Insofar as is known, true negative Kelvin temperatures that are colder than T = 0 K do not
exist. Nevertheless, we can still consider effective negative Kelvin temperatures that are colder
than T = 0 K — linearly extrapolating the Kelvin temperature scale downwards through
T = 0 K to negative effective values. Such cold effective negative Kelvin temperatures do
exist. Consider, for example, the effective wind-chill temperature W on Neptune, at the level
in Neptune’s atmosphere where the pressure is 1 bar, approximately 1 atm. The wind-chill
temperature W is the temperature that calm air must have to produce the same chilling effect
as moving air — wind — at speed V , all other things being equal. The true mean temperature
(without wind chill) at the 1 bar level on Neptune is approximately T = 72 K = −201 ◦C =
−330 ◦F [65]. The standard formula for wind-chill temperature W employed by the U. S. A.
National Weather Service is [66]

W =
[

0.6215T◦F + (0.4275T◦F − 35.75) V0.16
mi / h + 35.74

]

◦F . (14)

In Eq. (14), the wind speed V is that at the 5 ft (typical face) level, based on reduction owing
to surface friction of wind speed measured at the standard 10 m or 33 ft level to the 5 ft
level [66]. But over flat open ground or over open water, this reduction in wind speed is

5 (Re: Entry [63], Ref. [63]) In Ref. [63], Dr. Peter Atkins doesn’t seem to explicitly state that negative Kelvin
temperatures are hotter than ∞ K, not colder than 0 K. He admits the possibility of attaining 0 K via noncyclic
processes, but as we showed in Sect. 3. of this chapter purely dynamic — as opposed to thermodynamic — limitations
may contravene. On pp. 103–104 of Ref. [63], he correctly states that the third law of thermodynamics is “not really
in the same league” as the zeroth, first, and second laws, and that “hints of the Third Law of Thermodynamics are
already present in the consequences of the second law,” but that the Third Law of Thermodynamics is “the final link
in the confirmation that Boltzmann’s and Clausius’s definitions refer to the same property.” But his statement that
“we need to do an ever increasing, and ultimately infinite, amount of work to remove energy from a body as heat as
its temperature approaches absolute zero” neglects the rapid decrease in specific heat as absolute zero is approached
as discussed in Sect. 2. of this chapter.
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typically small. So for simplicity let us neglect this typically small difference in wind speeds.6

For the given temperature T = 72 K = −201 ◦C = −330 ◦F at the 1 bar level on Neptune [65],
even with a slow (by Neptune standards) V = 50 mi / h wind, Eq. (14) yields W = −500 ◦F =
−296 ◦C = −22 K. [A wind speed of V = 50 mi / h is chosen so that our example is more
“Earthlike.” Typical wind speeds on Neptune are considerably higher than 50 mi / h (See
Ref. [65].) But according to Eq. (14), the chilling effect of wind increases at a decreasing rate

with increasing wind speed: (∂W/∂V)T =
[

0.16 (0.4375T◦F − 35.75) V−0.84
mi / h

]

◦F / (mi / h).
Hence W decreases only very slowly at wind speeds above 50 mi / h, at least assuming that
if not Eq. (14) in its entirety then at least this aspect of Eq. (14) retains at least approximate
validity at Neptune-like temperatures. The singularity in (∂W/∂V)T at V = 0 mi / h is
sufficiently weak that it has no effect on values of W itself.] Since standard atmospheric
pressure at sea level on Earth is approximately 1 bar, for illustrative purposes and for
argument’s sake let us assume that the standard wind chill formula [Eq. (14)] retains at
least approximate validity at the 1 bar level on Neptune, especially since the atmospheric
density of 0.45 kg / m3 at the 1 bar level on Neptune is at least comparable to that at the
1 bar level on Earth. (We will appraise this assumption later in this Sect. 4.2, especially
in the second-to-last paragraph thereof.) The temperature in Neptune’s atmosphere at
the 0.1 bar level is T = 55 K = −218 ◦C = −361 ◦F [65]. Since Eq. (14) was derived for
standard conditions (1 bar atmospheric pressure on Earth), its accuracy may be reduced
if it is applied at the 0.1 bar level on Neptune. If we nevertheless apply it at the 0.1 bar
level on Neptune, we obtain, even with a slow (by Neptune standards) V = 50 mi / h wind,
W = −544 ◦F = −320 ◦C = −47 K.

The standard wind-chill formula [Eq. (14)] should not be confused with the standard
wind-chill table [66]. The standard wind-chill table is based on a standard of calm of
3 mi / h (typical walking speed), rather than on the true standard of calm V = 0 mi / h
in true accordance with the standard wind-chill formula [Eq. (14)] that we adopt in this
Sect. 4.2. Also, the recommended ranges of applicability of the standard wind-chill table are
−50 ◦F < T ≤ 50 ◦F and 3 mi / h < V < 110 mi / h [66]. But we base our calculations of W
on the standard wind-chill formula [Eq. (14)], for which no limits on the range of applicability
are stated for either T or V [66]. If there is a sufficiently strong wind on Neptune, then
Eq. (14) yields a cold negative Kelvin effective wind-chill temperature W .

A physical interpretation is this: In order to produce the same chilling effect as air at
temperature T = 72 K = −201 ◦C = −330 ◦F at the 1 bar level on Neptune [65] with a
50 mi / h wind [65,66], calm air would have to be at temperature W = −22 K = −296 ◦C =
−500 ◦F — colder than absolute zero, sub-0 K. [The 0.1 bar level on Neptune is colder, but
as noted in the first paragraph of this Sect. 4.2, Eq. (14) is likely more accurate if applied
at the 1 bar level on Neptune.] The average thermal translational kinetic energy of the air
molecules would have to be negative, and hence their average thermal speed imaginary.
Our physical interpretation assumes that this super-cold, or hyper-cold, sub-0 K air of our
imagination remains an ideal gas, for which the restricted definition of temperature as twice

6 (Re: Entries [66] and [67], Refs. [66] and [67]) An online brochure accessible at Ref. [66] provides more information.
Reference [67] augments Ref. [66] with still more information, including references and a few alternative formulas
for wind-chill temperature W . (In Australia the wind-chill temperature W is dubbed as the apparent temperature
AT .) In this Sect. 4.2. we always calculate W based on the formula employed by the U. S. A. National Weather
Service [Eq. (14)].
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the average thermal kinetic energy 〈Ekin〉 per molecular translational degree of freedom
divided by Boltzmann’s constant, i.e., T = 2 〈Ekin〉 /k [68–81], is valid — and is extrapolated
as remaining valid even for negative values of 〈Ekin〉 and T. A necessary, but probably not
sufficient, property of our hypothetical super-cold, or hyper-cold, air molecules is that they
exert no attractive forces, however weak, on each other, so that they could never condense
into a liquid or solid. (This could obtain, at least for all practical purposes, if the average
distance between real air molecules is more than a few orders of magnitude larger than
typical molecular sizes of ∼ 10−10 m to ∼ 10−9 m — but then of course the density would be
much lower than the 0.45 kg / m3 obtaining at the 1 bar ≈ 1 atm level on Neptune.) Our
physical interpretation seems limited to this restricted definition of temperature. There
seems to be no obvious way of extending our physical interpretation of cold negative effective
(wind-chill) Kelvin temperature W in terms of the most general definition of true Kelvin
temperature, i.e., T = (∂E/∂S)V,N [68–81]. Even for true (not effective) nonnegative Kelvin
temperatures, the restricted definition of temperature T = 2 〈Ekin〉 /k [68–81] is valid if and
only if, as is the case of ideal gases, 〈Ekin〉 is directly proportional to T [68–81]. There exist
excellent in-depth discussions of the concept of temperature, especially concerning the point
that “Temperature is deeper than average kinetic energy.” [78,79]. Nevertheless, although
taking temperature as proportional to average thermal kinetic energy per degree of freedom
is not the most general concept [78,79], it suffices to serve as one of the elements in an
important derivation of Boltzmann’s principle relating entropy and probability [80,81] and
in an important generalization of the relation between entropy and heat [82].7

It has been argued [83], that Eq. (14) for wind-chill temperature W is only an
approximation [83], that even as an approximation it is valid only at Earth-like or “human”

7 (Re: Entries [71–77], Refs. [2], [3], [4], [48], [49], [76], and [77]) It is usually stated that the definition of temperature
in terms of the Carnot efficiency of a reversible heat engine yields only a ratio of the two temperatures of the hot
and cold reservoirs, not the one temperature of either reservoir considered individually, as does T = (∂E/∂S)V,N ,
and as does even the more restricted T = 2 〈Ekin〉 /k for the special case of ideal-gas reservoirs. To obtain actual
values of temperature by this method rather than just the ratio of two temperatures, it is usually stated that the
temperature of at least one of the two reservoirs must be ascertained by other means, most typically by allowing
one reservoir to attain thermodynamic equilibrium with water at its triple point. This is discussed in Entries [71–75].
Thermodynamic equilibrium with water at its triple point is likewise employed to fix the temperature scale of
ideal-gas thermometers, as discussed in Entry [75]. However, Refs. [76] and [77] describe how this requirement for a
water-triple-point (or any other heat reservoir) is overcome, at least in principle even if not in practice, by employing
a sequence of ideal, reversible, Carnot engines, the cold reservoir for engine N serving as the hot reservoir for engine
N + 1, with the heat input for engine N + 1 to that for engine N being in a fixed ratio r (0 < r < 1), and with each
engine doing an equal amount of work. Then the last engine in the sequence must have a cold reservoir at T = 0 K,
thus dispensing with the requirement of a water-triple-point or other standardizing heat reservoir. Of course, this
considers only the Second-Law aspect of the problem; according to the unattainability formulation of the third law,
especially in its strongest mode, a cold reservoir at precisely T = 0 K is impossible. But perhaps a cold reservoir at T
arbitrarily close to 0 K or even sufficiently close to 0 K suffices to thus dispense, even if not perfectly then at least for all
practical purposes, with the requirement for a water-triple-point or other standardizing heat reservoir. [One point
concerning Sect. 58 of Ref. [77]: Consider, as in Sect. 58 of Ref. [77], a heat engine operating between a heat source at
positive Kelvin temperature and a heat sink at true (not merely effective) cold negative Kelvin temperature if true (not
merely effective) cold negative Kelvin temperatures could exist — if the Kelvin temperature scale could be linearly
extrapolated downwards through T = 0 K to true (not merely effective) negative values. Contrary to what is stated in
Sect. 58 of Ref. [77], such a heat engine, if it could exist, would not discard more heat to its heat sink than it received
from its heat source, thereby violating the First Law of Thermodynamics (conservation of energy). It would discard
negative heat, i.e., it would extract heat, from its heat sink — in addition to extracting heat from its heat source as
does a standard heat engine. Its work output (neglecting friction and other irreversibilities) would equal the heat it
extracts from its heat source plus the heat it extracts from its heat sink. Thus its efficiency as usually defined = (work
output) ÷ (heat extracted from heat source alone) > 100%, consistent with the First Law of Thermodynamics, but of
course inconsistent with the second and third laws.
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temperatures [83]. Thus, even though Eq. (14) is likely more accurate if applied at the 1 bar
level on Neptune than at the 0.1 bar level on Neptune, we cannot be sure of its accuracy even
at the 1 bar level on Neptune [83]. Moreover, it has also been argued [83] that W is more
correctly expressed as W / m2 of heat loss flux rather than as the temperature of calm air
that would have the same chilling effect as moving air — wind — at speed V [83]. Indeed,
many if not most national weather services do express W as W / m2 of heat loss flux rather
than as the temperature of calm air that would have the same chilling effect. (The national
weather services of the U. S. A. [66], Canada [67], and Australia [67] employ wind-chill
formulas for the temperature of calm air that would have the same chilling effect.) But if
wind chill is expressed as the temperature of calm air that would have the same chilling
effect [66,67], then irrespective of the equation for W that even if not exactly correct is at least
a good approximation at the 1 bar level on Neptune, be that Eq. (14) or otherwise, it seems
inescapable that in order to produce the same chilling effect as a sufficiently strong wind at
sufficiently cold but still positive Kelvin temperatures, calm air must be colder than 0 K. Thus
it seems inescapable that the effective (wind-chill) Kelvin temperature W must then be colder
than 0 K even if no actual temperature can be colder than 0 K.

This would obtain even more strongly for a helium atmosphere, which remains gaseous
at a pressure of 1 bar at Kelvin temperature T which, while still positive, is nevertheless
much colder than the value T = 72 K = −201 ◦C = −330 ◦F obtaining at the 1 bar level on
Neptune or even than the value T = 55 K = −218 ◦C = −361 ◦F obtaining at the 0.1 bar
level on Neptune [65,84,85].8 While recognizing the caveats discussed in the immediately
preceding paragraph, nevertheless for illustrative purposes and for argument’s sake let us
assume that the standard wind chill formula [Eq. (14)] retains at least approximate validity
for gaseous helium at a pressure of 1 bar. At a pressure of 1 bar, the common isotope of
naturally-occurring helium, 2He4, is gaseous at T = 5 K = −268 ◦C = −450 ◦F, and the rare
isotope of naturally-occurring helium (which fortunately can be produced artificially [84]),
2He3, is gaseous at T = 4 K = −269 ◦C = −452 ◦F [84,85]. Again taking V = 50 mi / h, for
T = 5 K = −268 ◦C = −451 ◦F Eq. (14) yields W = −118 K = −391 ◦C = −671 ◦F, and for
T = 4 K = −269 ◦C = −452 ◦F Eq. (14) yields W = −119 K = −392 ◦C = −674 ◦F.

4.3. Limits of the possible

How impossible is the super-cold, or hyper-cold, sub-0 K air of our imagination — but with
a true as opposed to merely effective sub-0 K temperature? It is (at the very least, almost)
certainly physically impossible, but, at least prima facie, it seems not to be logically impossible.
The physically impossible at least does not exist and possibly even cannot exist in physical
reality, but can exist in the imagination and hence in virtual reality (imagination displayed
via a computer). The logically impossible cannot exist — rather than merely does not exist
— not only in physical reality, but to boot not even in the imagination and hence not even in
virtual reality.

A Euclidean (planar) right triangle that violates the Pythagorean Theorem is not merely
physically impossible but logically impossible. Such a triangle cannot exist — rather than

8 (Re: Entry [85], Ref. [17]) In Fig. 14-19 (a) on p. 381 of Ref. [17], the normal boiling point of 2He3 is incorrectly shown
at a pressure of approximately 1.3 atm instead of at 1 atm.
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merely does not exist — not only in physical reality, but to boot not even in the imagination:
it cannot even be imagined; it cannot exist even in virtual reality.

By contrast, for example, a violation of the first law of thermodynamics (conservation
of energy) [86,87] is (at least so far as is known [86,87]) physically but not logically
impossible — perpetual motion of the first kind can at least be imagined; it can exist
at least in virtual reality [86,87]. Indeed even concerning the physical impossibility (or
possibility?) of violation of energy conservation, we should note that energy conservation
has never been rigorously proven in general relativity, and that there have been serious
proposals for its possible violation at cosmological distance and time scales [86,87]. But: Any
proposed violation of energy conservation should address the difficulty posed by Noether’s
Theorem [88]. According to Noether’s Theorem [88], nonconservation of energy implies that
the time-invariance of the fundamental laws of physics must be broken (and vice versa).
There isn’t much wiggle room — even small changes in the (at least apparent) fine-tuning
of at least some of the laws of physics would render life (at least carbon-based life as we
know it on Earth) impossible [89–92]. Energy, even free energy or equivalently negentropy,
is far from being the only requirement for life. But could Noether’s Theorem be satisfied
by considering nascent energy to be a new boundary (initial) condition upon the Universe,
thereby preserving the time-invariance of the laws of physics? For example, consider the
following thought experiment: What if a mass m subject to local gravitational acceleration
g could spontaneously rise through a height ∆y to the ceiling — not spontaneously get
cooler and rise to the ceiling (on demand rather than via unpredictable and uncontrollable
fluctuation), thereby violating the Second Law of Thermodynamics, but just spontaneously
rise to the ceiling, thereby violating the First Law of Thermodynamics (energy conservation)?
Could the nascent gravitational potential energy mg∆y simply be a new initial condition
upon the Universe, leaving the time-invariance of the laws of physics intact? Might Noether’s
Theorem accept payment in the cheap currency of boundary (initial) conditions instead of
the expensive currency of the laws of physics, and hence not pose any difficulty? [Note:
Proposals such as those cited for genuine creation of nascent energy [86,87] should not be
confused with proposals for creation of positive mass-energy at the expense of negative
energy, typically at the expense of negative gravitational energy [93–101], but in some
versions of the steady-state theory [102–107] at the expense of a negative-energy creation
field (the C field) [105–107]. (There are difficulties associated with the C field [106,107].]
The former proposals [86,87] but not the latter ones [93–107] contravene the First Law of
Thermodynamics (conservation of energy).]

Thus since knowledge is imperfect and incomplete, perhaps one should not a priori rule out
any nonzero probability, however remote, that a logically possible phenomenon might also be
physically possible [86,87]. Hence the “Insofar as is known” in the first sentence of Sect. 4.2,
the “(at the very least, almost)” in the second sentence of the first paragraph of Sect. 4.3,
and the “(at least so far as is known [86,87])” in the first sentence of the third paragraph
of Sect. 4.3. Unlike our Pythagorean-Theorem-violating Euclidean (planar) right triangle but
like a violation of energy conservation [86,87], our super-cold, or hyper-cold, sub-0 K air can
at least be imagined.

Recent Advances in Thermo and Fluid Dynamics292



merely does not exist — not only in physical reality, but to boot not even in the imagination:
it cannot even be imagined; it cannot exist even in virtual reality.

By contrast, for example, a violation of the first law of thermodynamics (conservation
of energy) [86,87] is (at least so far as is known [86,87]) physically but not logically
impossible — perpetual motion of the first kind can at least be imagined; it can exist
at least in virtual reality [86,87]. Indeed even concerning the physical impossibility (or
possibility?) of violation of energy conservation, we should note that energy conservation
has never been rigorously proven in general relativity, and that there have been serious
proposals for its possible violation at cosmological distance and time scales [86,87]. But: Any
proposed violation of energy conservation should address the difficulty posed by Noether’s
Theorem [88]. According to Noether’s Theorem [88], nonconservation of energy implies that
the time-invariance of the fundamental laws of physics must be broken (and vice versa).
There isn’t much wiggle room — even small changes in the (at least apparent) fine-tuning
of at least some of the laws of physics would render life (at least carbon-based life as we
know it on Earth) impossible [89–92]. Energy, even free energy or equivalently negentropy,
is far from being the only requirement for life. But could Noether’s Theorem be satisfied
by considering nascent energy to be a new boundary (initial) condition upon the Universe,
thereby preserving the time-invariance of the laws of physics? For example, consider the
following thought experiment: What if a mass m subject to local gravitational acceleration
g could spontaneously rise through a height ∆y to the ceiling — not spontaneously get
cooler and rise to the ceiling (on demand rather than via unpredictable and uncontrollable
fluctuation), thereby violating the Second Law of Thermodynamics, but just spontaneously
rise to the ceiling, thereby violating the First Law of Thermodynamics (energy conservation)?
Could the nascent gravitational potential energy mg∆y simply be a new initial condition
upon the Universe, leaving the time-invariance of the laws of physics intact? Might Noether’s
Theorem accept payment in the cheap currency of boundary (initial) conditions instead of
the expensive currency of the laws of physics, and hence not pose any difficulty? [Note:
Proposals such as those cited for genuine creation of nascent energy [86,87] should not be
confused with proposals for creation of positive mass-energy at the expense of negative
energy, typically at the expense of negative gravitational energy [93–101], but in some
versions of the steady-state theory [102–107] at the expense of a negative-energy creation
field (the C field) [105–107]. (There are difficulties associated with the C field [106,107].]
The former proposals [86,87] but not the latter ones [93–107] contravene the First Law of
Thermodynamics (conservation of energy).]

Thus since knowledge is imperfect and incomplete, perhaps one should not a priori rule out
any nonzero probability, however remote, that a logically possible phenomenon might also be
physically possible [86,87]. Hence the “Insofar as is known” in the first sentence of Sect. 4.2,
the “(at the very least, almost)” in the second sentence of the first paragraph of Sect. 4.3,
and the “(at least so far as is known [86,87])” in the first sentence of the third paragraph
of Sect. 4.3. Unlike our Pythagorean-Theorem-violating Euclidean (planar) right triangle but
like a violation of energy conservation [86,87], our super-cold, or hyper-cold, sub-0 K air can
at least be imagined.

Recent Advances in Thermo and Fluid Dynamics292

5. Brief concluding remarks

Hopefully our considerations of and related to absolute zero 0 K have been helpful. In
Sect. 2.2, we showed that in principle 0 K can be attained at the expense of only a finite,
typically small, cost of work via standard TSRR, in Sect. 2.5. at the expense of an even
smaller cost of high-temperature heat via absorption TSRR, and in Sect. 3.1. at the expense
of a small cost of work via CSRR, employing weighing or a Stern-Gerlach apparatus.
(Recall from the sixth and seventh paragraphs of Sect. 3.2. that the specific QCR method
discussed in Sect. 3 of Ref. [1] employs first CSRR and then ERR [1]: we employed the
first, Stern-Gerlach-apparatus CSRR, step thereof in the sixth paragraph of Sect. 3.2.) In
the standard and absorption TSRR cases, the unattainability formulation of the Third Law of
Thermodynamics of thermodynamics does not require infinite expenditure of work and heat,
respectively to attain 0 K, but forbids the expenditure, respectively, of the required small cost
of work and even smaller cost of heat. But in the CSRR cases, it does not, even in its strongest
mode, forbid the expenditure of the required small cost of work.

But there are also the difficulties of maintaining 0 K and of verifying [22] that 0 K has even been
attained, which we discussed in Sect. 2.3, the last paragraphs of Sects. 2.4. and 2.5, and Sect. 3.
Perfectly maintaining 0 K for more than infinitessimal time requires perfect insulation [23],
and perfectly verifying [22] that 0 K has even been attained requires infinite time. Even given
perfect insulation [23] (recall Sect. 2.3.) and hence that 0 K can be perfectly maintained,
the unattainability formulation of the Third Law of Thermodynamics in its strongest mode,
which forbids attainment of 0 K by any means whatsoever, seems inviolable with respect to
perfect verification [22] that 0 K has been attained, because of the infinite-time requirement
imposed by the energy-time uncertainty principle. But if we do not insist on exactly perfect
verification [22] and are willing to accept verification that is perfect for all practical purposes,
then to this extent the unattainability formulation of the third law even in its strongest mode
is challenged. The limitation to “for all practical purposes” is further imposed because as per
Sect. 2.3. insulation [23] can be perfect only for all practical purposes. At least in principle
and possibly also in practice, CSRR and QCR [1] seem superior to standard TSRR or even
absorption TSRR in effecting the challenge to the unattainability formulation of the Third
Law of Thermodynamics in its strongest mode, albeit for all practical purposes and not with
exact perfection.

Hopefully also our considerations in Sect. 4. of negative Kelvin temperatures, both true ones
hotter than ∞ K and effective ones colder than 0 K, have been helpful.

6. Appendix: A few fine points concerning the Third Law of
Thermodynamics

It is generally stated that the Nernst formulation of the Third Law of Thermodynamics,
according to which all entropy changes vanish at 0 K, and the unattainability formulation
thereof, according to which 0 K is unattainable in a finite number of finite operations, are
equivalent. But we should note that there are dissensions to this viewpoint [108–113].9

9 (Re: Entry [109], Ref. [109] Footnote 5 on p. 494 of Ref. [109] concerns “a residual inequivalence” between the Nernst
heat theorem and unattainability principle, with the former construed as more fundamental.
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Also, in considering the discreteness of energy eigenstates required by quantum mechanics
in any system constrained within a fixed finite volume, or even within an unfixed but
always finite volume for example corresponding to maintenance of constant pressure, we
did not mention the role of quantum-mechanical Bose-Einstein symmetry or Fermi-Dirac
antisymmetry requirements on the allowed wave functions [114]. The gaps between energy
eigenstates at very low temperatures in light of these requirements can be much larger than
would be the case in the absence of these requirements [114]. For a typical laboratory-type
macroscopic system, the energy gap ∆E between the ground and first excited state is ∆E ∼
10−20 K k − 10−19 K k [114,115]. Yet the entropy and heat capacity of a typical laboratory-type
macroscopic system is typically already only a very small fraction of the value predicted
by classical (as opposed to quantum) statistical mechanics at T ∼ 10 K [114,115]. It has
been noted that at T ∼ 10 K the energy per particle in a typical laboratory-type macroscopic
system is ∼ ∆E ∼ 10−20 K k− 10−19 K k [114,115]. But because the characteristic temperatures
of quantum statistical mechanics, for example, the Debye, Fermi-Dirac, and Bose-Einstein
temperatures [116], are independent of the size of a system [116], this is a fortuitous result
owing to the typical sizes of laboratory-type macroscopic systems [114,115].

A third formulation of the Third Law of Thermodynamics has also been stated [117],
according to which the zero of entropy with a system in its ground energy eigenstate
(assumed nondegenerate), is as unattainable as 0 K itself [117].10 This hird formulation of the
Third Law of Thermodynamics has been stated with respect to thermodynamics. But, in fact,
it ultimately obtains owing to the pure (quantum) dynamics of the energy-time uncertainty
principle, and with respect to fixing a system exactly into any of its energy eigenstates in
general (not just specifically its ground state), degenerate or not. The energy-time uncertainty
principle requires infinite time to exactly — with strictly zero uncertainty — fix the energy of
any system into any of its energy eigenstates in general (not just specifically its ground state),
degenerate or not.
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Abstract

The general mathematical formulation of the equilibrium statistical mechanics based
on the generalized statistical entropy for the first and second thermodynamic
potentials was given. The Tsallis and Boltzmann-Gibbs statistical entropies in the
canonical and microcanonical ensembles were investigated as an example. It was
shown that the statistical mechanics based on the Tsallis statistical entropy satisfies
the requirements of equilibrium thermodynamics in the thermodynamic limit if the
entropic index z=1/(q-1) is an extensive variable of state of the system.

Keywords: Equilibrium statistical mechanics, Tsallis nonextensive statistics

1. Introduction

In modern physics, there exist alternative theories for the equilibrium statistical mechanics [1,
2] based on the generalized statistical entropy [3-12]. They are compatible with the second part
of the second law of thermodynamics, i.e., the maximum entropy principle [13-14], which leads
to uncertainty in the definition of the statistical entropy and consequently the equilibrium
probability density functions. This means that the equilibrium statistical mechanics is in a
crisis. Thus, the requirements of the equilibrium thermodynamics shall have an exclusive role
in selection of the right theory for the equilibrium statistical mechanics. The main difficulty in
foundation of the statistical mechanics based on the generalized statistical entropy, i.e., the
deformed Boltzmann-Gibbs entropy, is the problem of its connection with the equilibrium
thermodynamics. The proof of the zero law of thermodynamics and the principle of additivity

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



in general serves as a primarily problem. The equilibrium thermodynamics is a phenomeno‐
logical theory defined on the class of homogeneous functions of the zero and first order [15].

The formalism of the statistical mechanics agrees with the requirements of the equilibrium
thermodynamics if the thermodynamic potential, which contains all information about the
physical system, in the thermodynamic limit is a homogeneous function of the first order with
respect to the extensive variables of state of the system [14, 6-7]. It was proved that for the
Tsallis and Boltzmann-Gibbs statistics [6, 7], the Renyi statistics [10], and the incomplete
nonextensive statistics [12], this property of thermodynamic potential provides the zeroth law
of thermodynamics, the principle of additivity, the Euler theorem, and the Gibbs-Duhem
relation if the entropic index z is an extensive variable of state. The scaling properties of the
entropic index z and its relation to the thermodynamic limit for the Tsallis statistics were first
discussed in the papers [16, 17].

The aims of this study are to establish the connection between the Tsallis statistics, i.e., the
statistical mechanics based on the Tsallis statistical entropy, and the equilibrium thermody‐
namics and to prove the zero law of thermodynamics.

The structure of the chapter is as follows. In Section 2, we review the basic postulates of the
equilibrium thermodynamics. The equilibrium statistical mechanics based on generalized
entropy is formulated in a general form in Section 3. In Section 4, we describe the Tsallis
statistics and analyze its possible connection with the equilibrium thermodynamics. The main
conclusions are summarized in the final section.

2. Equilibrium thermodynamics

2.1. Thermodynamic potentials

In the equilibrium thermodynamics, the physical properties of the system are fully identified
by the fundamental thermodynamic potential f = f (x1, …, xn) as a real-valued function of n
real variables, which are called the variables of state. The macroscopic state of the system is
fixed by the set of independent variables of state x =(x1, …, xn). Each variable of state xi, which
is related to the certain thermodynamic quantity, describes some individual property of the
system. The first and the second partial derivatives of the thermodynamic potential with
respect to the variables of state define the thermodynamic quantities (observables) of the
system, which describe other individual properties of this system. The first differential and
the first partial derivatives of the fundamental thermodynamic potential with respect to the
variables of state can be written as

1
,      ,

=

¶
= =

¶å i i

n

i
i i

fdf u dx u
x (1)
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where the vector u =(u1, …, un). Equation (1) is the fundamental equation of thermodynamics
and expresses the first law of thermodynamics. The second differential of the fundamental
thermodynamic potential is written as a quadratic form

2
2

1 1
,      ,

= =

¶
= =

¶ ¶åå
n n

ij i j ij
i j i j

fd f a dx dx a
x x (2)

where aij is the element of the symmetric matrix A of the dimension (n ×n). The symmetry
conditions for the matrix elements, aij =a ji, lead to the equalities (Maxwell relations)

        ( , 1, , ).
¶ ¶

= = ¼
¶ ¶

j i

i j

u u i j n
x x (3)

If the function f (x1, …, xn) is convex (concave) on s ≤n variables of state, then the quadratic
form (Eq. (2)) in s variables is positive definite (negative definite). The quadratic form (Eq. (2))
in s variables for which aij =a ji is positive definite (negative definite) if [18]
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a a
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a a (4)

for every nonzero vector x, where ξ =1 for the positive definite quadratic form and ξ = −1 for
the negative definite quadratic form. Note that the fundamental thermodynamic potential f ,
the set of variables of state x, and the vector u constitute the complete set of 2n + 1 variables,
which completely define the given thermodynamic system.

The first thermodynamic potential g = g(y)  is a function of a new set of independent variables
of state y =(u1, …, um, xm+1, …, xn), which is obtained by the Legendre transform from the
fundamental thermodynamic potential f (x1, …, xn) changing m≤n variables of state
(x1, …, xm) with their conjugate variables (u1, …, um). The set of unknown variables x1, …, xm

is a solution of a system of m differential equations [19]:

     ( 1, ).,¶
=

¶
¼=i

i

f u i m
x (5)

Solving this system of equations, we obtain m functions of the variables of state,
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1 1( , , , , , )     ( 1, , ).+¼ ¼ == ¼i i m nmu u x ix x mx (6)

Substituting Eq. (6) into the fundamental thermodynamic potential f  and using the Legendre
transform, we obtain [19]

1 1
.

= =

= - = -
¶
¶å å

m

i i i
i i

m

i
g f x uf xf

x (7)

This Legendre transform is always well defined when the fundamental thermodynamic
potential f (x1, …, xn) is a convex function of the variables (x1, …, xm), i.e., the quadratic form

∑i , j=1
m aijd xid xj is positive definite [19]. To obtain this, it is necessary and sufficient to satisfy the

relations (4) for s =m [18].

The first differential and the first partial derivatives of the first thermodynamic potential g  can
be written as
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The second differential and the second partial derivatives of the first thermodynamic potential
g  are

2
2

1 1
,   .   

= =

¶
=

¶ ¶
=åå

n n

ij i j ij
i j i j

gd g b dy dy b
y y (9)

The symmetry conditions for the matrix elements, bij =b ji, impose the following equalities

          ( , 1, , ),

       ( 1, , , 1, , ),
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(10)
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for every nonzero vector y, where ξ =1 for the positive definite quadratic form and ξ = −1 for
the negative definite quadratic form.

The Legendre transform (Eq. (7)) is involutive [19], i.e., if under the Legendre transformation
f  is taken to g , then the Legendre transform of g  will again be f . The fundamental thermo‐
dynamic potential f (x1, …, xn) can be obtained from the first thermodynamic potential
g(u1, …, um, xm+1, …, xn) by the Legendre back-transformation

1 1
,

= =

= - = +
¶
¶å å

m

i i i
i i

m

i
f g u g xg u

u (12)

where m functions ui =ui(x1, …, xn), i =1, …, m are the solutions of the system of m differential
equations

    ( 1, , ).¶
¼= - =

¶ i
i

g x i m
u (13)

This Legendre transform is well defined when the function g(u1, …, um, xm+1, …, xn) is a

convex function of the variables (u1, …, um), i.e., the quadratic form ∑i , j=1
m bijduiduj is positive

definite [19]. To obtain this, it is necessary and sufficient to satisfy the relations (Eq. (11)) for
s =m [18].

The second thermodynamic potential h =h (r) is obtained from the fundamental thermody‐
namic potential f = f (x1, …, xn) by expressing the variable xk  through the set of independent
variables r =(x1, …, xk −1, f , xk +1, …, xn) :

1 1 1( , , , , , , ),- += ¼ ¼k k k nh x x x f x x (14)

where, now, xk  is the second thermodynamic potential and f  is a variable of state. The
condition of independence of the variables of state r  can be written as
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Then the first differential and the first partial derivatives of the second thermodynamic
potential h  can be written as
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The second differential and the second partial derivatives of the second thermodynamic
potential h  can be written as

2
2

1 1
, ,

= =

¶
¶

==
¶åå

n n

ij i j ij
i j i j

hcd h c drdr
r r (18)

2

2 2
1     ( ).

¶ ¶
= =

¶¶
= -i

k k

k
i

x uc i k
ff u (19)

The symmetry conditions for the matrix elements, cij =c ji, impose the following equalities
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2.2. Principle of additivity

In the equilibrium thermodynamics,  all  thermodynamic quantities belong to the class of
homogeneous functions of zero and first order, which imposes the additional constraints
on the thermodynamic system. The homogeneous function of k  th order satisfies the relation
[14, 15, 20]
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( ) ( )1 1 1 1, , , , , , , , , ,l l l+ +¼ ¼ = ¼ ¼k
m m n m m nf x x x x f x x x x (21)

and the Euler theorem1

1
,

=

¶
=

¶å
m

i
i i

f x kf
x (22)

where (x1, …, xm) are extensive variables and (xm+1, …, xn) are intensive variables. Note that
the function f  is extensive if k =1, and it is intensive if k =0.

Let us divide the system into two subsystems: system(1+2) = system(1) + system(2).

Then m -extensive and n −m -intensive variables of state satisfy the additivity relations [6, 15]

( )
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1 2 1 2

1, , ,
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+

= + = ¼

= = + ¼
i i i

i i i

x x x i m

x x x i m n
(23)

The homogeneous function of the first degree (k =1), which is extensive, is an additive function
of the first order [15]

( ) ( ) ( )1 2 1 2 1 2 1 1 1 2 2 2
1 1 1, , , ,, ,+ + +¼ = ¼ + ¼n n nf x x f x x f x x (24)

and the homogeneous function of the zero degree (k =0), which is intensive, is an additive
function of zero order [15]

( ) ( ) ( )1 2 1 2 1 2 1 1 1 2 2 2
1 1 1, , , , , , .+ + +¼ = ¼ = ¼n n nf x x f x x f x x (25)

Note that the zero law of thermodynamics is expressed by Eqs. (21) and (25) when the
temperature T  is a function or the second equation of Eq. (23) when temperature T  is a variable
of state.

3. Equilibrium statistical mechanics

In comparison with the equilibrium thermodynamics, the system in the equilibrium statistical
mechanics is described by two additional elements: the microstates of the system and the

1 In this subsection, the symbol f denotes any function not only the fundamental thermodynamic potential.
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probabilities of these microstates. As in the equilibrium thermodynamics, the macrostates of
the system are fixed by the set of independent variables of state. The thermodynamic potential
is a universal function that depends not only on the macroscopic state variables of the system
but also on the microstates of the system and their probabilities. The extensive thermodynamic
quantities are calculated as averages over the ensemble of microstates. However, the intensive
thermodynamic quantities are defined in terms of the first derivatives of the thermodynamic
potential with respect to the extensive variables of state.

Let us formulate the main statements of the equilibrium statistical mechanics. Let the thermo‐
dynamic potential be a function Y =Y (p1, …, pW ; X 1, …, X n) of W  -independent variables
(p1, …, pW ) and n variables of state (X 1, …, X n). All arguments of the function Y  are inde‐
pendent.2

The first thermodynamic potential Y = g(p1, …, pW ;u 1, …, u m, x m+1, …, x n) is a function of m
intensive variables of state X j =u j ( j =1, …, m) conjugated to the variables (x 1, …, x m) and
n −m extensive variables of state X j = x j ( j =m + 1, …, n). The first thermodynamic potential Y
is related to the fundamental thermodynamic potential f = f (p1, …, pW ; x 1, …, x n) by the
Legendre transform (7) [19]

1
,      .
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= -
¶

=
¶

å
m

j j

j

j
jY f u fu

x
x (26)

Here and in the following, the first thermodynamic potential will be considered only for the
statistical ensembles for which x 1 =S , X 1 =u 1 =T , and f = E , where S  is the entropy, T  is the
temperature, and E  is the energy.

The second thermodynamic potential Y =h = x k (p1, …, pW ; x 1, …, x k −1, f , x k +1, …, x n) is a
function of n −1 variables of state X j = x j ( j =1, …, n, j ≠k ) and one variable X k = f  for
1≤k ≤n. In the following, the second thermodynamic potential will be associated only with the
microcanonical ensemble (k =1) for which Y = x 1 =S  and X 1 = f = E .

Let Y
i
 and xi

1, …, xi
n be the values of the dynamical extensive variables Y  and x 1, …, x n,

respectively, in the i th microscopic state of the system. Moreover, let us impose an additional
constraint on the variables (p1, …, pW ) [18],

( ) 1 11 , ,
1, 0;, ,, 1,j d d+ +¼ ¼ -¼= =å m m n n

i i
iX X X X

i

n
Wp pp X X (27)

where δx ,x ' is the Kronecker delta for the integer x, x ' and the Dirac delta function for the real
x, x '. In Eq. (27), the variables Xi

j = xi
j ( j =m + 1, …, n) are for the first thermodynamic potential,

2 In this section, the thermodynamic quantities are numbered by the index at the top. The index at the bottom of the
variable denotes the microstate of the system.
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and m =0, X 1 = f = E , Xi
1 = f i = Ei, and Xi

j = xi
j ( j =2, …, n) are for the second thermodynamic

potential.

The ensemble averages for the extensive dynamical variables A can be written as

( ) 1 11 ,
1

,
, ,, ,; , d d+ +¼ ¼ = ¼å m m n n

i i
i iX X X X

i

n
Wp X XA p p A (28)

where Ai is the value of the variable A in the i th microscopic state of the system.

The first and the second thermodynamic potentials, which are the extensive functions of the
variables of state, can also be written as (28)

1 11 ,
1

,
, ; ) ,,, ,( d d+ +=¼ ¼ ¼å m m n n

i i

n
X X XW i iX

i
p pXY YXp (29)

1
       for ,

=

= - =å
m

j j
i i i

j
Y f u x Y g (30)

1 1        for ,= = = =i i iY x S Y x S (31)

where Si and f i are the values of the entropy S  and the fundamental thermodynamic potential
f , respectively, in the i th microstate of the system, which are both determined by Eq. (28).

In the equilibrium statistical mechanics, the unknown probabilities of microstates {pi} are
found from the second part of the second law of thermodynamics, i.e., from the constrained
extremum of the thermodynamic potential (Eq. (29)) as a function of the variables (p1, …, pW )
under the condition that the variables (p1, …, pW ) satisfy Eq. (27). Moreover, it is supposed
that the value of the entropy in the i th microstate of the system is a function of the probability
pi of this microstate, i.e., xi

1 =Si =Si(pi). Then to determine the unknown probabilities {pi} at
which the function Y  attains the constrained local extrema, the method of Lagrange multipliers
[18] can be used

( ) ( ) ( )1 1 1, ,, ; , ; ,, ; ,lj¼ ¼F = - ¼W W Wp X p pX pY p Xp (32)

1 , ;( , )
0     ( 1, ),,

¶F
= =

¼
¶

¼W

i

X ip Wp
p (33)

where λ is an arbitrary constant and the vector X =(X 1, …, X n). Substituting Eqs. (27) and (29)
into Eq. (32), we obtain
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( )0    1, .,l
¶

+ - = = ¼
¶

i
i i

i

YY p i W
p (34)

Substituting Eq. (30) into Eq. (34) and using Eq. (27), we obtain the probabilities related to the
first thermodynamic potential

1
2

1 ,y
=

æ öæ ö
= L - +ç ÷ç ÷ç ÷ç ÷è øè ø

å
m

j j
i i i

j
p f u x

u
(35)

1 1 1, ,
2

1 1,d d y+ +

=

æ öæ ö
L - +¼ =ç ÷ç ÷ç ÷ç ÷è øè ø

å åm m n n
i i

m
j j

i ix x x x
i j

f u x
u

(36)

where Λ ≡ϕ(λ)=Λ(u 1, …, u m, x m+1, …, x n) is the solution of Eq. (36) and ψ(x) is a function
related to the given function xi

1 =Si(pi).

Substituting Eq. (31) into Eq. (34) and using Eq. (27), we obtain the probabilities related to the
second thermodynamic potential

( )2

1 ,
, , ,

=
¼i n

p
W f x x (37)

( ) 2 2
2

, , ,
, , , ,d d d¼ ¼=å n n

i i i
f f x

n
x x x

i
W xf x (38)

where pi =ψ(λ) is a constant the same for all microstates of the system. Note that in these
derivations, the conditions ∂ f i / ∂ pi =0, ∂u j / ∂ pi =0 ( j =1, …, m), and ∂ xi

j / ∂ pi =0 ( j =2, …, m)
were used.

Let us consider the first thermodynamic potential. Substituting Eq. (35) into Eq. (26) and using
Eq. (36), we obtain the expression for the first thermodynamic potential as

( ) ( )
( )

1

1

1 1 1

1 1                                      

, , , , , , , , , ,

, , , ., ,
=

+ +

+

=

-

¼ ¼ ¼ ¼

¼ ¼å
m

j j

j

m m n m m n

m m n

u u x x u u x x

u u x

Y

x

f

u x
(39)

Then the partial derivatives of the first thermodynamic potential (Eq. (39)) with respect to the
variables of state can be written as
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Then the partial derivatives of the first thermodynamic potential (Eq. (39)) with respect to the
variables of state can be written as
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( )1 1, ,
           1, , ,d d+ +

¶
= - = =¼

¶
¼å m m n n

i i

k k
i ik x x x x

i

Yx p k
u

mx (40)

( )

1 1

1 1

, ,

,
, ,

                   1, .,

d d

d
d d

+ +

+ +

¶¶
= =
¶ ¶

æ ö¶
ç ÷+ = +
ç ÷

¼

¶è ø
¼ ¼

å

å

m m n n
i i

k k
i

m m n n
i i

k i
ik kx x x x

i

x x
i ikx x x x

i

fYu p
x x

p Y k m
x

n
(41)

Here we used the conditions ∂ f i / ∂u k =0, ∂ xi
j / ∂u k =0 ( j =2, …, n) and Eqs. (34) and (36).

The fundamental thermodynamic potential can be written as

1 1, ,
1

.d d+ +

=

= = ¼
¶

-
¶

å å m m n n
i i

m
j

i ij x x x x
j i

Yf Y u p f
u (42)

Let us consider the second thermodynamic potential. Substituting Eqs. (37), (38), and (31) into
Eq. (29), we obtain the expression for the second thermodynamic potential

( ) ( )2, , , ,=¼ i i
nxY f x S p (43)

where pi is determined from Eq. (37) and Y =S . The partial derivatives (Eq. (17)) of the second
thermodynamic potential (Eq. (43)) with respect to the variables of state can be written as

( )
1

1 ln ,                         ,g g
¶¶ ¶

= = - º
¶ ¶ ¶

i i
i

i

S pY W p
f f pu

(44)

( )1 ,ln     2, ,g
=

¶¶ ¶
¼= - = - =

¶ ¶ ¶
i

j
i

j j j
p const

Su Y W j
u x x x

n (45)

where W  is determined from Eq. (38).

Finally, it should be mentioned that the equilibrium statistical mechanics is thermodynami‐
cally self-consistent if the statistical variables (x 1, …, x n), the potentials ( f , g , …), and the
variables (u 1, …, u n) are homogeneous variables of the first- or zero-order satisfying Eqs.
(21)-(25).
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4. Tsallis statistical mechanics

The Tsallis statistical mechanics is based on the generalized entropy which is a function of the
entropic parameter q and probing probabilities pi [3, 4]:

( )1/, 1 ,= = -å z
i i i B i

i
S p S S k z p (46)

where z =1 / (q −1), kB is the Boltzmann constant, and q∈ℝ is a real parameter, 0<q <∞. In the
limit q→1 (z→ ± ∞), the entropy (Eq. (46)) recovers the usual Boltzmann-Gibbs entropy
S =∑i piSi, where Si = −kBlnpi [3]. Note that throughout the work, we use the system of natural
units ℏ= c =kB =1.

4.1. Canonical ensemble

The thermodynamic potential of the canonical ensemble, the Helmholtz free energy, is the first
thermodynamic potential g = F , which is a function of the variables of state u 1 =T , x 2 =V ,
x 3 = N , and x 4 = z. It is obtained from the fundamental thermodynamic potential f = E  (the
energy) by the Legendre transform (Eq. (7)), exchanging the variable of state x 1 =S  of the
fundamental thermodynamic potential with its conjugate variable u 1 =T . In the canonical
ensemble, the first partial derivatives (Eq. (1)) of the fundamental thermodynamic potential
are defined as u 2 = − p, u 3 =μ, and u 4 = −Ξ. The entropy (Eq. (46)) for the Tsallis and Boltzmann-
Gibbs statistics in the canonical ensemble can be rewritten as

, , , ,d d d=å i i iV V N N z z i i
i

S p S (47)

1/       (1 )     for ,= - < ¥iz
i i iz p zS (48)

                 fln or .-= = ¥i iS zp (49)

The first thermodynamic potential (Eqs. (26) and (29)), Y = F , for the Tsallis and Boltzmann-
Gibbs statistics can be rewritten as

, , , , ,d d d= - = º -å i i iV V N N z z i i i i i
i

F E TS p F F E TS (50)

( )1/1           for ,= - - < ¥iz
i i i iF E Tz p z (51)
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                  ln   for .= + = ¥ii i pF E T z (52)

Here the constraint (Eq. (27)) in the canonical ensemble is in the form

, , , 1 0.j d d d= - =å i i iV V N N z z i
i

p (53)

Applying the method of Lagrange multipliers (Eqs. (32)-(34)) with the Lagrange function
Φ = F −λφ to Eqs. (50)-(53), we can write down Eqs. (34) and (35) for the Tsallis and Boltzmann-
Gibbs statistics immediately as

0l
¶

+ - =
¶

i
i i

i

FF p
p (54)

and [7]

11     for ,
1

é ùL -
= + < ¥ê ú

+ë û

iz

i
i

i

Ep z
z T

(55)

                           for ,
L-

= = ¥
iE

T
ip e z (56)

where Λ ≡λ −T  and ∂Ei / ∂ pi =0. Then the constraint (Eq. (53)) for the probabilities (Eqs. (55) and
(56)) of the Tsallis and Boltzmann-Gibbs statistics can be written as [7]

, , ,
11 1    for ,

1
d d d

é ùL -
+ = < ¥ê ú

+ë û
å

i

i i i

z

i
V V N N z z

i i

E z
z T

(57)

, , , 1                            for ,d d d
L-

= = ¥å
i

i i i

E
T

V V N N z z
i

e z (58)

where Λ =Λ(T , V , N , z) is the solution of Eq. (57) for the Tsallis statistics and Λ = −T lnZG is the

solution of Eq. (58) for the Boltzmann-Gibbs statistics, where ZG =∑i δV ,V i
δN ,N i

δz ,zi
e −Ei/T  is the

partition function. Substitution of the probabilities given in Eqs. (55) and (56) into Eqs. (50)-(53)
gives the Helmholtz free energy [7]
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           for ,
1
æ ö

= L + < ¥ç ÷+ è ø

z EF z
z z

(59)

            ln  for ,= L = - = ¥GT ZF z (60)

where E  is the energy (Eq. (42)), which can be written in terms of the canonical ensemble as

, , , .d d d¶
= - =

¶ å i i iV V N N z z i i
i

FE F T p E
T

(61)

Making use of Eqs. (40), (50), and (54), we can write the entropy of the system as

, , , .d d d¶
= - =

¶ å i i iV V N N z z i i
i

FS p S
T

(62)

Here we have used the conditions that the derivative of the constraint (Eq. (53)) with respect
to T  is zero, ∂Ei / ∂T =0, ∂Ei / ∂ pi =0, and ∂T / ∂ pi =0. Substituting Eqs. (48), (49), (55), and (56)
into Eq. (62) and using Eqs. (57) and (58), we obtain [7]

          for ,
1
L -

= - < ¥
+
z ES z

z T
(63)

                  for .L -
= - = ¥

ES z
T

(64)

Using Eqs. (41), (50), and (54), we obtain the pressure, u 2 = − p, and the chemical potential,
u 3 =μ :

,
, , , , , ,

d
d d d d d

æ ö¶¶¶
- = = + ç ÷ç ÷¶ ¶ ¶è ø

å å i

i i i i i

V Vi
V V N N z z i N N z z i i

i i

EFp p p F
V V V

(65)

,
, , , , , .

d
d d d d dm

æ ö¶¶¶
= = + ç ÷ç ÷¶ ¶ ¶è ø

å å i

i i i i i

N Ni
V V N N z z i V V z z i i

i i

EF p p F
N N N

(66)

Here we have used the conditions that the derivatives of the constraint (Eq. (53)) with respect
to the variables of state N  and V  are zero, ∂Ei / ∂ pi =0 and ∂T / ∂ pi =0.
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Substituting Eqs. (50) and(54) into Eq. (41), we obtain the variable Ξ :

( )1/ 1/
, , ,

,
, ,

1 1

                                          for ,

ln

 

d d d

d
d d

¶ é ù-X = = - - -ë û¶
æ ö¶

+ < ¥ç ÷ç ÷¶è ø

å

å

i i

i i i

i

i i

z z
V V N N z z i i i

i

z z
V V N N i i

i

F T p p p
z

p F z
z

(67)

0                                                                for ,¶
-X = = = ¥

¶
F z
z

(68)

where we have used the conditions that the derivative of the constraint (53) with respect to z
is zero, ∂Ei / ∂ z =0, ∂Ei / ∂ pi =0, and ∂T / ∂ pi =0.

Thus, from the results given in Eqs. (62) and (65)-(67), we see that the differential of the
thermodynamic potential (Eq. (50)) satisfies [7, 15]

.m= - - + - XdF SdT pdV dN dz (69)

Using Eqs. (50) and (69), we obtain the fundamental equation of thermodynamics [7, 14, 15]

.m= + - + XTdS dE pdV dN dz (70)

To prove the homogeneity properties of the thermodynamic quantities and the Euler theorem
for the Tsallis statistics in the canonical ensemble, we will consider, as an example, the exact
analytical results for the nonrelativistic ideal gas.

4.1.1. Nonrelativistic ideal gas: canonical ensemble

Let us investigate the nonrelativistic ideal gas of identical particles governed by the classical
Maxwell-Boltzmann statistics in the framework of the Tsallis and Boltzmann-Gibbs statistical
mechanics.

It is convenient to obtain the exact results for the ideal gas in the Tsallis statistics by means of
the integral representation for the Gamma function (see [9] and reference therein):

1

0

1 ,                    Re 0,  Re 0,
( )

¥
- - -= > >

G òy y txx dtt e x y
y

(71)

( )1 ( ) ,           Re 0,  .
2p

-- -= G - > < ¥òÑ
yy tx

C

ix y dt t e x y (72)
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Thus, solving Eqs. (57) and (58) for the ideal gas in the canonical ensemble, the norm function
Λ is [7]

( )
( ) ( )

1
3 / 2

3 / 2

3 / 211      for 1,
1 1

-
+

-

é ùG - -L ê ú+ = < -
ê ú+ - - G -ë û

z N

NG

z N
z

z T z z
Z (73)

( ) ( )
( )

1
3 / 2 3 / 21 111 0,

1 1 3 / 2
     for 

-
+é ù+ G +L ê ú+ = >

ê ú+ G + +
ë û

N z N

G

z z
Z z

z T z N
(74)

( )
3
2

! 2p
æ ö

= ç ÷
è ø

N N

G

gV mTZ
N

(75)

and Λ = −T lnZG for | z | =∞. Here m is the particle mass, and Eq. (73) is restricted by the
condition − z −3N / 2>0.

The energy (Eq. (61)) and the thermodynamic potentials (Eqs. (59) and (60)) for the ideal gas
in the canonical ensemble for the Tsallis and Boltzmann-Gibbs statistics can be written as [7]

1

    fo3 1 1 3,    1 1
2 1 1

r
2

 ,h h
-

æ öæ öL
= = + +ç ÷ç <÷+ +è øè ø

¥E TN N z
z T z

(76)

                                    3    
2

 forh
é ùæ ö

= - - +ê úç ÷
è øë û

< ¥F T z z N z (77)

and E =3TN / 2 and F =Λ = −T lnZG for | z | =∞.

The entropies (Eqs. (63) and (64)) and the pressure (Eq. (65)) for the ideal gas in the canonical
ensemble for the Tsallis and Boltzmann-Gibbs statistics can be written as [7]

( )                         for1  ,h- < ¥=S z z (78)

               fo2
3

r h= < ¥=
N ET
V

zp
V

(79)

and S = lnZG + 3N / 2, p = NT / V  for | z | =∞.
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The chemical potential (Eq. (66)) and the variable (Eqs. (67) and (68)) for the ideal gas in the
canonical ensemble for the Tsallis and Boltzmann-Gibbs statistics become [7]

3/ 2
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1 1

1 3 1ln ( 1) 1
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+ + + - +ê úç ÷ ç ÷+è ø è øë û
< ¥

zT N N
zz

T a a N
z

z
T

(81)

and μ = −T ln(gV (mT / 2π)3/2)−ψ(N + 1) , Ξ =0 for | z | =∞, where ψ(y) is the psi-function, a1 = − z,
γ1 = −1 for z < −1 and a1 = z + 1, γ1 =1 for z >0.

4.1.2. Nonrelativistic ideal gas in the thermodynamic limit: canonical ensemble

Let us try to express the thermodynamic quantities of the nonrelativistic ideal gas directly in
terms of the thermodynamic limit when the entropic parameter z is considered as an extensive
variable of state

,  ,  ,  ,  .®¥ ®¥ ®¥ = = = =%V zV N z v const z const
N N

(82)

Note first that the canonical partition function (Eq. (75)) for the nonrelativistic ideal gas for the
Boltzmann-Gibbs statistics can be rewritten as

3/ 2

.,   
2p

æ ö
= º ç ÷

è ø
% %N

G G G
mTZ Z Z gve (83)

The norm functions (Eqs. (73) and (74)) for the ideal gas in the thermodynamic limit in the
Tsallis and Boltzmann-Gibbs statistics can be rewritten as [7]

( )
1

3/ 2 3
2

3=     for ,
2

-
+

é ùæ ö
L - - + < ¥ê úç ÷

è øê úë û
%%% % %zGTN z z Z e z (84)
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= ln                                      for ,L - = ¥% %GTN Z z (85)

where Eq. (84) is restricted by the conditions z̃ < −3 / 2 and z̃ >0.

In the thermodynamic limit (Eq. (82)), the energy of the system (Eq. (76)) and the thermody‐
namic potential (Eq. (77)) for the ideal gas in the canonical ensemble for the Tsallis and
Boltzmann-Gibbs statistics become [7]

( )
1

3/ 2 3
2

3            for ,
2

-
+= < ¥%% %zGE TN Z e z (86)

3                            for
2

  = = ¥%E TN z (87)

and [7]

( )
1

3/ 2 3
2

3=     for ,
2

-
+

é ùæ ö
- - + < ¥ê úç ÷

è ø
= L

ê úë û
%%% % %zGTN z z Z eF z (88)

= ln                                    for ,= L - = ¥% %GF TN Z z (89)

respectively. The entropy (78) and the pressure (79) for the ideal gas in the Tsallis and
Boltzmann-Gibbs statistics in the thermodynamic limit can be written as [7]

( )
1

3/ 2 3
2

1        for ,
-

+
é ù

= - < ¥ê ú
ê úë û

%%% %zGS Nz Z e z (90)

( )ln 3 / 2              for + ¥= =% %GS Z zN (91)

and [7]

( )
1

3/ 2 3
2

2=
3

         for ,e-
+= < ¥%% %zG

Tp
v

Z e z
v

(92)

=                             fo
3

r ,2 e
= = ¥%Tp z

vv
(93)
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where ε = E / N  is the specific energy given in Eqs. (86) and (87).

In the thermodynamic limit (82), the chemical potential (80) and the variable (81) for the ideal
gas in the canonical ensemble for the Tsallis and Boltzmann-Gibbs statistics are [7]

( ) ( )
1 1

3/ 2 3/ 23 3
2 2

5 ln    for ,
2

m
- -

+ +
é ù

= + < ¥ê ú
ê úë û

% %% %% %z zG GT Z e z Z e z (94)

( )1 ln                                          for m = - = ¥% %GT Z z (95)

and [7]

( ) ( )
1 1

3/ 2 3/ 23 3
2 2

1 1 ln      for ,
- -

+ +

é ùæ ö
X = - - < ¥ê úç ÷ç ÷ê úè øë û

% %% % %z zG GT Z e Z e z (96)

0                                                                for .X = = ¥%z (97)

Thus, from the results for the Tsallis statistics given in Eqs. (86), (90), (92), (94), and (96), we
see that the Euler theorem (Eq. (22)) is satisfied [7]

.m= + - + XNT E pV zS (98)

Moreover, the thermodynamic quantities (86), (88), (90), (92), (94) and (96) satisfy the relation
for the thermodynamic potential

.m= - = - X- +F E TS p N zV (99)

Next we shall verify that, when the entropic parameter z is an extensive variable of state in the
thermodynamic limit, the ideal gas is in accordance with the principle of additivity. Suppose
that the system is divided into two subsystems (1 and 2). Then the extensive variables of state
of the canonical ensemble are additive

1 2 1 2 1 2 1 2 1 2 1 2,    ,      .  + + += + = + = +V V N N N z z zV (100)

However, the temperature and the specific variables of state (Eq. (82)) are the same in each
subsystem
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1 2 1 2 1 2 1 2 1 2 1 2,     .,     + + += = = = = =% % %T T T v v v z z z (101)

Considering Eqs. (83), (100), and (101), we can verify that the Tsallis thermodynamic potential
(Eq. (88)) and the entropy (Eq. (90)) of the canonical ensemble are homogeneous functions of
the first order, i.e., F (T , V , N , z) / N = F (T , v, z̃) and S (T , V , N , z) / N =S (T , v, z̃), respectively,
and they are additive (extensive)

( ) ( ) ( )1 2 1 2 1 2 1 2 1 2 1 1 1 1 1 2 2 2 2 2, , , , , , , , , ,+ + + + + = +F T V N z F T V N z F T V N z (102)

( ) ( ) ( )1 2 1 2 1 2 1 2 1 2 1 1 1 1 1 2 2 2 2 2, , , , , , , , , .+ + + + + = +S T V N z S T V N z S T V N z (103)

The Tsallis pressure (Eq. (92)), the chemical potential (Eq. (94)), and the variable (Eq. (96)) are
the homogeneous functions of the zero order, i.e., p(T , V , N , z)= p(T , v, z̃),
μ(T , V , N , z)=μ(T , v, z̃), and Ξ(T , V , N , z)=Ξ(T , v, z̃), respectively, and they are the same in
each subsystem (intensive)

( ) ( ) ( )1 2 1 2 1 2 1 2 1 2 1 1 1 1 1 2 2 2 2 2, , , , , , , , , ,+ + + + + = =p T V N z p T V N z p T V N z (104)

( ) ( ) ( )1 2 1 2 1 2 1 2 1 2 1 1 1 1 1 2 2 2 2 2, , , , , , , , , ,m m m+ + + + + = =T V N z T V N z T V N z (105)

( ) ( ) ( )1 2 1 2 1 2 1 2 1 2 1 1 1 1 1 2 2 2 2 2, , , , , , , , , .+ + + + +X = X = XT V N z T V N z T V N z (106)

Thus, the principle of additivity (Eqs. (21), (24), and (25)) is totally satisfied by the Tsallis
statistics. Equations (101) and (103) prove the zero law of thermodynamics for the canonical
ensemble.

4.2. Microcanonical ensemble

The thermodynamic potential of the microcanonical ensemble, the entropy, is the second
thermodynamic potential h = x 1 =S  defined in Eq. (14), which is a function of the variables of
state f = E , x 2 =V , x 3 = N  and x 4 = z. It is obtained from the fundamental thermodynamic
potential f  by exchanging the variable of state x 1 with variable f . In the microcanonical
ensemble, the first partial derivatives of the fundamental thermodynamic potential (1) are
defined as u 1 =T , u 2 = − p, u 3 =μ, and u 4 = −Ξ.

The entropy S  for the Tsallis and Boltzmann-Gibbs statistics in the microcanonical ensemble
can be written as
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, , , , ,d d d d=å i i i iE E V V N N z z i i
i

S p S (107)

where Si is defined in Eqs. (48) and (49). The set of probabilities {pi} is constrained by Eq. (27):

, , , , 1 0.j d d d d= - =å i i i iE E V V N N z z i
i

p (108)

Applying the method of Lagrange multipliers (Eqs. (32)-(34)) with the Lagrange function
Φ =S −λφ to Eqs. (107), (108), (48), and (49), we can write down Eqs. (34), (37), and (38) for the
Tsallis and Boltzmann-Gibbs statistics immediately as [6]

0,l
¶

+ - =
¶

i
i i

i

SS p
p (109)

1 ,=ip
W

(110)

, , , , ,d d d d=å i i i iE E V V N N z z
i

W (111)

where W =W (E , V , N ) is the statistical weight for the Tsallis and Boltzmann-Gibbs statistics
and zi = z for all microstates. Substituting Eqs. (110) and (111) into Eqs. (107), (48), and (49) and
using Eq. (108), we can express the second thermodynamic potential (Eq. (43)) as [6]

( )1/         f1 or ,-= <- ¥zS z W z (112)

                    for ln .= = ¥S W z (113)

Then the first derivative (Eq. (44)) of the thermodynamic potential S  with respect to the variable
of state E , i.e., the temperature T , can be rewritten as [6]

1/1 ln         for ,-¶ ¶
= = < ¥
¶ ¶

zS WW z
T E E

(114)

1 ln                  for .¶ ¶
= = = ¥
¶ ¶

S W z
T E E

(115)
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The first derivative (Eq. (45)) of the thermodynamic potential S  with respect to the variable of
state V , i.e., the pressure p, becomes [6]

1/ ln         for ,-¶ ¶
= = < ¥

¶ ¶
zS Wp T TW z

V V
(116)

ln                  for .¶ ¶
= = = ¥

¶ ¶
S Wp T T z
V V

(117)

The first derivative (Eq. (45)) of the thermodynamic potential S  with respect to the variable of
state N , i.e., the chemical potential μ, is [6]

1/ ln         for ,m -¶ ¶
= - = - < ¥

¶ ¶
zS WT TW z

N N
(118)

ln                 for .m ¶ ¶
= - = - = ¥

¶ ¶
S WT T z
N N

(119)

The first derivative (Eq. (45)) of the thermodynamic potential S  with respect to the variable of
state z, i.e., the variable Ξ, can be rewritten as [6]

( )1/ 1/1 1         for ln ,- -¶ é ùX = = - - < ¥ë û¶
z zST T W W z

z
(120)

0                                                            for ,X = = ¥z (121)

where ∂W / ∂ z =0. Then the differential of the thermodynamic potential (107) satisfies the
fundamental equation of thermodynamics (70).

4.2.1. Nonrelativistic ideal gas: microcanonical ensemble

Let us consider the nonrelativistic ideal gas of N  identical particles governed by the classical
Maxwell-Boltzmann statistics in the framework of the Tsallis and Boltzmann-Gibbs statistics
in the microcanonical ensemble. For this special model, the statistical weight (111) can be
written as (see [6] and reference therein)

33 1
22( ) ,

! 2 3
2

p

-
æ ö
ç ÷ æ öè ø Gç ÷

è

=

ø

NNNgV m E

N
W

N (122)
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where m is the particle mass. Then the entropies of the ideal gas for the Tsallis and Boltzmann-
Gibbs statistics are calculated by Eqs. (112), (113), and (122).

The temperatures (Eqs. (114) and (115)) for the ideal gas for the Tsallis and Boltzmann-Gibbs
statistics in the microcanonical ensemble correspond to [6]

1/

            for ,
3 / 2 1

= < ¥
-

zEWT z
N

(123)

             for .
3 / 2 1

= = ¥
-

ET z
N

(124)

The pressures (Eqs. (116) and (117)) and the chemical potentials (Eqs. (118) and (119)) for the
ideal gas for the Tsallis and Boltzmann-Gibbs statistics in the microcanonical ensemble can be
written as [6]

                                 for  and ,  
3 / 2 1

= < ¥ = ¥
-

N Ep z z
V N

(125)

3/ 2

 
3 / 2 1

                   

3 3ln

                                       for  and .

( 1)
2 2 2

m y y
p

æ öæ ö æ öç ÷ - + -ç ÷ ç ÷ç ÷

é ù
ê ú= -

- ê úë û
< ¥

è ø èø
=

ø

¥
è

mEgVE N
N

z z

N
(126)

The variable (Eq. (120)) for the ideal gas for the Tsallis statistics in the microcanonical ensemble
is [6]

1/ 1/1         ln for .
3 / 2 1

é ùX = - - + < ¥ë û-
z zE W W z

N
(127)

However, the variable (Eq. (121)) for the Boltzmann-Gibbs statistics vanishes, Ξ =0.

4.2.2. Nonrelativistic ideal gas in the thermodynamic limit: microcanonical ensemble

Let us rewrite the thermodynamic quantities of the nonrelativistic ideal gas in the microca‐
nonical ensemble in the terms of the thermodynamic limit when the entropic parameter z is
considered to be an extensive variable of state

,  ,  ,  ,

,  ,  .  e

®¥ ®¥ ®¥ ®¥

= = = = = =%

E V N z
E V zconst v const z const
N N N

(128)
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Then in the thermodynamic limit (Eq. (128)), the statistical weight (Eq. (122)) for the nonrela‐
tivistic ideal gas can be rewritten as [6]

3/ 25/ 3

,         
3

.e
p

æ ö
= º ç ÷ç ÷

è ø

N m eW w w gv (129)

Substituting Eq. (129) into Eqs. (112) and (113) and using Eq. (128), we obtain the entropy as [6]

( )1/              o  ,1 f r-- <= ¥%% %zS Nz zw (130)

                        for ln .= = ¥%zS N w (131)

The temperatures (Eqs. (123) and (124)) for the nonrelativistic ideal gas in the thermodynamic
limit (128) can be rewritten as [6]

1/2             for ,
3
e= < ¥% %zT w z (132)

2                   for .
3
e= = ¥%T z (133)

The pressure (125) and the chemical potential (126) for the nonrelativistic ideal gas in the
thermodynamic limit (128) become [6]

2                         for  and ,  
3
e

= < ¥ = ¥% %p z z
v

(134)

2 5       for  and .
3

n
2

lm e æ ö
= - < ¥ = ¥ç ÷

è ø
% %w z z (135)

The variable (Eq. (127)) for the Tsallis statistics in the thermodynamic limit (Eq. (128)) corre‐
sponds to [6]

1/ 1/2 1         fln or .
3
e é ùX = - - + < ¥ë û

% % %z zw zw (136)
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For the Boltzmann-Gibbs statistics, we have Ξ =0. Using the results so far obtained for the
Tsallis statistics given in Eqs. (130), (132), and (134)-(136), we can verify that the Euler theorem
defined in Eqs. (22) and (98) is satisfied [6], i.e., TS = E + pV −μN + Ξz.

Let us verify the principle of additivity for the nonrelativistic ideal gas in the microcanonical
ensemble in the thermodynamic limit when the entropic parameter z is an extensive variable
of state. Suppose that the system is divided into two subsystems (1 and 2). Then the extensive
variables of state of the microcanonical ensemble are additive [6]

1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2    ,    , ,     .+ + + += + = + = + = +E E E V V N N N z zV z (137)

However, the specific variables of state (Eq. (128)) are the same in each subsystem (intensive)

1 2 1 2 1 2 1 2 1 2 1 2.,      ,      e e e+ + += = = = = =% % %v v v z z z (138)

Considering Eqs. (129), (137), and (138), we can verify that the Tsallis thermodynamic potential
(Eq. (130)) of the microcanonical ensemble is a homogeneous function of the first order, i.e.,
S (E , V , N , z) / N =S(ε, v, z̃), and it is additive (extensive) [6]

( ) ( ) ( )1 2 1 2 1 2 1 2 1 2 1 1 1 1 1 2 2 2 2 2, , , , , , , , , .+ + + + + = +S E V N z S E V N z S E V N z (139)

Now, considering Eqs. (129), (137), and (138), we find that the Tsallis temperature (Eq. (132)),
the pressure (Eq. (134)), the chemical potential (Eq. (135)), and the variable (Eq. (136)) are the
homogeneous functions of the zero order, i.e., T (E , V , N , z)=T (ε, v, z̃),
p(E , V , N , z)= p(ε, v, z̃), μ(E , V , N , z)=μ(ε, v, z̃), and Ξ(E , V , N , z)=Ξ(ε, v, z̃), respectively,
and they are the same in each subsystem (intensive) [6]

( ) ( ) ( )1 2 1 2 1 2 1 2 1 2 1 1 1 1 1 2 2 2 2 2, , , , , , , , , ,+ + + + + = =T E V N z T E V N z T E V N z (140)

( ) ( ) ( )1 2 1 2 1 2 1 2 1 2 1 1 1 1 1 2 2 2 2 2, , , , , , , , , ,+ + + + + = =p E V N z p E V N z p E V N z (141)

( ) ( ) ( )1 2 1 2 1 2 1 2 1 2 1 1 1 1 1 2 2 2 2 2, , , , , , , , , ,m m m+ + + + + = =E V N z E V N z E V N z (142)

( ) ( ) ( )1 2 1 2 1 2 1 2 1 2 1 1 1 1 1 2 2 2 2 2, , , , , , , , , .+ + + + +X = X = XE V N z E V N z E V N z (143)
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Thus, the principle of additivity (Eqs. (21), (24), and (25)) is totally satisfied by the Tsallis
statistics in the microcanonical ensemble. Equation (140) proves the zero law of thermody‐
namics for the microcanonical ensemble [6].

4.3. Equivalence of canonical and microcanonical ensembles

We can now easily prove the equivalence of the canonical and microcanonical ensembles for
the Tsallis statistics in the thermodynamic limits (Eqs. (82) and (128)). Using Eqs. (83) and (129),
it is easy to verify that Eq. (132) for the temperature of the microcanonical ensemble and Eq.
(86) for the energy of canonical ensemble are identical. Comparing Eqs. (83) and (129) and
using Eq. (86), we have

( )3/ 2 3
2

.+=
%

%%
z

zGZw e (144)

Substituting Eq. (144) into Eq. (130) for the entropy of the microcanonical ensemble, we obtain
the entropy of the canonical ensemble (Eq. (90)). Equation (134) for the pressure of the
microcanonical ensemble is identical to Eq. (92) for the pressure of the canonical ensemble.
Substituting Eqs. (144) and (86) into Eq. (135) for the chemical potential of the microcanonical
ensemble, we obtain Eq. (94) for the chemical potential of the canonical ensemble. Moreover,
substituting Eqs. (144) and (86) into Eq. (136) for the variable Ξ of the microcanonical ensemble,
we obtain Eq. (96) for the variable Ξ of the canonical ensemble. Thus, for the Tsallis statistics,
the canonical and microcanonical ensembles are equivalent in the thermodynamic limit when
the entropic parameter z is considered to be an extensive variable of state.

5. Conclusions

In conclusion, let us summarize the main principles of the equilibrium statistical mechanics
based on the generalized statistical entropy. The basic idea is that in the thermodynamic
equilibrium, there exists a universal function called thermodynamic potential that completely
describes the properties and states of the thermodynamic system. The fundamental thermo‐
dynamic potential, its arguments (variables of state), and its first partial derivatives with
respect to the variables of state determine the complete set of physical quantities characterizing
the properties of the thermodynamic system. The physical system can be prepared in many
ways given by the different sets of the variables of state and their appropriate thermodynamic
potentials. The first thermodynamic potential is obtained from the fundamental thermody‐
namic potential by the Legendre transform. The second thermodynamic potential is obtained
by the substitution of one variable of state with the fundamental thermodynamic potential.
Then the complete set of physical quantities and the appropriate thermodynamic potential
determine the physical properties of the given system and their dependences. In the equili‐
brium thermodynamics, the thermodynamic potential of the physical system is given a priori,
and it is a multivariate function of several variables of state. However, in the equilibrium
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Thus, the principle of additivity (Eqs. (21), (24), and (25)) is totally satisfied by the Tsallis
statistics in the microcanonical ensemble. Equation (140) proves the zero law of thermody‐
namics for the microcanonical ensemble [6].

4.3. Equivalence of canonical and microcanonical ensembles

We can now easily prove the equivalence of the canonical and microcanonical ensembles for
the Tsallis statistics in the thermodynamic limits (Eqs. (82) and (128)). Using Eqs. (83) and (129),
it is easy to verify that Eq. (132) for the temperature of the microcanonical ensemble and Eq.
(86) for the energy of canonical ensemble are identical. Comparing Eqs. (83) and (129) and
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Substituting Eq. (144) into Eq. (130) for the entropy of the microcanonical ensemble, we obtain
the entropy of the canonical ensemble (Eq. (90)). Equation (134) for the pressure of the
microcanonical ensemble is identical to Eq. (92) for the pressure of the canonical ensemble.
Substituting Eqs. (144) and (86) into Eq. (135) for the chemical potential of the microcanonical
ensemble, we obtain Eq. (94) for the chemical potential of the canonical ensemble. Moreover,
substituting Eqs. (144) and (86) into Eq. (136) for the variable Ξ of the microcanonical ensemble,
we obtain Eq. (96) for the variable Ξ of the canonical ensemble. Thus, for the Tsallis statistics,
the canonical and microcanonical ensembles are equivalent in the thermodynamic limit when
the entropic parameter z is considered to be an extensive variable of state.

5. Conclusions

In conclusion, let us summarize the main principles of the equilibrium statistical mechanics
based on the generalized statistical entropy. The basic idea is that in the thermodynamic
equilibrium, there exists a universal function called thermodynamic potential that completely
describes the properties and states of the thermodynamic system. The fundamental thermo‐
dynamic potential, its arguments (variables of state), and its first partial derivatives with
respect to the variables of state determine the complete set of physical quantities characterizing
the properties of the thermodynamic system. The physical system can be prepared in many
ways given by the different sets of the variables of state and their appropriate thermodynamic
potentials. The first thermodynamic potential is obtained from the fundamental thermody‐
namic potential by the Legendre transform. The second thermodynamic potential is obtained
by the substitution of one variable of state with the fundamental thermodynamic potential.
Then the complete set of physical quantities and the appropriate thermodynamic potential
determine the physical properties of the given system and their dependences. In the equili‐
brium thermodynamics, the thermodynamic potential of the physical system is given a priori,
and it is a multivariate function of several variables of state. However, in the equilibrium
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statistical mechanics, the thermodynamic potential is a composed function that can depend
on the set of independent variables of state explicitly and implicitly through the probabilities
of microstates. The probabilities of microstates are determined from the second part of the
second law of thermodynamics, i.e., the maximum entropy principle. The equilibrium
probability distributions are found from the constrained extremum of the thermodynamic
potential as a function of a multidimensional set of probabilities considering that the statistical
entropy is defined. The equilibrium thermodynamics and statistical mechanics are defined
only on the class of homogeneous functions, i.e., all thermodynamic quantities describing the
thermodynamic system should belong to the class of homogeneous functions of the first or
zero orders.

In the present work, the general mathematical scheme of construction of the equilibrium
statistical mechanics on the basis of an arbitrary definition of statistical entropy for two types
of thermodynamic potential, the first and the second thermodynamic potentials, was pro‐
posed. As an example, we investigated the Tsallis and Boltzmann-Gibbs statistical entropies
in the canonical and microcanonical ensembles. On the example of a nonrelativistic ideal gas,
it was proven that the statistical mechanics based on the Tsallis entropy satisfies the require‐
ments of the equilibrium thermodynamics only in the thermodynamic limit when the entropic
index z is an extensive variable of state of the system. In this case the thermodynamic quantities
of the Tsallis statistics belong to one of the classes of homogeneous functions of the first or zero
orders.
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