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Preface

Graphene is one of the most promising materials in the world and has attracted much atten‐
tion on the global scale. This Nobel Prize-winning material combines multiple outstanding
physical and chemical characteristics such as extremely high mechanical strength, hardness,
and adjustable thermal and electrical conductivity, as well as excellent surface and optical
features through chemical marking. Besides, graphene is the strongest and the most stretch‐
able material ever known and can be an efficient substitute for silicon. As a result, graphene
has exhibited appealing application potentials in various areas that cover a range of differ‐
ent fields in human life, and its extraordinary properties have received a great deal of atten‐
tion by many researchers.

This book is a result of contributions of experts from the international scientific community
working on different aspects of graphene science and applications and reports on the state-
of-the-art research and development findings on graphene through original and innovative
research studies. Through its seven chapters, the reader will have access to works related to
the theory and characterization of various planar heterostructures and nanoplatforms based
on graphene and also the Compton effect in graphene and in the graphene-like dielectric
medium, while it introduces photoactive graphene from functionalization to applications
and also the modeling and control of a smart single-layer graphene sheet. Besides, it
presents reviews on the modeling, synthesis, and properties of graphene and graphene tech‐
nology and its applications in electronic devices.

The authors of each chapter give a unique insight about the specific intense research area of
graphene. The book is addressed not only to researchers but also to professional engineers,
students, and other experts in a variety of disciplines, both academic and industrial, seeking
to gain a better understanding of what has been done in the field recently and what kind of
open problems exist in this area.

Dr. Farzad Ebrahimi
Department of Mechanical Engineering

Faculty of Engineering Imam Khomeini International University,
Qazvin, I.R. Iran





Chapter 1

A Review on Modeling, Synthesis,
and Properties of Graphene

Farzad Ebrahimi and Ebrahim Heidari

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/61564

Abstract

Every few years, a new material with unique properties emerges and fascinates the scien‐
tific community, typical recent examples being high-temperature superconductors and
carbon nanotubes. Graphene is the latest sensation with unusual properties, such as half-
integer quantum Hall effect and ballistic electron transport. In this work, we introduce
graphene and its property such as mechanical, thermal, and electrical properties. Further‐
more, we briefly mention some of processes that are used for production of graphene. We
will continue our discussion to review the approaches that have arose to analyze gra‐
phene and other nanoplates.

Keywords: Graphene, SLGSs, Mechanical, thermal and electrical properties

1. Introduction

Graphene is the name given to a two-dimensional sheet of sp2-hybridized carbon. Its extended
honeycomb network is the basic building block of other important allotropes; it can be stacked
to form 3D graphite, rolled to form 1D nanotubes, and wrapped to form 0D fullerenes.
Graphene is the name given to a two-dimensional sheet of sp2-hybridized carbon [1]. Graphene
is a wonder material with many superlatives to its name. It is the thinnest known material in
the universe and the strongest ever measured. Its charge carriers’ exhibit giant intrinsic
mobility, have zero effective mass, and can travel for micrometers without scattering at room
temperature [2]. Synthesis and characterization of graphenes pose challenges, but there has
been considerable progress in the last year or so [3]. A great deal of research has been conducted
to explore the promising properties of the single-layered graphene sheets (SLGSs) after the
appearance of the new method of graphene sheet preparation. Stankovich et al. have proposed
their findings related to the synthesis and exfoliation of isocyanate-treated graphene oxide

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



nanoplatelets [4]. Implementing the chemical reduction, they have also been able to produce
the graphene-based nanosheets [5]. In addition, Ferrari has reported the Raman spectroscopy
of the SLGS [6]. Furthermore, Katsnelson and Novoselov have explored the unique electronic
properties of the SLGSs [7]. They have stated that the graphene sheet is an unexpected bridge
between condensed matter physics and quantum electrodynamics. On the other hand, Bunch
et al. have reported the experimental results of using electromechanical resonators made from
suspended single- and multi-layered graphene sheets [8]. The superior mechanical, chemical,
and electronic properties of nanostructures make them favorable for nano engineering
applications [9]. Graphene sheets are one of the most important nano-sized structural elements
which are commonly used as components in micro-electro-mechanical systems (MEMS) and
nano-electro-mechanical systems (NEMS) [8, 10]. Furthermore, it has been revealed that
adding graphene sheets to polymer matrix could greatly improve the mechanical properties
of the host polymer [11]. In addition, nanostructures such as armchair carbon nanotubes and
nanoplates have shown significant potential applications in the field of environmental
technologies [12]. Nano-mechanical resonators are one of most important NEMS devices which
have received increasing attention from the scientific community in recent years [13-16]. The
nano mechanical resonators may operate at very high frequencies up to gigahertz range [17].
The potential applications of the SLGSs as mass sensors and atomistic dust detectors have
further been investigated [10]. Also, the promising usage of the SLGS as strain sensor has been
examined [18].

Since graphene has a prominent application in human’s life, the necessity of mechanic
analytical approach for graphene is drastically felt. There are many approaches to analyze a
graphene and other nonoplates mechanically, however, they can be divided into two bunches:
first, the methods that consider graphene or other nonoplates downright, and second, the
methods that consider interactions between graphene and other nonoplates with their
surrounding environment.

The first cluster of approaches is often the Molecular Dynamics (MD) method. It is very
powerful method has furthered scientists in their case studies. Sheehan et al. utilized the
molecular dynamics methodology for analyzing the effect of solvents on reaction kinetics and
post reaction separation is presented [19]. Kresse et al. used ab initio molecular dynamics to
predict the wave functions for new ionic positions using sub-space alignment [20].With the
ability to examine atomic-scale dynamics in great detail, researchers have used MD to gain
new insight into problems that have been resistant to theoretical solution, such as solid fracture
[21], surface friction [22], and plasticity [23]. For example, a 10-nm cubic domain of a metal can
be simulated only for times less than around 10-10 s, even on very large parallel machines [22].
Increases in this simulation time require a proportional reduction in the number of atoms
simulated. The results of such a simulation therefore can rarely be compared directly to
experiments, since laboratory observations of these sorts of mechanical phenomena are usually
made on much larger length and time scales. One possible approach that can be applied to
many problems is to use MD only in localized regions in which the atomic-scale dynamics are
important and a continuum simulation method (such as finite elements) everywhere else. This
general approach has been taken by several different groups of researchers. Abraham et al. [24,
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25] have developed a coupled finite element, MD, tight-binding (FE/MD/TB) method in which
the three methods are used concurrently in different regions of the computational domain.
Another method developed recently is the quasi continuum method [26-31], in which atomic
degrees of freedom are selectively removed from the problem by interpolating from a subset
of representative atoms, similar to finite element interpolation in which atomic degrees of
freedom are selectively removed from the problem by interpolating from a subset of repre‐
sentative atoms, similar to finite element interpolation. Finally Wagner et al. [32] submitted a
professional coupling of atomistic and continuum simulation method that is called bridging-
scale method. In this review, we are going to represent some properties of graphene and study
briefly the mechanic analytical approaches that we mentioned before.

2. Structure, synthesis, and properties

Graphene has a honeycomb network that could have ripple in the surface. Ripples can induce
the local electrical and optical properties of graphene. Three different types of graphenes can
be defined: single-layer graphene (SG), bilayer graphene (BG), and few-layer graphene (FG,
number of layers).

Typically, the important properties of graphene are a quantum Hall effect at room temperature,
an ambipolar electric field effect along with ballistic conduction of charge carriers, tunable
band gap, and high elasticity. Although graphene is expected to be perfectly flat, ripples occur
because of thermal fluctuations. Ideally, graphene is a single-layer material, but graphene
samples with two or more layers are being investigated with equal interest.

There are now four primary ways to produce ‘pristine’ graphene:

a. Epitaxial graphene: This method involves chemical vapor deposition (CVD growth) on
epitaxially matched metal surfaces

b. Micromechanical Exfoliation or micromechanical cleavage: in which highly oriented
pyrolitic graphite (HOPG) is pealed using Scotch-tape and deposited on to a silicon
substrate.

c. Exfoliation of graphite in solvents: Gram quantities of single-layer graphene have been
prepared by employing a solvothermal procedure and subsequent by sonication. In this
process, the solvothermal product of sodium and ethanol is subjected to low-temperature
flash pyrolysis yielding a fused array of graphene sheets, which are dispersed by mild
sonication. A single-layer graphene can be produced in good yields by the solution-phase
exfoliation of graphite in an organic solvent, such as N-methylpyrrolidone (NMP). This
process works because the energy required to exfoliate graphene is balanced by the
solvent–graphene interaction.

d. “Other methods,”: such as

• Substrate-free gas-phase synthesis of graphene platelets in a microwave plasma reactor

• Arc discharge synthesis of multi-layered graphene

A Review on Modeling, Synthesis, and Properties of Graphene
http://dx.doi.org/10.5772/61564

3



• Graphene can be grown on metal surfaces by surface segregation of carbon or by
decomposition of hydrocarbons.

• etc.

2.1. Mechanical properties

Pristine graphene structures are found in 2D plane sheets. It has a hexagonal crystal lattice
which resulted in covalent bonds between carbon atoms. In the environment, graphene are
discovered in tow forms: “monolayer” and “free- standing.” With the first form, we find
graphene parts as a cover over a substrate material such as SiC. However, we are able to find
graphene individually and independent from other materials in the environment which
corresponds with the second form, “free-standing graphene” [33].

Mechanical properties for any crystal material are affected by pristine Lattice and defects are
comprised of dislocations and grain boundaries [34, 35]. For example, we can mention elastic
properties of materials that are affected by atoms interactions and lattice geometry, whereas
strength and plastic flow stress as another properties of materials are affected by characteristics
of defects. Indeed caused defects in the material severely decrease strength of it in comparison
of ideal material. Anyway, we are always not able to impede the existence of defect and its
effect in the materials. However, there is one exception; nano-materials can be discovered
defect-free initially, and this is the main reason of superiority of strength for these materials
[36]. Graphene as a nano-material is not excepted in this issue.

Lee and his co-workers performed the pioneer empirical analysis of elastic properties and
strength of pristine graphene [37]. A deposited graphene membrane onto a substrate material
that possesses some cavities on the surface is loaded by the tip of the atomic force microscope
(Fig. 1) [37], and it was discovered that graphene brings out both nonlinear elastic behavior
and brittle fracture. Thus, for nonlinear elastic behavior, we can write:  σ = Eε + Dε 2, where σ
is the applied stress (the symmetric second Piola Kirchhoff stress), E is the Young modulus, ε
is the elastic strain (uniaxial Lagrangian strain), and D is the third-order elastic stiffness. This
experiment is convoyed by this result as follows: Young modulus of E = 1.0 TPa, and the third-
order elastic stiffness of D = -2.0 TPa. The Young modulus they found is very close to the Young
modulus of nanotubes. They also found that brittle fracture happens at an intrinsic stress as
much as σint =130GPA, which is very huge and magnitude.

Simulating by computer [38] shows E = 1.05 TPa and σint =110  GPa for Young modulus and
brittle fracture of graphene, which is compatible with explorations of Lee and his co-workers.
All of these explorations prove that graphene can be very useful for structural applications
and for the cases that we are dependent on high strength. Furthermore, graphene is flexible
and can be bent easily, which make it more desirable and attractive.

The propagation of crack in monolayer graphene has been studied empirically and also
analytically (molecular dynamics) by considering Crystallographic characteristics [39]. It has
been evident that the sources of cracks in monolayer graphene membranes are unavoidable,
mechanically applied stresses that are exerted during their processing. Cracks or tears
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propagate along the sides of the hexagonal crystal lattice and defray an occasional direction
change as much as 30o in vertices of hexagonal.

Reprinted with permission from C. Lee, X. Wei, J.W. Kysar, J. Hone, Science, Volume 321, 385 388, 2008. Copyright
(2008) by the American Association for the Advancement of Science.

Figure 1. Mechanical testing of graphene. Schematic of nanoindentation on suspended graphene membrane (left fig‐
ure). Atomic force microscope image of a fractured graphene membrane (right figure).

It is sometimes seen that propagation can go under the TEM electron beam [40]. Kim et al. [39]
used this assumption that the propagation of crack is motivated by incorporating the effects
of stress concentrations at the tip of the crack and the ionization influence of electron beam.
Under the simultaneous effect of these problems, atomic bonds break in the vicinities of a crack
tip, and propagation takes place.

Novoselov et al. [40] performed a computer simulation on the exfoliation of graphene sheets
from adhesive substrate to examine crystallographic features of cracks which happens. The
idea of this simulation developed from this fact that graphene ribbons became tapered as they
were produced by exfoliation process (Fig. 2). They found that tear angle is affected by adhesive
strength. Their simulation showed that, with the low strength adhesive, tearing takes place in
the conqueror armchair direction of the hexagonal crystal lattice of graphene, and meanwhile,
occasional change in direction is observed rarely. They also concluded that any increase in
adhesive strength results in more tear angel; hence, in pretty high adhesive strength a change
of 60o in the direction of tearing will present.

As a material, graphene is not excluded from defects. The defects that graphene may obsess
are: vacancies [41], Stone Wales defects [41], dislocations [42], and grand boundaries of GBs.
Among these defects, dislocations and GBs are very common and play a prominent role in
mechanical properties of graphene. For instance, dislocations can cause plastic flow in
graphene, whereas GBs decrease its strength characteristics [44, 45]. Dislocations can also
violate translational symmetry of graphene [46].

There is no getting around GBs in graphene specimens when it is produced in a large area;
thus, their effects on mechanical properties have been always noticeable from both funda‐
mental and applied sides. Empirical data [44] have proved that free-standing polycrystalline
graphene under concentrated load has severe low failure strength when found in polycrys‐
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talline state than when produced as a single crystal. In this experiment, they used a tip of atomic
force microscopy (AFM) to exert a concentrated load on a polycrystalline graphene membrane,
and it was observed that the force needed to cause a tear in the graphene along GBs is an
amount of 100 nN [44], this is while the force for tearing a single-crystal exfoliated graphene
is not more than 1.7 mN [37].

Vargas et al. [45] did similar test using atomic force microscopy and molecular dynamics
simulations to study the mechanical characteristics of a graphene with polycrystalline
structure that is obtained by chemical vapor deposition. They used nanoindentation meas‐
urements and found that out-of-plane ripples effectively decrease in-plane stiffness in the
mentioned graphene. They also found that GBs effectively decrease the breaking strength of
the graphene. Molecular dynamics showed them voids can significantly weaken the graphene
membranes. In fact, GB is a place where amorphous carbon and iron oxide nanoparticles are
absorbed [45].

Reprinted with permission from D. Sen, K.S. Novoselov, P. Reis, M.J. Buehler, Small, Volume 6, 1108,2010.

Figure 2. Schematic diagram of the setup for the tearing studies of graphene: side and top views. The inset shows the
sheet orientation. An initial flap of 8 nm in width is cut in the sheet, folded back, and moved at a constant speed.

2.2. Thermal Properties

The heat flow direction in a two dimensional graphene can be divided into in-plane and out-
of-plane directions. In-plane heat flow is greater than out-of-plane one and is developed due
to covalent sp2 bonding between carbon atoms, while the latter is emanated from weak van
der Waals coupling.

Graphene - New Trends and Developments6
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Graphene transistors and interconnectors are beneficiaries of in-plane heat flow depending on
a certain channel length. Although thermal coupling with substrate materials is miserly, it is
a prominent reason for the dissipation of heat flow. We can regulate the heat flow by phonon
scattering, edges, or interfaces. Ultimately, the unusual thermal properties of graphene stem
from its 2D nature, forming a rich playground for new discoveries of heat-flow physics and
potentially leading to novel thermal management applications.

By reviewing thermal properties, with no respect to material, one that should be considered
is the specific heat. This is a quantity that implies two things: first, the thermal energy that a
body is capable to store, and second, the rate of cooling and heating that a body will experiment.
The later can be modeled by the thermal time constant τ ≈ RCV, where τ is the thermal time
constant, R is the thermal resistance for heat dissipation (the inverse of conductance, R=1/G)
and V is the volume of the body. Thermal time constants can be varied from 0.1 ns for a single
graphene sheet or carbon nanotube (CNT) and 10 ns for nanoscale transistors to 1 ps for the
relaxation of individual phonon modes [47 -49].

The specific heat of graphene is divided into phonons (lattice vibrations) and free electrons
contributions, C=Cp+Ce, Knowing that phonon contributions are dominant [50 -52]. Phonon
specific heat as a dominant coefficient becomes constant at very high temperature near in-
plane Debye temperature ΘD ≈2100 K, At this time, we have Cp=3NAkB ≈25 J mol –1K–1 ≈ 2.1 J g–

1K–1, also known as the Dulong–Petit limit, where NA is the Avogadro’ number and kB is the
Boltzmann constant. This property belongs in a classical solid behavior when six atomic
degrees of motion are entirely exited and each carries 1/2 kBT energy.

In heat transport exploration, it is assumed that the thickness of a graphene monolayer is about
the graphite interlayer spacing h ≈3.35  A °'. Graphene has one of the highest in-plane thermal
conductivities at room temperature, about 2000–4000 W m–1 K–1, when it was found in freely
suspended samples [53, 54]. This range corresponds with values between isotopically purified
samples (0.01% C instead of 1.1% natural abundance) as a right end with large grains [55] and
isotopically mixed samples or those with smaller grain sizes as a left end.

Disorders with no respect of their source introduce more phonon scattering, and this results
in a descendant of conductivity lower than the mentioned range [56]. Figure 3a compares the
thermal conductivity of natural diamond (about 2200 W m–1 K–1) with those of other related
materials at room temperature [57, 58]. Figure 3b exhibits the thermal conductivity of materials
in Figure 3a with respect to lack of disorders.

Heat flow is strongly limited by weak van der Waals interaction in both of directions: cross-
plane (along the c axis) and perpendicular to a graphene sheet, knowing that the van der Waals
interaction in the perpendicular direction is between graphene and adjacent substrates, such
as Sio2. As we can see in Figure 3a, the thermal conductivity along the c axis of pyrolytic
graphite is just ~6 W m-1 K-1 at room temperature. The relevant metric for heat flow across such
interfaces is the thermal conductance per unit area, G″ = Q″ / Δ T ≈ 50 MW m –2 K –1 at room
temperature [60 -62]. This is approximately equivalent to the thermal resistance of an ∼ 25-nm
layer of SiO2 [59] and could become a limiting dissipation bottleneck in highly scaled graphene
devices and interconnects [63], as discussed in a later section. When we have a few layers of
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graphene (from 1 to 10 layers), it can be expertized that interlayer resistance, 1/ G″, remains
almost constant and pretty smaller than the resistance between graphene and its nongraphene
environment [61]. Indeed, the interlayer thermal conductance of bulk graphite is ∼ 24 GW m
–2 K –1 if the typical 3.35- A ° spacing and the c axis thermal conductivity are assumed.

It must be remarked that surface effects are able to decrease the thermal conductivity of
graphene because of the sensitivity of phonon propagation to surface or edge perturbation,
and as a result of this, the in-plane thermal conductivity of freely suspended graphene is
drastically lower than a graphene nanoribbon or a graphene contacted with a substrate.

Figure 3. (a) Thermal conductivity κ as a function of temperature for representative data of suspended graphene [55],
SiO2-supported graphene [64], ~20-nm-wide graphene nanoribbons (GNRs)[63], suspended single-walled CNTs
(SWCNTs)[66], multi-walled CNTs (MWCNTs)[67], type IIa diamond, graphite in-plane and out-of-plane. Additional
data for graphene and related materials are also summarized in Ref.[54]. (b) Room temperature ranges of thermal con‐
ductivity data κ for diamond [57], graphite (in-plane) [54], carbon nanotubes (CNTs) [54], suspended graphene [54, 55],
SiO2-supported graphene [64], SiO2-encased graphene [65], and GNRs [63].

It has been seen that the in-plane thermal conductance G of graphene can reach a significant
fraction of the theoretical ballistic limit in sub-micrometer samples, owing to the large phonon
mean free path (λ ≈ 100 to 600 nm in supported and suspended samples, respectively).
However, thermal properties of graphene could be highly tunable, so that makes it useful for
heat- sinking applications when we regulate it in ultra-high thermal conductivity, and it is
useful for thermoelectric applications when it is regulated for ultra-low thermal conductivity.

2.3. Electrical Properties of Graphene

The electronic properties of graphene are one of the prominent cases that relating experimental
researches have dealt with. The controllable continuous transformation of charge carriers from
holes to electrons was one of the most notable features in pioneering researches.

Graphene - New Trends and Developments8
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An example of the gate (or gate electrode is a region at the top of the transistor whose electrical
state determines whether the transistor is on or off) dependence in single-layer graphene is
shown in Fig. 4a. This dependency is much weaker in multiple layers of graphene because
electric field is screened by the other layers.

The high electronic mobility of graphene permits the development of quantum hall effect (an
effect that is visible in conductor and semiconductors materials; when there are both electrical
and magnetic field at the same time in a conductor or semiconductor material, it can arise an
electric potential perpendicular to the magnetic field that causes electric current perpendicular
to the magnetic field) at low temperatures and high magnetic fields, for both electrons and
holes (Fig. 4b) (Novoselov, et al., 2005; Zhang, et al., 2005). As seen in Fig. 4b, at room tem‐
perature, the Hall conductivity σxy reveals clear plateaus at 2e2/h for both electrons and holes,
while the longitudinal conductivity ρxx approaches zero. (Quantum Hall effect is measured by

σ =υ e 2

h , where “e” is the elementary charge, h is the Planck’ constant, and υ is the “filling factor.”
If υ is an integer, it will be an “integer quantum hall effect,” and if υ is a fraction, it will be a
“fractional quantum Hall effect.” Here, at room temperature, the filling factor of graphene is
υ=2.)

Figure 4. (a) The resistivity of a single layer of graphene vs. gate voltage. (b) The quantum Hall effect in single-layer
graphene. Figures taken from (Novoselov, et al. (2005).

For sensing or transistor application, we should utilize the strong gate dependence of gra‐
phene. To do this, we should cut graphene into narrow ribbons because graphene does not
have a band gap, and thus resistivity variation is small. However, graphene in narrow ribbons,
makes an opening in the band gap that is proportional to the width of the ribbon by increasing
the momentum of charge carriers in the traverse direction when shrinking them. This band
gap in carbon nanotubes is proportional to its diameter. The opening of a band gap in graphene
ribbons has recently been observed in wide ribbon devices lithographically patterned from
large graphene flakes (Han, et al., 2007) and in narrow chemically synthesized graphene
ribbons (Li, et al., 2008).
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3. Molecular Dynamics (MD) modeling

Molecular dynamics is nothing but classical dynamics. Indeed classical dynamic equations of
motion are valid for slow and heavy particles, with typical velocities υ<<c, (where c is the speed
of light) and masses m>>me, (where me is the electron mass). Therefore, we can use them for
atoms, ions, and molecular mass only in slow motion (slower than thermal vibration).

This technique is based on computing potential energy that is typically considered only as a
function of the system spatial configuration and is described by means of interatomic poten‐
tials. These potentials are considered as known input information; they are either found
experimentally or are computed by averaging over the motion of the valence electrons in the
ion’s Coulomb field by means of quantum ab initio methods.

The main equation that we utilize in this technique is the Lagrange equations of motion. For
a system of N interacting monoatomic molecules, the Lagrange equation turns Newtonian
equations divided into “Dissipative equations” and “Generalized Langevin equations.”

Integrals of motion are more functions that are useful for modeling in MD technique. Their
notable property is depending only on the initial conditions and staying constant in time. Some
of these equations are as follows:

0d
dt

=
E (1)

0d
dt

=
P (2)

0d
dt

=
M (3)

where E is the total energy, P is the total momentum, and M is the total angular momentum
in a system with only conservative forces.

4. Lattice Mechanics

Lattice mechanics is an approach to utilize natural symmetries for classical particle mechanics
in materials that repetitive or regular atomic structure such as polymers or crystalline mate‐
rials.

This approach is based on two principles:

Principle 1: Mathematical models such as functions, matrices, operators, and so on are
invariant with respect to the symmetry of lattice.
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Principle 2: symmetry assumption causes loading is symmetry, and thus we will have
symmetry effect.

In this approach, we use the concept of “Unit Cell” instead of particles itself. Unit Cell is an
arbitrary part of a lattice, in which we could gain the whole lattice by repeating that in a fixed
direction and certain distance.

Hence, we can define displacement vector in a lattice in terms of unit cell as follows:

( ) ( )n nt t= -u r n (4)

where n is the primary position of the unit cell:

rn(t), is the position of the unit cell at time t, which is composed of the position of all particles
in the unit cell at time t; un(t), is the displacement vector for the unit cell. By calculating the
total lattice kinetic energy, we are able to get lattice Lagrangian and consequently the equation
of motion as follows:

ext
n n

n

U f¶
+ =
¶

&&Mu
u (5)

where U is the total Lattice Potential energy and f n
ext  is the external load on the Unit Cell n.

We absolutely insist that this equation is for each unit cell, that is, with changing n we will
have a system of motion differential equations.

Using Taylor series for U results in the following:

( ) ( )' '
'

( )ext
n nn n n

n

t t f t
-

- =å&&Mu K u (6)

where

( )
'

'

2

0|
n n

n n

U
=-

¶
= -

¶ ¶ u

u
K

u u (7)

and n ' is indices for neighboring cell.

Since we need neighboring cell in forming equations, we must define another concept as
“associate cell”. Associate cell is the smallest part of a lattice that represents its mechanical
properties perfectly. In lattice mechanic we restrict our studies to associate cell which can
comprise several unit cells; this is the consequence of principle I discussed above.
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To solve the above-mentioned equation of motion, we should use mathematics like the Fourier
transform or the Laplace transform.

In terms of f ext , we have three types of problems:

a. f ext =0 or free lattice: the solution is gained by superposing of normal modes called
standing waves, because the lattice oscillate around its equilibrium position.

b. f ext ≠0 : to solve this type of problems we use Green’s function method that requires use
of Unit pulse convolution.

c. Quasi-static problem or approximation: this is a name for time-independent problems
where any noticeable change of the external forcing occurs during a period of time that is
much longer than the characteristic time of atomic vibrations. This leads to eliminate the
first term in motion equation, so we have the following:

( )' '
'

( )ext
nn n n

n

t f t
-

=åK u (8)

To solve this equation, we can use green’s functions method. One of issue problems in quasi-
static approximation is multiscale boundary conditions. We discuss this in a separate clause.

5. Multi scale boundary condition

Each method has its own limitations to use. These limitations are only in time and size scale.
The multi scale method tries by dividing the model in different areas in terms of size and time
scale (coarse-fine grain) and relating them together generates an assimilated method. In other
words, we may be able to solve one part of problem with atomistic modeling and the other
part with continuum; the multi scale method uses both of them concurrently and then couples
them together.

To couple the methods, we define a region of pseudo-atoms called handshake or pad. The
position of pseudo-atoms is determined by the finite element method. The handshake has a
duty to absorb the fine grain excitation and transfer the effects of coarse grain surrounding
boundary.

If u1 is the displacement of the pseudo-atom, u0 is the fine grain displacement, and ua is the
coarse grain displacement, then we can say:

{ } { }1 0 a= +u u uQ X (9)

where Θ and Ξ are unknown operators.
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6. Multi scale Modeling

The philosophy of arising multiple- scale methods is that, in actuality, nano- materials are
always used along with large- scale materials and we are compelled to create a method for
modeling them. Atomistic methods such as MD and ab initio are not perfect to model the entire
configuration because these methods are limited to time and length scales; thus, they are
validated only through fine- scale parts of configuration and not for the other part. There is
the same situation for continuum methods because they are validated for large time and length
scale, and they are not useable for fine- scale parts of these configurations. Here is the point
that the role of multiple- scale methods becomes prominent. Multiple scale methods try to
blend the methods that are validated on their own scales of time and length separately.

The base of all these methods is that each scale is modeled by its special method, and their
output becomes boundary condition for the other; indeed, there will be exchanges between
these methods to model entire of the configuration.

Whatever method we take, it must be free of two issue problems:

• The wavelengths emitted by the MD region are drastically smaller than that can be absorbed
by continuum region. It means we have differential energy for these two areas. If our
approach is not capable to put in any experience for this redundant energy, it leads to this
result that some of the wave will reflect back into the MD domain. This means that we will
have spurious heat generation in the MD region and so a mistaken simulation especially in
instances of plasticity.

• Furthermore, the transition from the MD region to the continuum region was followed with
extension in timescale, which affects the validity of our relations. Hence, we must take such
a method that solves this issue.

6.1. MAAD

MAAD or “macroscopic, atomistic, ab initio dynamics” is a multiple- scale approach that
incorporates  tight  binding  (TB),  molecular  dynamics  (MD),  and  finite  elements  (FE)
concurrently to model a configuration of nano- and large- scale materials. In this method,
the FE Mesh will be done until we approach the same size as much as atomic spacing; from
here, the MD method is entered until we arrived in a physical phenomenon like a crack
tip. At this point, we will use the TB approach. Thus, we will have two overlapping regions:
FE/MD and MD/TB. Not only here but also in all multiple- scale methods, such overlap‐
ping areas are termed “handshake” regions. In this method, each handshake region provides
a contribution to the total energy of the system. This contribution is done by linear law in
each handshake region. Thus, the total energy that will be used to find equation of motion
is as follows:

/ /= + + + +FE FE FE MD MD MD TB TBH H H H H H (10)
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There are two problems in this method. First, having finite elements in the scale of atomic space
prolongs the process of solving by increasing time steps. Second, that it seems unphysical that
continuum relations can be evolved at the same timescales as the atomistic variables.

6.2. Coarse-Grained Molecular Dynamics (CGMD)

This approach couples FE and MD methods together. In this method to derive the governing
equations of motion, we use an approximation of coarse-grained energy that converges to the
exact atomic energy like the following:

( ) ( )
,

1, . . .
2k k int jk j k j jk k

j k

E U= + +å& & &u u M u u u K u (11)

where

Uint =3(N −Nnode)kT Internal energy

M jk u̇ j.u̇k Kinetic energy

u j.K jk .uk Potential energy

u, u̇ Displacement degree of freedom and the velocity

Uint  represents the thermal energy of those degrees of freedom of coarse grained that have not
been included in FE considered nodes. Obviously, when the number of nodes approaches the
number of atoms, this term vanished and the full atomistic energy is recovered.

Finally the equation of motion is then given to be as follows:

( ) ( ) ( )1
t

ij j ik k ik k iM G u t u d tu Fh t t t-

-¥

= - + - +ò&& & (12)

where

Mij Mass matrix

Gij Stiffness like quantity

ηij Time history of memory function

Fi(t) Random force

6.3. Quasi-Continuum Method

This approach is an adaptive FE method. The link between atomistic and continuum is
obtained by the use of the Cauchy Born rule. The Cauchy Born rule assumes that the continuum
energy density W can be computed using an atomistic potential.
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The first Piola-Kirchoff stress tensor in the Cauchy Born rule is

T
W¶

=
¶

P
F

(13)

and the Lagrangian tangent stiffness is:

2

T T
W¶

=
¶ ¶

C
F F

(14)

where F is deformation gradient.

The major restriction as well as implication of the Cauchy Born rule is that the deformation of
the lattice underlying a continuum point must be homogeneous. This results from the fact that
the underlying atomistic system is forced to deform according to the continuum deformation
gradient F.

6.4. Coupled Atomistics And Discrete Dislocation (CADD)

This method sets a quasi-static coupling between molecular statics and discrete dislocation
plasticity. One of the best assumptions in this approach is that defects within atomistic region
are allowed to pass through the atomistic/continuum border into the continuum which is
modeled via discrete dislocation mechanics.

Quantities such as stresses, strains, and displacements can be written in the contribution form:

ˆA A A= +% (15)

where A is a typical quantity, Ã is the contribution from the discrete dislocation, and Â is a
correction term we introduce because of the fact that the discrete dislocation solution is for an
infinite medium. The continuum energy can be written as

( ) ( ) ( )
  

0
1 :ˆ ˆ
2

ˆ
c T

c

d

E dV dA
W W

= + + - +ò ò% % %u u T u ue e (16)

where T0 is the traction on the continuum boundary dΩΤ.

The equilibrium condition is

0
c

c

E¶
=

¶ %u
(17)
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Where ũ is displacement field. Using this equation, we could find displacement fields. By the
use of displacement field we are able to find the forces exerted on the discrete dislocation as

c
i

i
E¶

= -
¶

P
d

(18)

At this point, an iterative procedure involving the discrete dislocation positions, FE positions
and atomic positions is solved until all degrees of freedom are at equilibrium.

However, we have some challenge in this method as follows:

• extending this approach to dynamic problems

• simulating the passage of defect from the atomistic to continuum in three dimensions

• annular dislocations that reside in both atomistic and continuum regions at the same time

6.5. Bridging Domain

Bridging Domain is a dynamic multiple scale method that couples MD with continuum. In
this method the boundary that overlays the MD region and surrounding continuum region
has varying size, termed the bridging domain.

Within overlaying bridging domain, the Hamiltonian is defined as a linear combination of the
molecular and continuum Hamiltonians:

( )1 CH Ha aM= - H + (19)

where α acts to scale the contribution of each domain to the total Hamiltonian.

To make compatibility between the molecular and the continuum regions, we involve
Lagrange multipliers in the overlap region as

( ) 0i iN u d
æ ö

= - =ç ÷
è ø
åI J J J I

J

g X (20)

Where gI  are the Lagrange Multipliers, ui J  are the FE nodal displacements, and di J  are the MD
displacements.

The coupled equations of motion will be as follows:

ext intM = - -&& L
I I I I Iu F F F (21)
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ext int
Im = - -d&& L

I I I If f f (22)

Where the standard equations are augmented by the Lagrange multiplier-based constraint
forces FI

L  and f I
L . The bar symbols overlaying the FE and MD mass matrices indicate that

they need to be modified within the overlapping region.

7. Bridging- Scale Modeling

The bridging scale method that we want to introduce is an incorporation of MD and continu‐
um. The total displacement as our solution is decomposed to fine and coarse- scale as follows:

( ) ( ) ( )'= +u x u x u x (23)

where ū is a coarse- scale solution that will be state in terms of finite element shape functions
and u ' is a fine- scale solution. These two solutions are orthogonal, that is, one projection onto
another is zero.

If x=xα (we use Greek indices for atoms and Roman indices for coarse- scale nodes) was the
initial position for typical atoms of interesting body we can rewrite (23) as:

( ) ( )α α αu X u X u'(X )= + (24)

ū(Xα) is an average behavior of body since it’s interpolation between atoms so we anticipate it
is continues function. We can write:

( ) a
a = Nå Ι I

Ι

u X d (25)

where, NI
α =NI(Xα) is a shape function of node I at initial atomic position Xα and dI is the

displacement degree of freedom at node I.

As we said, we want to use MD method in this approach, to do this we have to utilize qα. qα is
a displacement solution we derive from MD simulation (qα has the same role as u(Xα) in other
words, we are simulating u(Xα) by the use of qα. Undoubtedly, qα will have projection onto ū
(coarse- scale solution) and u (fine- scale solution), and with respect to their orthogonality,
each projection will not represent the other one, so we can easily find the fine- scale solution,
by subtracting the projection of qα onto coarse- scale solution, from qα, that is,
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'u q NW= - (26)

or with indices representation:

( )'
I I

I

X q N Wu a
a a= -å (27)

∑
I

NI
αWI is a coarse- scale projection. In other words, to find coarse- scale projection, we have

projected qα onto shape functions NI. However, there is one burning question: how can we find
WI? The answer is laid in least squares weighted residual method. First, we define J function
as follows:

2

am Na
a

æ ö
= -ç ÷

è ø
å å I I
α I

J u w (28)

where mα is the atomic mass. The choice of J (called the mass-weighted square of the fine scale)
allows the coarse and fine- scale kinetic energies to be decoupled. Minimizing of J will result
in WI. If we gather all masses in a matrix as follows:

1 3 3

2 3 3

   
   
   
   

A

m
m

´

´

é ù
ê ú
ê ú= ê ú
ê ú
ê úë û

O
O

I
I

M (29)

J can be writhed as:

( ) ( )A= - -
T

J q Nw M q Nw (30)

Solving for w to minimize this quantity gives

1
A

-= Tw M N M q (31)

where the coarse- scale mass matrix M is

A= TM N M N (32)

Substituting W in Equation 26 with Equation 31, we will have
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' = -u q Pq (33)

where the matrix P has been defined as

1
A

-= TP NM N M (34)

So we can write the total displacement uα (with respect to Equation 23-25 and 33) as

= + -u Nd q Pd (35)

The last term in the above expression is called the “bridging scale”; it is that part of the
molecular dynamics calculation that must be subtracted from the total in order to achieve a
complete separation of scales. Our sake about the “scales” is fine and coarse scales, and our
sake about “complete separation” is the orthogonality of these scales.

Indeed, P was the operator for the projection onto the coarse scale; with respect to Equation
35, we could represent another more perfect operator for this projection as

= -Q I P (36)

or

1-= - T
AQ I NM N M (37)

Thus, we can rewrite 35 as

= +u Nd Qq (38)

7.1. Equations of motion

In this step, we will derive the coupled MD and FE equations of motions. First, we adopt the
Lagrangian equation definition we submitted in MD discussion for multiscale condition as
“multiscale Lagrangian.”

7.1.1. Multiscale Lagrangian

( ) ( ) ( ), = - -& & T
extL u u K u U u f u (39)

( ) 1
2

=& & &T
AK u u M u (40)
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= +&& &u Nd Qq (41)

Substituting u̇ in Equation 40 with Equation 41 we will have

( ) 1 1 1 1 1  
2 2 2 2 2

M= = + + = +& & & & && & & & & & & &T T T T T T T T T
A A A AK u u M u d N M Nd d N M Qq q Q M Qq d Md q q (42)

The second term in the right- hand side of abvoe equation is zero because

( )1 1 0- -= - = - =T T T T T
A A A A AN M Q N M I NM N M N M MM N M

The fine- scale mass matrix M in equation 42 defined as

 M º = =T T
A A AQ M Q M Q Q M (43)

This will be proven by the complete expression for Q (Equation 36) and coarse- scale mass
matrix M (Equation 30).

Thus, we can write Lagrangian 36 as

( ) ( )1 1, ; ,  
2 2 ext extM U= + - + + +& & && & &T T T TL d d q q d Md q q Nd Qq f Nd f Qq (44)

This is the desired equation for us because we have eliminated cross terms such as d and q in
the kinetic energy. The bridging scale is responsible for this elimination. Using the bridging
scale makes us capable of decomposing total kinetic energy into the sum of the kinetic energy
in the coarse scale plus that in the fine scale.

7.1.2. Multiscale equations of motion

We can derive equations of motion by the use of Lagrangian equation:

0d
dt
æ ö¶ ¶

- =ç ÷¶ ¶è ø&
L L
d d

(45)

0d
dt
æ ö¶ ¶

- =ç ÷¶ ¶è ø&
L L
q q

(46)
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d d
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0d
dt
æ ö¶ ¶

- =ç ÷¶ ¶è ø&
L L
q q

(46)
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Substituting the Lagrangian Equation 44 into Equations 45 and 46 gives us

( ),U¶
= -

¶
&& d q

Md
d

(47)

( ),
 

U
M

¶
= -

¶
q&&

d q
q

(48)

For simplicity, we have ignored the external force. Using the chain rule, we can rewrite
Equations 47 and 48 as

U¶ ¶
=
¶ ¶

&& uMd
u d

(49)

 UM ¶ ¶
= -

¶ ¶
q&& u

u q (50)

As we see, the derivation of potential energy U couples scales in both equations. We know that
the variation of energy to displacement is the same type as force. These means we can conclude
that the derivation of potential energy is the total forces on atoms:

( )U¶
= -

¶

u
f

u
(51)

Using Equations 51 and 38, we can rewrite Equations 49 and 50 as

TUæ ö¶ ¶
= - =ç ÷¶ ¶è ø
&&

T
uMd N f
d u

(52)

 TUM æ ö¶ ¶
= - =ç ÷¶ ¶è ø

q&&
T

u Q f
q u

(53)

where M =QTMA. If the external forces in Equation 44 are kept in formulation, we will have

( )ext= +&& TMd N f f (54)
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( ) extM = +q&& TQ f f (55)

Equation 55 can be rewritten as

( )A ext= +q&&T TQ M Q f f (56)

Q is a singular since multiplying a field by Q gives the fine- scale part of the field, and many
different fields can have same fine- scale part. Therefore the solution of and equation like Qu =u '

for u is nonunique, and Q must be singular. It is concluded that Equation 56 does not have a
unique solution, and we are free to choose any q that has the proper fine- scale part and thus
satisfies Equation 56. One q that comply these conditions is that which exactly satisfies the
following equation:

A ext= +q&&M f f (57)

This is nothing but a molecular dynamics simulation for the atomic displacements, with the
atomic forces given by Equation 51. So we are able to solve this equation using MD simulation.

Anyway, now we have the equation of motions as

A ext= +q&&M f f (58)

( )ext= +&& TMd N f f (59)

There are some relevant comments:

• Equation 58 is a fine- scale equation of motion and a standard MD solver can be used to
obtain the MD displacements q.

• Equation 59 is a coarse- scale equation of motion. This is an FE momentum equation, and
to solve it, we should use finite elements method. It should be noted that for the coarse scale,
the summation sign turns into integral sign.

• As we said before, q (MD solution) simulate u (real total displacement). Although we proved
Equation 58 for q, it is obvious that u as real total displacement have to satisfy Equation 58
in each atomic position (Xα), this is found from Newton’s second law. u is not necessarily
equal to q; they just have the same behavior like solutions of a differential equations. Indeed,
initial conditions determine their equality. Thus, if these two quantities have the same initial
conditions, then (which they should) then they are equal forever.

• Equality of q and u and 38 gives

Graphene - New Trends and Developments22



( ) extM = +q&& TQ f f (55)

Equation 55 can be rewritten as

( )A ext= +q&&T TQ M Q f f (56)

Q is a singular since multiplying a field by Q gives the fine- scale part of the field, and many
different fields can have same fine- scale part. Therefore the solution of and equation like Qu =u '

for u is nonunique, and Q must be singular. It is concluded that Equation 56 does not have a
unique solution, and we are free to choose any q that has the proper fine- scale part and thus
satisfies Equation 56. One q that comply these conditions is that which exactly satisfies the
following equation:

A ext= +q&&M f f (57)

This is nothing but a molecular dynamics simulation for the atomic displacements, with the
atomic forces given by Equation 51. So we are able to solve this equation using MD simulation.

Anyway, now we have the equation of motions as

A ext= +q&&M f f (58)

( )ext= +&& TMd N f f (59)

There are some relevant comments:

• Equation 58 is a fine- scale equation of motion and a standard MD solver can be used to
obtain the MD displacements q.

• Equation 59 is a coarse- scale equation of motion. This is an FE momentum equation, and
to solve it, we should use finite elements method. It should be noted that for the coarse scale,
the summation sign turns into integral sign.

• As we said before, q (MD solution) simulate u (real total displacement). Although we proved
Equation 58 for q, it is obvious that u as real total displacement have to satisfy Equation 58
in each atomic position (Xα), this is found from Newton’s second law. u is not necessarily
equal to q; they just have the same behavior like solutions of a differential equations. Indeed,
initial conditions determine their equality. Thus, if these two quantities have the same initial
conditions, then (which they should) then they are equal forever.

• Equality of q and u and 38 gives

Graphene - New Trends and Developments22

=Nd Pq (60)

It means that the coarse scale is a projection of q, and instead of solving the FE equation, we
can use q. However, as we will discuss, since we will eliminate the fine scale from the coarse
scale, q will be limited to fine scale (not the entire domain), and thus it is not possible to calculate
the coarse- scale solution everywhere via direct the projection of the MD displacements.

• Equations 58 and 59 converge to each other if FE nodal positions approach MD atomic
positions.

• This convergence makes us to conclude FE equation (Equation 59) overlays both fine and
coarse scales. This is the unwanted degree of freedom that prolongs spent time for FE
solution, so we should eliminate the effects of the fine scales that lie in coarse- scale region.

7.2. Removing fine- scale degree of freedom in coarse- scale region

In the previous section, we saw the fine- scale equation of motion (Equation 58) and coarse-
scale equation of motion (Equation 59) in areas among this two- scale overlay together, and
this is  in contrast  with the orthogonality of these two scale,  so we should eliminate the
effect of fine scale from coarse scale. However why do we eliminate fine scale from coarse
scale and not vice versa? The answer is because eliminating one scale from the other will
enter another terms in the eliminated scale’s equation of motion. Since we want to avoid
wave reflection back into the MD domain and avoid heat retention within this region, we
should add some terms to the fine- scale equation of motion, and it is the best opportuni‐
ty for us to achieve this gold by eliminating the fine- scale effect from the coarse- scale
domain. Thus, we limit our studies to the MD region and its equation of motion (Equa‐
tion 58) with assumption fext=0:

( )A =q&&M f q (61)

To find the area that shall be removed, we should consider the behavior of these two scales.
In fine scale, we have a harmonic or nonlinear potential in atomic interactions. However, at
coarse scale, we have a harmonic or linear potential energy in atomic interaction. Thus, we can
conclude that there is a transition area among these two scales that belong in the MD region.
This is the area that shall be eliminated, and instead of this elimination, we should add some
boundary conditions for the MD region. Thus, we divide the MD region in two sections: linear
and nonlinear. This division is called the “linearized MD equation of motion.” Two find MD
boundary condition, since we are transient from fine to coarse scale in the transition area, we
use FE method and then Lattice mechanics. This means we are treating with transition area,
like a coarse scale, and maybe we could say we are dividing the MD area into fine and coarse
sections. We first study a chain of atoms and then consider the general state.

Consider a one-dimensional chain of atoms according to the following figure:
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From the lattice mechanics, we have

( )
0|n u

n

U u
f

u =

¶
= -

¶
(62)

( )2

' 0 0
' '

| |n
n n u u

n n n

U ufK
u u u- = =

¶¶
= = -
¶ ¶ ¶

(63)

where f n denotes the total force on atom (unit cell) n and Kn−n' is the springy factor. Using the
Lagrange equation results in the equation of motion as follows:

( ) ( ) ( )' '
'

n
ext

n nn n n
n n

mu t K u t f t
u

u

+

-
= -

- =å&& (64)

This equation is validated only for harmonic lattice, and f n
ext(t) is the total external force acting

on the unit cell n.

By dividing the MD region into fine and coarse scales, we have

'q u u= + (65)

where ū denotes the coarse scale and u ′ denotes the fine scale of the MD region.

For the left side of Equation 61, we can write

( )( ) ( )' ' ext
A A Au uM q M M f u Ku f= + = + +&& &&&& (66)

where

0
|

=

¶
=
¶

'u

fK
u

(67)
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0
|

=

¶
=
¶

'u

fK
u
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Moreover, f ext  is the total external force acting on the harmonic section of the MD by an un-
harmonic section of the MD (note that f ext  is different from f ext  we neglected in Equation 48;
f ext  takes place within the MD section while f ext  lies outside of this section).

A comparison between Equations 66 and 61 gives

( ) ( )( ) ' extf q f u Ku f= + + (68)

In Equation 66, we have grouped terms based on fine scale and coarse scale. Because of the
orthogonality of coarse and fine scales and that the timescale for the coarse scale is much larger
than that of atomic vibrations present in the fine scale, it is reasonable to equate the corre‐
sponding parts from each side of equality sign, that is,

( )A uuM f=&& (69)

( )'( ) ' ext
AM Ku fu = +&& (70)

Equation 70 is the one we were looking for; in other words, by removing the fine- scale degree
Of freedom in the coarse- scale region, Equation 61 turns into Equation 70. Thus we use
Equation 70 instead of Equation 61. However we still have not terminated; we should calculate
f ext  as an issue problem. To do this, we use lattice mechanics.

In lattice mechanics, Equation 70 turns into Equation 71:

( ) ( ) ( )
'

1 '

1

' 1
' '

n
ext

A n n n A n
n n

n t m K u t mu f t- -
-

= -

= +å&& (71)

Equation 70 is the one we were looking for; in other words, by removing the fine- scale degree
Of freedom in the coarse- scale region, Equation 61 turns into Equation 70. Thus we use
Equation 70 instead of Equation 61. However we still have not terminated; we should calculate
f ext  as an issue problem. To do this, we use lattice mechanics.

In lattice mechanics, Equation 70 turns into Equation 71:

( ) ( ) ( )
'

1 '

1

' 1
' '

n
ext

A n n n A n
n n

n t m K u t mu f t- -
-

= -

= +å&& (71)

where un is the displacement of unit cell n.
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Again, consider the one- dimensional chain of atoms like the following figure:

n=0 is the position that elimination has took place, and the result of that is f n
ext . We can write

the following:

( ) ( ),0 0
ext ext

n nf t f td= (72)

Applying discrete Fourier transform (DFT) to Equation 71, we have

( ) ( ) ( ) ( )1 1
0

ˆ ˆˆ' , ' , ext
A Au p t m K p u p t m f t- -= +&& (73)

Using Laplace transform (LT) for Equation 73 and solving for resulting displacements Û  gives

µ ( ) ( ) ( ) ( )( )' 1
0

ˆˆ, , ' 0, 'ˆ (0, )ext
Ap s p s m s su p u p-= + +U G F & (74)

where

( ) ( ) 12ˆ , ( )ˆp s s A p
-

= -G (75)

and

( ) ( )1ˆ ˆ
AA p m K p-= (76)

For f 0
ext  we can write:

( )0 1 1' ( )extf t K u t-= (77)

Taking LT from Equation 77 gives impedance force:
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( )imp '
0 1 1f s K U (s)- -= (78)

So to find f 0
ext , we should calculate U1

´ (s), This requires to omit F0
ext(s) from Equation 74, so we

first take the inverse discrete Fourier transform of Equation 61 in terms of p:

( ) ( ) ( )' 1
0 ( )ext d

n n A ns s m s s-= +U G F R (79)

where

( ) ' '
' '

1 1
2 2

' '
' '

/ 2 / 2

( ) (0) ( ) (0)

N N

d
n n nn n n n

n N n N

s s G s u G s u
- -

- -
=- =-

= +å å &R (80)

and N is the total number of unit cells in the domain. Now we write Equation 66 for n=0,1:

( ) ( )' 1
0 0 0 0( ) ( )ext d

As G s m s s-= +U F R (81)

( ) ( )' 1
1 1 0 1( ) ( )ext d

As G s m s s-= +U F R (82)

Solving these two equations simultaneously can omit F0
ext(s) and gives

( ) ( ) ( ) ( ) ( )( )' 1 '
1 1 0 0 0 1 ( )d ds G s G s s s s-= - +U U R R (83)

We can rewrite Equation 83 as

( ) ( ) ( )( )' '
1 0 0 1( ) ( )d ds s s s s= - +U UQ R R (84)

where

( ) ( ) ( )1
1 0s G s G s-=Q (85)

Now taking the inverse Laplace transform (ILT) of Equations 78 and 84 and convoluting the
displacement, we obtain
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( ) ( )( )'
0 0 0 0

0

( ) ( ) ( )
t

imp fdf t t u d tq t t t t= - - +ò R R (86)

We know

( ) ( )'
0 0 0( )u t q t u t= - (87)

And then

( ) ( ) ( )( )0 0 0 0 0
0

( ) ( ) ( )
t

imp fdf t t q u d tq t t t t t= - - - +ò R R (88)

Where the time history kernel θ(t) and random force R0
f (t) are defined to be

( ) ( )1
1 ( )t L sq -
-= K Q (89)

( )0 1 1 ( )f dt t-=R K R (90)

Other terms in Equation 71 is equal with f (u ′), and we can rewrite Equation 71 as

( ) ( )0'' imp
AM f u f tu = +&& (91)

We can turn u ′ to q as

( ) ( )0
impf t= +q&&AM f q (92)

Thus, the final coupled forms of the equations of motion are

( )T=&&Md N f u (93)

( ) ( )0
impf t= +q&&AM f q (94)
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( ) ( ) ( )( )0 0 0 0 0
0

( ) ( ) ( )
t

imp fdf t t q u d tq t t t t t= - - - +ò R R (95)

where the impedance force f 0
imp acts only on the boundary atom 0.

7.2.1. Elimination of fine- scale degrees of freedom: 3D generalization

In 3D state, each unit cell can be labeled with three indices, l, m, and n indicating the position
along axes in the direction of the three primitive vectors of the crystal structure. The equation
of motion can be rewritten as

( ) ' ' ' ' ' '
' ' '

1 ' 1
, ,

'
, ,,, ,, , ,

1

( ) ( )
ml n

ext
l m n A l m nl l m m n n l m n

l l m m n n
l m n t t t

m u

m u

+ +
- -
A - - -

= - = - = -

= +å å åu&& Μ Κ u M f (96)

where μ and υ represent the range of the forces in the m and n coordinate directions. We
consider the one dimensional boundary condition in our study. Our boundary is located in
l=0, like the following figure:

Like the one-dimensional chain, we can write

( ), , ,0 0, , ( )ext ext
l m n l m nf t f td= (97)

By taking LT and DFT of Equation 96 and solving for Û ', we obtain

( ) ( ) ( )( )1 '
0, , , ( , , , ) , , , , , ,0 ( , , ,0)ˆ ˆ ˆ' ext

Ap q r s p q r s p q r s s p q r p q r-= + +U u'&G M F u (98)
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where

( ) 1
, ,

ˆ , , A p q rA p q r M K-= (99)

and

( ) ( ) 12ˆ , , , ( , , )ˆp q r s s p q r
-

= -G I A (100)

For f 0,m,n
ext , we can write

( )
' '

' '
' '

'
0 , , 1, , ' 1, , '

( )
m m n n

ext
m n m m n n m n
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m u

m u

= + = +

- - -
= - = -

= å å (101)

Taking LT from Equation 101 gives impedance force:

( )
' '

' '
' '

'
, 1, , ' 1, , '

( )
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m n m m n n m n

m m n n

f s K U s
m u
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= + = +

- - -
= - = -

= å å (102)

Thus, to find f 0,m,n
ext  we should calculate U '

1,m ',n '
(s). This requires to omit F̂ 0

ext  from Equation

74, so we first take inverse discrete Fourier transform of (98) in terms of p:

( ) ( ) ( )' 1
0

ˆ, , , , , , ( , , )ext d
l A l lq r s q r s q r s q r s-= +U% % %M G F R (103)

where
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/ 2

, , ( , , ) , ,0 ( , ,0)

L

d
l l ll l

l L

q r s q r s s q r q r
-

-
=-

= +å U U%% &R G (104)

Here L is the total number of unit cells in the x-direction. Letting l=0,1 and eliminating F̂ 0
ext  we

have:

( ) ( ) ( ) ( )( )'
1 0 10, , , , , , , , ( , , )d dq r s q r s q r s q r s q r s= - +U' U% % % % %Q R R (105)
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where

( ) 1
1 0, , ( , , ) ( , , )q r s q r s q r s-=% % %Q G G (106)

Taking IFT of 105 and using convolution property of the DFT, we gain
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where upon plane l we can write:
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Taking ILT of Equation 108 gives
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where

( ) ( )1
, , , , ( )l m n l m nt L s-=g G (110)

( ) ( )1
, , , , ( )l m n l m nt L s s-=&g G (111)

Substituting Equation 107 into Equation 102 and applying ILT, the impedance force boundary
condition obtains as

( ) ( )( )' ' ' ' ' '
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where the time history kernel θ(t) is defined to be

( ) ( )1
, , ( )m n m nt L sq -= Θ (113)
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and
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where R d  is given by Equation 109.

For simplicity, we rewrite Equation 112 as

( ) ( )( )' ' ' ' '
' '

'
, 0 , ,, 0 , , ' 0 , ,

0

( ) ( ) ( )
c c

c c

n n t
imp fd

m n m nm m n n m n m n
m n n n

t t d tq t t t t
- -

=- =-

= - - +å å òf u R R (116)

where nc refers to a maximum number of atomic neighbors, which will be used to compute the
impedance force. Certainly, all of this nc atoms are located in the MD region with linear or
harmonic behavior.

As we evolved in Equation 92, we can write the final coupled form of the equations of motion
as:

( ) 0, ,
imp

A m nf= +q&&M f q (117)

( )d N=&& TM f u (118)

where
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Knowing that

( ) ( )' ' ' ' '
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0 , , ' 0 , , 0 , ,
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t t t= -u q u (120)

Graphene - New Trends and Developments32



( ) ' ' ' '
' '

, 1, , ,
( )

m n

m n m m n n m n
m m n n

s s
m u

m u

+ +

- - -
= - = -

= å åΘ K Q (114)

and

( ) ' '
' ' '

1 1 1
2 2 2

0, , , ,1, ,
/ 2 / 2 / 2

( )

L M N

f d
m n l m nm m n n

l L m M n N

t t
- - -

- - -
=- =- =-

= å å åR K R (115)

where R d  is given by Equation 109.

For simplicity, we rewrite Equation 112 as

( ) ( )( )' ' ' ' '
' '

'
, 0 , ,, 0 , , ' 0 , ,

0

( ) ( ) ( )
c c

c c

n n t
imp fd

m n m nm m n n m n m n
m n n n

t t d tq t t t t
- -

=- =-

= - - +å å òf u R R (116)

where nc refers to a maximum number of atomic neighbors, which will be used to compute the
impedance force. Certainly, all of this nc atoms are located in the MD region with linear or
harmonic behavior.

As we evolved in Equation 92, we can write the final coupled form of the equations of motion
as:

( ) 0, ,
imp

A m nf= +q&&M f q (117)

( )d N=&& TM f u (118)

where

( ) ( )( )' ' ' ' ' ' ' '
' '

, 0 , ,, 0 , , 0 , , 0 , ,
0

( ) ( ) ( ) ( )
c c

c c

n n t
imp fd

m n m nm m n n m n m n m n
m n n n

t t d tq t t t t t
- -

=- =-

= - - - +å å òf q u R R (119)

Knowing that

( ) ( )' ' ' ' '
'
0 , , ' 0 , , 0 , ,

( )
m n m n m n

t t t= -u q u (120)

Graphene - New Trends and Developments32

Note:

1. The impedance force f imp became an appliance for us to vanish all fine- scale information
that cannot be represented in the continuum. f imp =0 means we do not have any unhar‐
monic area in the MD region.

2. R f  and R d  are called random or stochastic forces. These forces arise from the initial
conditions in the eliminated fine- scale degrees of freedom. These terms represent
thermally motivated displacements and forces exerted on the reduced MD system by the
removed fine- scale degrees of freedom.
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Abstract

In this study, a smart single-layer graphene sheet (SLGS) is analytically modeled and
its buckling is controlled using coupled polyvinylidene fluoride (PVDF) nanoplates. A
voltage is applied to the PVDF nanoplate in thickness direction in order to control the
critical load of the SLGS. Electric potential distribution is assumed as a combination of
a half-cosine and linear variation in order to satisfy the Maxwell equation. The exact
analysis is performed for the case when all four ends are simply supported and in free
electrical boundary condition. The nonlocal governing equations are derived through
Hamilton’s principle and energy method based on a nonlocal Mindlin plate theory.
The detailed mathematical derivations are presented and numerical investigations are
performed, while the emphasis is placed on investigating the effect of several parame‐
ters such as small-scale coefficient, stiffness of the internal elastic medium, graphene
length, mode number, and external electric voltage on the buckling smart control of
the SLGS in detail. It is explicitly shown that the imposed external voltage is an effec‐
tive controlling parameter for buckling of the SLGS. Numerical results are presented
to serve as benchmarks for design and smart control of nanodevices.

Keywords: Smart control, Mindlin plate theory, buckling analysis, coupled system,
Pasternak model

1. Introduction

In recent years, nanostructural carbon materials have received considerable interest from the
scientific community due to their superior properties. Among carbon-based nanomaterials,
single-layered graphene sheet (SLGS) is defined as a flat monolayer of carbon atoms tightly
packed into a two-dimensional honeycomb lattice, in which carbon atoms bond covalently
with their neighbors [1,2]. Graphene sheets (GSs) possess extraordinary properties, such as

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



strong mechanical strength (Young’s modulus = 1.0 TPa), large thermal conductivity (thermal
conductivity = 3000 W / Km), excellent electric conductivity (electric conductivity up to 6000
S / cm), high surface area, and unusual optical properties [3-5]. These unique properties have
made GSs one of the most promising materials in many applications such as nanosensors,
nano-electronics, nanocomposites, batteries, nano-oscillators, nano-actuators, nanoresonators,
nano-optomechanical systems, supercapacitors, fuel cells, solar cells, and hydrogen storage [6,
7]. On the other hand, polyvinylidene fluoride (PVDF) is a piezoelectric polymer. It has
superior properties, such as excellent dimensional stability, abrasion and corrosion resistance,
high strength, and capability of maintaining its mechanical properties at elevated temperature
[8]. In contrast to GS, PVDF is a smart material, since it has piezoelectric property. The specific
characteristic of piezoelectric materials is their ability to produce an electric field when
deformed, and undergo deformation when subjected to an electric field. The coupling nature
of piezoelectric materials has wide applications in electromechanical and electric devices, such
as electromechanical actuators, sensors, and transducers [9].

Understanding mechanical behaviors of GSs is a key step for designing many nano-electro‐
mechanical system (NEMS) devices. Especially, stability response of GSs as NEMS component
has great importance. Many studies have been carried out on the basis of nonlocal elasticity
theory, which was initiated in the papers of Eringen [10-12]. He regarded the stress state at a
given point as a function of the strain states of all points in the body, while the local continuum
mechanics assumes that the stress state at a given point depends uniquely on the strain state
at the same point. Pradhan and Murmu [13] studied small-scale effect on the buckling analysis
of SLGS embedded in an elastic medium based on nonlocal plate theory. They found that the
buckling loads of SLGS are strongly dependent on the small-scale coefficients and the stiffness
of the surrounding elastic medium. Explicit analytical expressions for the critical buckling
stresses in a monolayer GS based on nonlocal elasticity were investigated by Ansari and Rouhi
[14]. They concluded that with the appropriate selection of the nonlocal parameter, the
nonlocal relations are capable of yielding excellent results from the static deflection of
monolayer GS under a uniformly distributed load. Also, their results showed that the impor‐
tance of the small length scale is dependent on the boundary conditions of monolayer GS.
Akhavan et al. [15] introduced exact solutions for the buckling analysis of rectangular Mindlin
plates subjected to uniformly and linearly distributed in-plane loading on two opposite edges
simply supported resting on elastic foundation. Their results indicated that the buckling load
parameter increases as the thickness-to-length ratio decreases. Hashemi and Samaei [16]
proposed an analytical solution for the buckling analysis of rectangular nanoplates based on
the nonlocal Mindlin plate theory. They graphically presented the effects of small length scale
on buckling loads for different geometrical parameters.

Samaei et al. [17] employed nonlocal Mindlin plate theory to analyze buckling of SLGS
embedded in an elastic medium. They found that the effects of small length scale and sur‐
rounding elastic medium are significant to the mechanical behavior of nanoplates or SLGS and
cannot be ignored. Furthermore, they showed that the nonlocal assumptions present larger
buckling loads and stiffness of elastic medium in comparison to classical plate theory.

With respect to developmental works on mechanical behavior analysis of SLGS, it should be
noted that none of the research mentioned above [13-17] have considered coupled double-
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nanoplate system. Herein, Murmu and Adhikari [18] analyzed nonlocal vibration of bonded
double-nanoplate systems. Their study highlighted that the small-scale effects considerably
influence the transverse vibration of NDNPS. Besides, they elucidated that the increase of the
stiffness of the coupling springs in nonlocal double-nanoplate system (NDNPS) reduces the
small-scale effects during the asynchronous modes of vibration. Also, nonlocal buckling
behavior of bonded double-nanoplate system was studied by Murmu et al. [19] who showed
that the nonlocal effects in coupled system are higher with increasing values of the nonlocal
parameter for the case of synchronous buckling modes than in the asynchronous buckling
modes. Moreover, their analytical results indicated that the increase of the stiffness of the
coupling springs in the double-GS system reduces the nonlocal effects during the asynchro‐
nous modes of buckling. Both papers [18, 19] have considered Winkler model for simulation
of elastic medium between two nanoplates. In this simplified model, a proportional interaction
between pressure and deflection of SLGSs is assumed, which is carried out in the form of
discrete and independent vertical springs. Whereas, Pasternak suggested considering not only
the normal stresses but also the transverse shear deformation and continuity among the spring
elements, and its subsequent applications for developing the model for buckling analysis
proved to be more accurate than the Winkler model. To the best of our knowledge, none of
works in the literature have taken into account the Pasternak model for coupled system. This
study aims to couple SLGS with PVDF nanoplate by an elastic medium which is simulated by
the Pasternak model.

The use of smart materials has received considerable attention due to their higher potential
applicability for the mechanical behavior control in various research areas. These materials
can produce control forces to structural elements according to the applied voltage. A number
of researchers utilized the piezoelectric materials to control mechanical behavior. For example,
analysis of composite plates with piezoelectric actuators for vibration controls using layerwise
displacement theory was performed by Han and Lee [20]. Piezoelectric control of composite
plate vibration was carried out by Pietrzakowski [21], who considered effect of electric
potential distribution. Recently, Liao et al. [22] examined nonlinear vibration of the piezoelec‐
tric nanobeams based on the nonlocal theory by considering external voltage. They assumed
an electric potential as a combination of cosine and linear variation. They observed that the
positive/negative voltage decreases/increases the linear and nonlinear frequencies of the
nanobeam. None of the aforementioned studies [20-22] have considered a nanostructure (e.g.,
SLGS) whose vibrational behavior is controlled by an elastically bonded smart material (e.g.,
PVDF nanoplate).

However, to date, no report has been found in the literature on buckling analysis and smart
control of SLGS using elastically coupled PVDF nanoplate based on nonlocal Mindlin plate
theory. Motivated by these considerations, in order to improve optimum design of nanostruc‐
tures, we aim to investigate the buckling smart control of SLGS based on nonlocal Mindlin
plate theory. Herein, SLGS is elastically coupled with PVDF nanoplate and controlled by
applying external electric voltage in thickness direction of PVDF nanoplate. The influences of
external electric voltage, small-scale parameter, elastic medium, length of SLGS, and axial half
wave number on buckling behavior of SLGS have been taken into account.
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2. Review of nonlocal piezoelasticity and Mindlin plate theory

2.1. Nonlocal piezoelasticity

Based on the theory of nonlocal piezoelasticity, the stress tensor and the electric displacement
at a reference point depend not only on the strain components and electric-field components
at same position but also on all other points of the body. The nonlocal constitutive behavior
for the piezoelectric material can be given as follows [22]:

( ) ( , ) ( ),s a t s¢ ¢= - " Îònl l
ij ijv

x x x dV x x V (1)

( , ) ( ),a t¢ ¢= - " Îònl l
k kv

D x x D dV x x V (2)

where σij
nl  and σij

l are, respectively, the nonlocal stress tensor and local stress tensor; Dk
nl  and

Dk
l  are the components of the nonlocal and local electric displacement; α(| x − x ′ | , τ) is the

nonlocal modulus; | x − x ′ |  is the Euclidean distance; and τ = e0a / l  is defined such that l is the
external characteristic length, e0 denotes constant appropriate to each material, and a is the
internal characteristic length of the material. Consequently, e0a is a constant parameter which
is obtained with molecular dynamics, experimental results, experimental studies, and molec‐
ular structure mechanics. The constitutive equation of the nonlocal elasticity can be written as
[20]:

2(1 ) ,m s s- Ñ =nl l
ij ij (3)

where the parameter μ =(e0a)2 denotes the small-scale effect on the response of structures in
nanosize, and ∇2  is the Laplacian operator in the above equation. Similarly, Eq. (2) can be
written as [22]:

2(1 ) .m- Ñ =nl l
k kD D (4)

2.2. Mindlin plate theory

Based on the Mindlin plate theory, the displacement field can be expressed as [15-17]:
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where ψx(x, y) and ψy(x, y) are the rotations of the normal to the mid-plane about x- and y-
directions, respectively.

The von Kármán strains associated with the above displacement field can be expressed in the
following form:

, , , , ( ),
y yy y

e e g y g y g
¶ ¶¶ ¶¶ ¶

= = = + = + = +
¶ ¶ ¶ ¶ ¶ ¶

y yx x
xx yy yz y xz x xy

w wz z z
x y y x y x

(6)

where (εxx, εyy) are the normal strain components and (γyz, γxz, γxy) are the shear strain
components.

3. Modeling of the problem

Consider a coupled SLGS–PVDF nanoplate system as depicted in Fig. 1, in which geometrical
parameters of length L , width b, and thickness h  are indicated. The SLGS and PVDF nanoplate
are coupled by an elastic medium which is simulated by Pasternak foundation. As is well-
known, this foundation model is capable of both transverse shear loads (kg) and normal loads
(kw). The PVDF nanoplate is subjected to external electric voltage ϕ in thickness direction which
is used for buckling smart control of SLGS.

)( controllerSmart

Figure 1. SLGS coupled by a Pasternak foundation with PVDF nanoplate subjected to applied external electric poten‐
tial in thickness direction.

3.1. Constitutive relations for PVDF nanoplate

In a piezoelectric material, application of an electric field will cause a strain proportional to
the mechanical field strength, and vice versa. The constitutive equation for stresses σ and
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strains ε matrix on the mechanical side, as well as flux density D and field strength E matrix
on the electrostatic side, may be arbitrarily combined as follows [23]:
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where Cij
PVDF , eij, and ∈ij  denote elastic, piezoelectric, and dielectric coefficients, respectively.

Also, electric field Ei (i = x, y, z) in terms of electric potential (ϕ) is given as follows [23]:

.= -ÑFE (9)

The electric potential distribution in the thickness direction of the PVDF nanoplate in the form
proposed by references [21] and [24] as the combination of a half-cosine and linear variation
which satisfies the Maxwell equation is adopted as follows:

02
( , , , ) cos( ) ( , , )p f WF = - + i tzVzx y z t x y t e

h h
(10)

where ϕ(x, y, t) is the time and spatial distribution of the electric potential caused by bending
which must satisfy the electric boundary conditions, V0 is external electric voltage, and Ω is
the natural frequency of the SLBNS which is zero for buckling analysis.

The strain energy of the PVDF nanoplate can be expressed as:

( )
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Combining Eqs. (6)–(11) yields:
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where the stress resultant-displacement relations can be written as:
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in which K  is shear correction coefficient.

The external work due to surrounding elastic medium can be written as:

2
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where q is related to Pasternak foundation. Finally, using Hamilton’s principles lead to the
following governing equations:
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in which kw and kg  are Winkler and shear coefficients of Pasternak medium, respectively. Also,
mechanical force are zero (i.e. N xm = N ym =0) and electrical force is N xe =2e11V0. Substituting Eqs.
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(7) and (8) into Eqs. (13) and (14), the stress resultant-displacement relations and electric
displacement for PVDF nanoplate can be obtained as follows:

3 3
31 11 12

2
24

(1 ) ,
12

yy
f p p

m
p

¶¶
+ +

¶ ¶
- Ñ =

yyPVDF PVDFxx

PVDF
xx

he h C h C
x yM

(20)

3 3
32 11 12

2
24

(1 ) ,
12

y y
f p p

m
p

¶ ¶
+ +

¶ ¶
- Ñ =

yyPVDF PVDF xx

PVDF
yy

he h C h C
y xM

(21)

3
2 66(1 ) ( ),

12
yy

m
¶¶

- Ñ = +
¶ ¶

PVDF
yyPVDF xx

xy
h CM

y x
(22)

15 55
2

2 ( )
(1 ) ,

f p y
m

p

æ ö¶ ¶
- + +ç ÷ç ÷¶ ¶è ø- Ñ =

PVDF
xx

PVDF
xx

wKh e C
x y

Q
(23)

24 44
2

2 ( )
(1 ) ,

f p y
m

p

æ ö¶ ¶
- + +ç ÷ç ÷¶ ¶è ø- Ñ =

PVDF
yy

PVDF
yy

wKh e C
x y

Q
(24)

/ 2 / 2 / 22 2
15 11/ 2 / 2 / 2

(1 ) cos( ) cos( ) cos( ) ,p p p fm y
- - -

æ öæ ö æ ö¶ ¶é ù- Ñ = + + Îç ÷ç ÷ ç ÷ë û ¶ ¶è øè ø è ø
ò ò ò

h h h

xx xxh h h

z z w zD dz e dz dz
h h x h x (25)

/ 2 / 2 / 22 2
24 22/ 2 / 2 / 2

(1 ) cos( ) cos( ) cos( ) ,p p p fm y
- - -

æ öæ ö æ ö¶ ¶é ù- Ñ = + + Îç ÷ç ÷ ç ÷ç ÷ë û ¶ ¶è ø è øè ø
ò ò ò

h h h

yy yyh h h

z z w zD dz e dz dz
h h y h x (26)

/ 2 / 2 / 22
31 32/ 2 / 2 / 2

2
/ 2

33/ 2

(1 ) sin( ) sin( ) sin( )

sin( ) .

yyp p p p p pm

p p f

- - -

-

¶¶æ ö æ öé ù- Ñ = +ç ÷ ç ÷ë û ¶ ¶è ø è ø
æ öæ öç ÷- Î ç ÷ç ÷è øè ø

ò ò ò

ò

h h h yyxx
zzh h h

h

h

z z zD dz e zdz e zdz
h h h h x h h y

z dz
h h

(27)

3.2. Constitutive relations for SLGS

The SLGS is subjected to uniform compressive edge loading along x and y axis. In order to
obtain the governing equations of SLGS, the procedure outlined above for PVDF nanoplate
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can be expressed repeatedly by ignoring piezoelectric coefficient in Eq. (7) and electric
displacement (Eq. (8)).
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It is noted that the superscript PVDF nanoplate in section 3.1 can be changed to GS in this
section.

4. Solution procedure

Steady-state solutions to the governing equations of the plate motion and the electric potential
distribution which relate to the simply supported boundary conditions and zero electric
potential along the edges of the surface electrodes can be assumed as [17,21]:
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As mentioned above, it is assumed that the SLGS plate is free from any transverse loadings.
Uniform compressive edge loading along x and y axis are N xm = −P and N ym = −kP, respectively.
Substituting Eq. (31) into Eqs. (16)–(19) and (28)–(30) yields:

11 12 13 14

21 22 23

31 32 33

41 44 45 46 47

54 55 56 57

64 65 66 67

74 75 76 77

0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

x h

é ù é ù
ê ú ê ú
ê ú ê ú
ê ú ê ú
ê ú ê ú

+ê ú ê ú
ê ú ê
ê ú ê
ê ú ê
ê ú ê

ë ûë û

mn mn

L L L L
L L L
L L L

PL L L L L
L L L L
L L L L
L L L L

1

1

1

2

2

2

2

0
0
0

,0
0
0
0

y
y

y
y

f

é ùì ü é ù
ê úï ï ê ú
ê úï ï ê ú
ê úï ï ê ú
ê úï ï ê úï ï =ê úí ý ê ú
ê úï ïú ê ú
ê úï ïú ê ú
ê úï ïú ê ú
ê úï ïú ê ú
ê úï ï ë ûî þë û

x

y

x

y

w

w (32)

where ξmn =1 + μ(( mπ
L )2

+ ( nπ
b )2), ηmn =( mπ

L )2
+ k( nπ

b )2
 and L ij are defined in Appendix A.

Finally, buckling load of the system (P) can be calculated by solving the above equation.

5. Numerical results

In this section, buckling smart control of SLGS using elastically bonded PVDF nanoplate is
discussed so that the effects of nonlocal parameter, mode number, Pasternak foundation, and
SLGS length on the buckling of the SLGS are also considered. For this purpose, buckling load
ratio is defined as follows:

Buckling load from nonlocal theory ( )Buckling Load Ratio
Buckling load from local theory ( )

= nl

l

P
P

The orthotropic mechanical properties of SLGS with thickness h =0.34 nm are listed in Table
1 [25]. Also, mechanical and electrical characteristics of PVDF nanoplate with thickness h =2 nm
are presented in Table 1 [26], which are taken from the macroscopic piezoelectric materials. In
fact, the polymeric piezoelectric nanomaterials’ characteristics are size-dependent and
determined by experiments or molecular dynamic (MD) simulation [22]. To the best of the
author’s knowledge, the experimental values of piezoelectric nanomaterials’ properties are not
available in the literature. Therefore, in order to quantitatively analyze the present work, the
characteristics of PVDF nanoplate are assumed in macroscale.

The developed nonlocal theory to date is incapable of determining the small scaling parameter
e0a. However, Eringen [11] proposed e0a =0.39 nm by matching the dispersion curves using
nonlocal theory for plane waves and Born–Karman model of lattice dynamics. For CNT, the
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ratio is defined as follows:
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The orthotropic mechanical properties of SLGS with thickness h =0.34 nm are listed in Table
1 [25]. Also, mechanical and electrical characteristics of PVDF nanoplate with thickness h =2 nm
are presented in Table 1 [26], which are taken from the macroscopic piezoelectric materials. In
fact, the polymeric piezoelectric nanomaterials’ characteristics are size-dependent and
determined by experiments or molecular dynamic (MD) simulation [22]. To the best of the
author’s knowledge, the experimental values of piezoelectric nanomaterials’ properties are not
available in the literature. Therefore, in order to quantitatively analyze the present work, the
characteristics of PVDF nanoplate are assumed in macroscale.

The developed nonlocal theory to date is incapable of determining the small scaling parameter
e0a. However, Eringen [11] proposed e0a =0.39 nm by matching the dispersion curves using
nonlocal theory for plane waves and Born–Karman model of lattice dynamics. For CNT, the
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e0a is found to be less than 2 nm [27]. Small-scale effects on the buckling behavior of SLGS and
PVDF nanoplate were carried out analytically by assuming a range of values 0< e0a <2 nm, since
its exact value is not known [27].

In the absence of similar publications in the literature covering the same scope of the problem,
one cannot directly validate the results found here. However, the present work could be
partially validated based on a simplified analysis suggested by Samaei et al. [17], Pradhan [28],
Murmu and Pradhan [29], and Hashemi and Samaei [16] on buckling of the SLGS for which
the coupled PVDF nanoplate in this paper was ignored. For this purpose, an SLGS with
E =1 TPa, ν =0.3, h =0.34 nm, and 5< L <50 nm [17] as well as a nanoplate with E =1765 GPa,
ν =0.25, h =0.34 nm, and 5< L <50 nm [16] are considered.

On the same basis and assuming Mindlin plate theory for buckling of SLGS embedded in a
Pasternak foundation, the results obtained here are compared with those of Samaei et al. [17].
The results are shown in Fig. 2, in which buckling load ratio versus nonlocal parameter is
plotted for Kg =0 and Kg =20. It is noted that in this figure the shear modulus is normalized the
same as [17], Kg =kg L 2 / D in which D = Eh 3 / 12(1−ν 2). As can be seen, the two analyses agree
well and show similar results. A comparison between the buckling analysis of SLGS using the
theories of classical plate [29], higher-order shear deformation [28] and Mindlin plate [16] is
presented in Table 2. In this table, critical buckling load for different values of nonlocal
parameter and aspect ratio of length to thickness is shown. As can be seen, the present results
based on Mindlin plate theory closely match with those reported by Hashemi and Samaei [16],
Pradhan [28], and Murmu and Pradhan [29].

SLGS PVDF

E1 =1765(GPa) C11 =238.24 (GPa)

E2 =1588(GPa) C22 =23.60 (GPa)

υ12 =0.3 C12 =3.98 (GPa)

υ21 =0.3 C44 =2.15 (GPa)

C55 =4.40 (GPa)

C66 =6.43 (GPa)

e31 = −0.13 (C / m 2)

e32 = −0.145 (C / m 2)

e24 = −0.276 (C / m 2)

e15 = −0.009 (C / m 2)

e32 = −0.145 (C / m 2)

∈11 =1.1068×10−8 (F / m)

Table 1. Material properties of PVDF and SLGS.
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Figure 2. Comparison of buckling load ratio versus nonlocal parameter for Kg =0 and Kg =20.

L / h μ

Dimensionless critical
buckling load from

higher order plate theory
[28]

Dimensionless
critical buckling load
from classical plate

theory [29]

Dimensionless
critical buckling load
from Mindlin plate

theory (present work)

Dimensionless critical
buckling load from

Mindlin plate theory
[16]

100 0.0 9.8791 9.8671 9.8671 9.8671

0.5 9.4156 9.4031 9.4029 9.4028

1.0 8.9947 8.9807 8.9803 8.9801

1.5 8.6073 8.5947 8.5939 8.5939

2.0 8.2537 8.2405 8.2393 8.2393

20 0.0 9.8177 9.8067 9.8067 9.8067

0.5 9.3570 9.3455 9.3455 9.3451

1.0 8.9652 8.9528 8.9527 8.9522

1.5 8.5546 8.5421 8.5420 8.5419

2.0 8.2114 8.1900 8.1898 8.1898

Table 2. Comparison between the buckling analysis of SLGS using the theories of classical plate, higher-order shear
deformation and Mindlin plate.

The effect of the external electric voltage (V0) on the buckling load ratio with respect to nonlocal
parameter (μ) is demonstrated in Fig. 3. It is shown that applying positive electric potential
can increase the buckling load ratio of the SLGS and vice versa. This is because the imposed
positive and negative voltages generate the axial compressive and tensile forces in the PVDF
nanoplate, respectively. Meanwhile, the effect of external voltage becomes more prominent at
higher μ. Hence, the imposed external voltage is an effective controlling parameter for buckling
of the SLGS which is coupled by a smart PVDF nanoplate. It is also concluded that increasing
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The effect of the external electric voltage (V0) on the buckling load ratio with respect to nonlocal
parameter (μ) is demonstrated in Fig. 3. It is shown that applying positive electric potential
can increase the buckling load ratio of the SLGS and vice versa. This is because the imposed
positive and negative voltages generate the axial compressive and tensile forces in the PVDF
nanoplate, respectively. Meanwhile, the effect of external voltage becomes more prominent at
higher μ. Hence, the imposed external voltage is an effective controlling parameter for buckling
of the SLGS which is coupled by a smart PVDF nanoplate. It is also concluded that increasing
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the μ decreases the buckling load ratio. This is due to the fact that the increase of nonlocal
parameter decreases the interaction force between graphene sheet atoms, and that leads to a
softer structure. Figure 4 illustrates the effect of mode number of SLGS on the variation of
buckling load ratio versus μ. As can be seen, buckling load ratio decreases with increasing
mode numbers. Also, the small-scale effects on the buckling load ratio become more distin‐
guished at higher modes. Obviously, the difference between the buckling load ratios of the
SLGS is larger at higher nonlocal parameters. Furthermore, the buckling load ratio for all mode
numbers decreases by increasing the μ.
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Figure 3. The effect of the external voltage on the buckling load ratio versus nonlocal parameter.
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Figure 4. The effect of mode number on the buckling load ratio versus nonlocal parameter.
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The effects of the SLGS length and the imposed external voltage to the PVDF nanoplate on the
buckling load ratio are shown in Fig. 5. It is noted that the length of the SLGS is considered
between 10< L <40 nm, since the maximum length of the graphene sheet taken is 45.2896 nm in
the literature by Sakhaee Pour [30], Pradhan and Murmu [13], and Samaei et al. [17]. As length
of the graphene sheet increases, the buckling load ratio increases. It is also observed that for a
given length, the SLGS, applying negative external voltage to PVDF nanoplate, will buckle
first as compared to the SLGS with positive one.

Figure 6 depicts the effects of axial half wave number (m) and external voltage on the buckling
load ratio of the SLGS. It is obvious that the buckling load ratio decreases sharply with
increasing m. As can be seen, with the increase of external voltage, buckling load ratio is
increased. Moreover, the effect of V0 is not considerable for m <2. It means that the external
voltage effect decreases with decrease of the axial half wave number.

Buckling smart control of SLGS using PVDF nanoplate versus shear modulus parameter (Kg)
is plotted in Fig. 7. The obtained results show that at a given Kg , when the imposed external
voltage changes from -1 V to 1 V, the buckling load ratio increases. It is also worth mentioning
that the influences of V0 at higher Kg  values are more apparent than at lower Kg  ’s. As the shear
modulus parameter of the coupled system increases, generally, the buckling load ratio reduces
and approaches a constant value. This is because increasing shear modulus parameter
increases the structure stiffness.

Fig. 5 The effect of the external voltage on the buckling load ratio versus graphene length. 

Fig. 6 The effect of the external voltage on the buckling load ratio versus axial half wave 

number. 
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The effects of the SLGS length and the imposed external voltage to the PVDF nanoplate on the
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given length, the SLGS, applying negative external voltage to PVDF nanoplate, will buckle
first as compared to the SLGS with positive one.
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increasing m. As can be seen, with the increase of external voltage, buckling load ratio is
increased. Moreover, the effect of V0 is not considerable for m <2. It means that the external
voltage effect decreases with decrease of the axial half wave number.

Buckling smart control of SLGS using PVDF nanoplate versus shear modulus parameter (Kg)
is plotted in Fig. 7. The obtained results show that at a given Kg , when the imposed external
voltage changes from -1 V to 1 V, the buckling load ratio increases. It is also worth mentioning
that the influences of V0 at higher Kg  values are more apparent than at lower Kg  ’s. As the shear
modulus parameter of the coupled system increases, generally, the buckling load ratio reduces
and approaches a constant value. This is because increasing shear modulus parameter
increases the structure stiffness.
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6. Conclusion

Buckling response of graphene sheets has applications in designing many NEMS/MEMS
devices such as strain sensor, mass and pressure sensors, and atomic dust detectors. Buckling
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smart control of the SLGS using elastically bonded PVDF nanoplate which is subjected to
external voltage is the main contribution of the present paper. The elastic medium between
SLGS and PVDF nanoplate is simulated by a Pasternak foundation. The governing equations
are obtained based on nonlocal Mindlin plate theory so that the effects of small-scale, elastic
medium coefficient, mode number, and graphene length are discussed. The results indicate
that the imposed external voltage is an effective controlling parameter for buckling of the SLGS.
It is found that the effect of external voltage becomes more prominent at higher nonlocal
parameter and shear modulus. It is also observed that for a given length, the SLGS with
negative external voltage will buckle first as compared to the SLGS with positive one. The
results of this study are validated as far as possible by the buckling of SLGS in the absence of
PVDF nanoplate, as presented by [16, 17, 28, and 29]. Finally, it is hoped that the results
presented in this paper would be helpful for study and design of bonded systems based on
smart control and electromechanical systems.
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Abstract

Graphene has amazing abilities due to its unique band structure characteristics de‐
fining its enhanced electrical capabilities for a material with the highest characteris‐
tic mobility known to exist at room temperature. The high mobility of graphene
occurs due to electron delocalization and weak electron–phonon interaction, mak‐
ing graphene an ideal material for electrical applications requiring high mobility
and fast response times. In this review, we cover graphene’s integration into infra‐
red (IR) devices, electro-optic (EO) devices, and field effect transistors (FETs) for ra‐
dio frequency (RF) applications. The benefits of utilizing graphene for each case are
discussed, along with examples showing the current state-of-the-art solutions for
these applications.

Graphene has many outstanding properties due to its unique bonding and subse‐
quently band gap characteristics, having electronic carriers act as “massless” Dirac-
Fermions. The material characteristics of graphene are anisotropic, having
phenomenal characteristic within a single sheet and diminished material character‐
istics between sheet with increasing sheet number and grain boundaries. We will
discuss the integration of graphene into many electronic device applications.

Graphene has the highest mobility values measured in a material at room tempera‐
ture, allowing integration into fast response time devices such as a high electron
mobility transistor (HEMT) for RF applications. Graphene has shown promise in IR
detectors by utilizing graphene in thermal-based detection applications.

Keywords: Graphene Electronics (GE), Graphene Field Effect Transistor (GFET), Gra‐
phene Radio-Frequency (RF) Devices, Electro-Optical (EO) Devices, Infra-Red (IR) De‐
tectors
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1. Introduction

Graphene is a two-dimensional (2D) analogue of graphite (carbon, or C) material that has
exceptional characteristics derived from the bonding characteristics of C bonding sheets. C has
four valence electrons, with three of these electrons participating in σ-bonding with its closest
neighbors, creating a honeycomb structure. [1] The fourth of these valence electrons occupies
an orbital perpendicular to the one-dimensional (1D) sheet creating delocalized π-bonding, as
shown in Figure 1, which allows for the creation of a two-dimensional electron gas (2DEG)
with high mobility within the sheets. [1, 2]

Figure 1. Graphene geometry, bonding, and a related band diagram [1].

The delocalization of the π-bonding electrons allows for the graphene sheets to have high
mobility, up to 15,000–200,000 cm2/Vs, limited by interactions with the substrate, any contam‐
inant particles, or from itself during bilayer growth. [1, 3–7] This makes cleanliness, grain size,
and substrate interference very important issues for growing and using graphene for high
mobility and ultrafast applications.

In this review, we are going to focus on the important electrical properties of graphene;
however, we should mention some of its other properties for completeness. Due to the 2D
nature of a graphene crystal, a single flake will exhibit a large breaking strength of ≈40 N/m
due to the absence of slip planes associating the fracture strength of graphene with the strong
bonding of c–c in a hex ring. [8] The isolation of electrons from phonons also contributes to the
high room temperature thermal conductivity of ≈5,000 W/mK. [9] Along with its high breaking
strength graphene is also very pliable with a Young’s modulus ≈1.0 TPa and an elastic strain
of up to 20%. [8] These values were partially expected on the basis of previous studies of carbon
nanotubes and graphite; although the higher values observed in graphene can be attributed
to the crystal defects in samples obtained by micromechanical cleavage.

There are even more intriguing material characteristics of graphene such as shrinkage with
increasing T at all T due to membrane phonons dominating in 2D. [10] Also, graphene exhibits
simultaneously high pliability (folds and pleats are commonly observed) and brittleness (it
fractures like glass at high strains). [11] Equally unprecedented is the observation that the one-
atom-thick film is impermeable to gases, including helium. [12]
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For electronic applications the structure of graphene creates a semi-metal with a direct Fermi-
Dirac band structure, as shown in Figure 1, having charge carriers interacting as Dirac
Fermions (with zero-effective mass) that allows for ballistic transport of up to a micron at room
temperature. [13– 15] The Fermi-Dirac cone as shown in Figure 1c, however, is modified either
by the addition of multiple layers as shown in Figure 2iii, the addition of two layers and doping
from contaminant particles (metal or polymer particles lying on the surface) shown in 2iv, or
contaminants doping a single layer as shown in Figure 2ii. [16] The contaminant-induced
doping would move the Fermi level either up or down, the Dirac cone causing a rounding of
the k states resulting in a decrease in the mobility of the current carriers (electron or holes). [16]
This, along with the thickness restriction for graphene, creates large resistance and chemical
inertness, unless chemically doped and functionalized, making its use for pure conductive
applications less attractive. [16, 17]

Figure 2. (i) Diagram showing the Dirac Fermi cone; (ii) the modification of the k states by chemical or geometry re‐
strictive doping; (iii) the modification of the k states by bilayer graphene; (iv) and finally, the modification of the k
states in doped bilayer graphene. [16]

For applications such as the channel in a field effect transistor, graphene provides an interest‐
ing solution since it can be doped electrostatically and has extremely high mobility allowing
for quick response. [18] The replacement of Si by graphene for logic gates might be considered
due to the high potential switching speed; however, the absence of a band gap means that a
relatively large band gap would have to be induced through a variety of doping or other
symmetry breaking mechanisms. [18] The absence of a band gap in graphene limits voltage
and power gains that is achieved through operation of a device in the saturation regime, along
with having a low Ion/Ioff ratio. [16] To overcome this, several doping strategies as shown in
Figure 3 have been proposed and tested including: electrostatic doping, chemical doping, and
stress or geometry restricted doping by breaking the graphene periodicity (and band proper‐
ties). [18]

The induction of a band gap has been attempted by multiple groups creating transistors with
low on/off ratio and high mobility with a tradeoff between on/off ratio and mobility possible
through graphene functionalization techniques.[1] This makes graphene more desirable for
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applications that require fast response times, but not necessarily big on/off ratios such as RF
electronics and IR detectors.

2. Graphene fabrication

Since graphene’s performance is very susceptible to contamination and structural defects (such
as folds, grain boundaries, and pin holes) from processing or the transfer process, a review of
graphene growth techniques should be done to determine the benefits and drawbacks of each.
[1] Due to the sensitivity of graphene, the growth method must be chosen with the required
quality, processing, scale, and device architecture in mind, making exfoliation good for small
test structures but inadequate for a repeatable semiconductor targeted process. As shown in
Figure 4 there are five major pathways for creating graphene sheets: exfoliation from bulk
graphite, unzipping through etching a carbon nanotube, growth from sublimation and
reconstruction of carbon from a carbide surface, epitaxial growth from a carbide forming
catalyst layer by utilizing condensation during cooling, and the epitaxial growth utilizing a
non-carbide forming catalyst layer.

Figure 3. Diagram showing multiple mechanisms for inducing a band gap in graphene [19].
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Figure 4. Fabrication schemes for the large scale synthesis of graphene sheets [19].

2.1. Exfoliation

As of 2014, exfoliation methods produced graphene with the lowest number of defects and the
highest electron mobility by the pioneers of graphene, Novoselov and Geim, using the
adhesive tape method to isolate graphene from graphite.[1, 13, 20] The most common exfoli‐
ation method utilizes an adhesive tape to pull graphene films off a graphite crystal, which are
subsequently thinned down by further strips of tape and finally rubbed against the desired
substrate. This rather crude method creates a random array of single and double layer
graphene flakes on the desired substrate that has been a key driver for investigating the many
properties of graphene. Since graphene is susceptible to creating folds during this process, it
cannot be produced with high accuracy and repeatability, so other mechanical and chemical
exfoliation processes have been investigated. To address the difficulties of the scotch tape
method, one group tried to exfoliate graphene from highly ordered pyrolytic graphite (HOPG)
utilizing a sharp single-crystal diamond wedge penetrating into the graphite source to exfoliate
layers. [21] This method has problems with defect initiation through shear stress and the
reliable placement of the graphene flakes after exfoliation.

The other main exfoliation method is to utilize liquid-based techniques to create a dispersion
of graphene or graphene oxide flakes that are drop-casted or ink-jet-printed, and in the case
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of graphene oxide subsequently reduced. Liquid exfoliation can be accomplished through the
use of solvents or ionic liquids with similar surface tension to graphene, which when sonicated
exfoliate the bulk graphite into graphene sheets that can be subsequently centrifuged to create
a supernatant and dispersed. [22–25] Probably the oldest known method for producing
graphene is through the production of graphite oxide using Hummers’ method, sonicating to
create a dispersion and then reduction of the graphene oxide either through the introduction
of hydrazine at elevated temperature or through the introduction of a quick burst of energy
introduced either through a light burst as shown in Figure 5 (flash or laser) or a temperature
spike. [21, 26, 27]

Figure 5. Reduction of graphene oxide using a LightScribe laser writing system ion, a standard DVD writer [28],

One of the more interesting liquid exfoliation methods utilizes sonicating graphite at the
interface of two immiscible liquids, most notably heptane and water, producing macro-scale
graphene films. [29] The graphene sheets are adsorbed to the high energy interface between
the heptane and the water, where they are kept from restacking. [29] The graphene remains at
the interface and the solvents may then be evaporated isolating the graphene flakes. [29]

Straightforward mechanical exfoliation methods have been able to produce high-quality
graphene flakes that have been very beneficial for the investigation of the amazing character‐
istics of graphene, while liquid exfoliation (and reduction) methods have been utilized for the
production of transparent conducting oxides, conductive inks, and electrodes for Li-ion
batteries and super capacitors. Mechanical exfoliation, however, cannot be reliably scaled up
to provide the reliable placement and large area high-quality graphene sheets desired for
transistor and device applications.

2.2. Carbon nanotube unzipping

As shown in Figure 6, graphene can be created by cutting open carbon nanotubes. [7] In one
such method, multi-walled carbon nanotubes are cut open in a solution by action of potassium
permanganate and sulfuric acid. [30] In another method, graphene nanoribbons were pro‐
duced by plasma etching of nanotubes partly embedded in a polymer film. [30] This method
is useful for producing nanoribbons of graphene that induces a band gap in graphene through
geometry breaking, which will be discussed in Section 3. However, the placement of the
nanotubes on an integratable chip has been problematic, and thus this method once again is
only good for the production of test structures to probe graphene characteristics.

Graphene - New Trends and Developments64



of graphene oxide subsequently reduced. Liquid exfoliation can be accomplished through the
use of solvents or ionic liquids with similar surface tension to graphene, which when sonicated
exfoliate the bulk graphite into graphene sheets that can be subsequently centrifuged to create
a supernatant and dispersed. [22–25] Probably the oldest known method for producing
graphene is through the production of graphite oxide using Hummers’ method, sonicating to
create a dispersion and then reduction of the graphene oxide either through the introduction
of hydrazine at elevated temperature or through the introduction of a quick burst of energy
introduced either through a light burst as shown in Figure 5 (flash or laser) or a temperature
spike. [21, 26, 27]

Figure 5. Reduction of graphene oxide using a LightScribe laser writing system ion, a standard DVD writer [28],

One of the more interesting liquid exfoliation methods utilizes sonicating graphite at the
interface of two immiscible liquids, most notably heptane and water, producing macro-scale
graphene films. [29] The graphene sheets are adsorbed to the high energy interface between
the heptane and the water, where they are kept from restacking. [29] The graphene remains at
the interface and the solvents may then be evaporated isolating the graphene flakes. [29]

Straightforward mechanical exfoliation methods have been able to produce high-quality
graphene flakes that have been very beneficial for the investigation of the amazing character‐
istics of graphene, while liquid exfoliation (and reduction) methods have been utilized for the
production of transparent conducting oxides, conductive inks, and electrodes for Li-ion
batteries and super capacitors. Mechanical exfoliation, however, cannot be reliably scaled up
to provide the reliable placement and large area high-quality graphene sheets desired for
transistor and device applications.

2.2. Carbon nanotube unzipping

As shown in Figure 6, graphene can be created by cutting open carbon nanotubes. [7] In one
such method, multi-walled carbon nanotubes are cut open in a solution by action of potassium
permanganate and sulfuric acid. [30] In another method, graphene nanoribbons were pro‐
duced by plasma etching of nanotubes partly embedded in a polymer film. [30] This method
is useful for producing nanoribbons of graphene that induces a band gap in graphene through
geometry breaking, which will be discussed in Section 3. However, the placement of the
nanotubes on an integratable chip has been problematic, and thus this method once again is
only good for the production of test structures to probe graphene characteristics.

Graphene - New Trends and Developments64

Figure 6. Image showing the unzipping of a carbon nanotube to produce graphene sheets [21].

2.3. Sublimation and reconstruction from carbide

Heating silicon carbide (SiC) or other carbide materials (TaC, NbCm ZrC, HfC, TiC) to high
temperatures (>1,100°C) under low pressures (~10-6 torr) boils off the Si (from either the Si face
or underlying Si from the C face) and reconstructs the C into a single layer graphene film,
although multi-layer graphene has been produced through this approach as well. [19, 32] This
process produces epitaxial graphene with dimensions dependent upon the size of the wafer.

Figure 7. Bonding of graphene at a SiC step edge [33].

The particular face of the SiC used for graphene formation, silicon- or carbon-terminated,
highly influences the thickness, mobility, and carrier density of the resulting graphene, with
the best results coming from a step edge in SiC that produces “floating” graphene attached to
the SiC on the top and the bottom of the step edge as shown in Figure 7. [33] There has also
been some work utilizing Ni and Cu bilayers to catalyze the production of graphene from SiC
achieving growth at higher pressures and lower temperature. [34] The benefit of using
graphene produced from SiC is that SiC is easily integratable with microelectronics processing
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technologies. The SiC is not desired for most electronics applications, making it desirable to
transfer the graphene from its SiC substrate to a more standard substrate such as Si. The
sublimation of graphene from SiC also creates a Si2O3 insulating under layer that could assist
with the transfer process. Under high temperatures, a large variety of intercalant species can
also be placed between the graphene and SiC layer that can potentially help with the exfoliation
or the electrical modification/isolation. [19] Under normal conditions, the graphene SiC
interface forms a Schottky contact; however, it has been shown that the oxide can be trans‐
formed to a nitrogen underlayer through a thermal annealing process in a nitride atmosphere
modifying the electronic characteristics between the two. [35]

2.4. Growth through condensation after carbide formation

Graphene growth utilizing a carbonaceous source material (such as methane introduced
through a CVD process) differs from material to material with the carbon solubility in the metal
and the growth conditions determining the deposition mechanism as shown by the phase
diagrams in Figure 8. [7] For carbide producing metallic substrates (such as Ni), graphene
growth occurs through a precipitation process during cooling from the carbide. [7] The
solubility of C in the metal (Ni for example) is higher at higher temperatures, and thus during
the furnace cooling phase carbon diffuses out of its Ni host. [7] The process of forming graphene
on Ni has the fundamental limitation that single and few layered graphene is obtained over
few to tens of micron regions and not homogeneously over the entire substrate. [7] The lack
of control over the number of layers is attributed to the difference in out-diffusion of C from
the grains and the grain boundaries of Ni creating non-homogeneous growth conditions.

Figure 8. The phase diagram for a carbide creating catalyst (Fe) and a non-carbide creating catalyst (Cu) [7].

2.5. Epitaxial growth of graphene on a non-carbide forming catalyst

Epitaxy refers to the deposition of a crystalline overlayer on a crystalline substrate, where there
is registry between the two. In some cases, epitaxial graphene layers are coupled to surfaces
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weakly enough (by Van der Waals forces) to retain the 2D electronic band structure of isolated
graphene. [31, 32] It is commonly accepted that the production of graphene through the surface
absorption of carbon on a non-carbide producing metal (such as Cu or Ir) is an epitaxial process
due to the registry between the underlying Cu (or Ir) crystal structure and the graphene layer.

Exceptional high-quality single layer graphene growth over large areas have been recently
achieved on polycrystalline copper foils.[7] The growth on Cu or Ir is simple and straightfor‐
ward due to the metallic substrates not having a stable carbide material, thus the decomposi‐
tion of C is only reliant upon the grain orientation. [36] For example, Cu is an FCC lattice with
three dominant grain orientations Cu(100), Cu(110), and Cu(111) along with high index facets
which are made up of combinations of low index facets. [36] Cu(100), Cu(110), and Cu (111)
have cubic, rectangular, and hexagonal geometries making the Cu(111) grain orientation able
to support epitaxial growth. [36] Thus, grain growth on Cu(111) grains tend to be monolayered
graphene sheets while Cu(100) and Cu(110) geometries prevent C diffusion causing compact
multilayered C islands to form with higher index facets replicating the performance of the
lower index grains. [36]

Despite the ability for Cu and other metal substrates to grow high-quality graphene flakes for
device applications, graphene has to first be transferred onto a semiconducting or insulating
substrate when using this growth method. [37] The transference process usually involves
spinning on a polymer, etching off the catalyst metal layer, then transferring the graphene onto
the desired substrate by placing it on the substrate, and finally etching off the substrate. [37]
Both of these processes can produce contaminants on the graphene layer, reducing the mobility
by adding scattering centers in the sheet. [1] Groups have been working on ways to reliably
reduce these contamination effects; one group has utilized Ti sputtering along with a Ti etch
to remove any remaining Cu, while another group has shown that by first spinning on a lift
off resist before a normal polymer backing layer produces a much cleaner graphene layer. [38,
39] High-quality graphene has also been shown to be grown between a GaN and Ni interface
where the Ni can be peeled off and the graphene layer is left on the GaN substrate. [40]

3. Graphene doping

Due to the chemical nature of the graphene with its zero band gap, mobility related to the
delocalization of the π-bonding orbitals, and lattice periodicity, the doping of graphene can
be achieved either through the breaking of lattice periodicity or the electrostatic confinement
of the delocalized pz orbitals. [19] There have been several mechanisms proposed and tested
that have been effective in shifting the Fermi energy to either p- or n-type regions of the band
structure and the creation of p-n junctions at the interface. [19] It should be noted that by
breaking the lattice symmetry, the electronic states and band edges are modified as shown in
Figure 2, decreasing the mobility. With chemical functionalization, scattering is introduced
into the graphene flakes, also decreasing the mobility.

Since graphene is a self-contained sheet with no real interface layer, it should be noted that
process integration with oxide dielectrics as shown in Figure 9 can be difficult due to trapped
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impurities at the interface in terms of creating floating gates for voltage-controlled variable
gate transistors. [41] This effect is relevant for device applications of graphene films. It should
also be noted that the introduction of trap centers and doping sites through contamination will
degrade the continuity of the 2DEG at the trap or dopant site, causing electron and hole pooling
to occur. [16, 17, 42]

3.1. Electrostatic doping

Electrostatic doping as shown in Figure 10 can be controlled through a variety of methods;
some use floating gates with oxide buffer layers and others use direct gate contacts to locally
modify the Fermi level allowing for the voltage-controlled operation of the graphene device.
[43] Most electrostatic gating is accomplished through a horizontal device architecture to
preserve the mobility of graphene for ultrafast devices. With both direct and indirect contact,
electrostatic gating can be accomplished by utilizing metals with two different work functions;
polymers with different end groups as shown in Figure 11; and finally, layered materials with
different opposing band gaps with the higher band gap being the acceptor and the lower being
the donor as shown in Figure 12. [19] Metals with dissimilar work functions are normally
integrated into a horizontal device with many different combinations to choose from. [44, 45]
The amount of gap opening is defined by the difference between the two metal work functions
and the induced electric field decreasing down the length of the sheet making the contact
placement critical. [44, 45]

Figure 10. Diagram showing charge injection and Fermi modification of a graphene Schottky contact [43].

Figure 9. Image showing trapped charges at graphene oxide interfaces [41].
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[43] Most electrostatic gating is accomplished through a horizontal device architecture to
preserve the mobility of graphene for ultrafast devices. With both direct and indirect contact,
electrostatic gating can be accomplished by utilizing metals with two different work functions;
polymers with different end groups as shown in Figure 11; and finally, layered materials with
different opposing band gaps with the higher band gap being the acceptor and the lower being
the donor as shown in Figure 12. [19] Metals with dissimilar work functions are normally
integrated into a horizontal device with many different combinations to choose from. [44, 45]
The amount of gap opening is defined by the difference between the two metal work functions
and the induced electric field decreasing down the length of the sheet making the contact
placement critical. [44, 45]

Figure 10. Diagram showing charge injection and Fermi modification of a graphene Schottky contact [43].

Figure 9. Image showing trapped charges at graphene oxide interfaces [41].

Graphene - New Trends and Developments68

Figure 11. Diagram showing the doping of graphene utilizing different polymer end groups [18].

For polymers, the use of different functional groups can electrostatically dope a horizon‐
tal graphene sheet with an isolated amine group (isolated nitrogen atom as in nitric acid)
n-doping the graphene sheet while fluorine is well known as a good electron acceptor so
a polymer containing an isolated fluorine end group p-dopes the polymer as  shown in
Figure 11. [18] For the polymer electrostatic doping technique, similar atomic dopants are
utilized for the chemical doping regime with atoms lower than group V providing n-type
doping  and  elements  higher  than  group  V  creating  p-type  dopants  (this  will  create
environmental  sensitivity  within  an  exposed  graphene  sheet  due  to  the  oxygen  and
hydroxide adatoms p-doping the graphene). [18, 46]

Finally, for electrostatic doping, the utilization of other 2D materials as shown in Figure 12 can
be used by vertical device integration with either a homojunction-based device or a hetero‐
junction-based device. For a homojunction-based device, graphene is utilized in a double layer
with electrostatic doping coming from a layer above one graphene sheet with a lower band
gap (such as tungsten diselenide WSe2) and one below the other graphene sheet with a higher
band gap (such as molybdenum disulfide MoS2) creating an electric field between the two 2D
materials with different band gaps and electrostatically doping the graphene as shown in
Figure 12. [48] Since the electrostatic potential outside a sheet with a band gap will only induce
a shift in the Fermi energy for graphene, a heterojunction can be formed between the junction
of the 2D materials with a tuning of the upper and lower contacts required. [48] The use of 2D
stacked devices is interesting but it should be remembered that many of these layers have not
been shown to be readily deposited on top of the other, requiring transfer techniques that can
induce defects, transfer contaminants, and have alignment issues between the lattices creating
different properties across the lattice due to misalignment as shown in Figure 13. [47, 49]
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Figure 13. Image showing that the misalignment of 2D materials can electrically isolate the two sheets by separating
the Dirac cones [50].

It has been shown that a twist angle between two graphene sheets above 2° electrically isolates
the two graphene sheets from one another except at certain twist angles as shown in Figure
13. [49] Most 2D materials have also been shown to have intrinsic doping due to vacancies and
edge defects that create more problems for device integration. [49] It should be noted that the
mobilities in graphene on boron nitride (BN) substrates have been measured up to 140,000
cm2/Vs, which is very close to completely suspended graphene grown from a SiC step edge,
showing the validity of using 2D heterostructures for device integration and isolation. [32, 42]

Figure 12. Diagram showing the stacking of multiple Van der Waals materials in order to create unique and tunable
electrical properties [47]
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3.2. Chemical doping

As mentioned briefly in the electrostatic doping section, chemical dopants can be utilized to
modify the electrical characteristics of graphene, modifying the Fermi energy to create p- or
n-type doping as shown in Figure 14. [19, 46] The chemical doping mechanism of graphene
works by having the dopant bond either ionically or covalently to the delocalized pz orbital.
[46] The covalent bonding of a dopant with graphene occurs through modification of the
delocalized pz orbitals to electrostatically hold an adatom onto the surface, which modifies the
band structure by binding the electrons in the pz orbitals, thus creating a required energy (a
band gap) for conduction. [46] The chemical dopant can be ionically bonded to a single carbon
atom by breaking a c–c bond and attaching to that bonding spot, which breaks the graphene
symmetry introducing a scattering defect and a band gap opening. [46, 51] The amount of
surface adatoms is reliant upon the dopant and the type of bonding with ionic bonding and
larger electronegativity being able to obtain a stronger bond, higher dopant concentration, and
higher band gap shifting. [46] However, it should be noted that the higher the doping, the
more scattering and the lower the mobility, leading chemical doping to be typically done on
vertical devices with a small cross section and thus small diffusion length. [19, 46]

Figure 14. The functionalization scheme of graphene utilizing a H2 plasma [46].

3.3. Geometry restriction

The final way to dope graphene is by breaking the lattice periodicity of graphene as shown in
Figure 15. [19, 53] This can be done by reducing the size of a graphene sheet in one direction
so that the Fermi levels from the periodic boundary conditions are refined, providing doping
through a quantum confinement effect. [53] Quantum confinement occurs when the material
dimensions are below the Bohr radius, which for graphene is at 10 nm. [13, 53] This has been
shown to be accomplished through the patterning of graphene into ribbons with one dimen‐
sion restricted to under 10 nm, thus opening a gap of 2.5–3.0 eV in theory and 0.5 eV experi‐
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mentally. [19, 53] Graphene with a size in either x or y under 10 nm is known as a graphene
nanoribbon and it suffers, like many other graphene synthesis techniques, from a lack of a
reliable production technique. [53] Traditional semiconductor line definition techniques
cannot reliably get a line definition below 20 nm, with large problems creating lines with
acceptable line edge roughness. For graphene nanoribbons, the resistance induced through
scattering from the line edge roughness is coupled with a lack of graphene conformality, not
knowing whether the line definition will create “zig-zag” or “arm-chair” end terminations that
provide different conductivity values. [19, 53] The difference between “zig-zag” and “arm-
chair” end terminations is shown in Figure 16 and the difference in conductivities between the
two create a discrepancy when designing a device utilizing multiple nanoribbons or multiple
devices utilizing a graphene nanoribbon. [54]

Figure 15. Different defined graphene sheet edge states and the associated band diagrams showing opening according
to edge definitions [52].

Figure 16. A picture showing the difference between zig-zag and armchair graphene end terminations [54].

The induced line edge roughness produces many scattering defect reducing the lattice
periodicity, obliterating the induced band gap, and decreasing the mobility ultimately limiting
the usefulness of graphene nanoribbon formation. [16, 19] Thus, to achieve useful devices from
geometry restricted graphene, a reliable method of patterning graphene with low line edge
roughness and uniform width must be developed.

4. Graphene Field Effect Transistors (GFETs) and Radio Frequency (RF)
electronics

There has been an interest in looking at graphene for nanoelectronics applications due to its
high intrinsic mobility allowing for greater switching speed. [18] The main problem with the
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integration of graphene into three-terminal devices is the lack of a high Ion/Ioff current, which
for regular metal oxide semiconductor field effect transistors (MOSFETs) is on the order of
104–107, while for most graphene devices is on the order of 10. [16, 55] This makes graphene-
based devices more attractive for the replacement of RF-based devices that are currently
dominated by high electron mobility transistors (HEMT) that require a Ion/Ioff ratio of around
30. [16, 55] In addition to this, RF electronics require current saturation to obtain voltage and
power gains of around 30, which for graphene means the creation of a band gap through one
of the doping mechanisms described above. [16] Saturation current is normally attained
through the saturation of charge carrier velocity; however, due to the high mobility of the
graphene layer the velocity saturation is unattainable without going to extremely high source
drain voltage. [16] Therefore, saturation must be obtained through current pinchoff effects and
voltage gain as shown in Figure 17, which can be created in graphene through band gap
formation. [16] Even with the formation of a band gap, graphene does not exhibit a saturation
current at zero doping due to the Fermi-Dirac cone shape, but the band gap does allow the
creation of current pinchoff due to electrical band gap modulation via the source and drain
contacts. With this background, we are going to address in the subsequent section several
issues that hinder the integration of graphene into FETs that can be utilized for RF applications
and review the state-of-the-art technology in terms of GFETs for RF electronics.

Figure 17. Diagram showing current pinchoff in a Si MOSFET.

4.1. Short channel effects

Graphene normally has a grain size of several to tens of microns with the desire to use a single
grain as the channel material to avoid scattering at grain edges (also a factor in current MOSFET
structures that is why single crystalline Si is used as a substrate). [16] This creates many of the
short channel effects commonly seen in MOSFETS such as drain induced barrier lowering,
surface scattering, velocity saturation, impact ionization, and hot-electron effects. [16] Specif‐
ically for graphene, drain-induced barrier lowering, surface scattering, and hot electron effects
are all in play. Surface scattering is due to the intrinsic susceptibility of graphene to surface
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contamination and scattering sites, while the hot electron and barrier lowering effects affect
graphene due to the pinchoff formation needed to have the large Ion/Ioff ratio required for
typical electronics applications and to create large enough voltage and power gains for RF
applications.

4.2. Metallic doping by source drain contacts in graphene

Graphene is a self-contained electronic sheet showing no classical band bending interactions
when coupled to a metallic contact as shown in Figure 18. This creates an abrupt transition in
the vacuum level, creating a barrier that any carrier would have to tunnel through, creating
charge buildup at the band edges and large contact resistances. [56]

Figure 18. Classical band diagrams for a metal-silicon interface, a metal-metal interface, and a metal graphene inter‐
face.

In conjunction to this challenge is the relative inertness of a graphene sheet, making good
electrical contacts difficult to realize and mainly occurring at grain edges. [56] This creates a
situation where the bulk of the contact sits over the graphene electrostatically doping it, while
also trying to realize good adhesion creating a search for a metals with good adhesion to
graphene along with the correct Fermi level. [56] To achieve this goal, a double or triple metal
stack is commonly used with an oxygen scavenger interfacing the graphene (normally Ti),
followed by one or a couple of Fermi level contacts (Au, Pd, Ni). [56] The metallic doping effect,
however, can be utilized for some interesting devices such as one using asymmetric contacts
to create an internal electric field making an IR detector through the photothermoelectric effect,
or using large gap superconducting contacts to confine electrons and holes in a graphene sheet
to enhance bolometric response. [45, 57]

4.3. Dielectric deposition and trap states

As stated in Section 1 and Section 3, graphene is a self-contained layer without any dangling
bonds, thus adhesion and interfaces with graphene are a challenge. Multiple groups have been
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experimenting with different types of oxides with either an aluminum deposition and
oxidation or a nitrogen dioxide surface pretreatment prior to a hafnium oxide, silicon dioxide,
or aluminum oxide deposition. [58] The dielectric which seems to work the best (but has not
yet been implemented in a complementary metal oxide semiconductor (CMOS) fabrication
process) is another 2D self-contained dielectric BN with which graphene has shown mobilities
of 140,000 cm2/Vs, which is very close to completely suspended graphene grown from a SiC
step edge, demonstrating low interaction and good isolation between the two substrates. [42]

4.4. FET design and gate coupling

To overcome some of the short channel issues and problems with graphene integration into
common process flows, a wafer bonding type of integration has been suggested as shown in
Figure 19. [59] This allows for the separation of the drain and gate contacts, which reduces
coupling and alleviates some of the issues with drain induced barrier lowering. [60]

Figure 19. Wafer bonding with subsequent source drain contact deposition [59].

Gate coupling is a significant issue with graphene FETs due to the large gate voltages needed
to create sufficient barriers for high Ion/Ioff ratios, the metallic characteristic of the graphene
layer, the thin gate oxide needed to ensure good gate control and reduced gate potential for
smaller electrical field propagation, and finally the dielectric breakdown strength. [60] All of
these needs show that a thin high-k gate with opposing gate and source drain contact geometry
is desired as shown in Figure 19.

Graphene devices have a very thin cross section where the active electric field can affect one
another. It has been shown that by using tapered contacts as shown in Figure 20, the amount
of source drain coupling is reduced due to electric field reduction. [60] This is especially
effective if utilizing a back gate design as shown later in Figure 21, or a large gate that could
overlap the source and drain contacts on the opposing side of the devices channel. [55, 60]

Review of Graphene Technology and Its Applications for Electronic Devices
http://dx.doi.org/10.5772/61316

75



Figure 20. Tapered contacts used on opposing sides of the gate to reduce [60].

4.5. Graphene FET and RF electronic performance

In order to create a device that allows for the opening of a band gap required for current
saturation and appropriate voltage and current gains, several device geometries have been
proposed. [16, 55] The main mechanisms for increasing graphene performance in FETs is to
increase gate coupling with graphene layer and to optimize the graphene dielectric interface
to reduce scattering and make the conduction and valence states continuous. [16]

One possible device geometry shown in Figure 21 utilizes a bilayer graphene channel with a
large backgate voltage to induce an electric field of 1.7 V/nm that opens a band gap in bilayer
graphene of 80 meV with the Mexican hat shape shown in Figure 2iv. [16, 55] The band gap
creates a saturation current due to pinchoff at the drain contact resulting in a voltage gain of
35, which is relevant for RF electronics.

Figure 21. Diagram of a B-bilayer graphene FET with back contact to create a pinchoff region and voltage gain [55].

This mechanism works much better for bilayer graphene than monolayer graphene as bilayer
graphene more easily forms a pinchoff region. To demonstrate this, the amount of voltage gain
in such a graphene FET is graphed as contour plots with voltage gain axis on the right hand
side of the graph as shown in Figure 22. [55]
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Figure 22. Contour maps of voltage gain in a single layer and bilayer graphene channel with modification of back gate
voltage [55].

Current designs for graphene FETs are shown in Figure 23, with the back gated design
commonly used to overcome any doping in the graphene channel due to substrate, atmos‐
pheric, or dielectric effects. [16] The back gate and top gate design are the most common since
these allow for the shifting of the Dirac point to zero through an induced electric field and
proper gate modulation. [16]

Figure 23. Image showing the most common designs for GFETs [16]

Utilizing a three-terminal top gate design of CVD graphene grown on a SiC substrate, one
group was able to achieve a 350 GHz cutoff frequency, utilizing a channel length of 40 nm as
shown in Figure 24. [61]
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Figure 24. Image showing the threshold frequency versus gate length for the device architectures shown on the left,
the epitaxial graphene is on the SiC substrate, and the frequency shows a 1/L dependence [61].

This group showed that the threshold frequency has a 1/L dependence, where L is the channel
length of the graphene FET. This has been modeled and pushed to the limit with an under‐
standing that graphene might be able to break the 1THz limit that InGaAs and SiGe HEMTs
can’t break. [62] One group theoretically tuned all of the parasitic capacitances that would limit
the graphene channel mobility; this includes removing Schottky interactions at the source and
drain contacts, removal of any trapped states in the oxide, ignoring any electron/hole pooling
effects, and having the gate voltage perfectly coupled to channel potential, allowing for a GFET
that operates at 1.5 THz. [62] This GFET is optimized to have zero gain due to the current
saturation in the 50 nm channel. [62] By allowing for current saturation in the GFET, a voltage
gain can be engineered in the graphene channel; however, this would deteriorate the operating
frequency of the GFET as shown in Figure 25. [62]

Figure 25. An image showing the threshold frequency for each possible gain in a GFET for systems with different
amounts of tuning of parasitic resistance; the blue line has no parasitic resistance [62].

5. Graphene use in Electro-Optical (EO) devices

One of the interesting applications for graphene is its use in EO devices and lasers. Graphene
can absorb wavelengths from the visible to the mid-IR with wavelength modulation enabled
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One of the interesting applications for graphene is its use in EO devices and lasers. Graphene
can absorb wavelengths from the visible to the mid-IR with wavelength modulation enabled
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through electrostatic gating. [63–67] The electrostatic gating interacts with light either by
modulating the band gap width up to a certain wavelength working as an absorption modu‐
lating element, or it modifies the graphene surface plasmon modes that interact with light. [63–
67] The last example is how graphene was utilized for mode locking a laser. [63–67] The
problem with utilizing graphene for pure optical devices is due to its inherent thinness only
absorbing 2.3% of the incident light per monolayer. [63–67] This makes it more desirable to
integrate graphene with other electro-optical components such as photonic cavities or
plasmonic waveguides with an example shown in Figure 26. [63–67]

Figure 26. Integration of a tunable graphene capacitor with an EO modulator [63].

The EO modulator pictured in Figure 26 was created through the coupling of Si plasmonic
nanocavities to a tunable graphene capacitor made from stacked layers of graphene and BN
dielectric film. [63] The top and bottom graphene layers are electrostatically doped differently
from one another with varying voltages for optical modulation of absorbed light. [63] The
modulator worked up to 1.2 GHz frequency, which was limited by the RC time constant of the
capacitor. [63]

Although on its own graphene is not practical for use as a waveguide or modulator, it can be
combined with already active materials to increase the performance of such devices.

6. Graphene Infrared (IR) detectors

IR detectors can be separated into two separate categories: thermal-based IR detection and
photon-based detection. [68] In thermal-based detectors, the incident IR radiation is absorbed,
raising the temperature of the material. [68] The raised temperature affects some temperature-
dependent property of the material; for pyrometers this is a change in electrical polarization,
while for bolometers, this is a change in materials resistance. [68] Another more recent study
utilized the photothermoelectric effect in graphene to create a net electric field due to electron
diffusion into dissimilar metal contacts. [45] Photon-based detectors utilize band gap-based
detection with the arriving photon being absorbed and utilized to promote electron hole pairs
to create a photocurrent. [68] The photon-based detectors can be tuned to certain wavelengths
by creating a quantum well structure. [68] Photon-based IR absorbers are characterized by
having fast absorption response, but usually require cooling due to thermal effects, while
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thermal-based IR detectors have high responsivity over a large wavelength and can be utilized
at room temperature but normally have slow absorption response. [68] This is where utilizing
a graphene-based sensing element is attractive due to the high mobility with little temperature
sensitivity making it ideal for IR detectors. [2]

Several groups have attempted to integrate graphene into IR detectors. The groups have tried
both photon- and the thermal-based absorption methods. [45, 69–74] For photon-based
absorption methods, the main focus has been the opening of a band gap through geometric
modification. [45, 69] One group utilized bilayer graphene to open a small band gap that is
sensitive to thermalization requiring cooling to 5 K for operation. [69]

Figure 27. The utilization of graphene nanoribbons to open a small band gap that is enhanced through the use of p-
and n-type graphene contacts [45]

Another group utilized an array of aligned graphene nanoribbons as shown in Figure 27 to
open up a small band gap that has significant difficulties in fabrication and noise properties
from the nanoribbon edges. [45] Groups that have tried thermal-based IR detectors seem to
have created more novelty, with one group utilizing multiple vertically aligned graphene
flakes, while another group utilized a resonant structure of two graphene sheets separated by
a dielectric to tune the photon wavelength of absorption as shown in Figure 28. Finally, another
group utilized the photothermoelectric effect as shown in Figure 29 to induce an electric current
in graphene due to electric gating or dissimilar metal contacts. [45, 70, 71] The bolometer
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and n-type graphene contacts [45]

Another group utilized an array of aligned graphene nanoribbons as shown in Figure 27 to
open up a small band gap that has significant difficulties in fabrication and noise properties
from the nanoribbon edges. [45] Groups that have tried thermal-based IR detectors seem to
have created more novelty, with one group utilizing multiple vertically aligned graphene
flakes, while another group utilized a resonant structure of two graphene sheets separated by
a dielectric to tune the photon wavelength of absorption as shown in Figure 28. Finally, another
group utilized the photothermoelectric effect as shown in Figure 29 to induce an electric current
in graphene due to electric gating or dissimilar metal contacts. [45, 70, 71] The bolometer
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utilizing vertically aligned graphene sheets used distance-based tunneling between sheets for
the bolometric effect, which is sensitive to contamination between sheets and alignment of the
graphene flakes making reproduction difficult. [71]

Figure 28. Phonon resonance-based IR detector [70].

The resonance-based IR detector shown in Figure 28 utilizes the phonon resonance of two
separate graphene sheets separated by a dielectric allowing for the tuning of wavelength
detection based upon separation distance, but the fabrication is difficult requiring pristine
graphene and no trapped states in the oxide that would both modify the resonant frequency
and could possibly contaminate the detector out of detection range. [70]

Figure 29. Image of a detector based upon the photothermoelectric effect [45].

The photothermoelectric effect detector shown in Figure 29 is relatively straight forward with
contamination only affecting the speed of the detector and the noise only susceptible to trap
states of the insulating oxide that the graphene is transferred onto. [45]

7. Conclusion

We have shown graphene to have many amazing properties due to its unique bonding and
subsequently band gap characteristics, having electronic carriers act as “massless” Dirac-
Fermions. The material characteristics of graphene are anisotropic, having phenomenal
characteristic within a single sheet and diminished material characteristics between sheet with
increasing sheet number and grain boundaries. This restricts the applications of graphene to
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technology that is consistent with miniaturization such as microelectronics. Therefore the
integration of graphene into several electronic device applications was reviewed.

Graphene has the highest mobilities values measured in a material at room temperature
making integration into fast response time devices such as a HEMT for RF applications. It has
been shown that although the integration of graphene is challenging due to mobility degra‐
dation due to surface contamination in the graphene and trapped states in the oxide dielectric,
a graphene RF detector with an overall response frequency of 300 Ghz was achieved utilizing
a three-terminal design on a SiC substrate with a channel length of 40 nm.

Graphene use in optical devices is limited due to the absorption of 2.3% of incident light per
layer making graphene’s use for optical devices a tradeoff between getting enough layer for
good optical absorption and modulation versus restricting number of layers for fast carrier
propagation. On its own, graphene is not practical for use as a waveguide or modulator but
when it is combined with already active materials, it increases the performance of such devices
thus an EO modulator utilizing a stacked graphene-BN capacitor along with a Si microcavity
array displays the ability to modulate light at a rate of 1.2 GHz.

Graphene for IR detectors has shown some promising results utilizing graphene in thermal-
based detection regimes since photon-based absorption regimes all require inducing a band
gap, adding complexity and reliability issues. The unique thermal-based properties of
graphene either in a traditional bolometric type of device or one based upon current produced
from the photoelectric effect allowed for the creation of a graphene IR detector with sensitivity
to a 2.5 THz (119µm) laser.
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Abstract

Photoactive graphene fabricated by chemical functionalization of pristine graphene with
different light-harvesting molecules has become one of the most exciting topics of gra‐
phene research in the last few years, which remarkably sustains and expands the gra‐
phene boom due to its great potentials in various applications. This chapter presents
some important issues of photoactive graphene, covering material synthesis, electron/
energy- transfer interaction, organic photovoltaic and photocatalystic applications. Of
particular interest is the utilization of graphene as a two- dimensional platform to anchor
organic conjugated aromatic molecules and their applications in photo-energy conversion
and photocatalysis. Challenges currently faced by researchers and future perspectives in
this field are also discussed.

Keywords: Photoactive graphene, light-harvest, functionalization, photovoltaics, photo‐
catalysis

1. Introduction

Graphene, a monolayer of graphite, has attracted intense interest in recent years because of its
unique two-dimensional structure and excellent physical and chemical properties such as high
electronic and thermal conductivity, great mechanical strength, and huge specific surface area.
[1-4] However, due to its zero bandgap semiconductor characteristic and a highly transparent
property in the visible spectrum, pristine graphene is severely limited in optoelectronic and
photo-energy conversion applications.

Photoactive graphene in recent years bring up impressive phenomena that remarkably sustain
and expand the graphene research interests. The rise of photoactive graphene in photonics and
optoelectronics is evidenced by a spate of latest reports, typically photovoltaics and photoca‐
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talysts. Although there is some available literature covering various aspects of photoactive
graphene,[1, 5, 6] a strategic update that reflects the newest progress, growing trends, and
opening opportunities of photoactive graphene is required. This chapter pays particular
attention to the development of photoactive graphene, including material preparation, the
photophysical progress of excited organic molecules and graphene, as well as its applications
in optoelectronics and photocatalysis.

1.1. What is photoactive graphene?

The term “photoactive graphene” generally refers to graphene that undergo a chemical or
physical reaction when interacted with sunlight and/or ultraviolet light. Unlike the transparent
pristine graphene, photoactive graphene shows optical response characteristics when light
passes through it.

To date, two different approaches toward the preparation of photoactive graphene can be
found in the literature. As shown in Figure 1 (a), the first is based on the bandgap engineering
(opening and tuning) of pristine graphene,[7] and in the second strategy the photoactive
graphene is obtained by chemical functionalization with photoactive moieties.[8] The most
reported examples of the first route are roughly classified into four categories: (1) heteroatom
doping;[9-11] (2) chemical modification;[12] (3) electrostatic field tuning;[13, 14] and (4) cutting
graphene into nanoribbons.[15-19] As shown in Figure 1 (b), the second strategy for giving
photoactive to graphene is chemical functionalization of graphene with photoactive units,
including organic conjugated molecules and polymers, inorganic semiconductors particles
and quantum dots, rare-earth metal complexes, and so on. This approach has been demon‐
strated to be a feasible route to achieve the photo-electron response of graphene to light.[8,
20] Herein, we will only discuss the progress and challenges related to the chemical function‐
alization approach to preparing photoactive graphene.

Figure 1. Two different approaches toward the photoactive graphene. One is based on the bandgap opening and tun‐
ing of pristine graphene (a), another strategy is chemical functionalization of graphene with photoactive moieties (b).

1.2. Why photoactive graphene?

Pristine graphene is made of sp2 hybrid carbon atoms with the s, px, and py orbitals on each
carbon atom forming three strong σ bonds with other three surrounding atoms.[21] The
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formed valence and conduction bands touch at the Brillouin zone corners (so-called Dirac or
neutrality points) making graphene a zero bandgap semiconductor with poor photoactive
characteristic.[22, 23] Experimentally, the transmittance of the mechanically exfoliated
graphene is overwhelming (97.7%), and thus it absorbs only 2.3% of light that passes through
it (Figure 2).[2, 24] So it is impossible for graphene to absorb light when used as a photoactive
material (Geim et al., 2008).

Figure 2. Optical adsorption property of graphene and its layer (Geim et al., Science 2008, 320, 1308).

The poor photoactive characteristic of graphene leads to some major drawbacks in photo-
energy conversion applications. For photovoltaic devices, using pristine graphene as active
layer may significantly reduce the open circuit voltage, compared to conversional semicon‐
ductors.[25] Moreover, graphene is unfavorable for efficient photocurrent generation in
photovoltaic devices. From a dynamics point of view, to output a photocurrent in an external
circuit, the photo-generated carrier needs to separate from the photo-generation region before
recombination.[26, 27] However, for graphene based transistor, the lifetime of photo-generated
hot carriers was cooled down within several hundred femtoseconds, followed by electron–
hole recombination on a picosecond timescale.[28, 29] Therefore, in order to improve the
photo-energy conversion efficiency of graphene, it is necessary to extend the lifetime of photo-
generated carriers of graphene.

Recently, endowing graphene photoactive property has been viewed as an effective approach
to exploit the advantages of graphene in photovoltaics and photocatalytics.[30] The photoac‐
tive graphene can play a significant role in photovoltaics and photocatalysts resulting from
the synergy effect of the charge transfer based in the photoactive graphene. For photoactive
graphene, the propensity of graphene to interact with excited state photoactive moiety is often
involve energy- and/or charge-transfer processes, where the excited fluorescent moieties is
served as excellent probes by monitoring their emission evolution.[31] Meanwhile, the high
charge mobility of graphene promotes it can be used as efficient acceptors to enhance photo-
induced charge transfer for improving photocurrent conversion performance. The effective
nonradiative deactivation of the excited photoactive moieties on graphene surface by interfa‐
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cial charge transfer is necessary for the improvement of the conversion efficiency from
optoelectronic and photo-energy to electricity.

In recent years, there has been a growing interest in graphene functionalized with photoactive
units owing to their significance in both fundamental research and practical applications.
Recent research results have demonstrated that chemical functionalization of graphene with
photoactive moieties is a necessity to harvest its full potential.[8]

2. Rational design of photoactive graphene

Graphene can be functionalized at the basal plane and the edges.[32] On the basal plane, sp2

hybridization of carbon leads to a strong covalent bonding, as well as delocalization of the π
electrons. The sheet edges are considered the most reactive sites,[33] and the dangling bonds
at edge sites of graphene are highly reactive to guest atoms or molecules. In addition, the
functional molecules attached onto the basal plane of graphene lead to modification of the π–
π conjugation and thus the physical and chemical properties and the electron density distri‐
bution. There are generally three major purposes for chemically functionalizing graphene:
enabling its solution processing, tuning its energy level and gap, as well as providing photo‐
active functionalities.[8]

2.1. Processability

A major obstacle in the synthesis and processing of bulk-quantity graphene sheets is the
preparation of monolayer graphene and its insolubility, with the latter being responsible for
poor handling and manipulation during graphene processing.[34, 35] Graphene has a strong
tendency to cluster together into aggregation, caused by the electrostatic forces and the strong
π–π interaction between individual graphene flakes, which make further manipulation and
device fabrication using graphene difficult.[36] For this reason, covalent and noncovalent
manners for modification of graphene have been developed for exfoliation and dispersion of
graphene.[37] Besides, by derivatizing graphene with different moieties, the solubility of
graphene can be tuned to suit varied solvents needed for different applications. For example,
chemically grafted CH2OH-terminated regioregular poly(3-hexylthiophene) (P3HT) onto
carboxylic groups of graphene oxide (GO) via amidation reaction; the resultant P3HT-grafted
GO sheets are soluble in common organic solvents, which facilitates the structure/property
characterization and the device fabrication by solution processing.[38]

2.2. Energy level tuning

Experiment and theory studies demonstrated that semiconductor graphene (p-type and n-
type)  can  be  obtained  by  modifying  graphene  with  organic  semiconductor  molecules
(electron-acceptor and electron-donor),  which provides a simple and nondestructive way
of tuning the Femi level and controlling the charge carriers concentration of graphene.[39]
As shown in Figure 3, for the p-type graphene, the Fermi level shifts upward relative to
the Dirac point when the electron-acceptor coverage increases. In contrast, for the n-type
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graphene, the Fermi level shifts downward relative to the Dirac point when the electron-
donor coverage increases.[40]

Figure 3. Doping graphene with semiconductor donor and acceptor molecules move the Fermi level up or down with
respect to the Dirac point.

Wang et al. presented an effective route for preparation of both n-type and p-type graphene
through adsorbing organic semiconductor molecules: one is the tetracyanoquinodimethane
derivative (F4-TCNQ) and the other, the vanadyl-phthalocyanine (VOPc). The Kelvin probe
force microscopy characterization results demonstrated that the F4-TCNQ molecules obtained
electrons from graphene, but VOPc donated electrons to graphene. This phenomena indicated
that chemical functionalization of graphene is a feasible approach for bandgap opening and
tuning of graphene, which may have great implications for future large-scale applications of
graphene-based nanoelectronics.[41] Pati et al. studied the modification in the electronic
structure, as well as optical and transport properties of graphene induced by molecular charge
transfer using ab initio density functional theory and Raman spectroscopic studies of modified
graphene systems. They found that donor and acceptor molecules adsorbed onto the graphene
surface exhibited effective molecular charge transfer, giving rise to mid-gap molecular levels
with tuning of the band gap region near the Dirac point.[42]

2.3. Chemical functionalization

The chemistry of graphene is a powerful route to tailor its properties through introduction of
various chemical functional groups to graphene.[32] For most applications, graphene need to
be integrated with other functional materials, and the modification of graphene via chemical
approach holds promise for tuning the electronic and optical properties of graphene, control‐
ling interfaces with other materials, and tailoring surface chemical reactivity.[43] Therefore,
functionalization of graphene with various functional components is considered to be crucial
for graphene processing.[44, 45]
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Similar to fullerenes and carbon nanotubes (CNTs), functionalization of graphene with
different functional groups can open up new routes to hybrid materials that exhibit even more
exciting features than graphene itself.[46] The design and feature tuning/altering of transpar‐
ent pristine graphene by integrating a versatile electron-donor system has attracted more
attention. However, modification of the flat and rigid structure of graphene is a more chal‐
lenging work than that of the curvature structured fullerenes and carbon tubes because of the
necessity to overcome a high-energy barrier.[47, 48]

Recently, rational design and efficient strategy for preparation of photoactive graphene have
achieved considerable progresses, which are motivated by many potential applications of
photoactive graphene. For example, a large number of photoactive graphene with different
properties and structures have been designed and synthesized. As shown in Figure 4, photo‐
active moieties and graphene were linked through either covalent functionalization approach,
such as amidation reaction, cycloaddition, Suzuki coupling, “click” chemistry, or noncovalent
functionalization manner, including π–π interaction, electrostatic interaction, and electrostat‐
ic–π interaction.

Figure 4. Chemical functionalization approach for preparation of photoactive graphene.

Photoactive organic moieties, including small molecules and conjugated polymers have been
used to prepare photoactive graphene. The above-mentioned organic photoactive molecules
are generally planar, electron-rich, and liable to photochemical electron-transfer process and
show remarkably high extinction coefficients in the visible region. It is expected that by
combining graphene with photoactive molecules, multifunctional graphene composites for
optical and/or optoelectronic applications may be generated.[49]
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2.3.1. Covalent functionalization of graphene

Recently, combining graphene with photoactive organic functional components, including
small molecules and polymers, has attracted widespread attention, and a number of important
photoactive moieties have been attached either to edge or the basal plane of graphene surface
through covalent functionalization or noncovalent functionalization approaches.

Covalent functionalization of graphene with photoactive small molecules offers key advan‐
tages such as greater stability of the composite materials, and control over the degree of
functionalization, and good reproducibility.[50] Meanwhile, conjugated polymers are one of
the most successfully exploited classes of materials due to the incredible variety of chemical
structures and their relatively low cost, facile processing, and their possible recyclability and
applicability as sustainable materials.[51] Employing these organic photoactive molecules to
functionalize graphene has grown to become a crucial branch in nanoscience and nanotech‐
nology, which offers significant potential in the development of advanced photoactive
graphene materials in numerous and diverse application areas.[52]

Amidation reaction: Chen et al. reported the first example of covalently attaching porphyrin
units onto graphene, and explored the photophysical properties of the graphene composites.
[53] The synthesized porphyrin–graphene composites consist of amino-containing porphyrin
(TPP-NH2) molecule and GO covalently bonded together via amidation reaction. Fourier
transform infrared (FTIR) spectroscopic characterization confirmed that the TPP-NH2

molecules had been covalently bonded to the edge of GO by the amide linkage. The linear
relationship between the absorption and the concentrations of graphene moiety in the
composites indicates good dispersibility of composite. Moreover, the fluorescence quenching
of TPP-NH2 was observed, indicating that there is a strong interaction between the excited
state of TPP-NH2 and graphene moieties in the composite. Kang et al. used arylamine-
containing conjugated polymer TPAPAM to covalently modify GO.[54] The covalent attach‐
ment of TPAPAM onto the GO via amide linkage was confirmed by XPS and FTIR
spectroscopy. In contrast to fluorescence quenching often observed in luminescence molecule–
graphene systems, the steady-state fluorescence spectra showed that electronic interaction
between TPAPAM and GO entities resulted in enhancement of the fluorescence intensity of
the parent TPAPAM. In addition to the examples provided above, amidation reaction was also
applied to link fullerene,[55] phthalocyanine zinc (PcZn),[56] and oligothiophene moieties to
the surface of graphene.[57]

Cycloaddition reaction: Feringa et al. applied one-pot cycloaddition approach to prepare
porphyrin derivative functionalized graphene composites.[37] The excited state energy/
electron-transfer processes between graphene and the covalently attached porphyrin mole‐
cules was demonstrated from fluorescence quenching and reduced fluorescence lifetime
phenomenon.[58] Guldi et al. presented their work on linking photoactive phthalocyanines
(Pcs) to graphene surfaces.[50] Covalent functionalization of the fewer-layered graphene with
Pcs was achieved through 1,3-dipolar cycloaddition and the esterification reaction yielded Pcs-
graphene nanoconjugate.
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Suzuki coupling reaction: The 2010 Nobel Prize for Chemistry rewarded a family of palladi‐
um-catalyzed coupling reactions for forging carbon–carbon bonds, which have already helped
to create new graphene hybrid materials. Ma et al. reported covalent functionalization of
graphene with polythiophene through Suzuki coupling reaction.[59] A donor–spacer–
acceptor triad conjugated polymer containing fluorene, thiophene, and benzothiadazole
moieties, which was covalently attached to r-GO via Suzuki polymerization procedure.[60]
These polymer–graphene composites show excellent solubility in different type of solvents
and exhibit superior optical-limiting performance. Moreover, Loh et al. applied Heck reaction
to synthesize dye molecule functionalized graphene composite.[61] In their work, r-GO was
covalently modified by diazonium, followed by the Heck reaction to give a 4-(2-(pyridin-4-
yl)vinlyl)phenyl group modified graphene. Considering the high efficiency of the palladium
catalyzed C-C coupling reaction, we believe that more and more attention will be paid to the
synthesis of photoactive-moieties–graphene hybrid materials.

“Click” chemistry: “Click” chemistry has emerged as a useful strategy for rapid and efficient
attachment of functional groups to various materials since its reinvention in 2001.[62] In
previous works, “click” chemistry has succeeded in linkage of various functional groups onto
CNTs and fullerenes.[63, 64] Zhang et al. reported a facile approach for covalently attaching
various photoactive organic molecules onto graphene surfaces via “click” chemistry.[65]
Kaminska et al. presented a one-step protocol for simultaneous reduction and functionalization
of GO with a dopamine derivative bearing an azide function. The chemical reactivity of the
azide moieties was demonstrated by a post-functionalization with ethynylferrocene using
“click” chemistry.[66] Salvio et al. treated GO suspension with sodium azide, and the obtained
azido derivative can be used to functionalize the graphene oxide with long alkyl chains
through a “click” chemistry approach. This functionalization results in the exfoliation of this
material in organic solvent.[67] Salavagione et al. reported the preparation of polyfluorene-
modified graphene by azide–alkyne “click” coupling.[68]

2.3.2. Noncovalent functionalization of graphene

Noncovalent functionalization strategy is advantageous in the preservation of the properties
of the graphene, while weak forces between absorbed molecules and graphene may lower the
load transfer in the composite, and as a result of free molecules and molecules adsorbed on
graphene exist in equilibrium in the solution. Moreover, photoactive small molecules are
commonly planar in structure and electron-rich; these advantages promote the interaction
between the small molecules and graphene via π–π stacking, electrostatics interactions, and
electrostatic–π interactions, as illustrated in Figure 4. Meanwhile, conjugated polyelectrolyte
with highly electron-delocalized backbones and ionic side chains are water-soluble, fluores‐
cent, rigid-rod polymers, which thereby combine the electronic properties of conjugated
polymers with the electrostatic behavior of electrolytes. The conjugated polyelectrolytes and
graphene hybrid materials generally have good solubility in polar solvents.

Via π–π stacking: Highly aromatic molecules may assemble themselves onto graphene surface
via π–π stacking interaction. The π–π stacking interaction between aromatic skeleton of
graphene and conjugated planar molecules afford synergistic binding interactions. Loh et al.
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observed that the perylene wire could be coated on graphene surface to form a hybrid system.
Such type of synergistic interaction between organic nanostructures and graphene affords a
novel route to synthesis of hybrid materials with new properties and novel functions.[69] Mai
et al. synthesized methyl blue functionalized graphene which exhibited excellent solubility and
stability in water due to the photoactive molecules that were noncovalently stacked onto the
basal plane of graphene.[70]

Via electrostatic interaction: GO and r-GO in aqueous dispersion is expected could act like a
two-dimensional conjugated polyelectrolyte because of they are negatively charged, on which
the cationic aromatic derivatives can be assembled through electrostatic and π–π stacking
interactions. Shi et al. reported the supramolecular assembly and complexation of r-GO sheets
with cationic porphyrin derivative in aqueous media.[71] In the UV-visible spectra, the Soret
band of prophyrin showed a large bathochromic shift (37 nm) after linking on r-GO sheets.
This phenomenon was attributed to the structure isomerization of porphyrin, which was
caused by twist of their cationic methylpyridinium groups. For the structure of the unstrained
porphyrin derivative, four cationic methylpyridinium moieties are nearly perpendicular to the
plane of porphyrin because of the strong steric hindrance.[72] When the pyridinium groups
rotate toward the coplanar conformation with respect to the flattened porphyrin ring, the π
conjugation and electron-withdrawing effect of porphyrin will be enhanced.[73] Zhang and
coworkers employed a specially designed anionic CPE to stabilize r-GO during the hydrazine-
mediated reduction in aqueous solution.[74] The conjugated-polyelectrolyte (CPE) function‐
alized r-GO sheets show good solubility in a variety of polar solvents, because of the presence
of double bonds along the backbone-endowed PFVSO3 with a preferred coplanar backbone
geometry, which matched the flat shape of r-GO and thus further enhanced the π–π interac‐
tions.

Via electrostatic–π interaction: The chemistry community now recognizes the electrostatic–
π interaction as a major force for molecular recognition.[75] Jia et al. presented a novel
molecular strategy based on cationic dye Rhodamine B (RhB) to functionalize graphene via in
situ reduction.[76] RhB was designed to prevent the aggregation of graphene when it was
modified to graphene surface through cation–π and π–π interaction. Zhang et al. reported the
design and synthesis of a novel amphiphilic graphene composite by using amphiphilic coil–
rod–coil conjugated triblock copolymer (PEG-OPE) as stabilizer to improve the dispersibility
of r-GO. The rational designed PEG-OPE is composed of one lipophilic π-conjugated oligomer
and two hydrophilic PEG coils. The conjugated rigid-rod backbone of PEG-OPE prefers to
adsorb onto the basal plane of r-GO via strong π–π interaction; whilst the lipophilic side chains
and two hydrophilic coils of the backbone would fly away from the surface of r-GO to form
an amphiphilic outer layer, consequently facilitating the dispersion of modified r-GO common
solvents.[77]

3. Energy transfer and charge transfer

It is believed that electron-transfer and energy-transfer processes between photoactive
chromophores and graphene are the two fundamentally important processes responsible for
the photophysical processes of photoactive graphene.

Photoactive Graphene — From Functionalization to Applications
http://dx.doi.org/10.5772/61401

99



Generally, each decay step of an excited photoactive molecule is characterized by its own rate
constant and each excited state is characterized by its lifetime. In solution, when the intramo‐
lecular deactivation processes are not too fast, that is, when the lifetime of the excited state is
sufficiently long, an excited photoactive molecule may have a chance to encounter graphene.
In such a case, some specific interaction can occur, leading to the deactivation of the excited
state by second-order kinetic processes.[78]

Disentangling the detailed charge-transfer and energy-transfer dynamics in photoactive
graphene composite is essential for a full understanding of their photophysical properties, and
is expected to open new avenues for their unique and specific applications.[79] For this
purpose, characterization of charge- and energy-transfer rates is essential. Although the
investigations on the properties of the excited states and excitons are very challenging, this
generally involves delicate fluorescence lifetime and transient absorption spectroscopic
measurements.

3.1. Charge transfer

Excited-state photophysical processes between graphene and photoactive moieties have been
of much importance because of their relevance to optoelectronic and photo-energy conversion
applications.[80] In a considerable number of cases, the phenomena of graphene to quench
fluorescence of aromatic molecules is shown to be associated with photo-induced electron-
transfer process, and can be conveniently verified by the fluorescence decay and time-resolved
transient absorption spectroscopic characterizations. These measurement results provide
quantitative insights, both kinetically and spectroscopically, into the nature of the interactions
of graphene and photoactive molecules.

Kamat et al. reported the excited electron-transfer interaction between the photo-excited
porphyrin and graphene (Figure 5).[81] In their work, cationic 5,10,15,20-tetrakis (1-methyl-4-
pyridinio)porphyrin tetra (p-toluenesulfonate), noted as TMPyP, was employed to noncova‐
lent functionalization of graphene (Kamat et al., 2010). Upon complexation with graphene, the
fluorescence lifetime of porphyrin was significantly reduced from 5 ns to 1 ns. Moreover, the
femtosecond transient absorption measurements confirmed the formation of a short-lived
singlet excited state of 1(TMPyP)* and a subsequent longer-living porphyrin radical cation of
(TMPyP)⋅+ with an absorption maximum around 515 nm, which clearly indicated the occur‐
rence of electron-transfer process between TMPyP and graphene. Furthermore, it inferred that
electron injection from the 1(TMPyP)* to the graphene film is feasible because the oxidation
potential of the 1(TMPyP)* is -0.29 V vs normal hydrogen electrode (NHE), which is lower than
the Fermi level of the graphene material (0 V vs NHE); the resulting energy gap hence provides
sufficient driving force for the charge-transfer process.[7, 82]

Malig and coworkers reported the transient absorption characterization studies on the
interactions of zinc phthalocyanines (ZnPc) oligomer–graphene composite both in the ground
state and excited state. The experiment results confirmed that the nature of these interactions
is electron transfer from ZnPc to graphene, both in the ground and in the excited state, affords
an electron-transfer product that survives for several hundred picoseconds.[83] More inter‐
estingly, by combining with characterization results of the steady-state and femtosecond time-
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resolved spectroscopy, Mohammed et al. found that the charge-transfer process at the
porphyrin–graphene carboxylate interfaces could be tuned from zero to very sufficient and
ultrafast by changing the electronic structure of the meso unit and the redox properties of the
porphyrin cavity.[84]

3.2. Energy transfer

Graphene exhibits metallic behavior in many respects, in particular, graphene is shown to be
a good exciton sink due to the highly efficient nonradiative energy transfer from the nearby
fluorescent units through dipole−dipole coupling, which is also known as Forster-type
resonant energy transfer (FRET).[85-89] Recently, FRET has been employed for interpreting
the energy interaction of graphene combined with photoactive materials such as semiconduc‐
tor nanoparticles and dyes (Figure 6).

Theoretical and experimental studies have disclosed efficient energy transfer to graphene
and the process was found to be useful in identifying graphene sheets both on substrates
and in solution.[90] Sebastian et  al.  studied the distance dependence of  the rate of  reso‐
nance energy transfer from the excited state of a dye (pyrene and nile blue) to the π skeleton
of graphene.[91] Using the tight-binding model for the system and the Dirac cone approx‐
imation, the analytic expression for the rate of energy transfer from an electronically excited
dye to graphene was obtained. It was found that graphene is a very efficient quencher of
the electronically excited states and that the rate is proportional to d-4 (d is distance). Koppens
et al. measured Rhodamine emitter lifetimes as a function of Rhodamine–graphene distance
d,  and  found  agreement  with  a  universal  scaling  law,  governed  by  the  fine-structure
constant. The observed emitter decay rate is enhanced 90 times (energy-transfer efficiency
of ∼99%) with respect to the decay in vacuum at distances d ≈ 5 nm.[88] Zhao et al. reported

Figure 5. Photo-excited TMPyP molecules undergo charge-transfer interaction with r-GO (Kamat et al., ACS Nano 2010,
4, 6697-6706).
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their study on employing ethidium bromide (EB) as a model for constructing an inexpen‐
sive  and label-free  biosensor  to  improve the  sensitivity  performance of  GO–DNA-based
sensors. Experiment results indicated that the fluorescence of EB was quenched by GO in
the process of long-range resonance energy transfer.[92]

Figure 6. Nonradiative decay by dipolar coupling to electron–hole pair transition in the graphene surface and to a low‐
er extent through the emission of radiation.

4. Applications of photoactive graphene

Covalent  or  noncovalent functionalization of  graphene with various photoactive compo‐
nents has been considered to be crucial for graphene processing.[44, 45] The photoactive
graphene via  chemical  approach holds  promise  for  optimizing dispersibility  in  common
solvents,  tailoring  surface  chemical  reactivity,  and  tuning  the  electronic  properties  of
graphene.[43]  Therefore,  chemical  functionalization  strategy  produced  photoactive  gra‐
phene  has  many  advantages  over  pristine  graphene  and  bare  photoactive  molecules,
especially in the field of photo-energy conversion devices and as synergistic  catalyst  for
organic synthesis reactions.[93, 94]

4.1. Organic Photovoltaic (OPV)

A typical OPV cell consists of a transparent conductor, a photoactive layer, and an electrode.
OPV cells rely on organic small molecules or polymers for light absorption and charge
transport. Different from the traditional inorganic semiconductors where free electrons and
holes are easily generated under solar illumination, in OPV device, neither bilayer and planar
heterojunction structure or an intermixed bulk heterojunction (BHJ) structure, a strongly
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bound electron–hole pair is generated, and the electron–hole pair needs to be separated by a
acceptor material.[95, 96]

As shown in Figure 7, for P3HT-modified graphene-based solar cells, graphene is expected to
be a good electron-acceptor candidate, because large donor/acceptor interfaces for charge
generation and a continuous pathway for electron transfer will be formed owing to the large
two-dimensional plane structure and the one-atom thickness property of graphene.

Dai et al. created a bilayer photovoltaic device with solution-cast P3HT-GO heterostructure as
donor and electron acceptor of thermally evaporated C60 layer C60.[38] The power conversion
efficiency (PCE) of P3HT-GO solar cells is two times larger than that of the P3HT/C60 device.
Liu et al. prepared a novel type OPV device with BHJ active layer of a solution-processable
functionalized graphene (SPFGraphene) as the acceptor material and electron donor com‐
pound of P3HT.[97] In the ITO/PEDOT:PSS/P3HT:graphene/LiF/Al photovoltaic device, a PCE
of 1.1% was achieved. The SPFGraphene acts as charge dissociation and provide percolation
paths for electron transfer, which promote the active layer yields better carrier mobility, easy
excitons splitting, and suppression of charge recombination, thereby improving photovoltaic
action. Liu and coworkers introduced SPFGraphene in P3HT/PCBM photovoltaic devices. By
taking advantage of the electron-accepting feature of fullerenes and the high electron transport
capability of graphene, a PCE as high as 1.4% was obtained.[98]

4.2. Photocatalysts

Graphene-involved semiconductor photocatalysts have attracted extensive attention because
of their usefulness in environmental and green chemical catalyst applications.[99] Recently,
photoactive-graphene-based photocatalysis has been widely used to catalyze various organic

Figure 7. Organic solar cells prepared by using P3HT/graphene composite as photoactive layer.
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reactions. For example, in Figure 8, photoactive graphene of noncovalently bonded graphene–
polymer (P3HT) composite shows significant advancement of photocatalystic performance in
Mannich reaction over commercial photocatalyst P25 (Loh et al., 2012).[100] Transient optical
absorption studies have inferred that the tertiary amine is oxidized by the positive hole on the
highest occupied molecular orbital (HOMO) of P3HT via single electron transfer to form the
radical cation. At the same time, the excited electron is injected from the lowest unoccupied
molecular orbital (LUMO) of P3HT into GO, which is then used to activate molecular oxygen
to form the dioxygen radical anion; the latter can be stabilized by the aromatic scaffold in GO.
[93] Pan et al. found that incorporation of Rose Bengal (RB) with GO sheet can provide higher
catalyst actively of the visible light induced oxidative C-H functionalization of tertiary amines,
even there was no direct physical interactions between RB and GO.[101]

5. Conclusions and outlooks

This chapter presented some important features of photoactive graphene, from material
synthesis, electron/energy-transfer interaction to organic photovoltaic and photocatalystic
applications. Of particular interest is the utilization of graphene as a two-dimensional platform

Figure 8. GO/P3HT composite as a synergistic photocatalyst (Loh et al., J. Phys. Chem. Lett. 2012, 3, 2332-2336).
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to anchor organic conjugated aromatic molecules and their applications in photo-energy
conversion and photocatalysis.

However, despite many successful examples showing that photoactive graphene holds
excellent properties and great potentials in various applications, there are still some problems
that need to be overcome. One major drawback for the use of photoactive graphene in photo-
energy conversion and photocatalystic application is light absorption without directly
generating long-lived charge carriers.[21] Hence, one needs to take caution in optimizing the
modification degree of photoactive moieties functionalized to graphene surface. Moreover,
optimization of the charge carriers transfer channel of photoactive graphene, as well as
precisely controlling any combination of direction, position, and distance of graphene and
photoactive molecules are also necessary for high-efficiency photo-energy conversion appli‐
cation. More careful design of the chemical functionalization is necessary to exploit the
electronic properties of graphene and photoactive groups, for example, multifunctional
graphene materials with different moieties can provide new ways to design charge-transfer
systems for light energy conversion.

From another point of view, chemists will be needed to develop strategies for rational design
and facial synthesis of photoactive moiety; not only morphology and electronic structure, but
also redox properties are also important for tuning the charge-transfer process of photoactive
graphene, because the more precisely manipulated the charge-transfer efficiency of photoac‐
tive moiety–graphene interfaces, the more favorable it is to improve the photo-electron
conversion efficiency and photocatalytic performance. With more progresses in the material
optimization and novel device design, we believe that photoactive graphene will lead to a wide
range of applications.

Finally, the photoactive graphene researches are still at their initial stages. With the multidis‐
ciplinary efforts from chemistry, physics, and materials science, we believe that much more
progresses in the applications of photoactive graphene will become a reality in the near future.
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Compton Effect in Graphene and in the Graphene-Like

Dielectric Medium
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Abstract

In the introduction and the second part of the chapter, we discuss the Compton effect in
general, and the modern viewpoint on the 2-dimensional carbon crystals called graphene,
where graphene unique properties arise from he collective behavior of electrons governed by
the Dirac equation. The Dirac equation in graphene physics is used for so called pseudospin of
pseudoelectron formed by the hexagonal lattice composed of the systems of two equilateral
triangles with the corresponding particular wave functions. The total wave function of an
electron moving in the hexagonal system is superposition of the particular wave functions. The
crucial step in the graphene physics is the definition of the new spinor function where spinor
function is solution of the Pauli equation in the nonrelativistic situation and Dirac equation
of the generalized case. The corresponding mass of such effective electron is proved to be
approximately zero.

In the third part of the chapter, we deal with the Dirac equation and its Volkov solution and in
the fourth part of the chapter, we discuss the Volkov solution in a dielectric medium.

The fifth part of the chapter, deals with the Compton effect derived from Volkov solution of the
Dirac equation while the sixth part of the chapter, deals with the calculation of the Compton
effect with ultrashort laser pulse, where the pulse is of the Dirac delta-function form.

The seven part of the chapter, deals with Compton effect initiated by two orthogonal plane
waves. We solve the Dirac equation for two different four-potentials of the plane electromagnetic
waves and we specify the solutions of the Dirac equation for two orthogonal plane waves. The
modified Compton formula for the scattering of two photons on an electron is determined.

The conclusion eighth part involves possible perspectives of the Compton effect with regard to
the scientific and technological meaning of the results derived in our contribution.

Keywords: Compton effect, Dirac equation, Volkov solution, dielectric, laser pulse, graphene,

silicene.
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1. Introduction

The Compton effect is the light-particle interaction where the wavelength of scattered photon
is changed. The difference between the Compton effect and the Einstein photoeffect consists
in the fact that during the photoeffect, the energy of photon is transmitted to electron totally.

Compton used in his original experiment [1] the energy of the X-ray photon (∼20 keV) which
was very much larger than the binding energy of the atomic electron, so the electrons could
be treated as being free. Compton scattering usually refers to the interaction involving only
the electrons of an atom. However, the nuclear Compton effect was confirmed too. The
effect is important because it demonstrates that light cannot be explained purely as a wave
phenomenon. The Compton experiment proved that light is composed of particle-like objects
with energy E = h̄ω. The interaction between electrons and high-energy photons is such that
the electron takes part of the photon initial energy, and a photon containing the remaining
energy is emitted in a different direction from the original. If the scattered photon still has
enough energy left, the process may be repeated.

Compton, in his paper [1], derived a simple formula relating the shift of wavelength to the
scattering angle of the X-rays by postulating that each scattered X-ray photon interacted with
only one electron. His paper involves the information on experiments for verification of the
equation:

λ′ − λ =
h

mc
(1 − cos θ), (1)

where λ′ is wavelength of the scattered X-ray and θ is the angle between the incident and
scattered X-ray. The scattering was considered in the laboratory frame where electron was
at rest. Let us remark immediately that eq. (1) has also a limit for m → 0, if and only if
θ → 0. It corresponds to the situation of graphene sheet, where the mass of the so-called
pseudoelectron can be considered zero. This limit can be verified immediately by the visible
light and not by the X-rays. In case of using the X-rays in graphene, we get still the original
Compton process with the real electrons (ionization process in graphene) and not the process
with the so-called pseudoelectrons. The considered process was the so-called one-photon
process with the symbolic equation

γ + e → γ + e. (2)

The differential cross section corresponding to eq. (2) was derived by Klein and Nishina in
the form

dσ

dΩ
=

1
2

e4

m2c4

(
ω′

ω

)2 (
ω′

ω
+

ω

ω′ − sin2 θ

)
. (3)

It is the ratio of the number of scattered photons into the unit solid angle Ω over the number
of incident photons. At the present time with the high-power lasers, there is a possibility
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to realize so-called multiphoton scattering according to equation Nγ + e → Mγ + e, where
N and M are numbers of photons participating in the scattering. N photons are absorbed
at a single point and, after some time, M photons are emitted at the distant point. Let
us remark that in case of the Raman effect, the equation describing the Raman process is
γ + A → γ + A∗ where A denotes atom, or molecule, and A∗ denotes excited atom, or
excited molecule. This Raman process involves also the interaction of the fullerene C60 with
photons.

Equation (3) has also limit for m → 0, if and only if the angle θ is solution of eq. (ω′/ω +

ω/ω′ − sin2 θ) = 0. Such limit corresponds to the Compton effect in graphene with zero
mass of pseudoelectron.

We calculate the Compton process as a result of the Volkov solution [2] of the 3D and 2D
Dirac equation. The Volkov solution involves not only the one-photon scattering but also the
multiphoton scattering of photons on electron. In the time of the Compton experiment in
1922, the Volkov solution was not known, because the Dirac equation was published in 1928
and the Volkov solution in 1935 [2].

In the next part of the chapter, we discuss the modern viewpoint on the two-dimensional
carbon crystals – graphene. Then we discuss the Dirac equation with plane wave and
its Volkov solution including dielectric medium. Then we deal with the calculation of
the Compton effect with ultrashort laser pulse in graphene and graphene-like sheet as
silicene. We consider the case that a charged particle moves in the parallel direction to
the silicene sheet. We include also the classical situation of a charged particle accelerated by
the δ-function form of impulsive force. Then, we discuss the corresponding quantum theory
based on the Volkov solution of the Dirac equation. The modified Compton formula for
frequency of photons generated by the laser pulse is derived. The discussion is extended to
the Dirac equation for two different waves, and the Volkov solution is then determined for the
orthogonal two plane waves. The last part of the chapter is the conclusion, where we consider
the scientific and technological perspectives of the results derived in our contribution.

2. Graphene
Graphene is a two-dimensional carbon sheet which is very consistent (100 times stronger
than steel). It is a very good conductor of heat and electricity. Graphene was investigated
by theorists for decades; however, it was first generated in the laboratory in 2003. Being
two-dimensional, it interacts in a special way with light and with other materials. Researchers
have discovered the bipolar transistor effect, the charge ballistic transport, and the large
quantum oscillations.

Technically, graphene is a crystalline allotrope of carbon with two-dimensional geometrical
properties. More than 70 years ago, Peierls [3] and Landau [4] proved that the
two-dimensional crystal is not stable from the viewpoint of thermodynamics and cannot
exist. The thermodynamic displacements of atoms in such a crystal are of the same size as
the distances between atoms at any finite temperature. Mermin [5] accepted the theoretical
arguments in 1968, and it seemed that many experimental observations were in accord with
the Landau-Peierls-Mermin theory.

However, in 2004, Geim and Novoselov [6], [7] with co-workers at the University of
Manchester in England produced a crystalline sheet of carbon just one-atom thick. Then,
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the Geim group was able to isolate graphene and was able to visualize the new crystal
medium using a simple optical microscope. The Landau-Peierls-Mermin proof remained as
the historical document.

After some time, the new sophisticated methods generating graphene sheets were invented.
The graphene sheets were, e.g., synthesized by passing liquid ethanol droplets into an argon
plasma. The authors of this method are Dato et al. [8].

Graphene is composed of the benzene rings (C6H6) without their H-atoms. Graphene is only
one of the crystalline forms of carbon which crystallize as diamond, graphite, fullerene (C60),
carbon nanotube, and glassy carbon.

Unique physical properties of graphene are caused by the collective behavior of the
quasiparticles called pseudoelectrons having pseudospins, which move according to the
Dirac equation in the hexagonal lattice.

The Dirac fermions in graphene carry unit electric charge. Strong interactions between the
electrons and the carbon atoms result in linear dispersion relation E = vF|p|, where vF is
the so-called Fermi-Dirac velocity, p being the momentum of a pseudoelectron. The Fermi
velocity is approximately only about 300 times less than the speed of light.

The pseudospin of the pseudoelectron follows from the hexagonal form of graphene. Every
hexagonal cell system is composed of the systems of two equilateral triangles. The fermions
in the triangle sub-lattice systems can be described by the wave functions ϕ1 and ϕ2. Then
the adequate wave function of the fermion moving in the hexagonal structure is their
superposition, or ψ = c1 ϕ1 + c2 ϕ2, where c1 and c2 are functions of coordinate x and
functions ϕ1, ϕ2 are functions of the wave vector k and coordinate x. The crucial step in
graphene theory is the definition of the bispinor function with components ϕ1, ϕ2 [9].

The relativistic generalization of nonrelativistic equation E = vF|p| is evidently the
Dirac-Weyl equation for the description of neutrino which can be transcribed in
four-component spinor form as

pµγµ = 0 (4)

and it is possible to prove that this spinor function is solution of the Pauli equation in
the nonrelativistic situation. The corresponding mass of such effective electron is proved
approximately to be zero. So, it follows from this formalism that to describe the Compton
effect on graphene is to solve the Compton effect with quasielectron with zero mass.

The introduction of the Dirac relativistic Hamiltonian in graphene physics has the physical
meaning that we describe the graphene physics by means of electron-hole medium. It is the
analogue of the Dirac theory of the electron-positron vacuum in quantum electrodynamics.
However, the pseudoelectron and pseudospin in graphene physics are not an electron and
the spin of quantum electrodynamics (QED), because QED is the relativistic quantum theory
of the interaction of real electrons and photons where mass of an electron is defined by
classical mechanics and not by collective behavior in the hexagonal sheet called graphene.

The graphene sheet can be considered as the special form of the more general
2D-graphene-like sheets, where, for instance, silicene has the similar structure as graphene
[10] .
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On the other hand, amorphous solids – glasses – lack long-range translational periodicity
in the atomic structure. However, due to chemical bonds, glasses do possess a high degree
of short-range order with respect to local atomic polyhedra. It means that such structures
can be considered as the graphene-like structures with the appropriate index of refraction,
being necessary for the existence of the Čherenkov effect and the Compton effect in dielectric
medium.

The last but not least graphene-like structure can be represented by graphene-based
polaritonic crystal sheet [11], which can be used for the Čherenkov effect and the Compton
effect in the graphene-like dielectric medium with the index of refraction n.

3. Volkov solution of the Dirac equation in vacuum

Volkov solution of the Dirac equation is the mathematical solution of the Dirac equation
with the plane-wave potential. The derivation of the Volkov solution of the Dirac equation
in vacuum is described in the textbook of Berestetzkii et al. [12]. The four-potential in the
Dirac equation

(γ(p − eA)− m)ψ = 0, (5)

is

Aµ = Aµ(ϕ); ϕ = kx. (6)

We suppose that the four-potential satisfies the Lorentz gauge condition

∂µ Aµ = kµ (Aµ)′ =
(
kµ Aµ

)′
= 0, (7)

where the prime denotes derivation with regard to ϕ. From the last equation follows

kA = const = 0, (8)

because we can put the constant to zero. The tensor of electromagnetic field is

Fµν = kµ A′
ν − kν A′

µ. (9)

Instead of the linear Dirac equation (5), we consider the quadratic equation, which we get by
multiplying the linear equation by operator (γ(p − eA) + m), [12]. We get

[
(p − eA)2 − m2 − i

2
eFµνσµν

]
ψ = 0. (10)
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Using ∂µ(Aµψ) = Aµ∂µψ, which follows from eq. (7), and ∂µ∂µ = ∂2 = −p2, with pµ =
i(∂/∂xµ) = i∂µ, we get the quadratic Dirac equation for the four-potential of the plane wave:

[−∂2 − 2i(A∂) + e2 A2 − m2 − ie(γk)(γA′)]ψ = 0. (11)

We are looking for the solution of the last equation in the form

ψ = e−ipxF(ϕ). (12)

After insertion of this relation into (11), we get with (k2 = 0)

∂µF = kµF′, ∂µ∂µF = k2F′′ = 0, (13)

the following equation for F(ϕ):

2i(kp)F′ + [−2e(pA) + e2 A2 − ie(γk)(γA′)]F = 0. (14)

The integral of the last equation is of the form

F = exp
{
−i

∫ kx

0

[
e(pA)

(kp)
− e2

2(kp)
A2

]
dϕ +

e(γk)(γA)

2(kp)

}
u√
2p0

, (15)

where u/
√

2p0 is the arbitrary constant bispinor.

Al powers of (γk)(γA) above the first are equal to zero, since

(γk)(γA)(γk)(γA) = −(γk)(γk)(γA)(γA) + 2(kA)(γk)(γA) = −k2 A2 = 0. (16)

Then we can write

exp
{

e
(γk)(γA)

2(kp)

}
= 1 +

e(γk)(γA)

2(kp)
. (17)

So, the solution is of the form

ψp = R
u√
2p0

eiS =

[
1 +

e
2kp

(γk)(γA)

]
u√
2p0

eiS, (18)
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where u is an electron bispinor of the corresponding Dirac equation

(γp − m)u = 0, (19)

with the normalization condition ūu = 2m.

The mathematical object S is the classical Hamilton-Jacobi function, which was determined
in the form

S = −px −
∫ kx

0

e
(kp)

[
(pA)− e

2
(A)2

]
dϕ. (20)

The current density is

jµ = ψ̄pγµψp, (21)

where ψ̄p is defined as the transposition of (18), or

ψ̄p =
ū√
2p0

[
1 +

e
2kp

(γA)(γk)
]

e−iS. (22)

After insertion of ψp and ψ̄p into the current density, we have

jµ =
1
p0

{
pµ − eAµ + kµ

(
e(pA)

(kp)
− e2 A2

2(kp)

)}
, (23)

which is in agreement with the formula in the Meyer article [13].

If Aµ(ϕ) are periodic functions, and their time-average value is zero, then the mean value of
the current density is

jµ =
1
p0

(
pµ − e2

2(kp)
A2kµ

)
=

qµ

p0
. (24)

4. Volkov solution in a dielectric medium

The mathematical approach to the situation where we consider plane wave solution in a
medium is the same, only with the difference that the Lorentz condition must be replaced
according to Schwinger et al. by the following one [14]:

∂µ Aµ = kA′ = (µε − 1)(η∂)(ηA) = (µε − 1)(ηk)(ηA′) (25)
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with the specification ηµ = (1, 0) as the unit time-like vector in the rest frame of the medium
[14].

For periodic potential Aµ, we then get from eq. (25) instead of kA = 0 the following equation:

kA = (µε − 1)(ηk)(ηA). (26)

Then, we get instead of eq. (14) the following equation for function F(ϕ):

2i(kp)F′ + [−2e(pA) + e2 A2 − ie(γk)(γA′)− ie(µε − 1)(ηk)(ηA′)]F = 0. (27)

The solution of the last equation is the solution of the linear equation of the form y′ + Py = 0,
and it means it is of the form y = C exp(−

∫
Pdx), where C is some constant. So, we can

write the solution as follows:

F = exp
{
−i

∫ kx

0

[
e

(kp)
(pA)− e2

2(kp)
A2

]
dϕ +

e(γk)(γA)

2(kp)
+

e
2(kp)

α

}
u√
2p0

, (28)

where

α = (µε − 1)(ηk)(ηA) (29)

The wave function ψ is then the modified wave function (18), which we can write in the form

ψp =

[
1 +

∞

∑
n=1

(
e

2(kp)

)n
(2α)n−1(γk)(γA)

]
u√
2p0

eiSeT , (30)

where

T =
e

2(kp)
(µε − 1)(ηk)(ηA), (31)

and where we used in the last formula the following relation:

[(γk)(γA)]n = (2α)n−1(γk)(γA). (32)

So, we see that the influence of the medium on the Volkov solution is involved in exp(T),
where T is given by eq. (31) and in the new term which involves the sum of the infinite
number of coefficients.
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5. Compton effect from Volkov solution

We determine the Compton process in vacuum as a result of the Volkov solution of the
Dirac equation. The Volkov solution involves not only the one-photon scattering but also the
multiphoton scattering of photons on electron. In the time of the Compton experiment in
1922, the Volkov solution was not known, because the Dirac equation was published in 1928
and the Volkov solution in 1935.

Now, let us consider electromagnetic monochromatic plane wave which is polarized in circle.
We write the four-potential in the form

A = a1 cos ϕ + a2 sin ϕ, (33)

where the amplitudes ai are the same and mutually perpendicular, or

a2
1 = a2

2 = a2, a1a2 = 0. (34)

The Volkov solution for the standard vacuum situation is of the form

ψp =

{
1 +

(
e

2(kp)

)
[(γk)(γa1) cos ϕ + (γk)(γa2) sin ϕ]

}
u(p)√

2q0
×

exp
{
−ie

(a1 p)
(kp)

sin ϕ + ie
(a2 p)
(kp)

cos ϕ − iqx
}

, (35)

where

qµ = pµ − e2 a2

2(kp)
kµ. (36)

because it follows from eq. (24).

We know that the matrix element M corresponding to the emission of photon by electron in
the electromagnetic field is as follows [12]:

S f i = −ie2
∫

d4xψ̄p′ (γe′∗)ψp
eik′x
√

2ω′
, (37)

where ψp is the electron wave function before the interaction of electron with the laser
pulse and ψp′ is the electron wave function after emission of photon with components
k′µ = (ω′, k′). Symbol e′∗ is the four polarization vector of emitted photon.

Then, we get the following linear combination in the matrix element:
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e−iα1 sin ϕ+iα2 cos ϕ (38)

e−iα1 sin ϕ+iα2 cos ϕ cos ϕ (39)

e−iα1 sin ϕ+iα2 cos ϕ sin ϕ. (40)

where

α1 = e
(

a1 p
kp

− a1 p′

kp′

)
, (41)

and

α2 = e
(

a2 p
kp

− a2 p′

kp′

)
. (42)

Now, we can expand the exponential function into the Fourier transformation where the
coefficients of the expansion will be Bs, B1s, B2s. So we write

e−iα1 sin ϕ+iα2 cos ϕ = e−i
√

α2
1+α2

2 sin(ϕ−ϕ0) =
∞

∑
s=−∞

Bse−isϕ (43)

e−iα1 sin ϕ+iα2 cos ϕ cos ϕ = e−i
√

α2
1+α2

2 sin(ϕ−ϕ0) cos ϕ =
∞

∑
s=−∞

B1se−isϕ (44)

e−iα1 sin ϕ+iα2 cos ϕ sin ϕ = e−i
√

α2
1+α2

2 sin(ϕ−ϕ0) sin ϕ =
∞

∑
s=−∞

B2se−isϕ. (45)

The coefficients Bs, B1s, B2s can be expressed by means of the Bessel function as follows [12]:

Bs = Js(z)eisϕ0 (46)

B1s =
1
2

[
Js+1(z)ei(s+1)ϕ0 + Js−1(z)ei(s−1)ϕ0

]
(47)
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e−iα1 sin ϕ+iα2 cos ϕ cos ϕ (39)

e−iα1 sin ϕ+iα2 cos ϕ sin ϕ. (40)

where

α1 = e
(

a1 p
kp

− a1 p′

kp′

)
, (41)

and

α2 = e
(

a2 p
kp

− a2 p′

kp′

)
. (42)

Now, we can expand the exponential function into the Fourier transformation where the
coefficients of the expansion will be Bs, B1s, B2s. So we write

e−iα1 sin ϕ+iα2 cos ϕ = e−i
√

α2
1+α2

2 sin(ϕ−ϕ0) =
∞

∑
s=−∞

Bse−isϕ (43)

e−iα1 sin ϕ+iα2 cos ϕ cos ϕ = e−i
√

α2
1+α2

2 sin(ϕ−ϕ0) cos ϕ =
∞

∑
s=−∞

B1se−isϕ (44)

e−iα1 sin ϕ+iα2 cos ϕ sin ϕ = e−i
√

α2
1+α2

2 sin(ϕ−ϕ0) sin ϕ =
∞

∑
s=−∞

B2se−isϕ. (45)
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Bs = Js(z)eisϕ0 (46)

B1s =
1
2

[
Js+1(z)ei(s+1)ϕ0 + Js−1(z)ei(s−1)ϕ0

]
(47)
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B2s =
1
2i

[
Js+1(z)ei(s+1)ϕ0 − Js−1(z)ei(s−1)ϕ0

]
, (48)

where the quantity z is defined in [12] through α components as follows:

z =
√

α2
1 + α2

2 (49)

and

cos ϕ0 =
α1
z

; sin ϕ0 =
α2
z

(50)

Functions Bs, B1s, B2s are related to one another as follows:

α1B1s + α2B2s = sBs, (51)

which follows from the well-known relation for Bessel functions:

Js−1(z) + Js+1(z) =
2s
z

Js(z) (52)

The matrix element (37) can be written in the form [12]

S f i =
1√

2ω′2q02q′0
∑
s

M(s)
f i (2π)4iδ(4)(sk + q − q′ − k′), (53)

where the δ-function involves the law of conservation in the form

sk + q = q′ + k′, (54)

where, respecting eq. (24),

qµ = pµ − e2

2(kp)
A2kµ. (55)

Using the last equation, we can introduce the so-called effective mass of electron immersed
in the periodic wave potential as follows:

q2 = m2
∗; m∗ = m

√(
1 − e2

m2 A2
)

(56)
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Formula (56) represents the mass renormalization of an electron mass in the field A. In other
words, the mass renormalization is defined by the equation

mphys = mbare + δm (57)

where δm follows from eq. (56). The quantity mphys is the physical mass that an experimenter
would measure if the particle were subject to Newton’s law F = mphysa. In case of the
periodic field of laser, the quantity δm has the finite value. The renormalization is not
introduced here “by hands,” but it follows immediately from the formulation of the problem
of electron in the wave field.

We can write

q2 = q′2 = m2(1 + ξ2) ≡ m2
∗, (58)

where for plane wave (35) with relations (36)

ξ =
e
m

√
−a2. (59)

It may be easy to see that eq. (58) has very simple limit for m = 0 which is the graphenic
case. Or, in other words, with the help of eq. (59) m2

∗(m = 0) = −e2a2.

According to [12], the matrix element in (53) is of the form

M(s)
f i = −e

√
4πū(p′)

{(
(γe′)− e2a2 (ke′)

2(kp)
(γk)
(kp′)

)
Bs+

e
(
(γa1)(γk)(γe′)

2(kp′)
+

(γe′)(γk)(γa1)

2(kp)

)
B1s +

e
(
(γa2)(γk)(γe′)

2(kp′)
+

(γe′)(γk)(γa2)

2(kp)

)
B2s

}
u(p) (60)

It is possible to show that the total probability of the emission of photons from unit volume
in unit time is [12]

W =
e2m2

4q0

∞

∑
s=1

∫ us

0

du
(1 + u)2 ×

{
−4J2

s (z) + ξ2
(

2 +
u2

1 + u

)(
J2
s+1(z) + J2

s−1(z)− 2J2
s (z)

)}
, (61)

where
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u =
(kk′)
(kp′)

, us =
2s(kp)

m2∗
, z = 2sm2 ξ√

1 + ξ2

√
u
us

(
1 − u

us

)
. (62)

Variables α1,2 are to be expressed in terms of variables u and us from eq. (62).

When ξ � 1 (the condition for perturbation theory to be valid), the integrand (61) can be
expanded in powers of ξ. For the first term of the sum W1, we get

W1 ≈ e2m2

4p0
ξ2

∫ u1

0

[
2 +

u2

1 + u
− 4

u
u1

(
1 − u

u1

)]
1

(1 + u)2 du =

e2m2

4p0
ξ2

[(
1 − 4

u1
− 8

u2
1

)
ln (1 + u1) +

1
2
+

8
u1

− 1
2(1 + u1)2

]
(63)

with u1 ≈ 2(kp)/m2. It is possible to determine the second and the next harmonics as an
analogy with the Berestetzkii approach; however, the aim of this article was only to illustrate
the influence of the dielectric medium on the Compton effect.

Let us consider eq. (54) in the form

sk + q − k′ = q′. (64)

Equation (64) has physical meaning for s = 1, 2, . . . N, s, N being positive integers. s = 1
means the conservation of energy momentum of the one-photon Compton process and s = 2
of the two-photon Compton process and s = N means the multiphoton interaction with N
photons of laser beam with an electron. The multiphoton interaction is nonlinear and differs
from the situation where electron scatters twice or more as it traverses the laser focus.

By analogy, the original Einstein photoelectric equation must be replaced by the more general
multiphoton photoelectric equation in the form

sh̄ω =
1
2

mv2 + Ei, (65)

where Ei is the binding energy of the outermost electron in the atomic system. It means
that the ionization effect occurs also in the case that h̄ω < Ei in case that the number of
participating photons is s > Ei/h̄ω. We will not solve furthermore this specific problem.

We introduce the scattering angle θ between k and k′. In other words, The scattering angle
θ is measured with respect to the incident photon direction. Then, with |k| = nω and
|k′ | = nω′, where n is index of refraction of the dielectric, we get from the squared eq. (64)
in the rest system of electron, where q = (m∗, 0), the following equation:
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s
1

ω′ −
1
ω

=
s

m∗
(1 − n2 cos θ), (66)

which is a modification of the original equation for the Compton process

1
ω′ −

1
ω

=
1
m
(1 − cos θ). (67)

Using relation m2
∗(m = 0) = −e2a2, we get eq. (66) for the situation of the Compton effect in

the graphene sheet:

s
1

ω′ −
1
ω

=
s

m∗(m = 0)
(1 − n2 cos θ) =

s
e
√
−a2

(1 − n2 cos θ), (68)

So, we see that the last Compton formula differs from the original one only by the existence
of the renormalized mass and the occurrence of index of refraction.

We know that the original Compton formula can be written in the form suitable for the
experimental verification, namely:

∆λ = 4π
h̄

mc
sin2 θ

2
, (69)

which was used by Compton for the verification of the quantum nature of light [1]. The
limiting case with m → 0 has the appropriate angle limit θ → 0.

If we consider the Compton process in dielectric, then the last formula goes to the following
form:

∆λ = 2π
h̄

mc
(1 − n2 cos θ). (70)

It is evident that relation λ′ − λ ≥ 0 follows from eq. (1). However, if we put

1 − n2 cos θ ≤ 0, (71)

or equivalently

1
n2 ≤ cos θ ≤ 1, (72)
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then we see that for some angles determined by eq. (72), the relation λ′ − λ ≤ 0 follows. This
surprising result is the anomalous Compton effect which is caused by the index of refraction
of the medium. To our knowledge, it was not published in the optical or particle journals.

The limiting case with m → 0 has the appropriate angle limit n2 cos θ → 1. It means that
there is of the angle shift in this case in comparison with the Compton effect in vacuum.

The equation sk + q = q′ + k′ is the symbolic expression of the nonlinear Compton effect in
which several photons are absorbed at a single point, but only a single high-energy photon
is emitted. The second process where electron scatters twice or more as it traverses the laser
focus is not considered here. The nonlinear Compton process was experimentally confirmed,
for instance, by Bulla et al. [15].

The formula (66) can be also expressed in terms of λ as follows:

sλ′ − λ =
2πs
m∗

(1 − n2 cos θ) (73)

where we have put h̄ = c = 1. In the case of the graphene two-dimensional carbon sheet with
zero mass of the pseudoelectron, we replace the renormalized mass by m∗(m = 0) = e

√
−a2,

which is the new renormalized mass in graphene.

Formula (73) can be used for the verification of the Compton effect in a dielectric medium,
and on the other hand, the index refraction follows from it in the following form:

n2 =
1

cos θ

[
1 − m∗

2πs
(sλ′ − λ)

]
. (74)

It means, if we know the θ, λ, λ′, s, m∗, we are able to determine the index of refraction of
some dielectric medium from the Compton effect. To our knowledge, this method was not
published in the optical journals. In the graphene case, we write as usual m∗(m = 0) =

e
√
−a2 in the last formula.

6. Compton effect initiated by a laser pulse

Let us start with the classical theory of interaction of particle with an impulsive force. We
idealize the impulsive force by the dirac δ-function. Newton’s second law for the interaction
of a massive particle with mass m with an impulsive force Pδ(t) is as follows:

m
d2x
dt2 = Pδ(t), (75)

where P is some constant.

Using the Laplace transform on the last equation, with
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∫ ∞

0
e−stx(t)dt = X(s), (76)

∫ ∞

0
e−st ẍ(t)dt = s2X(s)− sx(0)− sẋ(0), (77)

∫ ∞

0
e−stδ(t)dt = 1, (78)

we obtain

ms2X(s)− msx(0)− mẋ(0) = P. (79)

For a particle starting from rest with ẋ(0) = 0, x(0) = 0, we get

X(s) =
P

ms2 , (80)

and using the inverse Laplace transform, we obtain

x(t) =
P
m

t (81)

and

ẋ(t) =
P
m

. (82)

Let us remark that if we express δ-function by the relation δ(t) = Ḣ(t), H being defined as
a step function, then from eq. (75) follows ẋ(t) = P/m, immediately. The physical meaning
of the quantity P can be deduced from equation F = Pδ(t). After t-integration, we have∫

Fdt = mv = P, where m is mass of a body and v its final velocity (with v(0) = 0). It
means that the value of P can be determined a posteriori and then this value can be used in
more complex equations than eq. (75). Of course it is necessary to suppose that δ-form of the
impulsive force is adequate approximation of the experimental situation.

If we consider the δ-form electromagnetic pulse, then we can write

Fµν = aµνδ(ϕ). (83)
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a step function, then from eq. (75) follows ẋ(t) = P/m, immediately. The physical meaning
of the quantity P can be deduced from equation F = Pδ(t). After t-integration, we have∫

Fdt = mv = P, where m is mass of a body and v its final velocity (with v(0) = 0). It
means that the value of P can be determined a posteriori and then this value can be used in
more complex equations than eq. (75). Of course it is necessary to suppose that δ-form of the
impulsive force is adequate approximation of the experimental situation.

If we consider the δ-form electromagnetic pulse, then we can write

Fµν = aµνδ(ϕ). (83)

Graphene - New Trends and Developments126

where ϕ = kx = ωt − kx. In order to obtain the electromagnetic impulsive force in this form,
it is necessary to define the four-potential in the following form:

Aµ = aµ H(ϕ), (84)

where function H is the Heaviside unit step function defined by the relation

H(ϕ) =

{
0, ϕ < 0
1, ϕ ≥ 0 . (85)

If we define the four-potential by eq. (85), then the electromagnetic tensor with impulsive
force is of the form

Fµν = ∂µaν − ∂νaµ = (kµaν − kνaµ)δ(ϕ) = aµνδ(ϕ). (86)

To find motion of an electron in the δ-form electromagnetic force, we must solve immediately
the Lorentz equation, or, to solve Lorentz equation in general with four-potential Aµ =
aµ A(ϕ) and then replace the four-potential by the eta-function. Following Meyer [13], we
apply his method and then replace Aµ(ϕ) by aµ H(ϕ) in the final result.

The Lorentz equation reads:

dpµ

dτ
=

e
m

Fµν pν =
e
m
(kµa · p − aµk · p)A′(ϕ), (87)

where the prime denotes derivation with regard to ϕ, τ is proper time, and pµ = m(dxµ/dτ).
After multiplication of the last equation by kµ, we get with regard to the Lorentz condition
0 = ∂µ Aµ = aµ∂µ A(ϕ) = kµaµ A′ or k · a = 0 and k2 = 0 the following equation:

d(k · p)
dτ

= 0 (88)

and it means that k · p is a constant of the motion and it can be defined by the initial
conditions, for instance, at time τ = 0. If we put pµ(τ = 0) = p0

µ, then we can write
k · p = k · p0. At this moment, we have

k · p =
mk · dx

dτ
= m

dϕ

dτ
, (89)

or
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dϕ

dτ
=

k · p0

m
. (90)

So, using the last equation and relation d/dτ = (d/ϕ)dϕ/dτ, we can write eq. (87) in the
form

dpµ

dϕ
=

e
k · p0 (kµa · p − aµk · p0)A′(ϕ) (91)

giving (after multiplication by aµ)

d(a · p)
dϕ

= −ea2 A′ (92)

or

a · p = a · p0 − ea2 A. (93)

Substituting the last formula into (91), we get

dpµ

dϕ
= e

(
aµ −

kµa · p0

k · p0

)
dA
dϕ

− e2a2

2k · p0
d(A2)

dϕ
kµ. (94)

This equation can be immediately integrated to give the resulting momentum in the form

pµ = p0
µ − e

(
Aµ −

Aν p0
νkµ

k · p0

)
−

e2 Aν Aνkµ

2k · p0 . (95)

Now, if we put into this formula the four-potential (84) of the impulsive force, then for ϕ > 0
when H > 1, we get

pµ = p0
µ − e

(
aµ −

aν p0
νkµ

k · p0

)
−

e2aνaνkµ

2k · p0 . (96)

The last equation can be used to determine the magnitude of aµ. It can be evidently expressed
as the number of k-photons in electromagnetic momentum. For ϕ < 0, it is H = 0 and,
therefore, pµ = p0

µ
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It is still necessary to say what is the practical realization of the δ-form potential. We
know from the Fourier analysis that the Dirac δ-function can be expressed by integral in
the following form:

δ(ϕ) =
1
π

∫ ∞

0
cos(sϕ)ds. (97)

So, the δ-potential can be realized as the continual superposition of the harmonic waves.
In case it will not be possible to realize it experimentally, we can approximate the integral
formula by the summation formula as follows:

δ(ϕ) ≈ 1
π

∞

∑
0

cos(sϕ). (98)

Now, the quantum mechanical problem is to find solution of the Dirac equation with the
δ-form four-potential (84) and, from this solution, determine the quantum motion of the
charged particle under this potential. After insertion of Ψp and Ψ̄p into the current density
jµ = Ψ∗

pγµ)Ψp), we have

jµ =
1
p0

{
pµ − eAµ + kµ

(
e(pA)

(kp)
− e2 A2

2(kp)

)}
. (99)

which is evidently related to eq. (23).

The so-called kinetic momentum corresponding to jµ is as follows:

Jµ = Ψ∗
p(pµ − eAµ)Ψp) = Ψ̄pγ0(pµ − eAµ)Ψp) =

{
pµ − eAµ + kµ

(
e(pA)

(kp)
− e2 A2

2(kp)

)}
+ kµ ie

8(kp)p0
Fαβ(u∗σαβu), (100)

where

σαβ =
1
2
(γαγβ − γβγα). (101)

Now, we express the four-potential by the step function. In this case, the kinetic momentum
contains the tensor Fµν involving δ-function. It means that there is a singularity at point
ϕ = 0. This singularity plays no role in the situation for ϕ > 0 because, in this case, the
δ-function is zero. Then, the kinetic momentum is the same as jµ. The emission of photons
by electron in the delta-pulse force follows from the matrix element M corresponding to the
emission of photon by electron in the electromagnetic field [12]:

M = −ie2
∫

d4xΨ̄p′ (γe′∗)Ψp
eik′x
√

2ω′
, (102)
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where Ψp is the wave function of an electron before interaction with a pulse and Ψp′ is
the wave function of an electron after interaction and emission of photon with components
k′µ = (ω′, k′). The symbol e′∗ is the four-polarization vector of emitted photon.

If we write Volkov wave function Ψp in the form (18), then, for the impulsive vector potential
(84), we have

S = −px −
[

e
ap
kp

− e2

2kp
a2
]

ϕ, R =

[
1 +

e
2kp

(γk)(γa)H(ϕ)

]
. (103)

So, we get the matrix element in the form

M = g
∫

d4xΨ̄p′OΨp
eik′x
√

2ω′
, (104)

where O = γe′∗, g = −ie2 in case of the electromagnetic interaction and

Ψ̄p′ =
ū√
2p′0

R̄(p′)e−iS(p′). (105)

In such a way, using the above definitions, we write the matrix element in the form

M =
g√
2ω′

1
2p′02p0

∫
d4xR̄(p′)OR(p)e−iS(p′)+iS(p)eik′x. (106)

The quantity R̄(p′) follows immediately from eq. (103), namely:

R̄′ =

[
1 +

e
2kp′

(γk)(γa)H(ϕ)

]
=

[
1 +

e
2kp′

(γa)(γk)H(ϕ)

]
. (107)

Using

− iS(p′) + iS(p) = i(p′ − p) + i(α′ − α)ϕ, (108)

where

α =

(
e

ap
kp

− e2

2
a2

kp

)
, α′ =

(
e

ap′

kp′
− e2

2
a2

kp′

)
, (109)
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where Ψp is the wave function of an electron before interaction with a pulse and Ψp′ is
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S = −px −
[

e
ap
kp

− e2

2kp
a2
]

ϕ, R =

[
1 +

e
2kp

(γk)(γa)H(ϕ)

]
. (103)

So, we get the matrix element in the form

M = g
∫

d4xΨ̄p′OΨp
eik′x
√

2ω′
, (104)

where O = γe′∗, g = −ie2 in case of the electromagnetic interaction and

Ψ̄p′ =
ū√
2p′0

R̄(p′)e−iS(p′). (105)

In such a way, using the above definitions, we write the matrix element in the form

M =
g√
2ω′

1
2p′02p0

∫
d4xR̄(p′)OR(p)e−iS(p′)+iS(p)eik′x. (106)

The quantity R̄(p′) follows immediately from eq. (103), namely:

R̄′ =

[
1 +

e
2kp′

(γk)(γa)H(ϕ)

]
=
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1 +

e
2kp′

(γa)(γk)H(ϕ)

]
. (107)
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e
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kp
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2
a2

kp
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(
e

ap′

kp′
− e2

2
a2

kp′

)
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we get

M =
g√
2ω′

1
2p′02p0

∫
d4xūR̄(p′)OR(p)uei(p′−p)xei(α′−α)ϕeik′x. (110)

Putting

R̄(p′)OR(p)ei(α′−α)ϕ =
1

2π

∫ ∞

−∞
D(s)e−isϕds (111)

with the inverse transform

D(s) =
∫ ∞

−∞
dϕeisϕR̄(p′)OR(p)ei(α′−α), (112)

we get after x-integration

M =
g√
2ω′

1√
2p′02p0

∫
dsū(p′)D(s)u(p)δ(4)(ks + p − k′ − p′). (113)

We see from the presence of the δ-function in eq. (113) that during the process of the
interaction of electron with the laser pulse, the energy-momentum conservation law holds
good

sk + p = k′ + p′. (114)

The last equation has physical meaning for s = 1, 2, . . . N, N being a positive integer. s = 1
means the conservation of energy momentum of the one-photon Compton process and s = 2
of the two-photon Compton process and s = N means the multiphoton interaction with N
photons of laser pulse with electron. The multiphoton interaction is nonlinear and differs
from the situation where electron scatters twice or more as it traverses the laser focus. The
analogical situation is valid for the photoelectric equation.

Now, let us determine D(s). With regard to the mathematical relation H2(ϕ) = H(ϕ), we
can put

R̄(p′)OR(p) = A + BH(ϕ) (115)

where
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A = γe′∗ (116a)

and

B =
e

2(kp)
(γe′∗)(γk)(γa) +

e
2(kp′)

(γa)(γk)(γe′∗)+

e2

4(kp)(kp′)
(γa)(γk)(γe′∗)(γk)(γa). (116b)

In such a way,

D(s) = A
∫ ∞

−∞
ei(α′−α+s)ϕdϕ + B

∫ ∞

−∞
ei(α′−α+s)ϕ H(ϕ)dϕ =

(2π)Aδ(α′ − α + s) + (2πi)B
1

α′ − α + s
(117)

as a consequence of the integral

∫ ∞

0
e−εx sin mxdx =

m
ε2 + m2 (118)

for m → 0.

The total probability of the emission of photons during the interaction of the laser pulse with
electron is as follows:

W =
∫ 1

2 ∑
spin.polar.

|M|2
VT

d3 p′d3k′

(2π)6 . (119)

There are two substantial mathematical operations for the evaluation of W. The one step is
to use, after performing |M|2, the following mathematical identity:

(2π)8δ(4)(sk + p − p′ − k′)δ(4)(p + s′k − p′ − k′) =

(2π)4VT
δ(s − s′)

δ(0)
δ(4)(p + sk − p′ − k′), (120)
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where V is the space volume and T is time interval, and the second step is the determination
of Trace, because according to the quantum electrodynamics of a spin, it is possible to show
that [12]

1
2 ∑

spin.polar.
|M|2 =

1
2

Tr
{
(γp′ + m)D(γp + m)γ0D+γ0

}
, (121)

where in our case, quantity D is given by eq. (117).

In order to determine Tr or spur of the combinations of γ-matrix, it is suitable to know some
relations. For instance:

Tr(aγ)(bγ) = 4ab, Tr(aγ)(bγ)(cγ) = 0, (122)

Tr(aγ)(bγ)(cγ)(dγ) = 4 [(ab)(cd)− (ac)(bd) + (ad)(bc)] . (123)

Then,

Tr
[
(γp′ + m)D(γp + m)D̄

]
= S1 + S2 + S3 + S4; D̄ = γ0D+γ0 (124)

with

S1 = Tr[γp′DγpD̄] (125)

S2 = Tr[mDγpD̄] (126)

S3 = Tr[mγp′DD̄] (127)

S4 = Tr[m2DD̄], (128)

where D is given by eq. (117) and A and B are given by eqs. (116b) and (116b).

Now, it is evident that the total calculation is complex and involves many algebraic operations
with γ-matrices and δ-functions. At this moment, we restrict the calculations to the most
simple approximation where we replace the term in brackets in eq. (18) by unit, and so we
write instead of eq. (18)

Ψp ∼ u√
2p0

eiS (129)
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which is usually used in similar form for the nonrelativistic calculations as it is discussed in
[12]. Then,

M =
g√
2ω′

1
2p′02p0

∫
dx4ū(γe′∗)uei(p′−p)xei(α′−α)ϕeik′x =

g√
2ω′

1
2p′02p0

ū(γe′∗)uδ(4)(lk + p − p′ − k′), (130)

where

l = α − α′. (131)

In this simplified situation, R̄OR reduces to A = γe′∗. Then, using relation γ̄µ = γµ with a
consequence Ā = A and relations (122) and (123), we get

S1 = Tr[γp′AγpĀ] = 4
[
(p′e′∗)(pe′∗)− (pp′)(e′∗e′∗) + (p′e′∗)(pe′∗)

]
(132)

S2 = Tr[mAγpĀ] = 0 (133)

S3 = Tr[mγp′AĀ] = 0 (134)

S4 = Tr[m2 AĀ] = 4m2(e′∗e′∗). (135)

At this moment, we can write probability of the process W in the form:

W =
∫ 1

2 ∑
spin. polar.

|M|2
VT

d3 p′d3k′

(2π)6 =

∫ d3 p′d3k′

(2π)6
1
2
(S1 + S2 + S3 + S4)

1
(2π)2 δ(4)(lk + p − p′ − k′) =

∫ d3 p′d3k′

(2π)6
1
2

δ(4)(lk + p − p′ − k′)4
{
(p′e′∗)(pe′∗) + (e′∗e′∗)(m2 − (pp′))

}
. (136)

The presence of the δ-function in the last formula is expression of the conservation law
lk + p = k′ + p′, which we write in the form

Graphene - New Trends and Developments134



which is usually used in similar form for the nonrelativistic calculations as it is discussed in
[12]. Then,

M =
g√
2ω′

1
2p′02p0

∫
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lk + p − k′ = p′. (137)

If we introduce the angle Θ between k and k′, then, with |k| = ω and |k′ | = ω′, we get from
the squared eq. (137) in the rest system of electron, where p = (m, 0), the following equation:

l
1

ω′ −
1
ω

=
l
m
(1 − cos Θ); l = α − α′, (138)

which is a modification of the original equation for the Compton process

1
ω′ −

1
ω

=
1
m
(1 − cos Θ). (139)

We observe that the basic difference between single-photon interaction and δ-pulse
interaction is the factor l = α − α′.

We know that the last formula of the original Compton effect can be written in the form
suitable for the experimental verification, namely:

∆λ = 4π
h̄

mc
sin2 Θ

2
, (140)

which was applied Compton for the verification of the quantum nature of light.

We can express eq. (138) in a new form. From equation lk + p = k′ + p′, we get after
multiplying it by k in the rest frame of electron

kp′ = ωm − ωω′(1 − cos Θ) (141)

Then, l in eq. (138) is given by the formula (a ≡ (v, w)):

l =
2evm − e2a2

2ωm
− 2eap′ − e2a2

2ω[m − ω′(1 − cos Θ)]
. (142)

This equation (138) can be experimentally verified by the similar methods which were used
by Compton for the verification of his formula. However, it seems that the interaction of the
photonic pulse substantially differs from the interaction of a single photon with electron.

The equation lk + p = k′ + p′ is the symbolic expression of the nonlinear Compton effect in
which several photons are absorbed at a single point, but only single high-energy photon is
emitted. The second process where electron scatters twice or more as it traverses the laser
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focus is not considered here. The nonlinear Compton process was experimentally confirmed,
for instance, by Bulla et al. [15].

The present text is a continuation of the author discussion on laser acceleration [16, 17, 18],
where the Compton model of laser acceleration was proposed.

The δ-form laser pulses are here considered as an idealization of the experimental situation
in laser physics. Nevertheless, it was demonstrated theoretically that at the present time, the
zeptosecond and sub-zeptosecond laser pulses of duration 10−21 − 10−22 s can be realized
by the petawatt lasers [19].

7. Compton effect initiated by two orthogonal plane waves

The project with the two laser waves is the next goal and the future direction of the laser
physics of elementary particles. The two laser beams can replace many laser beams in the
thermonuclear reactor such as ITER in Cadarache near Aix-en-Provence in France. At the
same time, the two-laser system can be considered in chemistry as a catalyzer which was not
known before the laser physics.

We solve the Dirac equation for two different four-potentials of the plane electromagnetic
waves. We specify the solutions of the Dirac equation for two orthogonal plane waves.

The modified Compton formula for the scattering of two photons on an electron is
determined. The solution of the Dirac equation for two waves was found by Sen Gupta
[20, 21] in the form of the Fourier series, however without immediate application. The
solution of the Dirac equation for two waves with the perpendicular polarization was given
by Lyulka [22-25] who described the decay of particles in two laser fields. The derivation
of two-wave solution is not presented in his articles. So, we investigated the situation and
presented new results.

The total four-potential Vµ is a superposition of the potentials Aµ and Bµ as follows:

Vµ = Aµ(ϕ) + Bµ(χ), (143)

where ϕ = kx and χ = κx and k �= κ.

The Lorentz condition gives

∂µVµ = 0 = kµ
∂Aµ

∂ϕ
+ κµ

∂Bµ

∂χ
= kµ Aµ

ϕ + κµBµ
χ , (144)

where the subscripts ϕ, χ denote partial derivatives. Equation (144) takes a more simple
form if we notice that partial differentiation with respect to ϕ concerns only Aµ and partial
differentiation with respect to χ concerns only Bµ. So we write instead eq. (144).

∂µVµ = 0 = kµ(Aµ)′ + κµ(Bµ)′ = kA′ + κB′. (145)
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Without loss of generality, we can write instead of eq. (145) the following one:

kµ(Aµ)′ = 0; κµ(Bµ)′ = 0, (146)

or,

kA = const = 0; κB = const = 0, (147)

putting integrating constant to zero.

The electromagnetic tensor Fµν is expressed in the new variables as in eq. (5)

Fµν = kµ A′
ν − kν A′

µ + κµB′
ν − κνB′

µ. (148)

Now, we write Dirac equation for the two potentials in the form

[−∂2 − 2ie(V∂) + e2V2 − m2 − i
2

eFµνσµν]ψ = 0, (149)

where V = A + B, Fµν is given by eq. (148) and the σ-term is defined as follows:

i
2

eFµνσµν = ie(γk)(γA′) + ie(γκ)(γB′) (150)

We assume the solution of eq. (149) in the Volkov form, or

ψ = e−ipxF(ϕ, χ). (151)

After performing all operations in eq. (149), we get the partial differential equation for
function F(ϕ, χ):

−2kκFϕχ + (2ipk − 2ikB)Fϕ + (2ipκ − 2ieAκ)Fχ +

(e2(A + B)2 − 2e(A + B)p − ie(γk)(γAϕ)− ie(γκ)(γBχ))F = 0. (152)

Equation (152) was simplified by the author [20], putting kκ = 0. However, to get the
Compton effect-initiated two orthogonal waves, we ignore this simplification and write
eq. (152) in the following form:
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aFϕ + bFχ + cF = 2kκFϕχ, (153)

where

a = 2ipk − 2iekB; b = 2ipκ − 2ieκA (154)

and

c = e2(A + B)2 − 2e(A + B)p − ie(γk)(γA′)− ie(γκ)(γB′) (155)

and the term of the two partial derivations is not present because of kκ = 0.

For the field which we specify by the conditions

kB = 0; κA = 0; AB = 0, (156)

we have

2ipkFϕ + 2ipκFχ + (e2 A2 + e2B2 − 2epA − 2epB − ie(γk)(γA′) −
ie(γκ)(γB′))F = 2kκFϕχ. (157)

Now, let us put

F(ϕ, χ) = X(ϕ)Y(χ). (158)

After insertion of eq. (158) into eq. (157) and division of the new equation by XY, we get the
terms depending only on ϕ and on χ. Or we get

(
2i(pk + ikκ)

X′

X
+ e2 A2 − 2epA − ie(γk)(γA′)

)
+

(
2i(pκ + ikκ)

Y′

Y
+ e2B2 − 2epB − ie(γκ)(γB′)

)
= 0 (159)

So, there are terms dependent on ϕ and terms dependent on χ only in eq. (159). The only
possibility is that they are equal to some constant λ and −λ. Then,
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2i(pk + ikκ)X′ + (e2 A2 − 2epA − ie(γk)(γA′))X = λX (160)

and

2i(pκ + ikκ)Y′ + (e2B2 − 2epB − ie(γκ)(γB′))Y = −λY (161)

We put λ = 0 without loss of generality. In such a way, the solution of eq. (159) is the solution
of two equations only. Because the form of every equation is similar to the form of eq. (14),
we can write the solution of these equations as follows:

X =

[
1 +

e
2(kp + ikκ)

(γk)(γA)

]
u√
2p0

eiS1 , (162)

with

S1 =
∫ kx

0

e
(kp + ikκ)

[
(pA)− e

2
(A)2

]
dϕ. (163)

and

Y =

[
1 +

e
2(κp + ikκ)

(γκ)(γB)
]

u√
2p0

eiS2 , (164)

with

S2 = −
∫ κx

0

e
(κp + ikκ)

[
(pB)− e

2
(B)2

]
dχ. (165)

The total solution is then of the form

ψp =

[
1 +

e
2(kp + ikκ)

(γk)(γA)

] [
1 +

e
2(κp + ikκ)

(γκ)(γB)
]

u√
2p0

ei(S1(A)+S2(B)). (166)

In the case of the two non-collinear laser beams, the problem was solved by Lyulka in 1974
for two linearly polarized waves [22]:

A = a1 cos ϕ; B = a2 cos(χ + δ) (167)

Compton Effect in Graphene and in the Graphene-Like Dielectric Medium 139



with the standard conditions for ϕ, χ, k, κ, and δ being the phase shift.

The two-wave Volkov solution is given by eq. (166), and the matrix elements with
corresponding calculation ingredients are given by the standard method as it was shown
by Lyulka [22].

It was shown in [22] that

qµ = pµ − e2 a2
1

2(kp)
kµ − e2 a2

2
2(κp)

κµ (168)

and

m2
∗ = m2

(
1 −

e2a2
1

m2 −
e2a2

2
m2

)
, (169)

which is for the massless graphene limit, the following one m2
∗(m = 0) = −e2(a2

1 + a2
2).

The matrix element involves the extended law of conservation. Namely:

sk + tκ + q = q′ + k′ + κ′, (170)

where the s and t are natural numbers. The last equation has natural interpretations. The
photon object with momenta sk and tκ interacts with electron with momentum q. After
interaction, the electron has a momentum q′ and two photons are emitted with momenta k′

and κ′.

We can write eq. (170) in the equivalent form:

sk + q − k′ = q′ + κ′ − tκ. (171)

From the squared form of the last equation and after some modification, we get the
generalized equation of the double Compton process for s = t = 1:

1
ω′ −

1
ω

=
1

m∗
(1 − cos Θ) +

Ω′ − Ω
ωω′ − ΩΩ′

ωω′m∗
(1 − cos Ξ), (172)

where Ξ is the angle between the 3-momentum of the κ-photon and the 3-momentum of
the κ′-photons with frequency Ω and Ω′, respectively. In the situation of graphene with the

massless limit, we replace the renormalized mass in eq. (172) by m∗(m = 0) = e
√
−a2

1 − a2
2.

Let us remark that if the frequencies of the photons of the first wave substantially differ
from the frequencies of the photons of the second wave, then eq. (172) can be experimentally
verified by the same method as the original Compton formula. To our knowledge, formula
(172) is not involved in the standard textbooks on quantum electrodynamics.
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with the standard conditions for ϕ, χ, k, κ, and δ being the phase shift.

The two-wave Volkov solution is given by eq. (166), and the matrix elements with
corresponding calculation ingredients are given by the standard method as it was shown
by Lyulka [22].

It was shown in [22] that

qµ = pµ − e2 a2
1

2(kp)
kµ − e2 a2

2
2(κp)

κµ (168)

and

m2
∗ = m2

(
1 −

e2a2
1

m2 −
e2a2

2
m2

)
, (169)

which is for the massless graphene limit, the following one m2
∗(m = 0) = −e2(a2

1 + a2
2).

The matrix element involves the extended law of conservation. Namely:

sk + tκ + q = q′ + k′ + κ′, (170)

where the s and t are natural numbers. The last equation has natural interpretations. The
photon object with momenta sk and tκ interacts with electron with momentum q. After
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and κ′.

We can write eq. (170) in the equivalent form:
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8. Perspectives

We have considered the Compton effect in the framework of the Volkov solution of the Dirac
equation assuming that the process occurred in vacuum and in medium with the index of
refraction n. The determination of the index of refraction follows from the Compton effect.
Mass renormalization of electron is involved in the Volkov solution.

The harmonic oscillator with frequency ω0 and the dispersion theory leads to the known
formula for the index of refraction of matter [26]. The index of refraction derived in the
dispersion theory based on the damped oscillator is given by the formula [27]

n = 1 + 2πN
e2

m
ω2

0 − ω2

(ω2
0 − ω2)2 + γ2ω2

, (173)

where N is number of electrons in the unit of volume. The modern aspects can be found
in the Crenshaw article [28]. So, to consider the Compton effect in dielectric medium is the
perspective problem.

The interesting result of our article is the derivation that for some scattering angles given
by eq. (70), there exists the so-called anomalous Compton effect, where the wavelengths
of scattered photons are shorter than the wavelengths of the original photons. To our
knowledge, information of this effect was not published in the physical journals.

The Compton scattering is, at the present time, the elementary laboratory problem because
for the monochromatic X-rays for λ = 1, the shift of wavelength is several percent. This is
quantity which can be easily measured. On the other hand, the Compton wavelength shift
for the visible light is only 0,01 percent. It means that the measurement of the Compton
effect for the visible light in the dielectric medium involves the subtle approach.

We have also discussed the problem of the Dirac equation with the two-wave potentials of
the electromagnetic fields. While the Volkov solution for one potential is well known for a
long time, the Compton process with two beams was not investigated experimentally by any
laboratory.

It is possible to consider the situation with the sum of N waves, or

V =
N

∑
i=1

Ai(ϕi) ϕi = kix. (174)

The problem of the laser compression of target by many beams, involving the Compton
effect, is one of the actual problems of the contemporary laser physics. The goal of the
experiments is to generate the physical implosion in the spherical target. The light energy
is absorbed by the target and generates a high-temperature plasma with high pressure of a
few hundred megabars. For the process sufficiently spherically symmetric, the central area
is heated up to 5–10 keV and fusion reaction starts [29] . The solution of that problem in the
general form is a difficult one, and it can be solved only by the special laser institutions such
as the Lebedev Institute of Physics, the Lawrence Livermore National Laboratory, and so on.
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New experiments can be realized and new measurements performed by means of the laser
pulses, giving new results and discoveries.
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Abstract

Self-organized graphite sheet nanostructures composed of graphene have been studied
intensively. Carbon nanowalls and related sheet nanostructures are layered graphenes
with open boundaries. The sheets form a self-supported network of wall structures with
thicknesses in the range from a few nanometers to a few tens of nanometers, and with a
high aspect ratio. The large surface area and sharp edges of carbon nanowalls could
prove useful for a number of different applications. Fabrication techniques of carbon
nanowalls and possible applications using carbon nanowalls as nanoplatform in the area
of electrochemistry and tissue engineering have been described. Radical injection techni‐
que was successfully applied to fabricate straight and large-size monolithic carbon nano‐
sheet. The structure of carbon nanowalls was controlled by changing the total pressure
and input power. In addition, the structure of carbon nanowalls was modified by O2 plas‐
ma etching and H2O2 treatment. Using carbon nanowalls as platform would be the most
promising and important application. Carbon nanowalls were used as electrode to detect
several biomolecules. In addition, carbon nanowalls were oxidized by the surface treat‐
ment using atmospheric pressure plasma, and proteins such as bovine serum albumin
were immobilized on these surface. Moreover, carbon nanowalls were used as scaffold
for cell culturing. The dependence of the cell culturing rates and morphological changes
of HeLa cells on carbon nanowall scaffolds with different densities and wettability were
systematically investigated. Nanoplatform based on vertical nanographene offers great
promise for providing a new class of nanostructured electrodes for electrochemical sens‐
ing, biosensing and energy conversion applications.

Keywords: carbon nanowalls, vertical nanographene, nanoplatform, electrochemistry, bi‐
osensing

1. Introduction

It is well known that sp2 carbon can lead to various kinds of layered structures. Among these
structures, graphene (monolayer and few layers) is an actual two-dimensional material with

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



the large anisotropy between the in-plane and out-of-plane directions. Planar graphene films
with respect to the substrate have been synthesized by thermal decomposition of carbon-
terminated silicon carbide and chemical vapor deposition (CVD) on metals such as nickel (Ni)
and copper (Cu) substrates [1-3]. On the other hand, plasma-enhanced CVD (PECVD) is among
the early methods to synthesize vertically standing carbon sheet structures [4-17]. These
structures are called as carbon nanowalls (CNWs), carbon nanoflakes, and carbon nanosheets.
CNWs and related nanocarbon structures consist of nanographene sheets standing vertically
on a substrate. Figure 1 shows a schematic illustration of CNWs, where few-layer graphenes
composed of nanographite domains form a self-supported network of wall structures. The
mazelike architecture of CNWs with large-surface-area graphene planes and a high density of
graphene edges would be useful as platform for electrochemical applications as well as tissue
engineering such as scaffold for cell culturing [18-25].

Figure 1. Schematic illustration of CNWs.

CNWs and related sheet nanostructures have been synthesized using several PECVD techni‐
ques, which are similar to those utilized for growing carbon nanotubes (CNTs) and diamond
thin films. For the growth of CNWs, typically, a mixture of methane (CH4) and hydrogen (H2)
is employed as source gases. A certain amount of hydrogen (H) atoms are required for growing
CNWs. In general, microwave plasma and inductively coupled plasma (ICP) have been used
for the growth of CNWs. These are high-density plasmas and are suitable for decomposing
H2 molecules efficiently. Or more specifically, radio frequency (rf) capacitively coupled plasma
(CCP) with H radical injection and very high frequency (VHF) plasma with H radical injection
have been applied to synthesize of CNWs. Pressures are ranging from 1 Pa to atmospheric
pressure. Preparation of metal catalysts such as iron (Fe) and cobalt (Co) on the substrate is
essential for the growth of CNTs. Unlike the CNT growth, CNWs do not require such catalysts
for their nucleation. CNW growth has been conducted on several substrates including Si,
SiO2, and Al2O3 without the use of catalysts at substrate temperatures of 500-700°C [5]. In view
of the practical use of CNWs for device applications such as biosensors or electrochemical
sensors in micrototal analysis system, further investigations should be performed to enable
control of structures and surface properties of CNWs.

In this chapter, fabrication techniques of CNWs and possible applications using CNWs as
nanoplatform in the area of electrochemistry and tissue engineering are described. In the
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beginning, characterizations of CNWs are outlined. Then synthesis method for CNWs using
VHF CCP with H radical injection is presented. Radical injection technique was successfully
applied to fabricate straight and large-size monolithic carbon nanosheet. The VHF CCP with
H radical injection was developed with the aim of achieving large-area growth of CNWs with
a reasonable growth rate. The structure of CNWs was controlled by changing the total pressure
and VHF power. In addition, the structure of CNWs was modified by O2 plasma etching and
hydrogen peroxide (H2O2) treatment.

In  the  latter  half  of  this  chapter,  the  electrochemical  application of  CNWs is  described.
Biosensing with CNWs is a promising application. Dopamine, ascorbic acid, and uric acid
are compounds of  great  biomedical  interest,  which all  are  essential  biomolecules  in  our
body fluids. CNWs were used as electrode to detect these biomolecules. In addition, CNWs
were oxidized by the surface treatment using atmospheric pressure plasma, and proteins
such  as  bovine  serum  albumin  were  immobilized  on  these  surface.  Electrochemical
properties of surface-decorated electrodes were investigated. Moreover, CNWs were used
as scaffold for cell culturing. The dependence of the cell-culturing rates and morphologi‐
cal changes of HeLa cells on CNW scaffolds with different densities and wettability were
systematically investigated.

2. Brief description of carbon nanowalls

CNWs are mazelike architecture consisting of few-layer graphenes standing vertically on a
substrate, as was illustrated in Figure 1. The CNW sheet itself is composed of nanodomains of
a few tens of nanometers in size. Scanning electron microscopy (SEM) images of CNWs with
different morphology are shown in Figures 2(a) -2(d). The morphology of CNWs depends on
the synthesis conditions, including pressure, substrate temperature, source gas mixtures, and
the type of plasma used for the synthesis. Typical mazelike architecture (Figure 2(a)), isolated
vertical nanosheets (Figure 2(b)), and highly branched type (Figure 2(c)) have been fabricated.
Moreover, straight and aligned CNWs with regular spacing (Figure 2(d)) was obtained on the
substrate set perpendicular to the electrode plate in the case of growth using rf CCP with H
radical injection [9].

Figures 3(a) and 3(b) show typical transmission electron microscopy (TEM) images of CNW
with a micrometer-high planar nanosheet structure, which was synthesized using electron
beam excited plasma-enhanced CVD [12]. Despite the relatively smooth surface, each sheet in
CNWs is actually composed of nanographite domains of a few tens of nanometers distin‐
guished by domain boundaries as shown in Figure 3(a). Graphene layers are clearly observed
in the high-resolution TEM image of the CNW shown in Figure 3(b). The spacing between
neighboring graphene layers was approximately 0.34 nm.

Figure 4 shows a typical Raman spectrum of CNW film formed on Si substrate, which was
measured at room temperature using a 514.5-nm line of an argon laser. Typical Raman
spectrum for the CNWs has two strong peaks at 1590 cm-1 (G band), indicating the formation
of graphitized structure and at 1350 cm-1 (D band) corresponding to the disorder-induced
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phonon mode. The peak intensity of D band is comparable or twice as high as that of G band.
The sharp and strong D band peak suggests a more nanocrystalline structure, and the presence
of graphene edges and small graphite domains. It is noted that the G band peak is accompanied
by a shoulder peak at 1620 cm-1. This shoulder peak is often designated as D' band and
associated with finite-size graphite crystals and graphene edges [26,27]. The strong and sharp
D band peak and D' band peak are prevalent features of CNWs [8,11,13]. The 2D band peak
at 2690 cm-1 is used to confirm the presence of few-layer graphene. It originates from a double
resonance process that links phonons to the electronic band structure [28,29].

Carbon materials such as grassy carbon and conductive doped diamond have been widely
used in both analytical and industrial electrochemistry due to their low cost, wide potential
window, relatively inert electrochemistry, and electrocatalytic activity for a variety of redox
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Figure 3. (a) TEM image of CNW grown using electron beam excited plasma-enhanced CVD and (b) high-resolution
TEM image of CNW showing graphene layers [12].
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reactions. For the electrochemical applications, these carbon-based electrodes are often
decorated with catalyst nanoparticles such as platinum (Pt). As was illustrated in Figure 1,
CNW film has many graphene edges, and the CNW sheet itself is composed of nanographite
domains of a few tens of nanometers in size. These graphene edges and domain boundaries
are chemically reactive and are modified easily with several types of surface termination, e.g.,
C-NH2, C-OH, and C-COOH. Furthermore, Pt nanoparticles were preferably deposited on the
defects such as grain boundaries on the surface of graphite [24]. Therefore, the structure of
CNWs can be suitable for the platform of the electrochemical and biosensing applications. This
kind of vertical-nanographene-based electrochemical platform with the high surface area and
electrocatalytic activity offers great promise for creating revolutionary nanostructured
electrodes for electrochemical sensing and biosensing, fuel cells and energy-conversion
applications.

The morphology and electrical properties of CNW film depend on the synthesis conditions,
including source gases, pressure, process temperature, and the type of plasma used for the
growth of CNWs. We can expect a wide variety of applications based on their structure or
electrical properties. For the electron emitters, CNWs with atomically thin edges, moderate
spacing, and excellent height uniformity are required. For the membrane filter using honey‐
comb structure of CNWs, the spacing between adjacent nanowalls should be controlled.
Moreover, CNWs should be detached from the substrate to obtain freestanding membrane,
and the CNW membrane should be attached to the different materials. On the other hand, less
aligned, dense CNW film with large surface area can be used as gas storage application, while
vertical alignment and crystallinity of CNWs can be less crucial.

In view of the practical applications using CNWs, desirable structures and electrical and
chemical properties of CNWs depend on the area of their applications. Therefore, structures,
electrical properties, surface chemical properties of CNWs and related sheet nanostructures
should be controlled according to their applications. Although the nucleation mechanism of
CNWs is still unclear, ion bombardment on the substrate would have some effect on the
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nucleation of nanographene at the very early growth stage [30]. The growth of CNWs was
enhanced occasionally by using metal substrates such as Ni and iron (Fe) [4]. The spacing
between adjacent nanowalls and thickness of nanowalls would be affected by the density ratio
of CxHy radicals to H atoms [31]. The addition of Ar into the source gas would induce the
secondary nucleation at the wall surface, resulting in the formation of highly branched CNWs
with high surface to volume ratio as shown in Figure 2(c). On one hand, branching could be
suppressed and straight and large-size monolithic carbon nanosheet could be obtained by the
addition of oxygen into the source gas [32]. In view of the practical use of CNWs for device
applications such as biosensors or electrochemical sensors in the form of micrototal analysis
system, postprocesses such as integration techniques, including etching and coating of CNWs
and surface functionalization should be established. Figure 5 shows schematic illustration of
CNW structures that should be controlled in the nucleation and growth stages and modified
by the postprocesses, including etching and surface functionalization. Hereafter, we describe
the recent development of CNW fabrication with emphasis on the structure control for
realizing carbon nanoplatform working in the area of electrochemical and bio applications.

growth of CNWs. We can expect a wide variety of applications based on their structure or 
electrical properties. For the electron emitters, CNWs with atomically thin edges, moderate 
spacing, and excellent height uniformity are required. For the membrane filter using 
honeycomb structure of CNWs, the spacing between adjacent nanowalls should be 
controlled. Moreover, CNWs should be detached from the substrate to obtain freestanding 
membrane, and the CNW membrane should be attached to the different materials. On the 
other hand, less aligned, dense CNW film with large surface area can be used as gas storage 
application, while vertical alignment and crystallinity of CNWs can be less crucial.  
 

In view of the practical applications using CNWs, desirable structures and electrical and 
chemical properties of CNWs depend on the area of their applications. Therefore, structures, 
electrical properties, surface chemical properties of CNWs, and related sheet nanostructures 
should be controlled according to their applications. Although the nucleation mechanism of 
CNWs is still unclear, ion bombardment on the substrate would have some effect on the 
nucleation of nanographene at the very early growth stage [30]. The growth of CNWs was 
enhanced occasionally by using metal substrates such as Ni and iron (Fe) [4]. The spacing 
between adjacent nanowalls and thickness of nanowalls would be affected by the density 
ratio of CxHy radicals to H atoms [31]. The addition of Ar into the source gas would induce 
the secondary nucleation at the wall surface, resulting in the formation of highly branched 
CNWs with high surface to volume ratio as shown in Figure 2(c). On one hand, branching 
could be suppressed and straight and large-size monolithic carbon nanosheet could be 
obtained by the addition of oxygen into the source gas [32]. In view of the practical use of 
CNWs for device applications such as biosensors or electrochemical sensors in the form of 
micrototal analysis system, postprocesses such as integration techniques, including etching 
and coating of CNWs and surface functionalization should be established. Figure 5 shows 
schematic illustration of CNW structures that should be controlled in the nucleation and 
growth stages and modified by the postprocesses, including etching and surface 
functionalization. Hereafter, we describe the recent development of CNW fabrication with 
emphasis on the structure control for realizing carbon nanoplatform working in the area of 
electrochemical and bio applications. 
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Figure 5. Schematic illustration of structures of CNWs to be controlled in the nucleation and growth stages and modi‐
fied by the postprocesses, including etching and surface functionalization.

3. Fabrication of carbon nanowalls using Radical Injection Plasma Enhance
Chemical Vapor Deposition (RI-PECVD)

3.1. Growth of carbon nanowalls from fluorocarbon/hydrogen mixture

In the case of PECVD with hydrocarbon/hydrogen system, for example, both CH3 radical and
H atoms are thought to play important roles in the formation of several carbon structures. The
parallel-plate CCP might be useful to produce plenty of hydrocarbon radicals such as CH3
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nucleation of nanographene at the very early growth stage [30]. The growth of CNWs was
enhanced occasionally by using metal substrates such as Ni and iron (Fe) [4]. The spacing
between adjacent nanowalls and thickness of nanowalls would be affected by the density ratio
of CxHy radicals to H atoms [31]. The addition of Ar into the source gas would induce the
secondary nucleation at the wall surface, resulting in the formation of highly branched CNWs
with high surface to volume ratio as shown in Figure 2(c). On one hand, branching could be
suppressed and straight and large-size monolithic carbon nanosheet could be obtained by the
addition of oxygen into the source gas [32]. In view of the practical use of CNWs for device
applications such as biosensors or electrochemical sensors in the form of micrototal analysis
system, postprocesses such as integration techniques, including etching and coating of CNWs
and surface functionalization should be established. Figure 5 shows schematic illustration of
CNW structures that should be controlled in the nucleation and growth stages and modified
by the postprocesses, including etching and surface functionalization. Hereafter, we describe
the recent development of CNW fabrication with emphasis on the structure control for
realizing carbon nanoplatform working in the area of electrochemical and bio applications.

growth of CNWs. We can expect a wide variety of applications based on their structure or 
electrical properties. For the electron emitters, CNWs with atomically thin edges, moderate 
spacing, and excellent height uniformity are required. For the membrane filter using 
honeycomb structure of CNWs, the spacing between adjacent nanowalls should be 
controlled. Moreover, CNWs should be detached from the substrate to obtain freestanding 
membrane, and the CNW membrane should be attached to the different materials. On the 
other hand, less aligned, dense CNW film with large surface area can be used as gas storage 
application, while vertical alignment and crystallinity of CNWs can be less crucial.  
 

In view of the practical applications using CNWs, desirable structures and electrical and 
chemical properties of CNWs depend on the area of their applications. Therefore, structures, 
electrical properties, surface chemical properties of CNWs, and related sheet nanostructures 
should be controlled according to their applications. Although the nucleation mechanism of 
CNWs is still unclear, ion bombardment on the substrate would have some effect on the 
nucleation of nanographene at the very early growth stage [30]. The growth of CNWs was 
enhanced occasionally by using metal substrates such as Ni and iron (Fe) [4]. The spacing 
between adjacent nanowalls and thickness of nanowalls would be affected by the density 
ratio of CxHy radicals to H atoms [31]. The addition of Ar into the source gas would induce 
the secondary nucleation at the wall surface, resulting in the formation of highly branched 
CNWs with high surface to volume ratio as shown in Figure 2(c). On one hand, branching 
could be suppressed and straight and large-size monolithic carbon nanosheet could be 
obtained by the addition of oxygen into the source gas [32]. In view of the practical use of 
CNWs for device applications such as biosensors or electrochemical sensors in the form of 
micrototal analysis system, postprocesses such as integration techniques, including etching 
and coating of CNWs and surface functionalization should be established. Figure 5 shows 
schematic illustration of CNW structures that should be controlled in the nucleation and 
growth stages and modified by the postprocesses, including etching and surface 
functionalization. Hereafter, we describe the recent development of CNW fabrication with 
emphasis on the structure control for realizing carbon nanoplatform working in the area of 
electrochemical and bio applications. 
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fied by the postprocesses, including etching and surface functionalization.

3. Fabrication of carbon nanowalls using Radical Injection Plasma Enhance
Chemical Vapor Deposition (RI-PECVD)

3.1. Growth of carbon nanowalls from fluorocarbon/hydrogen mixture

In the case of PECVD with hydrocarbon/hydrogen system, for example, both CH3 radical and
H atoms are thought to play important roles in the formation of several carbon structures. The
parallel-plate CCP might be useful to produce plenty of hydrocarbon radicals such as CH3
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radicals effectively [33] and also useful for the large-area deposition of the film. However, the
CCP itself is not suitable for the growth of diamond and nanodiamond films because of the
shortage of H atoms [34]. In contrast, high-density plasmas such as microwave plasma and
ICP are suitable for dissociating H2 molecules efficiently.

Although we have managed to control radical densities in the plasma by changing the mixing
ratio of source gases, it is not easy to produce multiple species with different roles effectively
at the same time using single plasma. As a solution, hydrocarbon or fluorocarbon gases were
excited by a parallel-plate CCP, while the H atom density around the growing surface was
actively increased by the injection from the external high-density H2 plasma. This is the idea
of radical injection. We have previously developed a radical-injection plasma-enhanced
chemical vapor deposition (RI-PECVD) system that has allowed superior control of the
properties of CNWs [5,9,10,14,15,32,35,36]. Figure 6 shows a schematic of the RI-PECVD
system using very high frequency (VHF: 100MHz) plasma mainly, which was developed with
the aim of achieving large-area growth of CNWs with a reasonable growth rate
[10,11,14,15,32,35]. The RI-PECVD system used here is composed of a parallel plate VHF CCP
and a surface wave-excited microwave (2.45 GHz) H2 plasma (H2 SWP) in tandem structure,
as shown in Figure 6 [14,35]. In the case of CNW growth using fluorocarbon source gas, C2F6

was introduced into the VHF CCP region with a flow rate of 50 sccm. H2 with a flow rate of
100 sccm was introduced into the microwave SWP region, and H radicals were injected into
the VHF CCP. The total gas pressure ranged from 0.6 to 1.2 torr (80 to 160 Pa). During the CNW
growth, the substrate was heated at 600°C. By using this system, the heated substrate was
showered with both fluorocarbon (or hydrocarbon) radicals and plenty of H atoms in a
controlled manner.
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Figure 6. Schematic of VHF plasma assisted by H2 microwave surface wave plasma [14,35].

Figure 7(a) shows the H and C atom densities in the VHF plasma of RI-PECVD employing
C2F6/H2 mixture, together with the height variation of CNW films. The measurement of atom
densities was conducted using the vacuum ultraviolet absorption spectroscopy (VUVAS)
system as a function of the total pressure during the CNW growth at microwave and VHF
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powers of 250 and 270 W, and C2F6 and H2 flow rates of 50 and 100 sccm, respectively [35]. As
the total pressure increased in the range from 0.1 to 0.6 torr (13.3 to 80 Pa), the H atom density
increased drastically from 1012 to 1014 cm−3, while the C atom density was almost constant at 5
× 1012 cm−3, as shown in Figure 7(a). In contrast, the height of the CNW films decreased with
an increase in the total pressure. SEM images of CNWs grown at different total pressures are
shown in Figures 7(b) -7(d) [35]. CNW film with narrow interspaces was obtained at a low
total pressure of 0.1 torr (13.3 Pa), while CNW film with wider interspaces of 30-40 nm was
grown at a high pressure of 0.6 torr (80 Pa). As the H/C atom density ratio increased, the growth
rate of the CNWs decreased and the average interspaces between the walls became wider.
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electrical properties of the CNWs [35]. Figure 8(a) shows the cross-sectional SEM image of the typical CNW film grown on 
a Si substrate, and the inset shows the top view SEM image of the same CNW film. CNW growth was conducted on a Si 
substrate using a C2F6/H2 mixture, resulting in the formation of slightly branching carbon sheets standing almost 
vertically on the substrate, as shown in Figure 8(a). The thickness of CNW film grown for 30 min was approximately 1 
μm. Figure 8(b) shows TEM image of CNWs grown using C2F6/H2, where randomly oriented, small overlapping 
multilayered graphene domains were observed. The inset shows magnified image of the area enclosed by square, where a 
bent multilayered graphene structure with a thickness of approximately 9 nm was observed. In contrast, Figure 8(c) 

Figure 7. (a) H and C atom densities in VHF plasma employing C2F6/H2 mixtures, together with the height variation of
CNW films, as a function of total pressure during the CNW formation at a microwave power of 250 W and a VHF
power of 270 W. (b-d) SEM images of CNWs grown at pressures of 0.1, 0.4, and 0.6 torr (13.3, 53.3 and 80 Pa), respec‐
tively [35].

In addition, O2 and N2 gases were introduced into the VHF-CCP region. The crystallinity of
vertically standing CNWs is improved by introducing O2 into the plasma used for CNW
growth [32], while N addition is expected to control the electrical properties of the CNWs [35].
Figure 8(a) shows the cross-sectional SEM image of the typical CNW film grown on a Si
substrate, and the inset shows the top view SEM image of the same CNW film. CNW growth
was conducted on a Si substrate using a C2F6/H2 mixture, resulting in the formation of slightly
branching carbon sheets standing almost vertically on the substrate, as shown in Figure 8(a).
The thickness of CNW film grown for 30 min was approximately 1 µm. Figure 8(b) shows TEM
image of CNWs grown using C2F6/H2, where randomly oriented, small overlapping multilay‐
ered graphene domains were observed. The inset shows magnified image of the area enclosed
by square, where a bent multilayered graphene structure with a thickness of approximately 9
nm was observed. In contrast, Figure 8(c) shows a cross-sectional SEM image of the CNW film
grown for 40 min using C2F6/H2 with O2 addition, and the inset shows the top view SEM image
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powers of 250 and 270 W, and C2F6 and H2 flow rates of 50 and 100 sccm, respectively [35]. As
the total pressure increased in the range from 0.1 to 0.6 torr (13.3 to 80 Pa), the H atom density
increased drastically from 1012 to 1014 cm−3, while the C atom density was almost constant at 5
× 1012 cm−3, as shown in Figure 7(a). In contrast, the height of the CNW films decreased with
an increase in the total pressure. SEM images of CNWs grown at different total pressures are
shown in Figures 7(b) -7(d) [35]. CNW film with narrow interspaces was obtained at a low
total pressure of 0.1 torr (13.3 Pa), while CNW film with wider interspaces of 30-40 nm was
grown at a high pressure of 0.6 torr (80 Pa). As the H/C atom density ratio increased, the growth
rate of the CNWs decreased and the average interspaces between the walls became wider.
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In addition, O2 and N2 gases were introduced into the VHF-CCP region. The crystallinity of
vertically standing CNWs is improved by introducing O2 into the plasma used for CNW
growth [32], while N addition is expected to control the electrical properties of the CNWs [35].
Figure 8(a) shows the cross-sectional SEM image of the typical CNW film grown on a Si
substrate, and the inset shows the top view SEM image of the same CNW film. CNW growth
was conducted on a Si substrate using a C2F6/H2 mixture, resulting in the formation of slightly
branching carbon sheets standing almost vertically on the substrate, as shown in Figure 8(a).
The thickness of CNW film grown for 30 min was approximately 1 µm. Figure 8(b) shows TEM
image of CNWs grown using C2F6/H2, where randomly oriented, small overlapping multilay‐
ered graphene domains were observed. The inset shows magnified image of the area enclosed
by square, where a bent multilayered graphene structure with a thickness of approximately 9
nm was observed. In contrast, Figure 8(c) shows a cross-sectional SEM image of the CNW film
grown for 40 min using C2F6/H2 with O2 addition, and the inset shows the top view SEM image
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of the same CNW film. CNW films grown with O2 had larger plane sheets with wider
interspaces than those grown without O2. By the addition of O2 at a flow rate of 5 sccm into
source gas mixture, less branching, monolithic graphene sheets were obtained, as shown in
Figure 8(c). However, as a result of O2 addition, the growth rate was reduced by approximately
33%. Figure 8(d) shows TEM image of CNWs grown with additional O2, together with
magnified image of square area as an inset. Monolithic self-sustaining graphene sheets larger
than 200 nm in size were clearly observed in the CNWs grown with O2. A highly orientated,
smooth multilayered graphene structure was clearly observed in the inset of Figure 8(d) [32].
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Figure 8. (a) Cross-sectional SEM image of CNW film grown on a Si substrate for 30 min using C2F6/H2, together with
SEM top view image of identical CNW film as an inset. (b) TEM image of bent CNWs grown using C2F6/H2, together
with magnified image of square area as an inset. (c) Cross-sectional SEM image of CNW film grown for 40 min using
C2F6/H2 with additional O2 gas, together with SEM top view image of identical CNW film as an inset. (d) TEM image of
straight CNWs grown with additional O2, together with magnified image of square area as an inset [32].

Here, the morphology and structure of deposits formed using C2F6/H2 in the early growth stage
were investigated in detail. Figures 9(a)-9(d) show tilted SEM images of the deposits formed
during the nucleation of CNW growth. At the very early stage of nucleation, as shown in
Figure 9(a), nanoislands were formed on the Si substrate in 30 s. The density of nanoislands
(number of nanoislands per area) increased with growth period. In 1 min, most of the surface
of Si was covered with nanoislands (Figure 9(b)). The thickness of this layer composed of
nanoislands was approximately 10 nm. At this moment, some nanoflakes have started to form
at the aggregations of nanoislands forming the first layer. Subsequently, randomly oriented
nanoflakes were formed on the first layer (Figure 9(c)). In 3 min, these sheet structures grow
preferentially in a vertical direction to form vertical CNWs, while the number density of these
nanoflakes was less than that observed at 2 min (Figure 9(d)). Figure 9(e) shows a cross-
sectional TEM image of CNWs grown for 30 min, indicating that the interfacial layer exists
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between the CNWs and the Si surface. The thickness of the interface layer is approximately 10
nm, which is identical to the thickness of the first layer formed during the nucleation stage.
Similar interface layer was also observed in the CNW films grown on Si and SiO2 substrates
using inductively coupled plasma (ICP) with CH4/H2/Ar mixtures [13].

Figure 9. SEM images of the deposits formed on a Si substrate using a C2F6/H2 system for (a) 30 s, (b) 1 min, (c) 2 min,
and (d) 3 min. (e) Cross-sectional TEM image of CNWs and an interface layer synthesized for 30 min [14].

So far, several papers have been published on the observation of CNW growth in the early
growth stage and the nucleation mechanism for the formation of vertical layered-graphenes
on Si and SiO2 substrates using various CVD methods [5,7,8,13-17,30]. It is common in previous
studies that there is an induction period of 1-5 min for the nucleation of vertical nanographene.
In addition, there exists an interface layer between the vertical nanographenes and substrate
surface. Raman spectra were recorded for the deposits in the initial growth stages. D- and G-
bands were not observed in the Raman spectra of nanoislands formed on the substrate for 1
min or less despite the fact that carbon was detected in these samples by X-ray photoelectron
spectroscopy (XPS) analysis [14]. The nanoislands and the interface layer underlying two-
dimensional nanographene are considered to be amorphous carbon. In most cases using
several PECVD methods, the interface layer under the CNWs is considered to be an amorphous
carbon [5,7,15,17,30,37]. Due to the existence of amorphous carbon interface layer, it is possible
to grow CNWs and similar structures on a variety of substrates without catalyst. In contrast,
Zhu et al. suggested that graphenes parallel to the substrate surface would grow at first. In
their model, at the grain boundaries of these horizontal few-layer graphenes, spreading edge
of the top layers of few-layer graphenes would curl upward, resulting in the vertical orientation
of these sheets [8].

Figures 10(a)-10(d) show tilted SEM images of the deposits on the Si surface during the
nucleation of CNW growth with O2 addition. At 30 s, no deposits were observed on the surface
[Figure 10(a)]. In 1 min, nanoislands were formed on the Si substrate [Figure 10(b)]. It took
longer time to nucleate nanoislands in the case of the growth with O2 gas addition, compared
with the case without O2 shown in Figure 9(a). In 2 min, some small two-dimensional nano‐
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flakes have started to grow at isolated nanoislands, while the fractional surface coverage was
low, as shown in Figure 10(c). A distinct interface layer was not formed. As shown in Figure
10(d), isolated wall structures had grown in 3 min, while the number density of start-up CNWs
was lower than that without O2,

Figure 10. SEM images of the deposits formed on Si substrate using C2F6/H2 with O2 addition for (a) 30 s, (b) 1 min, (c)
2 min, and (d) 3 min [14].

Figure 11. Temporal behaviors of IG/ID ratios of CNWs formed with and without O2 gas addition [14].

Raman spectra were recorded for the deposits formed without and with O2 addition in the
initial growth stages. The intensity ratios of the G-band (IG) to the D-band (ID) of the deposits
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formed with and without O2 gas addition as functions of growth period are shown in Figure
11. In the case of the CNW growth without O2 addition, distinct G-band peak was observed in
2 min, and the IG/ID ratio increased gradually with increasing growth period, indicating that
vertical nanographene formation started after the 2-min growth. In the case of the CNW growth
with O2 addition, on the other hand, distinct G-band peak was observed at 3 min, indicating
that vertical nanographene formation started after 3 min. Moreover, the IG/ID ratio was higher
than that for the CNWs synthesized without O2, revealing that the O2 gas addition is effective
for obtaining highly graphitized CNWs.

In the process without O2 gas addition, amorphous nanoislands were formed on the Si
substrate, and the Si surface was completely covered with these nanoislands in the initial stage,
resulting in the formation of a 10-nm-thick amorphous carbon interface layer. Vertical
nanographene started to grow at nuclei on the surface of the interface layer. On the other hand,
distinct interface layer was not formed in the process with O2 gas addition, and vertical
nanographenes were formed on isolated nanoislands. O2 gas addition to C2F6/H2 is effective in
suppressing the formation of carbon nanoislands and thereby in controlling CNW nucleation.

3.2. Growth of carbon nanowalls from methane/hydrogen mixture

As is obvious, CNWs can also be fabricated employing the CH4/H2 mixture using RI-PECVD.
In terms of controlling the wall density (or interspaces between adjacent nanowalls), total
pressure and VHF power were changed. In these experiments, the heights of the CNWs were
adjusted to 800 ± 50 nm, by varying the growth period. For all growth conditions, the films
were uniform and exhibited a similar morphology. The thickness of individual CNWs in the
films was approximately 10 nm. To consider what chemical species would affect the determi‐
nation of wall density in these experiments, a plasma diagnosis was carried out using optical
emission spectroscopy (OES). By introducing Ar gas into plasma region with a flow rate of 3
sccm, the actinometric measurements were carried out. Here, for determining the relative
densities of H atoms and CH radicals, the emission intensity ratios ([CH]/[Ar] and [Hα]/[Ar])
were monitored by detecting the spectral lines associated with Hα 656.1 nm (excitation
threshold energy, E = 12.1 eV), CH 431.2 nm (E = 14.6 eV), and Ar 751.4 nm (E = 13.27 eV).

Figure 12 shows top view and cross-sectional SEM images of CNWs grown on SiO2 substrates
at total pressures of (a) 1 Pa, (b) 3 Pa, and (c) 5 Pa under a constant VHF power of 300 W. As
the total pressure increased, the wall density decreased or interspaces between adjacent
nanowalls increased. Figure 12(d) shows the intensities of the CH and Hα emissions relative
to Ar as a function of total pressure at a constant VHF power of 300 W. As the total pressure
increased, [CH]/[Ar] decreased and [H]/[Ar] increased. Figure 13 shows top view and cross-
sectional SEM images of CNWs grown on SiO2 substrates at VHF powers of (a) 200 W, (b) 300
W, and (c) 400 W under a constant total pressure of 1 Pa. As the VHF power increased, the
wall density increased or interspaces between adjacent nanowalls decreased. As shown in
Figure 13(d), [CH]/[Ar] increased and [H]/[Ar] decreased with the increase of VHF power. It
was found from the results shown in Figures 12 and 13 that the wall density could be controlled
using the total pressure and the VHF power. The above results suggest that H and CH radicals
are the important chemical species and the density ratio [CH]/[H] can be useful and simple
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index for controlling the wall density. Obviously, the OES provides information about only
radicals of which optical emission transitions are permitted by selection rules. Other important
carbon-containing species, including CH3, CH2, and C2H2 should be measured by other
diagnostics such as absorption spectroscopy and mass spectrometry for further investigation
on the growth mechanism.

 

 

CH2, and C2H2 should be measured by other diagnostics such as absorption spectroscopy and mass spectrometry for 
further investigation on the growth mechanism. 

 

Figure 12. Top view and cross-sectional SEM images of CNWs grown on SiO2 substrates at total pressures of (a) 1 Pa, (b) 3 Pa, and (c) 5 Pa 
at constant VHF power of 300 W. (d) [CH]/[Ar] and [H]/[Ar] ratios as a function of total pressure [31]. 

 

 

Figure 13. Top view and cross-sectional SEM images of CNWs grown on SiO2 substrates at VHF powers of (a) 200 W, (b) 300 W, and (c) 
400 W at constant total pressure of 1 Pa. (d) [CH]/[Ar] and [H]/[Ar] ratios as a function of VHF power [31]. 

3.3. Etching of carbon nanowalls 

The selective oxidation techniques of the edges without modification of the graphene planes are essential for the 
fabrication of novel carbon nanoelectronic devices. A selective etching from the top edges of CNWs using remote oxygen 
plasma has been demonstrated [38]. CNW film samples were prepared on Si substrates for 30 min using the RI-PECVD 
system employing C2F6/H2 as described in Section 3.1. The CNW film sample was exposed to oxygen atoms provided 
using remote ICP source, where two electrically grounded metal meshes were installed at the exit in order to remove 
irradiation of electrons and ions [38]. The CNW sample was placed on the heater stage 20 cm from the exit of the remote 
ICP. 

Figures 14(a) and 14(b) show SEM images of CNW films before and after atomic oxygen etching, respectively. As a result 
of the atomic oxygen etching at 700°C for 5 min, the height of CNW film was reduced by approximately 160 nm, without 
change of wall thickness. In contrast, CNWs were not etched in the O2 atmosphere without plasma at 700°C. These results 
indicate that atomic oxygen would react with the top edges of CNWs preferably without ion irradiations. 

 

 

Figure 14. Cross-sectional SEM images of the CNW films (a) before and (b) after atomic oxygen etching at 700°C for 5 min. Insets show 
views from the top [38]. 

For comparison, we examined reactive ion etching (RIE) reactions using oxygen plasma. The RIE was carried out for 1 
min using dual frequency (60 and 2 MHz) CCP system [38]. Figure 15 shows cross-sectional SEM images of CNW samples 
(a) before and (b) after oxygen RIE at 20°C for 1 min. As a result of the oxygen RIE, the height of the CNWs decreased 
drastically, and the top edges of the CNWs were sharpened and spearlike structures were formed. 
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Figure 14. Cross-sectional SEM images of the CNW films (a) before and (b) after atomic oxygen etching at 700°C for 5
min. Insets show views from the top [38].

For comparison, we examined reactive ion etching (RIE) reactions using oxygen plasma. The
RIE was carried out for 1 min using dual frequency (60 and 2 MHz) CCP system [38]. Figure
15 shows cross-sectional SEM images of CNW samples (a) before and (b) after oxygen RIE at
20°C for 1 min. As a result of the oxygen RIE, the height of the CNWs decreased drastically,
and the top edges of the CNWs were sharpened and spearlike structures were formed.

Moreover, CNWs were subjected to hydrogen peroxide (H2O2) treatment [39]. It has been
reported that H2O2 treatment can induce oxidative functional groups, such as hydroxyl groups
on CNT surfaces, and can selectively oxidize disordered parts on the graphene surface [40].
Accordingly, H2O2 treatment has potential for modifying the surfaces of CNWs composed of
nanographene domains. CNW film samples were prepared on Si substrates for 45 min using
the RI-PECVD system employing C2F6/H2 as described in Section 3.1. The CNW film samples
were treated with 30% H2O2 solution for 6 and 12 h at 90°C. Then these samples were dried in
air at 110°C on a hot plate. Figures 16(a) -16(c) show cross-sectional SEM images of CNWs
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For comparison, we examined reactive ion etching (RIE) reactions using oxygen plasma. The
RIE was carried out for 1 min using dual frequency (60 and 2 MHz) CCP system [38]. Figure
15 shows cross-sectional SEM images of CNW samples (a) before and (b) after oxygen RIE at
20°C for 1 min. As a result of the oxygen RIE, the height of the CNWs decreased drastically,
and the top edges of the CNWs were sharpened and spearlike structures were formed.

Moreover, CNWs were subjected to hydrogen peroxide (H2O2) treatment [39]. It has been
reported that H2O2 treatment can induce oxidative functional groups, such as hydroxyl groups
on CNT surfaces, and can selectively oxidize disordered parts on the graphene surface [40].
Accordingly, H2O2 treatment has potential for modifying the surfaces of CNWs composed of
nanographene domains. CNW film samples were prepared on Si substrates for 45 min using
the RI-PECVD system employing C2F6/H2 as described in Section 3.1. The CNW film samples
were treated with 30% H2O2 solution for 6 and 12 h at 90°C. Then these samples were dried in
air at 110°C on a hot plate. Figures 16(a) -16(c) show cross-sectional SEM images of CNWs
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before and after the H2O2 treatment for 6 and 12 h. The magnified views of CNW sheets before
and after the H2O2 treatment were shown in Figures 16(d) -16(f). As a result of H2O2 treatment,
characteristic nanometer-scale asperities were formed on the wall surfaces of the CNWs as
shown in Figures 16(d) -16(f), while the height of CNWs hardly changed. The size of the dents
observed in Figures 16(e) and 16(f) was 20-30 nm. The morphology with nanometer-sized
asperities on the surfaces of CNWs was stable after the H2O2 treatment. This result indicates
that the radicals in H2O2 solution, such as hydroxyl radicals, react preferentially with the
surfaces of CNWs at domain boundaries and induce the characteristic changes in their
morphology.

Figure 16. Cross-sectional SEM images of the CNWs (a) before and after H2O2 treatment for (b) 6 and (c) 12 h. Insets
show top views. (d-f) Magnified views of the areas denoted by white squares in the insets [39].
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In the case of atomic oxygen etching, CNWs are selectively etched from the top edges with
almost no change in wall surface morphology, as shown in Figure 14(b). On the other hand,
the H2O2 treatment induces the characteristic changes in their morphology with keeping the
size of CNWs constant. The nanometer-scale asperities on the CNW surface increase the
surface area, which would be useful as a platform for supporting metal nanoparticles and
organopollutant degradation devices [24,41]. It is noted that such asperities could be reduced
by O radical exposure after H2O2 treatment, resulting in the reduction of the thickness of CNW
sheets. These results, including atomic oxygen etching, oxygen RIE, and H2O2 treatment
suggest the possibility of realizing etching and thickness control of walls in CNWs, which
should be essential for controlling the electrical properties of graphene materials and realizing
their applications to electronic devices.

4. Applications of nanoplatform based on vertical nanographene

4.1. Platform for biosensing

Carbon materials have been widely used in both analytical and industrial electrochemistry
due to their low cost, wide potential window, relatively inert electrochemistry, and electroca‐
talytic activity for a variety of redox reactions. Recently, graphene has proved to be an excellent
nanomaterial for applications in electrochemistry. Graphene-based materials with large
surface area are useful as electrodes for electrochemical sensors and biosensors [42-44].
Electrochemical activity of CNW electrode has been investigated by cyclic voltammetry
measurements in an aqueous solution of ferrocyanide and a faster electron transfer between
the electrolyte and the nanosheet surface has been demonstrated [21-23]. Dopamine (DA) is a
hormone and neurotransmitter that plays a very important role in the human brain and body.
Since the changes in the concentration of DA are closely linked to a human’s health status, its
detection has gained significant attention. Ascorbic acid (AA) and uric acid (UA) are also
compounds of great biomedical interest, which all are essential biomolecules in our body
fluids. Chemically reduced graphene oxide modified glassy carbon electrode was used to
detect these neurotransmitters and biological molecules [42]. In these days, researches on the
sensing of biological molecules became popular. Figure 17 shows examples of cyclic voltam‐
mogram responses of CNW electrode in the phosphate buffer solution (PBS) with UA, AA,
and their mixture at 100 mV/s scan rate. Shang and coworkers demonstrated the excellent
electrocatalytic activity of multilayer graphene nanoflakes in simultaneous determination of
DA, AA, and UA in PBS [20].

Very recently, electrochemical glutamate biosensor for bioelectronic applications has been
demonstrated using platinum (Pt)-functionalized graphene nanoplatelet prepared from
graphene oxides [45]. Among the neurotransmitters detected by biosensors, L-glutamate is
one of the most important in the mammalian central nervous system, playing a vital role in
many physiological processes. The glutamate biosensor is based on the oxidation of glutamate
in the presence of glutamate oxidase.
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2 2 3 2 2Glutamate + O +H O – ketoglutarate + NH + H Oa® (1)

The H2O2 produced in this reaction is electroactive at electrodes such as Pt, although it is
inactive at many typical carbon-based electrodes. Therefore, it is necessary to add various
electrocatalytic materials such as Pt nanoparticles, hydrous iridium oxide, Prussian blue, or
peroxidase enzymes on the surface of carbon-based electrodes. As was illustrated in Figure
1,  CNW film has  many graphene  edges  on  the  top,  and  the  CNW sheet  itself  is  com‐
posed  of  nanodomains  of  a  few tens  of  nanometers  in  size  [46].  Pt  nanoparticles  were
preferably deposited on the defects such as grain boundaries on the surface of  graphite
[24]. Therefore, the structure of CNWs can be suitable for the platform of the electrochem‐
ical and biosensing applications. In many cases, Pt nanoparticles have been prepared by
the  reduction  of  Pt  salt  precursors  such  as  H2PtCl6  in  solution.  As  an  alternative  ap‐
proach to support the metal nanoparticles on the surface of carbon nanostructures, including
dense CNTs and CNWs with narrow interspaces, we developed a new method of deposi‐
tion  using  the  supercritical  carbon  dioxide  (sc-CO2)  as  a  solvent  of  metal-organic  com‐
pounds. We demonstrated the preparation of dispersed Pt nanoparticles using the metal-
organic  chemical  fluid  deposition  (MOCFD)  employing  supercritical  fluid  (SCF)  [47-49].
TEM image of the surface of the CNW supporting Pt nanoparticles is shown in Figure 18(a).
Pt nanoparticles were prepared on the CNWs by the SCF-MOCFD method for 30 min. The
pressure  and  temperature  of  sc-CO2  were  10  MPa  and  130°C,  respectively,  and  the
temperature of CNWs was maintained at 180°C. Pt nanoparticles were prepared preferen‐
tially at the domain boundaries of CNW surface, as shown in Figure 18(a).

Furthermore, nanoparticles of the anatase phase of TiO2 were prepared on the entire surface
of CNWs by SCF-MOCFD method at a substrate temperature of 180°C. Figure 19 shows TEM
image of the CNWs supporting TiO2 nanoparticles after SCF-MOCFD for 30 min and the
statistical distribution of the observed nanoparticle size [41]. For decomposing methylene blue
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under ultraviolet irradiation, a high photocatalytic decomposition rate of 6 mg/h was obtained
for 1 mg of TiO2 supported on CNWs [41]. CNW-based electrochemical platform, which
possesses large surface area with edges and electrochemical activity, offers great promise for
providing a new class of nanostructured electrodes for electrochemical sensing and biosensing.

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 18. (a) TEM image of the surface of the CNW supporting Pt nanoparticles after the SCF-MOCFD 
for 30 min, and (b) XPS profile of the Pt 4f region of the Pt-supported CNW after SCF-MOCFD [50].  
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Figure 19. (a) TEM image of CNWs supporting TiO2 nanoparticles after SCF-MOCFD for 30 min and (b) 
the obtained particle size distribution [41].  
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surface wettability  
 

In view of the practical applications using CNWs in sensors and platforms for cell culturing, 
the effects of morphologies of CNWs and their surface properties should be considered 
systematically. We investigated the surface wettability of CNWs with emphasis on the 
chemisorption effect by postprocessing using plasma treatments [51,52]. Here, CNW 
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particle size distribution [41].

4.2. Surface chemical modification of carbon nanowalls for the wide range control of surface
wettability

In view of the practical applications using CNWs in sensors and platforms for cell culturing,
the effects of morphologies of CNWs and their surface properties should be considered
systematically. We investigated the surface wettability of CNWs with emphasis on the
chemisorption effect by postprocessing using plasma treatments [51,52]. Here, CNW samples
grown from CH4/H2 mixtures on the Si substrate were chosen as primary forms.

The surface of as-grown CNWs from CH4/H2 mixture was terminated with H atoms. After the
preparation of CNW film sample using RI-PECVD for 15 min, its surface was oxidized using
Ar atmospheric pressure plasma for 1 to 30 s [51,52]. The distance between the CNW film
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(b) XPS profile of the Pt 4f region of the Pt-supported CNW after SCF-MOCFD [50].
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4.2. Surface chemical modification of carbon nanowalls for the wide range control of surface
wettability

In view of the practical applications using CNWs in sensors and platforms for cell culturing,
the effects of morphologies of CNWs and their surface properties should be considered
systematically. We investigated the surface wettability of CNWs with emphasis on the
chemisorption effect by postprocessing using plasma treatments [51,52]. Here, CNW samples
grown from CH4/H2 mixtures on the Si substrate were chosen as primary forms.

The surface of as-grown CNWs from CH4/H2 mixture was terminated with H atoms. After the
preparation of CNW film sample using RI-PECVD for 15 min, its surface was oxidized using
Ar atmospheric pressure plasma for 1 to 30 s [51,52]. The distance between the CNW film
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sample and the atmospheric pressure plasma source was 5 mm. We expect that soft oxidation
by oxygen radicals was realized, while the effect of ion bombardment on the surface was
negligible during the exposure to atmospheric pressure plasma due to the very short mean
free path of ions at the atmospheric pressure. For comparison, the surface of CNW sample was
fluorinated for 5 s to add hydrophobic properties to the CNWs. For the fluorination treatment,
the CNW sample was exposed to CF4 plasma generated in the VHF-CCP region of RI-PECVD
chamber without using H2 SWP [51,52].

After the plasma surface treatments using the Ar atmospheric pressure plasma for oxidation
and the CF4 plasma for fluorination in short duration, no noticeable change was observed in
the morphology of CNW samples. These results indicate that such short-duration plasma
treatments would induce surface chemical functionalization without etching or deposition.
Figure 20(a) shows the water contact angles (WCAs) on the CNWs before and after the Ar
atmospheric pressure plasma treatment, as a function of plasma treatment duration, together
with the WCA after the CF4 plasma treatment for 5 s. The inset shows SEM image of CNW film
sample after Ar atmospheric pressure plasma treatment for 5 s. CNW film samples examined
in this experiment have all the same morphology. The side view photographic images of the
water droplets on the CNWs before and after the plasma treatments are shown in Figures
20(b)-20(e). The WCAs in the case of diamond films are reported to be approximately 75˚ on
the H-terminated surface and 65˚ on the O-terminated surface [26]. In contrast, the WCA on
the surface of as-grown CNWs prepared employing CH4/H2 mixture was 51˚ [Figure 20(b)].
The surface of as-grown CNWs prepared with CH4/H2, of which edges and defects would be
partially H-terminated, was rather hydrophilic. After the Ar atmospheric pressure plasma
treatment for just 1 s, the WCA was reduced drastically to 11˚. Then the WCAs decreased
gradually with further increase of the Ar atmospheric pressure plasma treatment duration. As
a result of Ar atmospheric pressure plasma treatment for 30 s, the WCA on the CNWs was 5˚,
indicating that the CNW surface was completely superhydrophilic [Figure 20(d)]. On the other
hand, after the CNW sample was exposed to CF4 plasma for 5 s, the WCA on the CNWs
increased significantly to 147˚, indicating that the surface of fluorinated CNWs was superhy‐
drophobic [Figure 20(e)]. From these experiments, it was found that the surface wettability of
CNW films could be controlled from superhydrophilic to superhydrophobic by the postplas‐
ma treatments without changing morphology.

X-ray photoelectron spectroscopy (XPS) measurements were carried out ex situ to analyze the
CNW surface exposed to Ar atmospheric pressure plasma for oxidation. Figure 21 shows the
composition ratio of O to C (O/C) at the surface of the CNWs as a function of plasma treatment
duration. The composition ratio O/C was calculated from the peak intensity ratio of O 1s to C
1s corrected using the relative intensity factors. O content was detected even for the as-grown
CNWs without plasma treatment, as shown in Figure 21. Because of ex situ XPS measurements,
CNW surface was oxidized when exposed to the atmosphere. Due of the slight existence of
oxygen at the surface of CNWs, the as-grown CNWs prepared from CH4/H2 would exhibit
hydrophilic property as shown in Figures 20(a) and 20(b), in contrast to the hydrophobic
surface of H-terminated diamond [53]. As the duration of Ar atmospheric pressure plasma
treatment increased, the composition ratio O/C at the surface of CNWs increased rapidly at
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first, then very slowly from 5 s, and became almost constant after 15 s. C 1s photoelectron
spectra after the plasma treatment were recorded (data not shown). There were various types
of oxygen-related components in the CNWs after the Ar atmospheric pressure plasma surface
treatment, although components related to the oxidized graphene were small. Therefore, the
oxidation occurred only at the edges or surface defects, while the primary structure of CNWs
has hardly been changed by the Ar atmospheric pressure plasma exposure.

Figure 21. Composition ratio of O to C at the surface of CNWs evaluated from XPS results as a function of plasma
treatment duration using the Ar atmospheric pressure plasma [52].

samples grown from CH4/H2 mixtures on the Si substrate were chosen as primary forms. 
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Figure 20. (a) WCAs on CNW films as a function of treatment duration using Ar atmospheric pressure plasma, togeth‐
er with WCA after CF4 plasma treatment for 5 s. Inset shows SEM image of CNW sample after Ar atmospheric pres‐
sure plasma treatment for 5 s. Photos of water droplets on (b) as-grown CNWs, CNWs after Ar atmospheric pressure
plasma treatment for (c) 5 s and (d) 30 s, and (e) CNWs after CF4 plasma treatment for 5 s [52].
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Figure 22. XPS C 1s spectrum of CNWs exposed to CF4 plasma for 5 s [52].

As mentioned before, by exposure to CF4 plasma for 5 s, the superhydrophobic surface of
CNWs could be easily obtained from the as-grown H-terminated CNWs without changing the
morphology of CNWs. The effect of CF4 plasma treatment for surface fluorination was also
investigated using XPS analysis. The composition ratio of F to C at the surface of the CNWs
after CF4 plasma treatment for 5 s was approximately 2.1. The composition ratio F/C was
calculated from the ratio of the intensities of F 1s and C 1s peaks, corrected using the relative
intensity factors. Figure 22 shows C 1s photoelectron spectrum of CNWs after the surface
treatment using the CF4 plasma for 5 s. The binding energy of 284.6 eV in the XPS spectrum of
CNWs is attributed to the C—C (sp2) bonds. The peaks at 289.1, 291.4, and 293.5 eV in the XPS
spectrum shown in Figure 22 are assigned to the CF, CF2, and CF3 functional groups, respec‐
tively [54]. These three peaks in the XPS spectrum indicate that the F-terminated surface of
CNWs was obtained by the CF4 plasma surface treatment for 5 s, resulting in the realization
of superhydrophobic surface.

4.3. Detection of protein using surface-modified carbon nanowalls as electrodes

Surface-oxidized CNW films were used as electrodes to detect bovine serum albumin (BSA)
in phosphate-buffered solution (PBS). BSA, a serum albumin protein derived from cows, is
often used as a protein concentration standard. CNWs were grown on SiO2 substrates using
RI-PECVD employing C2F6/H2 mixture [5]. For the application of CNWs as an electrode of
biosensor, the surface of CNW film was exposed to the Ar atmospheric pressure plasma for
obtaining superhydrophilic surface. Electrochemical measurements were conducted using a
standard three-electrode setup with an Ag/AgCl reference electrode and a Pt wire counter
electrode. The cyclic voltammogram (CV) profiles of as-grown (bare) CNWs (500 nm in height),
oxidized CNWs (500 nm), and oxidized CNWs of low height (350 nm) were recorded at scan
rate of 100 mVs-1. Figure 23 shows the CV profiles using these CNW electrodes in PBS
containing BSA. In the CV profile measured using bare CNW electrode without the Ar
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atmospheric pressure plasma treatment, which had slightly hydrophilic surface, weak
oxidation and reduction peaks were observed in anode peak potential at 0.2 V and cathodic
peak potential at -0.3 V, respectively. In the CV profile using the typical oxidized CNW
electrode, on the other hand, a broad oxidation and a high peak reduction currents were
observed in anode peak potential of 0.2 V and cathodic peak potential at -0.75 V, respectively.
The surface of as-grown CNW electrode could be easily modified into superhydrophilic one
by the surface oxidation using the Ar atmospheric pressure plasma. In the case of oxidized
CNW electrode with low height, the CV profile exhibited small peak currents due to the small
surface area. The results in Figure 23 indicate that superhydrophilic surfaces of CNWs with
large surface areas were useful as electrodes for biosensor.

Figure 23. CV profiles of as-grown (bare) CNWs (500 nm in height), oxidized CNWs (500 nm), and oxidized CNWs of
low height (350 nm) in PBS containing BSA. Scan rate: 100 mVs-1 [52].

4.4. Carbon nanowall scaffold to control culturing of cervical cancer cells

In recent years, cell culturing that uses carbon nanomaterials as scaffolds has been studied
intensively [55-57]. The culturing rate is generally discussed with respect to the surface
wettability of the scaffold. It has been reported that the cell-culturing rate would peak when
the WCA on the scaffold surface is between 60˚ and 80˚ [58,59]. Moreover, many factors,
including morphology, chemical termination, surface charge, scaffold surface stiffness, and
the quantity of adsorbed protein are also essential for determining cell-culturing rates [60-63].
As mentioned in Section 4.2, the wide range control of surface wettability of CNWs was
attained by postgrowth plasma treatments [52]. The unique features of CNWs and the variety
of surface modification would give CNWs a high potential for scaffold application.
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Here, the dependence of cell-culturing rate on the morphology and chemical termination of
CNW scaffold was systematically investigated. Three types of CNW scaffolds with different
densities (or different wall-to-wall distances) were prepared using RI-PECVD with CH4/H2 on
quartz plates by changing the total pressure, CCP power, and growth period. The substrate
temperature was 560°C. The flow rates of CH4 and H2 were fixed at 50 and 100 sccm, respec‐
tively. The total pressure was varied in the range of 1 to 5 Pa. The power applied to the SWP
was 400 W and that to the CCP was changed in the range of 100 to 500 W. The growth period
ranged from 8 to 80 min. Figures 24(a)-(c) show SEM images of the resulting CNW scaffolds
with different densities. CNW scaffolds with average wall-to-wall distances of 95, 131, and 313
nm were obtained, which are denoted as “high-density [Figure 24(a)]”, “medium-density
[Figure 24(b)]”, and “low-density [Figure 24(c)]” CNW scaffolds, respectively. The as-grown
samples are denoted as H-terminated CNWs.

Figure 24. SEM images of (a) high-density CNW, (b) medium-density CNW, and (c) low-density CNW scaffolds pre‐
pared using RI-PECVD with CH4/H2 [25].

After the preparation of CNWs, some of them were subjected to various plasma treatments to
realize the chemical termination of the edges and surfaces of CNWs. For oxygen termination,
the CNW film was exposed to the atmospheric pressure plasma employing O2 (50 sccm)/Ar
(2000 sccm) at room temperature for 30 s (O-terminated CNWs). For fluorine termination, the
CNW film was set in the VHF CCP employing CF4 (36 sccm)/Ar (10 sccm) in the RI-PECVD
system without SWP at room temperature for 5 s (F-terminated CNWs). The applied CCP
power was 200 W, and the pressure was at 107 Pa during the plasma treatment. For nitrogen
termination, the CNW film was set in the VHF-CCP region of the RI-PECVD system employing
N2 (12.5 sccm)/H2 (37.5 sccm) at 560°C for 30 s (N-terminated CNWs). The applied SWP and
CCP powers were 400 and 300 W, respectively. The pressure was 1 Pa. Prepared CNW scaffolds
with different densities and terminations were put in multiwell cell-culturing plates. Cervical
cancer cells (HeLa cells) at a density of 1.0 × 104 cell/cm2 were seeded on each well. Incubation
was conducted under a CO2 (5%) atmosphere at 37°C for 96 h with 2 ml/well of the medium
culture. The cells were maintained in a medium of minimum essential medium (MEM) Eagle,
which consisted of 5 ml of L-glutamine (200 mM), 50 ml of fetal bovine serum (FBS), 5 ml of
nonessential amino acids for MEM Eagle, and 5 ml of penicillin streptomycin. The HeLa cells
cultured on the CNW scaffolds were picked up by using trypsin (0.5 w/v%, 5.3 mmol/l). After
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culturing for 24 h, the numbers of the cells with each of two different shapes were counted.
One is the nonspreading cell with the circular shape and the other is the spreading cell with
the noncircular shape [25].

Figure 25 shows the WCAs on the CNWs after various plasma treatments. The wettability of
the CNWs depended on the types of chemical termination, not on the densities of the CNWs.
The wettability of CNWs was controllable by plasma treatments in the range from superhy‐
drophilic (WCA ≤ 10˚) to near superhydrophobic (WCA ≥ 150˚). The insets show the C 1s XPS
profiles for the medium-density CNWs with (a) O-termination, (b) N-termination, (c) H-
termination (as-grown), and (d) F-termination [52]. As shown in inset (a) of Figure 25, after the
Ar/O2 atmospheric pressure plasma treatment, a small broad peak related to C-O single
bonding was observed at around 286.5 eV [64]. The composition ratio O/C was 0.21. After the
N2/H2 plasma treatment, a broad peak tail was observed at around 285-287 eV, corresponding
to nitrogen-related bondings [inset (b)] [65]. The composition ratio N/C was 0.08. In the case
of as-grown CNWs, the composition ratio O/C was 0.05. A weak broad peak related to C-O
single bonding was observed at around 286.5 eV [inset (c)]. Because of ex situ XPS measure‐
ments, CNW surface was oxidized when exposed to the atmosphere. Because of the slight
existence of oxygen at the surface of CNWs, the as-grown CNWs exhibited slightly hydrophilic
property. In contrast, after the CF4/Ar plasma treatment, sharp peaks related to C-CFX (X ≤ 3)
bonding structures were evident as shown in inset (d). The composition ratio F/C was
estimated to be approximately 0.49.
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Figure 25. WCAs on the CNWs after various plasma treatments for different terminations. Inset shows C 1s XPS spec‐
tra of CNWs, in which the average wall-to-wall distance is 131 nm; (a) O-terminated, (b) N-terminated, (c) H-terminat‐
ed (as-grown), and (d) F-terminated CNWs [25].

Optical microscope images of HeLa cells cultured on the CNW scaffolds with different
terminations and wall densities after incubation for 24 h are shown in Figure 26 [25]. The
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numbers and morphologies of cultured HeLa cells somewhat depended on the chemical
terminations as well as on the wall densities of CNW scaffolds. Figure 27 shows the numbers
of HeLa cells cultured on the CNW scaffolds after incubation for 96 h as a function of WCA.
For comparison, HeLa cells were also cultured on commercial glass plates, and the maximum
number of cells was achieved at a WCA of 60˚, as previously reported [66]. Similarly, on the
medium density CNW scaffolds, the maximum number of cells was obtained at a WCA of 55˚.
In the case of low-density and high-density CNW scaffolds, however, the number of cells
decreased and increased, respectively, with increasing WCAs. Hence, superhydrophilic
surface is suitable for cell culturing on low-density CNW scaffolds, while superhydrophobic
surface is suitable for high-density CNW scaffolds. As was shown in Figure 25, the surface
wettability was nearly independent of the wall density. On the other hand, the cell-culturing
rate was strongly dependent on the wall density of CNW scaffolds. These results suggest that
the surface wettability is not dominant factor for determining the cell-culturing rate, while it
is useful as approximate index of the expected cell-culturing rate. These experimental results
indicate that the density of CNWs is the most essential factor for cell culturing rather than the
surface wettability and types of chemical termination of CNW scaffolds. However, detailed
mechanisms of cell/scaffold interactions in cell culturing on CNW scaffolds have not yet been
clarified.
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Figure 26. Optical microscope images of HeLa cells cultured on CNW scaffolds with different chemical terminations
and wall densities after incubation for 24 h [25].

As a result of systematic investigation on the cell-culturing rates and morphological changes
of HeLa cells on CNW scaffolds with respect to the wall densities and wettability of CNWs, it
was found that the cell-culturing rates were significantly dependent on the CNW densities but
seemed to be independent of the surface wettability of the CNW scaffolds. These results enable
us to understand the detailed mechanisms of cell culturing on such scaffolds. Moreover,
findings in the present study should also contribute to realize various nano-bioapplications
using carbon nanomaterials.
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Figure 27. Number of HeLa cells cultured after incubation for 96 h as a function of the water contact angle. For com‐
parison, data for a commercial glass substrate are also presented [25].

5. Conclusion

Carbon nanowalls and related nanocarbon structures composed of nanographene sheets
standing vertically on a substrate have been studied intensively. The mazelike architecture of
carbon nanowalls with large-surface-area graphene planes and a high density of graphene
edges and domain boundaries could prove useful for a number of different applications.
Fabrication techniques of carbon nanowalls and possible applications using carbon nanowalls
as nanoplatform in the area of electrochemistry and tissue engineering have been described.
A radical injection technique was successfully applied to fabricate straight and large-size
monolithic carbon nanosheet. The morphology of carbon nanowalls was controlled by
changing the total pressure and input power. In addition, the structure of carbon nanowalls
was modified by O2 plasma etching and H2O2 treatment.

Using carbon nanowalls as a platform would be the most promising and important application.
Carbon nanowalls were used as electrode to detect several biomolecules. In addition, carbon
nanowalls were oxidized by the surface treatment using the atmospheric pressure plasma, and
proteins such as bovine serum albumin were immobilized on these surface. Moreover, carbon
nanowalls were used as scaffold for cell culturing. The dependence of the cell-culturing rates
and morphological changes of HeLa cells on carbon nanowall scaffolds with different densities
and wettability were systematically investigated.
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5. Conclusion

Carbon nanowalls and related nanocarbon structures composed of nanographene sheets
standing vertically on a substrate have been studied intensively. The mazelike architecture of
carbon nanowalls with large-surface-area graphene planes and a high density of graphene
edges and domain boundaries could prove useful for a number of different applications.
Fabrication techniques of carbon nanowalls and possible applications using carbon nanowalls
as nanoplatform in the area of electrochemistry and tissue engineering have been described.
A radical injection technique was successfully applied to fabricate straight and large-size
monolithic carbon nanosheet. The morphology of carbon nanowalls was controlled by
changing the total pressure and input power. In addition, the structure of carbon nanowalls
was modified by O2 plasma etching and H2O2 treatment.

Using carbon nanowalls as a platform would be the most promising and important application.
Carbon nanowalls were used as electrode to detect several biomolecules. In addition, carbon
nanowalls were oxidized by the surface treatment using the atmospheric pressure plasma, and
proteins such as bovine serum albumin were immobilized on these surface. Moreover, carbon
nanowalls were used as scaffold for cell culturing. The dependence of the cell-culturing rates
and morphological changes of HeLa cells on carbon nanowall scaffolds with different densities
and wettability were systematically investigated.
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Nanoplatform based on vertical nanographene offers great promise for providing a new class
of nanostructured electrodes for electrochemical sensing, biosensing, and energy conversion
applications.
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Abstract

We investigate a planar heterostructures based on gapless graphene and its gap
modifications such as a single single heterojunction, a quantum well, and a
superlattice. We focus on electron properties of these heterostructures within the
envelope wave functions. A new phenomena such as valley-polarized currents along
the heterojunction and a pseudospin splitting of an energy spectrum in quantum
wells are predicted.

Keywords: Graphene, planar heterostructures, pseudospin splitting, interface states,
minibands.

1. Introduction

The creation of graphene, a monolayer of carbon atoms forming a regular hexagonal lattice
[1–3], has stimulated extensive experimental and theoretical studies along various lines of
research. Graphene’s unique properties make it a promising material for a new generation
of carbon-based nanoelectronic devices. In particular, carrier mobility in graphene amounts
to 2 · 105 cm2/(V s), and ballistic transport is possible on a submicrometer scale [4, 5].

Over a few past years, numerous theoretical and experimental results have been reported on
electronic properties of nanometer-wide ribbons of graphene (nanoribbons). Among the first
were studies of electronic states of graphene nanoribbons using the Dirac equation under
appropriate boundary conditions [6, 7]. The electronic properties of a graphene nanoribbon
strongly depend on its size and edge geometry [8]. In terms of transport properties, graphene
nanoribbons are highly reminiscent of carbon nanotubes [9, 10] since free carrier motion
inside them is also one-dimensional.

A field-effect transistor (FET) based on a 2 nm wide, 236 nm long graphene nanoribbon
was fabricated in a recent study [11] (nanoribbons of widths between 10 and 60 nm were
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also studied). The graphene nanoribbon was made narrow enough to open a gap of width
required for room-temperature transistor operation. However, it is less compact than the
graphene quantum-dot transistor 30 nm in diameter discussed in [12].

The results of paper [13] confirm that graphene devices exhibit very high electronic mobility
µ on a hexagonal boron nitride (h-BN) substrates, graphene devices on WS2 substrates
(G/WS2) are equally promising for high quality electronic transport µ ∼ 3.8 × 104 cm2/(V
s) at room temperature, followed by G/MoS2 µ ∼ 104 cm2/(V s) and G/GaSe µ ∼ 2.2 × 103

cm2/(V s). However, authors of [13] observed a significant asymmetry in electron and hole
conduction in G/WS2 and G/MoS2 heterostructures, most likely due to the presence of
sulphur vacancies in the substrate crystals.

Heterogeneous engineering of two-dimensional layered materials, including metallic
graphene and semiconducting transition metal dichalcogenides, presents an exciting
opportunity to produce highly tunable electronic and optoelectronic systems. In order to
engineer pristine layers and their interfaces, epitaxial growth of such heterostructures is
required. We report the direct growth of crystalline, monolayer tungsten diselenide (WSe2)
on epitaxial graphene (EG) grown from silicon carbide. Vertical transport measurements
across the WSe2/EG heterostructure provides evidence that an additional barrier to carrier
transport beyond the expected WSe2/EG band offset exists due to the interlayer gap [14].

The integration of graphene and other atomically flat, two-dimensional materials has
attracted much interest and been materialized very recently. An in-depth understanding
of transport mechanisms in such heterostructures is essential. The vertically stacked
graphene-based heterostructure transistors were manufactured to elucidate the mechanism
of electron injection at the interface [15]. In a careful analysis of current-voltage
characteristics, an unusual decrease in the effective Schottky barrier height and increase in the
ideality factor were observed with decreasing temperature. A model of thermionic emission
with a Gaussian distribution of barriers was able to precisely interpret the conduction
mechanism.

The intrinsic performance of vertical and lateral graphene-based heterostructure FETs
have been theoretically investigated in [16]. Authors focused on three recently proposed
graphene-based transistors, that in experiments have exhibited large current modulation.
The analysis is based on device simulations including the self-consistent solution of the
electrostatic and transport equations within the non-equilibrium Green’s function formalism.
It was shown that the lateral heterostructure transistor has the potential to outperform
the graphene-based technology and to meet the requirements for the next generation
of semiconductor integrated circuits. On the other hand, it was found that vertical
heterostructure transistors miss these performance targets by several orders of magnitude,
both in terms of switching frequency and delay time, due to large intrinsic capacitances, and
unavoidable current/capacitance tradeoffs.

In this chapter, we focus on the theoretical aspects of the planar technology of the
graphene-based heterostructures. We will consider three types of these heterostructures: the
single heterojunction, the quantum well, and the superlattice. Our analysis of the electronic
properties of such heterostructures is based on the envelope wave function approach. In the
first instance, this rather simple method gives an information about an energy spectrum of
charge carriers. Then we can obtain a knowledge about optical and transport properties.
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Here, we suggest to widely use the gap modifications of graphene in the planar
heterostructures. We believe that the planar heterostructures made of gapless and gapped
graphene are as prospective building blocks in future carbon-based nanoelectronics. The use
of only gapless graphene reduces the diverse opportunities offered by bandgap engineering
in gapped graphene.

2. Theoretical basis

2.1. The parity operator

Let us consider the parity operator in (3+1)QED [17]

P̂ = iγ4Λ̂n. (1)

Here, iγ4 is the inversion operator and

Λ̂n = e−i π
2 Σn = −iΣn

is the operator of rotation by π about an n axis perpendicular to the graphene plane. In
standard representation,

Σ =
(
σ 0
0 σ

)
,

where σ denotes Pauli matrices, and

γ4 ≡ β =
( I 0

0 −I
)

where I is the 2×2 unit matrix. It is clear that operator (1) is analogous to the parity operator
iγ5n̂ in QED, where n̂ = γn,

γ =
( 0 σ
−σ 0

)
, γ5 = γ1γ2γ3γ4 = i

( 0 I
I 0

)
.

The eigen functions of this operator describe electron polarization states [18].

Charge carrier states in graphene can be described in terms of helicity defined as the
eigenvalue of the operator ĥ = σ · p/(2|p|). The projection of pseudospin on the direction of
quasimomentum p indicates the valley in the Brillouin zone where electrons or holes belong
(K or K′ point in Fig. 2). Positive helicity corresponds to electrons and holes with wavevectors
near the K and K′ points, respectively; negative helicity corresponds to electrons and holes
with wavevectors near the K′ and K points, respectively [19].
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Massless states with opposite helicities are decoupled [20]. In addition, charge carriers have
chiral symmetry (helicity is conserved), and parity can be defined for both massless and
massive carriers1. In other words, a higher symmetry of massless charge carriers implies
the existence of an additional quantum number: helicity. Whereas parity distinguishes only
between the valleys where carrier states belong (λ = +1 and −1 for states close to the K
and K′ points, respectively), helicity differs between a particle (electron) and an antiparticle
(hole). However, chiral symmetry is broken for massive charge carriers. So, helicity is not
a good quantum number any longer. Carrier states in a planar heterostructure combining
gapless and gapped graphene should be characterized by parity.

Recall that the Dirac equation describing massless carriers in graphene in terms of 4×4
matrices is derived by assuming that they are spinless and have two valley degrees of
freedom [10]. When analysis is restricted to charge carriers in one valley, the Dirac equation
can be reduced to a 2×2 matrix representation by Weyl’s equation for a massless fermion
analogous to neutrino in two Euclidean dimensions [22]. The carrier energy spectrum
with a pseudospin splitting in a planar heterostructure combining gapless and gapped
graphene cannot be correctly analyzed in the 2×2 representation. For similar reasons, the
representation of the Dirac algebra in terms of 2×2 matrices is not sufficient for describing
the chiral symmetry breaking in (2+1)QED [23].

Using the two-dimensional 4×4 Dirac equation to describe charge carriers in a
graphene-based nanostructure, we can study pseudospin effects following an approach to
narrow-gap semiconductor heterostructures based on the Dirac model [24]. This makes
methods developed for solving problems in the spintronics of narrow-gap semiconductor
heterostructures applicable to graphene-based ones [25–33].

2.2. The equation for the envelope wavefunction

To describe some phenomena in graphene-based heterostructures, an equation containing
a mass term should be written for the envelope wavefunction. A bandgap opening in the
energy spectrum of graphene results from the lack of symmetry between the two triangular
sublattices of its hexagonal lattice. The corresponding tight-binding Hamiltonian taking into
account nearest-neighbor hopping has the form [34]

Ĥ =− t ∑
B,i,σ

[
a†

σ(B + di)bσ(B) + b†
σ(B)aσ(B + di)

]

+ ∆ ∑
B,σ

[
a†

σ(B + d1)aσ(B + d1)− b†
σ(B)bσ(B)

]
,

(2)

where t ≈ 2.8 eV is the nearest-neighbor hopping energy; the sum runs over the position
vectors B of all B sublattice atoms; σ =↑, ↓ is the (pseudo)spin index; aσ (a†

σ) and bσ (b†
σ)

are the annihilation (creation) operators of A and B sublattice electrons, respectively (see Fig.
1); and the parameter ∆ quantifies the on-site energy difference between the two sublattices
(setting ∆ = 0 restores the symmetry between sublattices so that graphene becomes gapless,
whereas nonzero ∆ equals the half-gap width in gapped graphene as shown below).

1 Massless states can be characterized by two quantum numbers: helicity and sign of energy or helicity and eigenvalue
of the operator iγ5 [21]. Parity is analogous to the eigenvalue of iγ5.
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Figure 1. Part of hexagonal lattice, with highlighted vectors di from a B sublattice atom to the three nearest-neighbor
A sublattice atoms.

Performing a Fourier transform, we change to the momentum representation

aσ(A) =
∫

ΩB

d2k
(2π)2 aσ(k)eik·A, bσ(B) =

∫

ΩB

d2k
(2π)2 bσ(k)eik·B,

where ΩB means integration over the first Brillouin zone (it is shown on Fig. 2).

Hamiltonian (2) is rewritten as

Ĥ = ∑
σ

∫

ΩB

d2k
(2π)2

(
a†

σ(k) b†
σ(k)

)



∆ −t ∑
i

e−ik·di

−t ∑
i

eik·di −∆




(
aσ(k)
bσ(k)

)
. (3)

Conduction and valence band extrema lie at the corners of the first Brillouin zone. In the
case of gapless graphene, they touch each other and there are the cone-like energy surfaces
at the K and K′ points (see Fig. 3). We use Hamiltonian (3) expanded around the K point

with quasimomentum q1 =
(

2π
3a , 2π

3
√

3a

)
or around the K′ point with q2 =

(
2π
3a , − 2π

3
√

3a

)

Ĥ = ∑
σ

∫ d2k
(2π)2 Ψ̂†

σ(k)ĤΨ̂σ(k).

where integration is performed over small neighbor-hoods of the K and K′ points. Near the
corners, the Hamiltonian reduces to

Ĥ =

(
vFσ · k + ∆σz 0

0 vFσ
∗ · k + ∆σz

)
, (4)
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Figure 2. The first Brillouin zone of graphene, with linear energy spectrum at the corners (Dirac points). The reciprocal
lattice vectors b1 = (2π/3a, 2π/

√
3a) and b2 = (2π/3a,−2π/

√
3a), where a=1.42 Å is the lattice spacing, combined

with the dashed lines equivalently represent the first Brillouin zone as a rhombus.

where vF = 3
2 at is the carrier Fermi velocity, σ = (σx, σy) and σ∗ = (σx, −σy) are Pauli

matrices in the sublattice space, and Ψ̂σ(k) is the bispinor defined as

Ψ̂σ(k) =

(
Ψ̂(1)

σ (k)
Ψ̂(2)

σ (k)

)
,

in terms of

Ψ̂(1,2)
σ (k) = exp

(
5πi
12

σz

)
σz

(
aσ(q1,2 + k)
bσ(q1,2 + k)

)
.

We write an equation for the envelope wavefunction in a planar heterostructure:

[
vFj

(
τ0 ⊗ σx p̂x + τz ⊗ σy p̂y

)
+ τ0 ⊗ σz∆j + τ0 ⊗ σ0

(
Vj − E

)]
Ψ(x, y) = 0. (5)

Here, ∆j = Egj/2 (j = 1, 2, . . .) denotes half-width of bandgap; the respective work functions
Vj depend on the mid-gap energies relative to the Dirac points for the corresponding
materials; the 2×2 unit matrix σ0 acts in the sublattice space; the 2×2 unit matrix τ0 and
the matrix τz defined similar to the Pauli matrix σz act in the valley space; ⊗ is the Kronecker
product symbol; and p̂x = −i∂x and p̂y = −ih̄∂y are the momentum operator components.
Assuming that the carrier Fermi velocities may differ between the regions, we denote those
for gapped jth regions by vFj for both gapless graphene and its gapped modifications.

Charge carriers move freely along the y axis:

Ψ(x, y) = Ψ(x)eikyy.
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The wavefunction Ψ(x) is a bispinor:

Ψ(x) =
(

ψK(x)
ψK′ (x)

)
,

where the spinors ψK(x) and ψK′ (x) represent charge carriers in the K and K′ valleys,
respectively:

ψK(x) =
(

ψKA(x)
ψKB(x)

)
, ψK′ (x) =

(
ψK′A(x)
ψK′B(x)

)
.

In the present context, the parity operator is expressed as follows:

P̂ = τz ⊗ σ0. (6)

Equation (5) is solved here in the parity basis. The eigenfunctions Ψλ(x) of parity operator
(6) are defined as follows:

P̂Ψλ(x) = λΨλ(x),

Ψ+1(x) =
(

ψ+1,K(x)
0

)
,

Ψ−1(x) =
(

0
ψ−1,K′ (x)

)
.

(7)

Rewriting Eq. (5) as the 2×2 matrix equations

(
−ivFjσx∂x + vFjkyσy + λ∆jσz + Vj

)
ψλK(x) = EλψλK(x), (8)

(
−ivFjσx∂x − vFjkyσy − λ∆jσz + Vj

)
ψλK′ (x) = EλψλK′ (x). (9)

We see that setting ∆j = 0 and Vj = 0 brings us back to the spinor wavefunctions describing
chiral states near the K or K′ point, where the operator ĥ can be defined. However, chiral
symmetry is broken when ∆ �= 0 (see previous section). Defining parity λ as the eigenvalue
of operator (6), we find that it indicates the valley where charge carriers belong: by virtue of
(7), λ = +1 for the states near the K point described by Eq. (8) and λ = −1 for the states near
the K′ point described by Eq. (9).

In both gapped and gapless graphene, the valleys transform into each other under time
reversal. This is indicated by the opposite signs of the terms proportional to ky in Eqs. (8)
and (9), since ky → −ky under time reversal. It can be shown directly by using the time
reversal operator T in explicit form that λ → −λ under T . Indeed, if ky is parallel to the line
K − M − K′ (see Fig. 2) and its origin is set at M, then K → K′ and K′ → K under T .
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Figure 3. The energy surface for gapless graphene.

Equations (8) and (9) are equivalently rewritten as the 2×2 matrix equation

(
−ivFjσx∂x + λvFjkyσy + ∆jσz + Vj

)
ψλ(x) = Eλψλ(x). (10)

Hereinafter, valley indices K and K′ are omitted as unnecessary since λ specifies the valley
where charge carriers belong.

2.3. The boundary conditions

Now, let us discuss the boundary conditions at the interfaces between different graphene
materials. At the outset, we note that they are easier to formulate than those used at the
graphene–free-space interface in models of edge states [6, 35]. To derive boundary conditions
in the present model, we must find a relation between ψλ(l) and ψλ(−l) as l → 0 in the
neighbor-hood of x = 0, where l goes down to an atomic scale (condition at x = d is derived
similarly). Multiplying Eq. (10) by ψ†(x) on the left, we integrate it over [−l, l]. Since a is
small, we neglect all terms except those containing a derivative with respect to x to obtain2

ψ
(−)†
λ (−l)v(−)

F ψ
(−)
λ (−l) = ψ

(+)†
λ (l)v(+)

F ψ
(+)
λ (l),

where ψ
(−)
λ and ψ

(+)
λ are defined on the left- and right-hand sides of the boundary (at x < 0

and x > 0, respectively). Representing these functions as

ψ
(±)
λ =

∣∣∣ψ(±)
λ

∣∣∣ exp
(

iϕ(±)
)

,

we rewrite the equality above as

√
v(−)

F

∣∣∣ψ(−)†
λ (−l)

∣∣∣ =
√

v(+)
F

∣∣∣ψ(+)†
λ (l)

∣∣∣ .

2 From the given equality, we have the continuity of the current component normal to the interface in the
heterostructure plane. It is necessary condition.
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heterostructure plane. It is necessary condition.
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To formulate the boundary condition in final form, we assume that the difference between

phases of ψ
(−)
λ and ψ

(+)
λ near the interface is a multiple of 2π:

ϕ(+) = ϕ(−) + 2πn, n ∈ Z.

As l goes to zero, we obtain the following wavefunction-matching condition [26, 27]

√
v(−)

F ψ
(−)
λ =

√
v(+)

F ψ
(+)
λ , (11)

where minus and plus signs refer to the materials on the left- and right-hand sides of the
boundary, respectively.

3. Graphene heterojunctions

We consider a planar heterojunction composed of graphene and a gap modification of
graphene [36]. When we say a gap modification of graphene we imply a graphene with
an energy gap in the Dirac spectrum of charge carriers. There are several gap modifications
of graphene.

First, the energy gap can open because graphene sheets are located not on SiO2 substrate
but on some other material, for example, h-BN, when two triangular sublattices of graphene
become nonequivalent and a gap modification of graphene is formed with an energy gap
of 53 meV [37]. Second, the energy gap opens in the epitaxially grown graphene on the
SiC substrate [38], which is equal to 0.26 eV according to experimental results obtained by
angular-resolved photoemission spectroscopy [39]. Third, recently another modification of
graphene, i.e., graphane, was synthesized by hydrogenation [40], which has a direct energy
gap of 5.4 eV at the Γ point according to the calculations [41]. In the first two cases, a
graphene film deposited on inhomogeneous SiO2–h-BN or SiO2–SiC substrates can be used
(Fig. 4a shows the case with h-BN). In the third case, an inhomogeneously hydrogenated
graphene is used (a part of the graphene sample is left without hydrogenation, Fig. 4b).

We assume that the energy gap in the gap modifications of graphene opens at K and K′

points of the first Brillouin zone, which correspond to the Dirac points of gapless graphene.

Figure 4. Two variants of the system in question: (a) graphene layer on the substrate composed of h-BN and SiO2 and
(b) nonuniformly hydrogenated graphene on the SiO2 substrate. Open circles are hydrogen atoms, which are located
so that they are bound to carbon atoms of one sublattice on one side of graphene sheet and to carbon atoms of the other
sublattice on the other side.
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Figure 5. Graphene heterojunction under consideration.

Let us assume that the x axis is directed along the plane of the heterojunction perpendicular
to the boundary between graphene and its gap modification and the y axis is directed along
the boundary. The z axis is directed perpendicular to the plane of the heterojunction. The
half-plane x < 0 is occupied by the gap-less graphene and the half-plane x > 0 belongs to
the gap modification of graphene. So, the line x = 0 is the boundary under consideration.

In this case, the parameters in Eq. (5) with j = 1 are related to the gapless graphene and the
parameters with j = 2 are related to the gap modification of the graphene: vF1 and vF2 are the
Fermi velocities (in the general case, vF2 �= vF1, and vF1 ≈ 108 cm/s); ∆1 = 0 and ∆2 �= 0 are
the half-widths of the energy gaps; V1 and V2 are the work functions (V2 determines position
of the middle of the energy gap for the gap modification of the graphene with respect to the
Dirac points of the gapless graphene, and V1 = 0 is chosen for the origin, see Fig. 5).

In order to avoid spontaneous generation of electron-hole pairs, we assume that the
heterojunction in question is a junction of the first kind, i.e., the Dirac points of gapless
graphene are located inside the energy gap of its gap modification. This limits value of the
work function |V2| < ∆2.

Equation (5) is solved within the class of wave eigenfunctions Ψλ(x) of the parity operator
(6) for two areas on both sides from the boundary.

Equation (5) can be easily represented as two 2 × 2 matrix equations

(
−ivFjσx

d
dx

+ vFjkyσy + λ∆jσz + Vj

)
ΨλK(x) = EλΨλK(x), (12)

(
−ivFjσx

d
dx

− vFjkyσy − λ∆jσz + Vj

)
ΨλK′ (x) = EλΨλK′ (x). (13)

In this case, we have λ = +1 in Eq. (12) and λ = −1 in Eq. (13).
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The solution to Eq. (12) for boundary states has the form

ΨλK(x) =

{
C(1

a) exp(κ1x), x < 0,
C( b

qb) exp(−κ2x), x > 0,
(14)

where

a = i
vF1(ky − κ1)

Eλ
, q = i

vF2(ky + κ2)

Eλ − V2 + λ∆2
,

C is the normalization factor, b =
√

vF1
vF2

is the constant obtained when matching solutions for
x < 0 and x > 0 at the line x = 0 under condition (11),

Eλ = ±vF1

√
k2

y − κ2
1, (15)

from which it follows that the necessary condition for the existence of the boundary states is
given by inequality

κ1 < |ky|. (16)

Equation (15) can be rewritten as

κ1 =
√

k2
y − E2

λ/v2
F1,

Therefore, the following inequality should also be valid

|Eλ| < vF1|ky|. (17)

Expression for κ2 is represented in the form

κ2 =
1

vF2

√
∆2

2 − (Eλ − V2)2 + v2
F2k2

y.

Moreover, the matching leads to the inequality

vF1(ky − κ1)

Eλ
=

vF2(ky + κ2)

Eλ − V2 + λ∆2
. (18)

The solution to Eq. (13) is produced from Eq. (14) by the following substitutions in factors a
and q: ky → −ky and λ → −λ.
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Let us discuss separately the case of zero mode Eλ = 0. Components of the envelope wave
function in x < 0 region (gapless graphene) ΨλK = (a1

a2
) exp(κ1x) satisfy equations:

(κ1 − ky)a1 = 0,

(κ1 + ky)a2 = 0,

i.e., either κ1 = ky (ky > 0) and a2 = 0, or κ1 = −ky (ky < 0) and a1 = 0. Then it follows from
the matching condition (11) that both components of the envelope wave function are zero in
x > 0 region (b = 0); therefore, we have a1 = 0 and a2 = 0, i.e., ΨλK(x) ≡ 0. Thus, there is no
zero mode for the boundary states in question.

The following equations are easily obtained from Eq. (18):

κ1κ2 =
Eλ(Eλ − V2)

vF1vF2
− k2

y, (19)

λ∆2Eλ = vF1vF2ky(κ1 + κ2). (20)

The two latter equations are valid for either value of λ (for both valleys), because they are
invariant in respect to simultaneous substitutions ky → −ky and λ → −λ.

Since κ1 > 0 and κ2 > 0, right-hand side of Eq. (19) should be positive. Let us denote by
ε0(ky) such value of Eλ that the right-hand side of Eq. (19) turns zero,

ε0(ky) =
V2
2

±

√
V2

2
4

+ vF1vF2k2
y, (21)

where “+” corresponds to electrons and “−” to holes. Then, the condition κ1κ2 > 0 is
equivalent to the inequality

|Eλ| > |ε0(ky)|. (22)

It follows from Eq. (20) that inequality λky > 0 holds for electron boundary states (Eλ > 0),
and λky < 0 holds for hole boundary states (Eλ < 0). The boundary states are not degenerate
in parity. That means that there is no Kramers degeneracy of energy spectrum for them. This
is also true for boundary states in a planar quantum well based on graphene nanoribbon
[42] and for boundary states localized on zigzag edges of gapless graphene [43]. Since parity
determines charge carrier attribution to one of two valleys, the property mentioned above
means also that there is a “valley polarization” of boundary states: electrons that move along
the heterojunction boundary with ky > 0 are located near K point and electrons with ky < 0
are near K′ point and vise versa in case of holes. Because of that, current that flows along the
heterojunction boundary would be “valley-polarized” [36].

By squaring Eq. (20) we get a quadratic equation, solution of which produces dependence of
energy on ky:
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Eλ(ky) =
vF1vF−k2

yV2 + λvF1ky∆2

√
∆2

2 + v2
F−k2

y − V2
2

∆2
2 + v2

F−k2
y

, (23)

where vF− = vF1 − vF2. Equation (23) takes into account that sign of λky determines type of
charge carriers in the boundary states.

It is easy to verify that inequality (17) is always true if the energy is given by Eq. (23).
Therefore, inequality (16) also holds.

Now, it is simple to analyze inequality (22). Let us introduce the following notation:

ky1 =
|V2|
|vF−|

,

ky2, 3 =

√√√√√ vF2V2
2 + 2vF−∆2

2 ∓ |V2|
√

v2
F2V2

2 + 4vF1vF−∆2
2

2vF2v2
F−

.

Under the condition

vF1 < vF2 < 2vF1,
2

vF2

√
vF1|vF−|∆2 < |V2| < ∆2, (24)

the boundary states exist in the ranges3

0 < |ky| < ky2, ky3 < |ky| < ky1

either for electrons, if V2 < 0, or for holes, if V2 > 0.

Under condition

vF1 < vF2 < 2vF1, |V2| <
2

vF2

√
vF1|vF−|∆2 (25)

the boundary states exist in the range

0 < |ky| < ky1

either for electrons, if V2 < 0, or for holes, if V2 > 0.

Under the condition

vF1 > vF2, 0 < V2 < ∆2 (26)

3 Here and below, we exclude the point ky = 0, because it corresponds to Eλ = 0.
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the electron boundary states exist in the range

ky3 < |ky| < ky1,

and the hole boundary states exist in the range

0 < |ky| < ky2.

Under condition

vF1 > vF2, −∆2 < V2 < 0

the electron boundary states exist in the range

0 < |ky| < ky2,

and the hole boundary states exist in the range

ky3 < |ky| < ky1.

Let us consider three special cases.

(1) Under condition V2 = 0 and vF− �= 0, the boundary states exist for both electrons and
holes in the following range if vF1 > vF2

0 < |ky| <
∆2√

vF1vF−
. (27)

(2) Under condition vF1 = vF2, 0 < |V2| < ∆2 the boundary states exist in the range

0 < |ky| <
∆2

√
∆2

2 − V2
2

vF2|V2|
(28)

either for electrons, if V2 < 0, or for holes, if V2 > 0.

(3) Under condition vF1 = vF2, V2 = 0, the boundary states are absent both for electrons and
holes, because |Eλ(ky)| = |ε0(ky)|, which is in contradiction with inequality (16).
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Figure 6. Dispersion curves Ee,h
λ (ky) and εe,h

0 (ky): (a) there are no boundary states for electrons and holes at V2 = 0, (b)
there are only hole boundary states in the range 0 < |ky | < ky1 at V2 = 100 meV, and (c) there are only hole boundary
states in the ranges 0 < |ky | < ky2 and ky3 < |ky | < ky1 at V2 = 250 meV.

Fig. 6 shows dispersion curves Ee,h
λ (ky) and εe,h

0 (ky) for the electron and hole boundary states
for three values of V2 in the model of graphene-based heterojunction with ∆2 = 260 meV and
vF2 = 1.2 × 108 cm/s for gap modification of graphene.

Our results remain in essence the same if instead of a sharp heterojunction we consider
a smooth heterojunction. Indeed, let vF(x) and ∆(x) vary smoothly from their values for
gapless graphene to their values in gap modification of graphene over a strip with the
width d � κ−1

1, 2. Then change in energy of the boundary states is |δEλ(ky)| � 1 meV. Such
insignificant variation in energy of the boundary states produces no noticeable qualitative
changes. A similar result has been obtained for boundary states in heterojunctions of
narrow-gap semiconductors with intercrossing dispersion curves in [44].

To conclude, we would like to point out that the new type of boundary states in graphene
heterojunctions can be studied in experiment by tunnel spectroscopy of angular-resolved
photoemission spectroscopy similar to how it have been done for boundary states in gapless
graphene [45–47].
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4. Graphene quantum well

4.1. General consideration

In this study, we examine a planar quantum well (QW) made of a graphene nanoribbon
whose edges are in contact with gapped graphene sheets.

A bandgap opening in graphene can be induced by several methods. First, graphene
can be deposited on h-BN substrate instead of a silicon-oxide one. This makes its two
triangular sublattices nonequivalent, inducing in a bandgap of 53 meV [37]. Second, epitaxial
graphene grown on a silicon-carbide substrate also has a nonzero bandgap [38]. According
to angle-resolved photoemission data, a bandgap of 0.26 eV is produced by this method
[39]. Third, a hydrogenated derivative of graphene synthesized recently, graphane [40], has
been predicted to have a direct bandgap of 5.4 eV at the Γ point [41]. Fourth, ab initio
calculations have shown that CrO3 adsorption on graphene induces a gap of 0.12 eV [48].
In the first two methods, a heterogeneous substrate can be used, such as an h-BN — SiO2
nanoribbon — h-BN or SiC — SiO2 nanoribbon — SiC one (Fig. 7a depicts a substrate with
h-BN). The last two methods produce a graphene sheet containing a nanoribbon without
hydrogenation (as the nonhydrogenated one in Fig. 7b) or a graphene strip without adsorbed
CrO3 molecules, respectively. Furthermore, the bandgap can be varied by using partially
hydrogenated graphene (where some carbon atoms are not bonded to hydrogen atoms).
Combinations of these methods can also be employed. Extensive experimental studies of
graphene on substrates made of various materials, including rare-earth metals, have been
reported recently [49–51]. It may be possible to open a bandgap via adsorption of other
molecules on graphene or by using other materials as substrates. The use of gapped graphene
to create potential barriers opens up additional possibilities for bandgap engineering in
carbon-based materials [52].

In the case of QW, in Eq. (10) ∆j = Egj/2 (j = 1, 2, 3) denotes half-width of bandgap (∆1 �= 0
and ∆3 �= 0 in regions 1 and 3, whereas ∆2 = 0 region 2); the respective work functions V1
and V3 of regions 1 and 3 depend on the mid-gap energies relative to the Dirac points for the
corresponding materials (we set V2 = 0 to be specific, see Fig. 8).

The solution to Eq. (10) is expressed as follows.

Figure 7. Two configurations of the system under study: (a) graphene sheet on a substrate consisting of a SiO2
nanoribbon of width d inserted between h–BN nanoribbons; (b) a graphene sheet on a SiO2 substrate containing a
nonhydrogenated nanoribbon of width d, where open and closed circles are hydrogen atoms bonded to carbon atoms
in different sublattices on opposite sides of the sheet, respectively.
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Figure 8. An energy scheme of QW under analysis.

1. At x < 0,

ψλ(x) = C
(

1
q1

)
ek1x, (29)

where

q1 = −i
vF1(k1 − λky)

Eλ − V1 + ∆1
,

vF1k1 =
√

∆2
1 − (Eλ − V1)2 + v2

F1k2
y.

2. At 0 < x < d,

ψλ(x) = C
(

κ∗

q2κ∗

)
eik2x + C

(
κ

−q2κ

)
e−ik2x, (30)

where

κ =
1
2

√
vF1
vF2

[
1 + i

(
λky

k2
+

vF1(k1 − λky)Eλ

vF2k2(Eλ − V1 + ∆1)

)]
,

q2 =
vF2(k2 + iλky)

Eλ
, Eλ = ±vF2

√
k2

2 + k2
y,

with plus and minus corresponding to electrons and holes, respectively.

3. At x > d,

ψλ(x) = C
(

ζ
q3ζ

)
e−k3(x−d), (31)
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where

ζ =

√
vF1
vF3

[
cos(k2d) +

(
λky

k2
+

vF1(k1 − λky)Eλ

vF2k2(Eλ − V1 + ∆1)

)
sin(k2d)

]
,

q3 = i
vF3(k3 + λky)

Eλ − V3 + ∆3
,

vF3k3 =
√

∆2
3 − (Eλ − V3)2 + v2

F2k2
y.

The constant C is found by using the normalization condition for wavefunctions (29)—(31),

∞∫

−∞

Ψ†
λ(x)Ψλ(x)dx = 1.

The carrier energy spectrum is determined by the dispersion relation

tan(k2d) = vF2k2 f (λky; k1, k3, Eλ), (32)

where

f (λky;k1, k3, Eλ) =
[
vF1(k1 − λky)(Eλ − V3 + ∆3) + vF3(k3 + λky)(Eλ − V1 + ∆1)

]

×
[
Eλ(Eλ − V1 + ∆1)(Eλ − V3 + ∆3)− vF2vF3λky(k3 + λky)(Eλ − V1 + ∆1)

+vF1vF2λky(k1 − λky)(Eλ − V3 + ∆3)− vF1vF3(k1 − λky)(k3 + λky)Eλ

]−1

is a function of k2 as well. Equation (32) must be solved for k2, and then the energy Eλ is
found.

In the case of an asymmetric QW, the dependence of (32) on λ gives rise to pseudospin
splitting as the extrema of the dispersion curves shift away from Brillouin-zone corners. The
dispersion relation predicts that Eλ(ky) �= E−λ(ky), and an energy splitting appears near the
conduction-band bottom at ky = k∗ye:

δEe
s = |Ee

−1(k
∗
ye)− Ee

+1(k
∗
ye)|.

A similar energy splitting appears near the valence-band top at ky = k∗ye:

δEh
s = |Eh

−1(k
∗
yh)− Eh

+1(k
∗
yh)|

Thus, a graphene nanoribbon becomes an indirect band-gap semiconductor analogous to
silicon and germanium, where an electron-hole plasma can exist [53]. In the case of a
symmetric QW (∆1 = ∆3, V1 = V3, vF1 = vF3) band structure is invariant under parity
and there is no pseudospin splitting [42].
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where

ζ =

√
vF1
vF3

[
cos(k2d) +

(
λky

k2
+

vF1(k1 − λky)Eλ

vF2k2(Eλ − V1 + ∆1)

)
sin(k2d)

]
,

q3 = i
vF3(k3 + λky)

Eλ − V3 + ∆3
,

vF3k3 =
√

∆2
3 − (Eλ − V3)2 + v2

F2k2
y.

The constant C is found by using the normalization condition for wavefunctions (29)—(31),

∞∫

−∞

Ψ†
λ(x)Ψλ(x)dx = 1.

The carrier energy spectrum is determined by the dispersion relation

tan(k2d) = vF2k2 f (λky; k1, k3, Eλ), (32)

where

f (λky;k1, k3, Eλ) =
[
vF1(k1 − λky)(Eλ − V3 + ∆3) + vF3(k3 + λky)(Eλ − V1 + ∆1)

]

×
[
Eλ(Eλ − V1 + ∆1)(Eλ − V3 + ∆3)− vF2vF3λky(k3 + λky)(Eλ − V1 + ∆1)

+vF1vF2λky(k1 − λky)(Eλ − V3 + ∆3)− vF1vF3(k1 − λky)(k3 + λky)Eλ

]−1

is a function of k2 as well. Equation (32) must be solved for k2, and then the energy Eλ is
found.

In the case of an asymmetric QW, the dependence of (32) on λ gives rise to pseudospin
splitting as the extrema of the dispersion curves shift away from Brillouin-zone corners. The
dispersion relation predicts that Eλ(ky) �= E−λ(ky), and an energy splitting appears near the
conduction-band bottom at ky = k∗ye:

δEe
s = |Ee

−1(k
∗
ye)− Ee

+1(k
∗
ye)|.

A similar energy splitting appears near the valence-band top at ky = k∗ye:

δEh
s = |Eh

−1(k
∗
yh)− Eh

+1(k
∗
yh)|

Thus, a graphene nanoribbon becomes an indirect band-gap semiconductor analogous to
silicon and germanium, where an electron-hole plasma can exist [53]. In the case of a
symmetric QW (∆1 = ∆3, V1 = V3, vF1 = vF3) band structure is invariant under parity
and there is no pseudospin splitting [42].
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Figure 9. Energy spectra: (a) symmetric QW (no pseudospin splitting), with matching branches for λ = +1 and λ =
−1 (Eλ(ky) = E−λ(ky) = Eλ(−ky)); (b) asymmetric QW, with pseudospin splitting manifested by the “spread-out” in
quasimomentum between the extrema at k∗ye for electrons, shown for b− = 1, and at k∗yh for holes, shown for b+ = 1
(Eλ(ky) �= E−λ(ky)).

4.2. Size quantization

Solving Eq. (32), we determine the size-quantized energies

Eλb∓ (ky) = ±vF2

√
k2

2b∓
(λky) + k2

y,

where b∓ = 1, 2, . . . labels electron (−) and hole (+) branches, respectively. The
size-quantized energy spectra for symmetric and asymmetric QW are shown schematically
in Fig. 9.

We now determine the carrier effective masses arising because of size quantization in the
graphene nanoribbon in a planar heterostructure. Note that the effective masses are invariant
under parity regardless of pseudospin splitting. Hereinafter, we omit indices b∓, restricting
ourselves to a particular branch of the electron spectrum and a particular branch of the hole
spectrum.

We write the dispersion law for electrons near an extremum at λk∗ye as

Ee
λ ≈ Ee

0 +
1

2m∗
e

(
ky − λk∗ye

)2
,

m∗
e =

1
vF2

√
k2

20e + k∗2
ye

1 + k′220e + k20ek′′20e
,

(33)

where the respective values k20e, k′20e, k′′20e of k2e(ky) and its first and second derivatives at

ky = λk∗ye are independent of λ; Ee
0 = vF2

√
k2

20e + k∗2
ye is the energy at the extremum.
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Figure 10. Electron (curves 1) and hole (curves 2) effective masses in the graphene nanoribbon (in units of free-electron
mass m0) as functions of V1 for V3 = 0 (a) and as functions of V3 for V1 = 0 (b).

Analogous expressions are obtained for hole energies:

Eh
λ ≈ Eh

0 +
1

2m∗
h

(
ky − λk∗yh

)2
,

m∗
h =

1
vF2

√
k2

20h + k∗2
ye

1 + k′220h + k20ek′′20h
,

(34)

where the respective values k20h, k′20h, k′′20h of k2h(ky) and its first and second derivatives at

ky = −λk∗yh; Eh
0 = −vF2

√
k2

20h + k∗2
yh.

To estimate characteristic values, we consider the planar heterostructure combining a gapless
nanoribbon with gapped graphene sheets with ∆1 = 0.75 eV, vF1 = 1.1vF2, ∆3 = 1 eV, and
vF3 = 1.2vF2. The nanoribbon width is d = 2.46 nm (ten hexagonal cells). Since the unknown
values of V1 and V3 can be found by comparing our results with experimental data, we seek
the dependence of energy spectrum parameters on V1 and V3. Note that |V1| ≤ ∆1 and
|V3| ≤ ∆3 to ensure that the heterostructure is type I.

Figures 10–13 show the results of numerical calculations of electron and hole effective
masses in the graphe-ne nanoribbon, extremum energies, k∗xe and k∗xh values, and pseudospin
splitting δEe,h

s plotted versus work function for one of the gapped graphene sheets given that
the work function for the other is zero.

It is clear from Fig. 13 that the pseudospin splitting energy may amount to approximately 10
meV. To obtain a larger pseudospin splitting, QW must be more asymmetric. Both V1 and V3
can be varied by shifting the valley energies in gapped graphene under applied stress, with
potential barriers playing the role of bandgaps in the gapped graphene sheets. An analogous
effect is achieved by applying an electric field on the order of 106 V/cm perpendicular to the
interfaces in the graphene plane [33].

As expected, the energy spectrum is symmetric under the change E → −E when V1 and
V3 = 0; i.e., the electron and hole spectra have equal effective masses, extremum energies,
extremum positions, and pseudospin splitting energies. The electron and hole effective
masses in graphene are smaller than those in the gapped graphene sheets adjoining the
gapless graphene nanoribbon (m∗

1 = ∆1/v2
F1 ≈ 0.11m0 and m∗

3 = ∆3/v2
F3 ≈ 0.15m0).
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Figure 10. Electron (curves 1) and hole (curves 2) effective masses in the graphene nanoribbon (in units of free-electron
mass m0) as functions of V1 for V3 = 0 (a) and as functions of V3 for V1 = 0 (b).
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Figure 11. Electron (curves 1) and hole (curves 2) extremum energies and in the size-quantization spectra as functions
of V1 for V3 = 0 (a) and as functions of V3 for V1 = 0 (b). The effective bandgap Ee f f

g = Ee
0 +

∣∣Eh
0

∣∣ ≈ 629 meV varies
insignificantly.

Figure 12. Extremum points of size-quantization branches for electrons (k∗y = k∗ye , curves 1) and holes (k∗y = k∗yh , curves
2) as functions V1 for V3 = 0 (a) and as functions of V3 for V1 = 0 (b). Inserts show the relative positions of dispersion
curves for V1 = V3 = 0 (a) and at k∗ye = k∗yh (b); K and K′ points are set at the same position for simplicity.

Figure 13. Pseudospin splitting in electron (curves 1) and hole (curves 2) spectra, δEe
s and δEh

s , as functions V1 for V3 =
0 (a) and as functions of V3 for V1 = 0 (b). Vanishing δEe,h

s corresponds to vanishing k∗ye,h in Fig. 8, as shown in inserts
to (a). Inserts to (b) show positions of dispersion curves when k∗ye and k∗yh coincide.

4.3. Interface states

We consider interface states of a new type that arise in a narrow quasimomentum
interval from the crossing of dispersion curves and are analogous to those in narrow-gap
semiconductor heterostructures [44]. In the planar graphene-based heterostructure examined
here, these states are localized near the heterojunction interfaces between the nanoribbon and
the gapped graphene sheets. Interface states can exist not only in QWs but also in quantum
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barriers [10]. Note that interface states arise as well from the crossing of dispersion curves in
a single heterojunction between different graphene materials [42].

The wave function describing an interface electronic state is expressed as follows.

1. At x < 0,

ψ̃λ(x) = C̃
(

1
q̃1

)
eκ1x, (35)

where

q̃1 = −i
u1(κ1 − λky)

Eλ − V1 + ∆1
,

vF1κ1 =
√

∆2
1 − (Eλ − V1)2 + v2

F1k2
y.

2. At 0 < x < d,

ψ̃λ(x) = C̃
(

κ̃−
q̃2κ̃−

)
e−κ2x + C̃

(
κ̃+

q̃′2κ̃+

)
eκ2x, (36)

where

κ̃± =
1
2

√
vF1
vF2

[
1 ±

λky

κ2
±

vF1(κ1 − λky)Eλ

vF2κ2(Eλ − V1 + ∆1)

]
,

q̃2 = i
vF2(κ2 + λky)

Eλ
, q̃′2 = −i

vF2(κ2 − λky)

Eλ
.

3. At x > d

ψ̃λ(x) = C̃
(

ζ̃

q̃3 ζ̃

)
e−κ3(x−d), (37)

where

ζ̃ =

√
vF1
vF3

[
ch(κ2d) +

(
λky

κ2
+

vF1(κ1 − λky)Eλ

vF2κ2(Eλ − V1 + ∆1)

)
sh(κ2d)

]

q̃3 = i
vF3(κ3 + λky)

Eλ − V3 + ∆3
,

vF3k3 =
√

∆2
3 − (Eλ − V3)2 + v2

F3k2
y.

The relation for energy of interface states is

Eλ = ±vF2

√
k2

y − κ2
2, (38)
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√
k2
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with plus and minus corresponding to electrons and holes, respectively.

The expression for energy in (38) implies that an interface state exists only if4

|κ2| < |ky|.

We obtain the dispersion relation

tanh(κ2d) = vF2κ2 f (λky; κ1, κ3, Eλ). (39)

which is similar to (32) up to the substitutions k1 → κ1, k2 → iκ2, and k3 → κ3.

When V1 = 0, the allowed quasimomenta for hole interface states (λ = −1) are similar to those
for electron states, but the hole and electron energies have opposite signs; i.e., the spectrum
is symmetric under the change Eλ → −Eλ. When V1 = 100 meV, the symmetry is broken and
hole interface states exist only at negative quasimomenta.

4.4. Excitons

In gapless graphene, the carrier effective mass is zero and excitons do not exist. The existence
of excitons in gapless graphene would lead to excitonic instability and excitonic insulator
transition to a gapped state [54, 55].

The energy gap arising in a graphene nanoribbon due to the size quantization makes it
possible to generate excitons by optical excitation or electron-hole injection. Excitons in QW
strongly affect optical properties of the system considered here.

Excitons in similar quasi-one-dimensional carbon-based systems (semiconducting single- and
multi-walled nanotubes) have been studied theoretically in [56]. The exciton spectrum is
calculated here for a planar graphene quantum well by using the model applied to quantum
wires in [57]. This model yields simple analytical expressions for exciton binding energy.

Since formulas (33) and (34) are obtained in the nonrelativistic limit, the two-particle exciton
wave function depending on the electron and hole coordinates y− and y+ in a sufficiently
narrow nanoribbon must obey the 1D Schrödinger equation with Coulomb potential:

(
− 1

2m∗
e

∂2

∂y2
−
− 1

2m∗
h

∂2

∂y2
+

− ẽ2

|y− − y+|

)
φ(y−, y+) = E′φ(y−, y+), (40)

where E′ = E − Ee f f
g and ẽ2 ≡ e2/κe f f . The effective dielectric constant of graphene, κe f f =

(ε+ ε′)/2, may vary widely with the dielectric constants ε and ε′ of the media in contact with
graphene, such as free-space permittivity and substrate dielectric constant [58, 59].

4 The zero mode corresponding to |κ2| = |ky | (with Eλ = 0) is irrelevant here because ψ̃λ(x) ≡ 0.
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The electron-hole Coulomb interaction in a 1D graphene nanoribbon is three-dimensional,
but the problem can be reduced to one dimension (electron and hole y positions) for
sufficiently narrow nanoribbons.

Rewriting Eq. (40) in terms of electron-hole separation y = y− − y+ and center-of-mass
coordinate

Y =
m∗

e y− + m∗
hy+

m∗
e + m∗

h

and introducing the function

φ(y−, y+) = ψn(y)eiKY ,

where K is the total exciton momentum, we obtain

(
− 1

2µ∗
∂2

∂y2 − ẽ2

|y|

)
ψn(y) = Enψn(y), (41)

where µ∗ = m∗
e m∗

h/(m∗
e + m∗

h) is the reduced mass and En is the energy of the nth exciton
level (n = 0, 1, 2, . . . is the principal quantum number). The total exciton energy E′ is obtained
by adding the total kinetic energy of the electron-hole pair to En:

E′ = En +
K2

2(m∗
e + m∗

h)
.

To find the solution at y > 0, we substitute ψn(y) represented as

ψn(y) = Bn exp (−y/an) Fn

(
2y
an

)
.

into Eq. (41) and obtain the confluent hypergeometric differential equation

ξF′′
n − ξF′

n + ηFn = 0, (42)

where ξ =
2y
an

and η = µ∗ ẽ2an. We also have

En = − 1
2µ∗a2

n
. (43)

Equation (42) with η = n is solved by the associated Laguerre polynomial

Fn(ξ) =
1
n!

ξeξ dn

dξn

(
ξn−1e−ξ

)
≡ L−1

n (ξ).
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and the wavefunction is expressed as

ψn(y) = Bn exp (−y/an) L−1
n

(
2y
an

)
.

Analogously, we find the solution to Eq. (41) at y < 0:

ψn(y) = ±Bn exp (y/an) L−1
n

(
−2y

an

)
,

where “+” and “−” are taken for n = 0 and n �= 0, respectively, and the continuity of ψn(y)
and its first derivative ψ′

n(y) are used as boundary conditions. Since ψn(0) = 0 and ψ′(0) �= 0
for n �= 0, the excited-state wavefunction ψn(y) is odd (otherwise, it would be discontinuous
at the origin), whereas the ground-state wavefunction is even.

The normalization condition

∞∫

−∞

|ψn(y)|2dy = 1

is used to determine the coefficient Bn in the expression for ψn(y):

Bn =


an

∞∫

0

(L−1
n (ξ))2e−ξ dξ



−1/2

and Bn = 1/
√

2an for n = 1, 2, . . . and B0 = 1/
√

a0 for n = 0. Here,

an =
n

µ∗ ẽ2 (44)

(n = 1, 2 . . .) is the Bohr radius of an exciton in the nth excited state. Combining (43) with
(44), we find the exciton energy spectrum:

En = −µ∗ ẽ4

2n2 . (45)

The 1D ground-state (n = 0) Coulomb energy exhibits a logarithmic divergence at short
distances [60]. Therefore, the lateral spread of the exciton wave function (along the x axis)
due to the three-dimensional nature of Coulomb interaction should be taken into account by
introducing a cutoff parameter d0 � d. Averaging the kinetic energy operator
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T̂ = − 1
2µ∗

∂2

∂y2

and the potential

V(y) = − ẽ2

|y| θ (|y| − d0)

over ground-state wave functions

ψ0(y) =
1√
a0

e−|y|/a0 , (46)

where the ground-state Bohr radius a0 plays the role of a variational parameter, we express
the ground-state exciton energy as [42]

E0 =
1

2µ∗a2
0
− 2ẽ2

a0
ln

a0
d

. (47)

Minimizing (47) with respect to a0, we obtain an equation for a0:

a0 =
a1

2
(
ln a0

d − 1
) . (48)

To logarithmic accuracy, when

ln
a1
d

� 1, (49)

we find the relations

E0 = 4E1 ln2 a1
d

, (50)

a0 =
a1

2 ln a1
d

. (51)

Using (48), we easily obtain the next-order correction to E0:

δE(1)
0 = −8E1 ln

a1
d

ln
(

2 ln
a1
d

)
.

We now examine the applicability of the formulas derived here. The semiconducting state
induced in a graphene nanoribbon is stable with respect to spontaneous electron-hole pair
creation (excitonic insulator transition) only if the exciton binding energy |E0| is smaller than
the effective bandgap in the graphene nanoribbon,
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|E0| < Ee f f
g .

Furthermore, the quantum well width d must be much smaller than the exciton Bohr radius
a1,

d � a1.

Logarithmically accurate formula (50) is correct only if condition (49) holds. However, the
asymmetric QW analyzed here to examine pseudospin effects may not admit even a single
size-quantization level if the graphene nanoribbon width d is too narrow. As d decreases,
the effective bandgap increases, approaching ∆+ + ∆−, where ∆± = min{∆1 ± V1, ∆3 ± V3}
(with plus and minus corresponding to electrons and holes, respectively). When a certain dc
is reached, the size-quantization levels are pushed into the continuum. This imposes a lower
limit on d:

d > dc,

where dc can be estimated as [42]

dc �
πvF2

∆+ + ∆−
.

As d increases, condition (49) is violated. In this case, a more accurate variational calculation
should be performed using the modified three-dimensional Coulomb potential

Ṽ(y) = − ẽ2
√

y2 + d2
0

,

where d0 is a cutoff parameter. We average the Hamiltonian with potential Ṽ(y) over trial
functions (46) to obtain

E0 =
1

2µ∗a2
0
− 2ẽ2

a0
I(ρ), (52)

where I(ρ) = π
2 [H0(ρ)− Y0(ρ)], Hν(ρ) is a Struve function, Yν(ρ) is a Bessel function of the

second kind, and ρ = 2d0/a0 (ν is 0 here and 1 below).

Minimizing (52) with respect to a0, we obtain an equation for a0:

2a0
a1

I(ρ) +
4d0
a1

J(ρ) = 1, (53)

where J(ρ) = 1 − π
2 [H1(ρ)− Y1(ρ)].

Figure 14 shows the numerical results obtained by using both methods to calculate E0(d) for
the heterostructure, with d0 ∝ d adjusted to match the curves at small d. Discrepancy at large
d increases as ln(a1/d) approaches unity.
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Figure 14. Exciton ground-state energy calculated by formula (50) (curve 1) and by formula (52) after Eq. (53) is solved
numerically for a0 (curve 2), d0 = 0.22d.

4.5. Electric field effect on excitons levels

Interaction between an exciton and an external electrostatic field E is described by the
operator

Ĥi = −dE = |ẽ|(Exx + Eyy)

where x = |x− − x+| and y = |y− − y+| are the electron-hole relative position vector
components and d is dipole moment. The electric field is supposed to be weak enough
to ensure that the energy level shift is not only smaller than the spacing between
size-quantization levels but also smaller than the spacing between exciton levels. These
conditions can be written as

d � a1 � aE ,

where aE = (µ∗|ẽ|E)−1/3 is the electric length.

We consider two cases: (1) the electric field is applied parallel to the x axis and perpendicular
to the nanoribbon edges in the graphene plane; (2) the electric field is applied along the y
axis, parallel to the nanoribbon edges.

In the former case, the energy shift varies linearly with the difference between the average x
components of the electron and hole position vectors:

E(1)
⊥λλ′ = |ẽ|E (〈x−〉λ − 〈x+〉λ′ ) , (54)

where average x components are calculated by using electron and hole single-particle wave
functions, generally depending on the electron and hole eigenvalues λ and λ′ of the operator
P̂, respectively. Exciton energy shift (54) is independent of the principal quantum number n.
It may vary with λ and λ′, resulting in different exciton binding energies (more precisely, the
binding energy of an electron–hole pair with λ = ±1 and λ′ = ±1 may have four different
values).

In the latter case, the first-order electric field-induced correction is zero5,

5 Note that E(1)
⊥n ≡ 0 in the former case if the electron and hole spectra transform into each other under field inversion.
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E(1)
‖n = |ẽ|E〈y〉n ≡ 0, (55)

because the integral of y|ψn(y)|2 with respect to y vanishes. To evaluate the second-order
electric field-induced correction, we make use of the Dalgarno–Lewis perturbation theory
[61]. Defining a Hermitian operator such that

[F̂, Ĥ0]|n〉 = Ĥi|n〉, (56)

where

Ĥ0 = − 1
2µ∗

∂2

∂y2 − ẽ2

|y|

is the zeroth-order Hamiltonian, |n〉 = ψn(y) is the zeroth-order wave function of the nth
exciton level, and Ĥi = |ẽ|Ey, we obtain

E(2)
‖n = 〈n|Ĥi F̂|n〉 − 〈n|Ĥi|n〉〈n|F̂|n〉. (57)

In the case in question, the second term in this formula vanishes by virtue of (55).

Rewriting Eq. (56) as

ψn
∂2 F̂
∂y2 + 2

∂ψn

∂y
∂F̂
∂y

= 2µ∗Ĥiψn, (58)

we find

F̂(y) = 2µ∗
y∫

−∞

dy′

|ψn(y′)|2

y′∫

−∞

dy′′ψ∗
n(y

′′)Ĥiψn(y′′). (59)

Combining (57) with (59), we have the exciton ground-state energy shift [42]

E(2)
‖0 = − 5

128
a3

1

ln4 a1
d

E2, (60)

which is very small compared to E0 given by (50) because of the fourth power of a logarithm
in the denominator and a small numerical factor.

For comparison, we write out the energy correction to the first excited exciton state [42]

E(2)
‖1 = −3

8
(31 − 6γ)a3

1E
2,
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where γ = 0.577. . . is Euler’s constant.

By analogy with layered heterostructures [62], the ionizing (exciton-breaking) field strength
Ec is estimated as

Ec =
|E0|

8|ẽ|〈|y|〉0
, (61)

where 〈|y|〉0 = a0/2 is the average electron-hole separation for the ground-state exciton. To
logarithmic accuracy, it follows that [42]

Ec = µ∗2|ẽ|5 ln3 a1
d

. (62)

To get the order of magnitude of Ec, consider QW discussed abode. Setting m∗
e = m∗

h ≈
0.0056m0, the SiO2 substrate dielectric constant κe f f ≈ 5, d = 2.46 nm, and a1 ≈ 81 nm, we
use formula (62) to obtain Ec = 9 kV/cm.

4.6. The effective theory

4.6.1. The effective Hamiltonian

According to the expressions (33) and (34) we have the approximations for dispersion curves
of electrons and holes respectively

Ee
λ ≈ Ee

0 +
1

2m∗
e

(
ky − λk∗ye

)2
=

k2
y

2m∗
e
− λαeky + ∆e ≡ Ẽe

λ,

Eh
λ ≈ Eh

0 − 1
2m∗

h

(
ky + λk∗yh

)2
= −

k2
y

2m∗
h
− λαhky + ∆h ≡ Ẽh

λ,

(63)

where the following notations are introduced

αe,h =
k∗ye,h

m∗
e,h

, ∆e,h = ±
k∗2

ye,h

2m∗
e,h

+ Ee,h
0

(in the latter formula plus corresponds to the case of electrons, minus for the case of holes).

We can write the effective Hamiltonians in the form including explicitly the parity λ

Ĥ(λ)e
e f f =

p̂2
y

2m∗
e
− λαe p̂y + ∆e,

Ĥ(λ)h
e f f =

p̂2
y

2m∗
h
− λαh p̂y + ∆h.

(64)
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We can also combine the Hamiltonians Ĥ(+1)e
e f f and Ĥ(−1)e

e f f into one 2×2 matrix Hamiltonian

(analogously for Ĥ(+1)h
e f f and Ĥ(−1)h

e f f )

Ĥe
e f f =

p̂2
y

2m∗
e
− αeτz p̂y + ∆e,

Ĥh
e f f =

p̂2
y

2m∗
h
− αhτz p̂y + ∆h.

(65)

Here we emphasize by using the matrix τz that these Hamiltonians act in the valley space.
The eigen wave functions of these Hamiltonians Ψ̃e

λ and Ψ̃h
λ,

Ĥe
e f f Ψ̃e

λ = Ẽe
λΨ̃e

λ and Ĥh
e f f Ψ̃h

λ = Ẽh
λΨ̃h

λ,

are spinors in a class of eigen functions of the operator P̂ = τz which can be considered as a
“reduced” parity operator:

P̂Ψ̃e,h
λ = λΨ̃e,h

λ ,

Ψ̃e,h
+1 =

(
ψ̃e,h
+1
0

)
, Ψ̃e,h

−1 =

(
0

ψ̃e,h
−1

)
.

(66)

(Remember that the parity operator P̂ = τz ⊗ σ0 where the matrix σ0 acts in the sublattice
space.)

We can also see that the second term in (65) is an analogue of spin-orbit (SO) coupling in the
Rashba form:

Ĥe,h
SO = αe,h [τ p̂] · ν, (67)

where τ =
(
τx, τy, τz

)
is the matrix vector in the valley space (τ is the pseudospin operator),

p̂ =
(

p̂x, p̂y, 0
)

is the vector operator of momentum in the xy-plane, and ν is the unit vector
of the normal to the heterojunction interface (in the coordinate system used here, ν = ex is
the unit coordinate vector of the x axis). The constants αe,h can be named as the effective
Rashba constants.

So, we have the effective theory with the non-relativistic Hamiltonian with the SO-like term
describing the pseudospin splitting of the energy spectrum of charge carriers. An appearance
of this term is due to an asymmetry of a QW potential profile. In an absence of the asymmetry
in the case of the symmetrical QW, the effective Rashba constants αe,h tend to zero for both
electrons and holes and there is no the pseudospin splitting in its energy spectra.
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4.6.2. The effective Hamiltonian in a presence of a magnetic field

Let us set a problem about a quantization of a charge carriers energy in the planar
heterostructure based on graphene in a magnetic field applied perpendicular to its plane.
To begin with, we make some remarks.

Firstly, to separate the size quantization and the magnetic field quantization, we assume that
a magnetic field H is enough weak one. Its condition can be expressed as the following
inequality

aH � d, (68)

where

aH =

√
c

|e|H

is the magnetic length, i.e. a restriction of the wave function along the y axis due to a
magnetic field is significantly smaller than its restriction along the x axis (perpendicular to
the potential barriers). A complexity of the problem consists in an absence of the usual
Landau quantization whereas we have it in layered heterostructures at an application of a
magnetic field perpendicular to layers (in this case problems about the size quantization and
the magnetic field quantization are automatically separated).

Secondly, a vector potential A must be chosen so that decreasing wave function Ψ̃e,h
λ (x, y)

in the direction of the y axis is taken into account in an explicit form. The equation for
Ψ̃e,h

λ (x, y) in a presence the of a magnetic field must include a y coordinate. From general
considerations, it is clear that Ψ̃e,h

λ (x, y) must decrease along the y axis on the scale of aH
(see the schematic picture on Fig. 15).

An appropriate choice of the vector potential is

A = (−Hy, 0, 0) .

To have an opportunity to make the minimal substitution, the effective equation for Ψ̃e,h
λ (x, y)

must explicitly contain the momentum operator p̂x. However, this operator was excluded
from the effective Hamiltonian without a magnetic field (65). This circumstance makes us
detach in the effective equation an artificial term corresponding to the “size-quantization
energy” Ee,h

0 so that

p̂2
x

2m∗
e,h

Ψ̃e,h
λ (x, y) = Ee,h

0 Ψ̃e,h
λ (x, y).

Moreover, we propose to use an approximate expression

Ee,h
0 = ±

k∗2
xe,h

2m∗
e,h

,
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Figure 15. A behavior of the envelope wave function Ψ̃e,h
λ (x, y) of charge carriers in the planar heterostructure in a

presence of a magnetic field applied perpendicular to its plane.

where k∗xe and k∗xh are the size-quantized values of kx as eigen values of the operator p̂x for
electrons and holes near the extrema ky = λk∗ye and ky = −λk∗yh, respectively.

So, we have in a presence of a magnetic field

Ĥ′e
e f f =

1
2m∗

e

(
k∗xe +

e
c

Hy
)2

+
1

2m∗
e

p̂2
y + Ĥe

SO + ∆̃e,

Ĥ′h
e f f =

1
2m∗

h

(
k∗xh +

e
c

Hy
)2

+
1

2m∗
h

p̂2
y + Ĥh

SO + ∆̃h,
(69)

with

∆̃e,h = ±
k∗2

ye,h

2m∗
e,h

.

We can introduce operators of a generalized momentum in a magnetic field

P̂e,h
x = k∗xe,h −

e
c
Ax,

P̂e,h
y = p̂y −

e
c
Ay.

(70)

The operators P̂e,h
x are c-numbers, whereas the operators P̂e,h

y coincide with the differential
operator p̂y = −i∂y in the determined above vector potential A. The commutation relation
for these operators is

[
P̂e,h

x , P̂e,h
y

]
=

ie
c

H. (71)
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We can also consider the combinations of these operators

P̂e,h
± = P̂e,h

x ± iP̂e,h
y (72)

with the commutation relation
[

P̂e,h
− , P̂e,h

+

]
= −2e

c
H. (73)

Following the Rashba’s paper [63] we can introduce the annihilation and creation operators:

for electrons as

âe =

√
c

2|e|H P̂e
−, â†

e =

√
c

2|e|H P̂e
+,

for holes as

âh =

√
c

2|e|H P̂e
+, â†

h =

√
c

2|e|H P̂h
−

with the Bose commutation relation

[
âe,h, â†

e,h

]
= 1.

The effective Hamiltonians rewritten in the second-quantized representation are

Ĥ′′e
e f f = ω∗e

c

(
â†

e âe +
1
2

)
− i√

2
αe

aH
τz

(
âe − â†

e

)
+ ∆̃e,

Ĥ′′h
e f f = ω∗h

c

(
â†

e âe +
1
2

)
+

i√
2

αh
aH

τz

(
âh − â†

h

)
+ ∆̃h,

(74)

where ω∗e,h
c = |e|H

m∗
e,hc are the cyclotron frequencies.

Let us solve the equation for Ψ̃e,h
λ with the Hamiltonians (74) in the class of eigen functions

of the operator P̂ . The matrix τz should be replaced by corresponding eigen value λ in the
equations for the components of Ψ̃e,h

λ . After a nondimensionalization, these equations are
written as

[
â†

e âe +
1
2
− iλδe

SO

(
âe − â†

e

)]
ψ̃e

λ = εe
λψ̃e

λ,
[

â†
h âh +

1
2
+ iλδh

SO

(
âh − â†

h

)]
ψ̃h

λ = εh
λψ̃h

λ,
(75)
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âe =

√
c

2|e|H P̂e
−, â†
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âh − â†

h

)
+ ∆̃h,

(74)

where ω∗e,h
c = |e|H

m∗
e,hc are the cyclotron frequencies.

Let us solve the equation for Ψ̃e,h
λ with the Hamiltonians (74) in the class of eigen functions

of the operator P̂ . The matrix τz should be replaced by corresponding eigen value λ in the
equations for the components of Ψ̃e,h

λ . After a nondimensionalization, these equations are
written as

[
â†
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where δe,h
SO =

αe,h√
2aH ω∗e,h

c
= 1√

2
aHk∗ye,h and ±εe,h

λ =
Ẽe,h

λ −∆̃e,h

ω∗e,h
c

, εe,h
λ > 0 and plus corresponds to

electrons (its energy Ẽe = ∆̃e + ω∗e
c εe

λ has positive values), minus corresponds to holes (its
energy Ẽh = ∆̃h − ω∗h

c εh
λ has negative values).

Now we make an expansion of ψ̃e,h
λ by the oscillator function basis ψn

ψ̃e,h
λ =

∞

∑
n=0

ae,h
λnψn. (76)

We have also the normalization condition in the form of the integral

∞∫

−∞

∣∣∣ψ̃e,h
λ

∣∣∣2 dy = 1

or in the form of the series

∞

∑
n=0

∣∣∣ae,h
λn

∣∣∣2 = 1. (77)

Taking into account the relations

âe,hψn =
√

nψn−1,

â†
e,hψn =

√
n + 1ψn+1,

we obtain two infinite systems of equations for coefficients ae
λn and ah

λn




1
2

ae
λ0 − iλδe

SOae
λ1 = εe

λae
λ0,

3
2

ae
λ1 − iλ

√
2δe

SOae
λ2 + iλδe

SOae
λ0 = εe

λae
λ1,

5
2

ae
λ2 − iλ

√
3δe

SOae
λ3 + iλ

√
2δe

SOae
λ1 = εe

λae
λ2,

.............................................................................................(
n +

1
2

)
ae

λn − iλ
√

n + 1δe
SOae

λn+1 + iλ
√

nδe
SOae

λn−1 = εe
λae

λn,

.............................................................................................

(78)
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1
2

ah
λ0 + iλδh

SOah
λ1 = εh

λah
λ0,

3
2

ah
λ1 + iλ

√
2δh

SOah
λ2 − iλδh

SOah
λ0 = εh

λah
λ1,

5
2

ae
λ2 + iλ

√
3δh

SOah
λ3 − iλ

√
2δh

SOah
λ1 = εh

λah
λ2,

.............................................................................................(
n +

1
2

)
ah

λn + iλ
√

n + 1δh
SOah

λn+1 − iλ
√

nδh
SOah

λn−1 = εh
λah

λn,

.............................................................................................

(79)

On the other hand, it is clear from the physical considerations that the energy spectrum of
charge carriers should be independent on the quasimomentum shift. Here, this shift equals
to the position of the dispersion curve extrema ky = ±k∗ye for electrons and ky = ±k∗yh for
holes. The Landau levels spectrum in (quasi)one-dimensional system should also be the
same as it in the case when we choose the dispersion curve extrema as the point of reference
for quasimomentum:
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The systems of equations for coefficients ae
λn (78) and ah

λn (79) are the recurrence relations for
a calculation of these coefficients. So, the dependence on the parameters δe

SO and δh
SO in the

problem appears only in the wave function ψ̃e,h
λ .

Lastly, our remark concerns a matter about a convergence of the series (77). Each term |ae,h
λn|

2

contains a summand ∼ 1/(δe,h
SO)

2n, therefore it is necessary δe,h
SO > 1. This inequality should

be valid due to the condition (68) because k∗ye,h � 1/d for QW with enough strong asymmetry.

4.7. Possible experiments on the heterostructure

Pseudospin splitting can be observed by means of Raman spectroscopy. The D′ peak of
interest for the present study (alternatively called 2D peak to emphasize that it is due
to a two-phonon-assisted process) is located at 2700 cm−1 [66]. It arises from intervalley
scattering involving phonons with wavenumbers q > K, where K = 4π/3

√
3a ≈ 1.7 × 108

cm−1 is the spacing between adjacent K and K′ points. One process of this kind is indicated
as A → B → C → D → A in Fig. 16.

Pseudospin splitting enables intervalley scattering involving phonons with q′ ≈ q ∓ ∆k (with
plus for electrons and minus for holes), where ∆k = 2k∗ye and ∆k = 2k∗yh in electron and hole

scattering, respectively. These processes contribute to a peak blueshifted from D′ by ∆ω
(+)
R

and a peak redshifted from D′ by ∆ω
(−)
R , giving rise to a doublet structure of the D′ peak.
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Figure 16. Possible double resonant Raman processes involving electron scattering between valleys. To simplify
presentation, analogous processes involving hole scattering between valleys are not shown.

An estimate for ∆ωR can be obtained by using optical phonon dispersion ωph(q). The Raman
shift is twice the optical phonon frequency:

δωR(q) = 2ωph(q).

The change in the Raman shift caused by pseudospin splitting is

∆ω
(±)
R ≈ |δωR(∆K ∓ ∆k)− δωR(∆K)|,

which amounts to ∆ωR ≈ 24 cm−1 for characteristic values of the heterostructure parameters.
This value essentially exceeds the Raman spectral resolution of 1 cm−1 [67] and compares to
the D′ peak width for gapless graphene, Γ0 = 30 cm−1 [68, 69].

Note that a blue shift of the D′ peak has also been observed in the Raman spectrum of
epitaxial graphene on a SiC substrate [67]. This effect is attributed to the strain induced by
the substrate in quasi-free graphene since the SiC lattice constant exceeds substantially that
of graphene.

Raman scattering contributions from gapped graphene sheets can be avoided either by using
a laser beam whose width is smaller than that of the gapless graphene nanoribbon (d � 10
nm) or by pumping at a frequency ω such that the beam cannot be absorbed by gapped
graphene materials,

Ee f f
g + 2ωph < ω < min{2∆1, 2∆3}

The positions of the luminescence lines corresponding to exciton levels can be determined
from optical experiments and compared to theoretical predictions. The splitting of exciton
lines in an electric field applied in the plane of the heterostructure along the normal to its
boundaries is evaluated by using formula (54).

Planar Heterostructures Based on Graphene 215



Finally, interface states can manifest themselves in the I-V curve of the planar heterostructure
carrying a current parallel to the gapless graphene nanoribbon. An increase in
applied electric field may cause charge carriers to “drop” into interface states (preferable
energy-wise), giving rise to a region of negative differential conductivity in the I-V curve.

4.8. Some intermediate conclusions

Before proceeding to the next section, let us recall some results obtained in this section. We
think that it is important for understanding the next results.

We have analyzed the characteristics of planar graphene nanostructures. On the one hand,
they retain the unique properties of infinite graphene sheets. On the other hand, bandgap
opening makes them important building blocks in carbon-based nanoelectronics, which can
be used to control electron motion. Parameters of graphene QWs can easily be manipulated
by varying the gapless nanoribbon width or the potential barriers in the adjoining gapped
graphene sheets.

We predict pseudospin splitting to occur in asymmetric graphene QWs and interface states
to arise from the crossing of dispersion curves of gapless and gapped graphene materials.
We have performed calculations of optical properties of planar graphene nanostructures and
suggested possible experiments to study the effects in question.

Analysis of pseudospin (valley) characteristics in the heterostructure is simplified by using an
effective Hamiltonian having a pseudospin-split energy spectrum. Note that an analogous
spectrum was discussed in [63–65]. Therefore, the effective Hamiltonian must contain a
Rashba-like spin-orbit coupling. We have developed the effective theory for describing
graphene-based systems with the pseudospin splitting.

5. Planar graphene superlattices

5.1. Superlattice based on graphene on a strip substrate

5.1.1. Some remarks

Interest in graphene-based superlattices (SL) has increased in recent years. Calculations of
graphene-based SL with periodic rows of vacancies were performed using the molecular
dynamics method [70]. Calculations of single-atom-thick SL formed by lines of pairs of
adsorbed hydrogen atoms on graphene were carried out with the density functional theory
[71].

Rippled graphene that can be treated as a SL with the one-dimensional periodic potential
of ripples was investigated in [72–74]. SL obtained when a periodic electrostatic potential
[75–78] or periodically located magnetic barriers [79–82] were applied to graphene were
analytically examined.

However, the investigation of the graphene-based SL with a periodic electrostatic
potential disregarded the fact that the application of the electrostatic potential to a
gapless semiconductor (graphene) results in the production of electron-hole pairs and the
redistribution of charges: electrons move from the region where the top of the valence
band lies above the Fermi level to the region where the bottom of the conduction band lies
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Figure 17. Graphene on the strip substrate consisting of alternating SiO2 and h-BN strips.

below the Fermi level. The SL becomes a structure consisting of positively charged regions,
where the electrostatic potential displacing the Dirac points upward in energy is applied,
alternating with negatively charged regions. The strong electrostatic potential of induced
charges appears and strongly distorts the initial step electrostatic potential and, therefore,
the electronic structure of SL calculated disregarding the electrostatic potential of induced
charges.

To avoid the production of electron-hole pairs, SL appearing due to the periodic modulation
of the band gap is considered.

SL in the form of the periodic planar heterostructure of graphene nanoribbons between which
nanoribbons of h-BN are inserted was previously proposed in [83]. The band structure
of such SL was numerically calculated. However, it is very difficult to implement this SL
even using the advances of modern lithography, because problems inevitably arise with the
control of periodicity in the process of the etching of nanoribbons in a graphene sheet and the
insertion of h-BN nanoribbons. Moreover, h-BN is an insulator with a band gap of 5.97 eV,
which significantly hinders the tunneling of carriers between graphene nanoribbons. Such
a heterostructure is most probably a set of QWs where the wavefunctions of carriers from
neighboring QWs almost do not overlap.

Here, SL formed by a graphene sheet deposited on a strip substrate is proposed. The strip
substrate is made of periodically alternating strips of SiO2 (or any other material that does
not affect the band structure of graphene) and h-BN, as shown in Fig. 17. The h-BN layers are
located so that its hexagonal crystal lattice is under the hexagonal crystal lattice of graphene.
Owing to this location, a band gap of 53 meV appears in the band structure of graphene in
the graphene-sheet regions under the h-BN layers [37, 84].

It is assumed that all of the contacts between the regions of different band gaps are first-kind
contacts (Dirac points of graphene are located in the band gaps of the gap modification of
graphene). Such SL is a first-type SL (classification of SL can be found, e.g., in [85]).

The main advantage of the proposed SL is the simplicity of the manufacture and control
of its periodicity. It is worth noting that some problems can arise in SL. The difference
between the lattice constants of h-BN and graphene is about 2% [37]. If about 100 hexagonal
graphene cells are packed into one period of the superlattice, the formation of the band
gap in the gap modification of graphene in the graphene sheet regions above h-BN is
violated owing to the inaccurate arrangement of carbon atoms above boron or nitrogen
atoms. Since contacts between graphene and its gap modification are not heterocontacts
(contacts between substances with different chemical compositions), the edges of quantum
wells can be insufficiently sharp and QWs cannot be considered as square QWs. A transient

Planar Heterostructures Based on Graphene 217



Figure 18. One-dimensional periodic Kronig-Penney potential of SL shown in Fig. 17: the periodically alternating gap
modification of graphene on h-BN with a band gap of 2∆0 = 53 meV and gapless graphene on SiO2.

layer with a spatially varying band gap can exist instead of the sharp edge. Finally, the
substrate can be stressed. The appearing periodic stress field of the substrate can also affect
the band structure of the proposed SL, but this effect is very small [86].

5.1.2. The model for describing SL

The x and y axes are perpendicular and parallel to the interfaces of h-BN and SiO2 strips,
respectively (see Fig. 16). SL is described by the Dirac equation

(vFσp̂ + ∆σz + V)Ψ(x y) = EΨ(x, y), (81)

where vF ≈ 108 cm/s is the Fermi velocity, σ = (σx, σy) and σz are the Pauli matrices, and
p̂ = −i∇ is the momentum operator (the system of units with h̄ = 1 is used). The half-width
of the band gap is periodically modulated:

∆ =

{
0, d(n − 1) < x < −dII + dn,
∆0, −dII + dn < x < dn,

where n is an integer enumerating the supercells of the superlattice; dI and dII are the widths
of the SiO2 and h-BN strips, respectively; and d = dI + dII are the period of the superlattice
(the size of the supercell along the x axis). The periodic scalar potential V can appear due
to the difference between the energy positions of the middle of the band gap of the gap
modification of graphene and conic points of the Brillouin zone of gapless graphene (see Fig.
18):

V =

{
0, d(n − 1) < x < −dII + dn,
V0, −dII + dn < x < dn.

In order for SL to be a first-type superlattice, the inequality |V0| ≤ 0 should be satisfied. The
solution of Eq. (81) for the first supercell has the form

Graphene - New Trends and Developments218



Figure 18. One-dimensional periodic Kronig-Penney potential of SL shown in Fig. 17: the periodically alternating gap
modification of graphene on h-BN with a band gap of 2∆0 = 53 meV and gapless graphene on SiO2.

layer with a spatially varying band gap can exist instead of the sharp edge. Finally, the
substrate can be stressed. The appearing periodic stress field of the substrate can also affect
the band structure of the proposed SL, but this effect is very small [86].

5.1.2. The model for describing SL

The x and y axes are perpendicular and parallel to the interfaces of h-BN and SiO2 strips,
respectively (see Fig. 16). SL is described by the Dirac equation

(vFσp̂ + ∆σz + V)Ψ(x y) = EΨ(x, y), (81)

where vF ≈ 108 cm/s is the Fermi velocity, σ = (σx, σy) and σz are the Pauli matrices, and
p̂ = −i∇ is the momentum operator (the system of units with h̄ = 1 is used). The half-width
of the band gap is periodically modulated:

∆ =

{
0, d(n − 1) < x < −dII + dn,
∆0, −dII + dn < x < dn,

where n is an integer enumerating the supercells of the superlattice; dI and dII are the widths
of the SiO2 and h-BN strips, respectively; and d = dI + dII are the period of the superlattice
(the size of the supercell along the x axis). The periodic scalar potential V can appear due
to the difference between the energy positions of the middle of the band gap of the gap
modification of graphene and conic points of the Brillouin zone of gapless graphene (see Fig.
18):

V =

{
0, d(n − 1) < x < −dII + dn,
V0, −dII + dn < x < dn.

In order for SL to be a first-type superlattice, the inequality |V0| ≤ 0 should be satisfied. The
solution of Eq. (81) for the first supercell has the form

Graphene - New Trends and Developments218

Ψ(x, y) = ψ1(x)eikyy, 0 < x < d.

For the nth supercell, in view of the periodicity of the superlattice,

ψn(x) = ψ1(x + (n − 1)d).

In the region of QW (0 < x < dI), the solution of Eq. (81) is a plane wave

ψ
(1)
n (x) = Nk1

(a(1)n

b(1)n

)
eik1x + Nk1

(c(1)n

d(1)n

)
e−ik1x, (82)

where Nk1
is the normalization factor. The substitution of Eq. (82) into Eq. (81) provides the

relation between the lower and upper spinor components

b(1)n = λ+a(1)n , d(1)n = −λ−c(1)n , λ± =
vF(k1 ± iky)

E
.

The relation of E with k1 and ky has the form

E = ±vF

√
k2

1 + k2
y.

It is convenient to represent Eq. (82) in a more compact form [76]

ψ
(1)
n (x) = Ωk1

(x)
(a(1)n

c(1)n

)
,

Ωk1
(x) = Nk1

(
1 1

λ+ −λ−

)
eik1xσz .

(83)

When the inequality

∆2
0 + v2

Fk2
y − (E − V0)

2 ≥ 0 (84)

is satisfied, the solution of Eq. (81) in the barrier region (dI < x < d) has the form

ψ
(2)
n (x) = Ωk2 (x)

(a(2)n

c(2)n

)
,

Ωk2 (x) = Nk2

(
1 1

−λ̃− λ̃+

)
ek2xσz ,

(85)
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where

λ̃± =
ivF(k2 ± ky)

E + ∆0 − V0
, k2 =

1
vF

√
∆2

0 + v2
Fk2

y − (E − V0)2.

The solution of Eq. (81) in the barrier region under the condition

∆2
0 + v2

Fk2
y − (E − V0)

2 < 0 (86)

is given by Eq. (85) with the change k2 → iκ2, i.e., it is oscillating.

The possibility of existing Tamm minibands formed by localized states near the interface
between graphene and its gap modification will be considered below. In this case, k1 → iκ1
k2 is real. A necessary condition for existing Tamm states has the form

|ky| ≥ |κ1|;

under this condition, the energy E = ±vF

√
k2

y −κ2
1 is real.

5.1.3. The derivation of the dispersion relation

The dispersion relation is derived using the transfer matrix (T matrix) method. The T matrix
relates the spinor components for the nth supercell to the spinor components of the solution
of the same type for the (n + 1)th supercell. For example, for the solution in the quantum
well region,

(a(1)n+1

c(1)n+1

)
= T

(a(1)n

c(1)n

)
. (87)

To determine the T matrix, the following conditions of the continuity of the solution of the
Dirac equation describing the considered superlattice are used:

ψ
(1)
n (dI − 0) = ψ

(2)
n (dI + 0),

ψ
(2)
n (d − 0) = ψ

(1)
n+1(+0).

These conditions provide the equalities

(a(2)n

c(2)n

)
= Ω−1

k2
(dI)Ωk1

(dI)

(a(1)n

c(1)n

)
,

(a(1)n+1

c(1)n+1

)
= Ω−1

k1
(0)Ωk2 (d)

(a(2)n

c(2)n

)
.
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According to definition (87) of the T matrix and the last two equalities6,

T = Ω−1
k1

(0)Ωk2 (d)Ω
−1
k2

(dI)Ωk1
(dI). (88)

The substitution of Eqs. (84) and (85) with the corresponding arguments into Eq. (88) yields
the expressions

T11 = αeik1dI
[
(λ− + λ̃+)(λ+ + λ̃−)e−k2dII−

−(λ− − λ̃−)(λ+ − λ̃+)ek2dII
]

,

T12 = 2αe−ik1dI (λ− + λ̃+)(λ− − λ̃−)sh(k2dII),

T21 = T∗
12, T22 = T∗

11,

(89)

where

α =
1

(λ+ + λ−)(λ̃+ + λ̃−)
.

The last two relations in Eqs. (89) are the general properties of the T matrix.

The derivation of the dispersion relation with the use of the T matrix is briefly as follows.

Let N = L/d be the number of supercells in the entire SL, where L is the length of SL along
the x axis, i.e., the direction of the application of the periodic potential. The Born-Karman
cyclic boundary conditions for SL have the form

ψ
(1,2)
N (x) = ψ

(1,2)
1 (x).

At the same time,

ψ
(1,2)
N (x) = TNψ

(1,2)
1 (x),

from which, TN = I , where I is the 2 × 2 unit matrix.

It is convenient to diagonalize the T matrix by means of the transition matrix S:

Td = STS−1 =

(
λ1 0
0 λ2

)
,

where λ1,2 are the eigenvalues of the T matrix and have the property λ2 = λ∗
1. According to

TN
d = I

λ1 = e2πin/N , −N/2 < n ≤ N/2.

6 Note that the cyclic permutations of the factors of Ω matrices are possible in the definition of the T matrix; these
permutation do not change dispersion relation (90). This can be verified by comparing Eq. (88) with Eq. (23) in [76].
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In view of the property TrT = TrTd and in terms of the notation kx = 2πn/L (−π/d < kx ≤
π/d), the dispersion relation is obtained in the form

TrT = 2 cos(kxd). (90)

Taking into account the last relation in Eqs. (89), Eq. (90) can also be written in the form

ReT11 = cos(kxd).

Dispersion relation (90) under condition (84) gives the equation [86]

v2
Fk2

2 − v2
Fk2

1 + V2
0 − ∆2

0
2v2

Fk1k2
sinh(k2dII) sin(k1dI) + cosh(k2dII) cos(k1dI) = cos(kxd). (91)

According to this equation, the passage to the single-band limit is performed by two methods:
first, V0 = ∆0 (QW only for electrons) and, second, V0 = −∆0 (QW only for holes). The result
of the passage coincides with the known nonrelativistic dispersion relation (see, e.g., [87]),
although the expressions for k1, k2, and E are different.

If inequality (86) is satisfied, the change k2 → iκ2 should be made in Eq. (91)

−v2
Fκ

2
2 − v2

Fk2
1 + V2

0 − ∆2
0

2v2
Fk1κ2

sin(κ2dII) sin(k1dI) + cos(κ2dII) cos(k1dI) = cos(kxd). (92)

For Tamm minibands, the change k1 → iκ1 should be made in Eq. (91):

v2
Fk2

2 + v2
Fκ

2
1 + V2

0 − ∆2
0

2v2
Fκ1k2

sinh(k2dII) sinh(κ1dI) + cosh(k2dII) cosh(κ1dI) = cos(kxd). (93)

Equation (93) has the solution only under the condition

v2
Fk2

2 + v2
Fκ

2
1 + V2

0 − ∆2
0 < 0.

This condition can be rewritten as

v2
Fk2

y − E2 < −EV0. (94)
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TrT = 2 cos(kxd). (90)

Taking into account the last relation in Eqs. (89), Eq. (90) can also be written in the form

ReT11 = cos(kxd).

Dispersion relation (90) under condition (84) gives the equation [86]

v2
Fk2

2 − v2
Fk2

1 + V2
0 − ∆2

0
2v2

Fk1k2
sinh(k2dII) sin(k1dI) + cosh(k2dII) cos(k1dI) = cos(kxd). (91)

According to this equation, the passage to the single-band limit is performed by two methods:
first, V0 = ∆0 (QW only for electrons) and, second, V0 = −∆0 (QW only for holes). The result
of the passage coincides with the known nonrelativistic dispersion relation (see, e.g., [87]),
although the expressions for k1, k2, and E are different.

If inequality (86) is satisfied, the change k2 → iκ2 should be made in Eq. (91)

−v2
Fκ

2
2 − v2

Fk2
1 + V2

0 − ∆2
0

2v2
Fk1κ2

sin(κ2dII) sin(k1dI) + cos(κ2dII) cos(k1dI) = cos(kxd). (92)

For Tamm minibands, the change k1 → iκ1 should be made in Eq. (91):

v2
Fk2

2 + v2
Fκ

2
1 + V2

0 − ∆2
0

2v2
Fκ1k2

sinh(k2dII) sinh(κ1dI) + cosh(k2dII) cosh(κ1dI) = cos(kxd). (93)

Equation (93) has the solution only under the condition

v2
Fk2

2 + v2
Fκ

2
1 + V2

0 − ∆2
0 < 0.

This condition can be rewritten as

v2
Fk2

y − E2 < −EV0. (94)
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At the same time, for Tamm minibands E2 = v2
Fk2

y − v2
Fκ

2
1 , i.e. the left-side of (94) is positive.

The allowed values of the energy should be negative if V0 > 0 and vice versa. It is not
difficult to show that the inequality (94) has the solutions when [88]

v2
Fk2

y <
∆2

0(∆
2
0 − V2

0 )

V2
0

. (95)

Formally, this condition coincides with the condition of the intersection of the dispersion
curves for graphene and its gap modification [44].

5.1.4. The results of the numerical calculation

The numerical calculations of the dependence of the energy on kx were performed for two
values ky = 0 and 0.1 nm−1 at V0 = 0 (see Fig. 19). The energy of carriers is assumed to be
low, |E| � 1 eV, because the Dirac dispersion relation for carriers and, correspondingly, Dirac
equation (81) are invalid for high energies.

The electron minibands are separated from hole minibands by a band gap, which increases
with |ky|. For dI = dII at ky = 0, it is Eg � 10–30 meV when d=10–100 nm. In this case, the
solution of Eq. (91) is transformed to the solution of Eq. (92). The band gap can increase
strongly when dII increases with respect to dI : Eg � 100 meV, i.e., is several times larger than
2∆0.

The width of the minibands decreases with an increase in the period of the superlattice d.
The dependence of the width of the minibands on V0 was also examined. The widths of the
electron and hole minibands increase and decrease, respectively, at V0 > 0 and vice versa at
V0 < 0.

5.1.5. The possible applications of SL

The described superlattice can be used as FET where the substrate serves as a gate. The
ratio of the current through the superlattice to the current through the gate at a substrate
thickness of about 10 nm can reach ∼ 106 as for FET based on graphene nanoribbons [11].
The main advantage of the considered superlattice is the absence of the effect of the scattering
of carriers on the edges of a nanoribbon on their mobility. The mobility of the carriers in
gapless graphene reaches µ0 = 2 × 105 cm2/(V s) [4, 5]. However, the mobility of carriers
in FET based on the graphene nanoribbon with a width of w ∼ 3 nm is three orders of
magnitude smaller than µ0. The cause of such a strong decrease is possibly the scattering
of carriers at the edges of graphene nanoribbons. The mean free path between two acts of
the scattering of carriers at the edge of the graphene nanoribbon λedge ∝ w/P, where P is
the probability of backscattering [11]. For sufficiently good edges, P�1. The problem of
scattering on edges is absent for the proposed superlattice; for this reason, the mobility of
the carriers in the superlattice is expected to be ∼ µ0 in the absence of the problems with the
periodicity of the potential. At the same time, a sufficiently large Eg value, which provides
the operation of FET at room temperature, can be reached.

If an Au film is deposited on the lower side of the substrate and graphene is optically
pumped, the superlattice can be used as a terahertz laser similar to a terahertz laser based
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Figure 19. Numerically calculated dependence of the energy on kx for two ky values and two superlattice periods d.
The dispersion curves for the superlattices with dI = (solid lines) dII , (dashed lines) dII /2, and (dotted lines) 2dII .

on gapless graphene [89]. In this case, terahertz radiation will be emitted from the regions of
the SiO2 substrate.

5.2. Superlattice based on gapless graphene with the alternating Fermi velocity

5.2.1. Preliminary remarks

Now, we suggest to consider SL based on gapless graphene with alternating regions
characterized by different values of the Fermi velocity [90]. In our case, the Fermi velocity
engineering is based on the usage of the surrounding graphene materials, which have different
values of permittivity [91]. It should be pointed out that the idea to control the Coulomb
interaction between charge carriers in graphene by the choice of substrate materials with the
necessary values of dc permittivity was first put forward in [92].

In such heterostructures, it is possible to achieve the energy quantization for charge carriers
even in the absence of potential barriers (regions with wider band gaps) and QWs (regions
with narrower band gaps), and even without any variations in the work function [25]. Note
that the Tamm minibands are absent here since the straight dispersion lines do not intersect
anywhere except for the Dirac point.

Such structure can be produced by the deposition of graphene on striped substrates
where either the composition parameter x in an alloy of SiO2−x, or the density of some

Graphene - New Trends and Developments224



Figure 19. Numerically calculated dependence of the energy on kx for two ky values and two superlattice periods d.
The dispersion curves for the superlattices with dI = (solid lines) dII , (dashed lines) dII /2, and (dotted lines) 2dII .
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values of permittivity [91]. It should be pointed out that the idea to control the Coulomb
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In such heterostructures, it is possible to achieve the energy quantization for charge carriers
even in the absence of potential barriers (regions with wider band gaps) and QWs (regions
with narrower band gaps), and even without any variations in the work function [25]. Note
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anywhere except for the Dirac point.

Such structure can be produced by the deposition of graphene on striped substrates
where either the composition parameter x in an alloy of SiO2−x, or the density of some
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Figure 20. Three variants of SL under study: (a) graphene sheet placed on a striped substrate consisting of alternating
layers of materials with substantially different values of the permittivity, e.g., SiO2 with ε = 3.9 (I) and HfO2 with
ε = 25 (II); (b) graphene sheet placed on the HfO2 substrate with periodically arranged grooves; and (c) graphene sheet
deposited on a periodic array of parallel metallic strips. A plate of heavily doped silicon n-Si is used as a gate.

(nonmagnetic) impurities, or dc permittivity ε exhibit periodic variations. Here, we treat in
detail the latter possibility.

According to the results of the theoretical [93–97] and experimental [91, 98–102] studies,
the Fermi velocity becomes substantially renormalized. To estimate the renormalized Fermi
velocity, we can use the relation [95]

vF
vF0

= 1 − 3.28α∗
[

1 +
1
4

ln
(

1 +
1

4α∗
− 1.45

)]
,

where α∗ = ẽ2/h̄vF0 is the analog of the fine structure constant, vF0 is the initial
unrenormalized Fermi velocity (vF0 = 0.85 × 108 cm/s) [91, 101], ẽ2 = e2/εe f f , and εe f f =
(ε1 + ε2)/2 is the effective dc permittivity for the charge carriers in graphene depending on
the values ε1 and ε2 of dc permittivity characterizing the materials surrounding graphene.
Note that here the band gap is not open; this is confirmed in experiment with an accuracy of
0.1 meV [101].

Within the graphene region located over the strip with the lower value of ε, we have larger
α∗. Hence, the corresponding renormalized Fermi velocity should be higher than that over
the strip with the higher value of ε. This suggests the possibility of modulating vF by varying
the substrate permittivity. Note that such a system is a one-dimensional photonic crystal.

The first version of the suggested system is a graphene sheet placed on a striped substrate
consisting of alternating layers of materials with substantially different values of the
permittivity. A schematic image of such a system is shown in Fig. 20a.

It is also possible to use a substrate with periodically arranged grooves prepared by etching.
The graphene sheet placed on such substrate should have the periodically alternating regions
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Figure 21. Fermi velocity profile in SL under study (vF1 > vF2 case). The enumeration of supercells in SL and the sizes
of its regions are indicated in the lower part of the figure: dI is the width of the graphene strip with the Fermi velocity
vF1, dII is the width of the graphene strip with the Fermi velocity vF2, and d = dI + dII is the SL period.

suspended over the grooves and those being in contact with the substrate material (see Fig.
20b). The renormalization of the Fermi velocity should be the most clearly pronounced just in
the suspended graphene regions since here we have εe f f = 1. According to the experimental
data, the renormalized Fermi velocity in suspended graphene increases to 3× 108 cm/s [101].

In the regions with graphene in contact with the narrow gap semiconducting material, where
εe f f � 1, the renormalized Fermi velocity differs only slightly from the unrenormalized one.
In addition, the substrate itself is a diffraction grating. Therefore, the system should exhibit
rather interesting optical characteristics, demanding a separate study.

There is another version of the system under study. It is possible to deposit graphene on a
periodic array of parallel metallic strips (Fig. 20c). This is the limiting case: in the suspended
graphene regions, we have εe f f = 1 (the strongest renormalization of the Fermi velocity),
whereas in the regions with graphene in contact with metallic strips, we have εe f f = ∞
(vanishing renormalization of the Fermi velocity [91]).

We see that a whole class of such type of systems, which were not studied earlier, is
possible. Without doubt, the studies of such systems should lead to important advances
in the implementation of the technologies based on the controlled Fermi velocity.

5.2.2. The model

The model for the description of the suggested SL is similar to that used earlier to study SL
on the striped substrate with the periodic variation in the band gap [86].

In our case, we assume that the band gap remains unchanged and is equal to zero (gapless
graphene) and the work function is the same over all regions of SL (its value is chosen
as the energy reference point). We have only a modulation of the Fermi velocity. In gapless
graphene, a change in the work function leads to the electrical breakdown and to the creation
of electron-hole pairs. We also assume that the near-border region corresponding to the
gradual change in the Fermi velocity is much narrower than the SL period. Therefore, the vF
profile can be considered to be sharp enough (see Fig. 21).

We consider the charge carriers located close to the K point of the Brillouin zone (the results
should be the same for the charge carriers located in the vicinity of the K′ point). Let the x
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In the regions with graphene in contact with the narrow gap semiconducting material, where
εe f f � 1, the renormalized Fermi velocity differs only slightly from the unrenormalized one.
In addition, the substrate itself is a diffraction grating. Therefore, the system should exhibit
rather interesting optical characteristics, demanding a separate study.

There is another version of the system under study. It is possible to deposit graphene on a
periodic array of parallel metallic strips (Fig. 20c). This is the limiting case: in the suspended
graphene regions, we have εe f f = 1 (the strongest renormalization of the Fermi velocity),
whereas in the regions with graphene in contact with metallic strips, we have εe f f = ∞
(vanishing renormalization of the Fermi velocity [91]).

We see that a whole class of such type of systems, which were not studied earlier, is
possible. Without doubt, the studies of such systems should lead to important advances
in the implementation of the technologies based on the controlled Fermi velocity.

5.2.2. The model

The model for the description of the suggested SL is similar to that used earlier to study SL
on the striped substrate with the periodic variation in the band gap [86].

In our case, we assume that the band gap remains unchanged and is equal to zero (gapless
graphene) and the work function is the same over all regions of SL (its value is chosen
as the energy reference point). We have only a modulation of the Fermi velocity. In gapless
graphene, a change in the work function leads to the electrical breakdown and to the creation
of electron-hole pairs. We also assume that the near-border region corresponding to the
gradual change in the Fermi velocity is much narrower than the SL period. Therefore, the vF
profile can be considered to be sharp enough (see Fig. 21).

We consider the charge carriers located close to the K point of the Brillouin zone (the results
should be the same for the charge carriers located in the vicinity of the K′ point). Let the x
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axis be perpendicular to the strips as is shown in Fig. 21. The envelope of the wave-function
Ψ(x, y) for the charge carriers obeys the Dirac-Weyl equation with variable Fermi velocity7

vFσp̂Ψ(x, y) = EΨ(x, y), (96)

vF =

{
vF1, d(n − 1) < x < −dII + dn
vF2, −dII + dn < x < dn.

(97)

Here, p̂ = −i∇ is the momentum operator (here and further on, h̄ = 1). Integers n enumerate
supercells (see Fig. 21). The Pauli matrices σ = (σx, σy) act in the space of two sublattices.
The motion of charge carriers in SL along the y axis is free; hence, a solution to Eq. (96) has
the form Ψ(x, y) = ψ(x)eikyy.

Similarly to [86, 90], we find a solution of Eq. (96) with respect to ψ(x) for the nth supercell

(i) at 0 < x < dI

ψ
(1)
n (x) = Ωk1

(x)
(a(1)n

c(1)n

)
,

Ωk1
(x) = Nk1

(
1 1

λ
(1)
+ −λ

(1)
−

)
eik1xσz ,

λ
(1)
± =

vF1(k1 ± iky)

E
, k1 =

√
E2 − v2

F1k2
y

vF1
,

(ii) at dI < x < d

ψ
(2)
n (x) = Ωk2 (x)

(a(2)n

c(2)n

)
,

Ωk2 (x) = Nk2

(
1 1

λ
(2)
+ −λ

(2)
−

)
eik2xσz ,

7 In the general case, one should write the anticommutator of the Fermi velocity vF(x) with the term containing the
momentum operator p̂x

1
2
{vF(x), σp̂}Ψ(x, y) = EΨ(x, y).

Such symmetrization of the Hamiltonian is necessary for retaining its Hermitian form. Similar problems were
considered in [103, 104]. In the case of the stepwise profile (97) of the Fermi velocity, we obtain the equation
for Psi(x, y) in form (96). This limitation is not significant since allowance for a smooth dependence vF(x) will
complicate the calculations, but will insignificantly change the final results.
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Figure 22. Schematic image illustrating the behavior of the envelope of the wavefunction of charge carriers in SL under
study: (a) the oscillatory solution in all regions and (b) the solution being oscillatory in one region and exhibiting
exponential decay deep into another region (vF1 > vF2 case).

λ
(2)
± =

vF2(k2 ± iky)

E
, k2 =

√
E2 − v2

F2k2
y

vF2
.

Here, Nk1
and Nk2 are the normalization factors.

For the case vF1 > vF2, the condition for the existence of the solution of Eq. (96), which
oscillates in all regions of the SL (it is schematically illustrated in Fig. 22a), is reduced to the
inequality

k2
2 >

(
v2

F1
v2

F2
− 1

)
k2

y. (98)

The existence of a solution of the mixed type is also possible (see Fig. 22b). In this case, we
have an oscillatory solution in some regions (effective QWs), whereas in the other regions, it
exhibits exponential decay (effective potential barriers) deep into these regions. The condition
for the existence of the mixed type solution is determined by the inequality inverse to (98)
and it is met only for finite ky values.

The effective quantum barrier of the new type is the region with the higher Fermi velocity
because the energy of the charge carriers with the same momentum k in it is higher than that
in the effective QW with the lower Fermi velocity [25]. In contrast to the usual QW, which
is formed owing to the change in the width of the band gap, the height of the barrier in SL
under study grows with ky. At ky=0, the barrier vanishes and our problem is reduced to the
empty lattice model [105]. In the latter model, the potential is absent, but the periodicity is
retained. As a result, energy bands corresponding to the symmetry of the problem arise, but
we have zero band gaps.

5.2.3. The dispersion relation

To derive the dispersion relation, we use the transfer matrix (T-matrix) method in the way
similar to that employed in [86, 90].

The transfer matrix determines the relation between the coefficients appearing in the
expressions for the envelopes of the wavefunctions for the neighboring supercells
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(a(1)n+1

c(1)n+1

)
= T

(a(1)n

c(1)n

)
,
(a(2)n+1

c(2)n+1

)
= T

(a(2)n

c(2)n

)
.

We use the following boundary conditions for matching of the envelopes of the
wavefunctions [27, 42]

√
vF1ψ

(1)
n =

√
vF2ψ

(2)
n

and also the Bloch conditions in the form

ψ
(1)
n (x + d) = ψ

(1)
n (x)eikxd

and

ψ
(2)
n (x + d) = ψ

(2)
n (x)eikxd.

Then, the expression for the T-matrix has the form [86, 90]

T = Ω−1
k1

(0)Ωk2 (d)Ω
−1
k2

(dI)Ωk1
(dI).

The dispersion relation is determined from Eq. (90), which for the oscillatory type solution,
can be written as

vF1vF2k2
y − E2

vF1vF2k1k2
sin(k1dI) sin(k2dII) + cos(k1dI) cos(k2dII) = cos(kxd). (99)

For the solution of the mixed type, the dispersion relation is found from (99) through the use

of the formal substitution k1 → iκ1, where κ1 = 1
vF1

√
v2

F1k2
y − E2.

At ky = 0, transcendental equation (99) has the form

cos (k1dI + k2dII) = cos(kxd) (100)

for which the exact solution can be found

El(kx) = ±v∗F

(
kx +

2πl
d

)
, l = 0, 1, 2, . . .

Here, the effective Fermi velocity is introduced as

v∗F =
vF1vF2d

vF1dII + vF2dI
. (101)
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For the lth miniband, the energy at the K point is equal to

E0
l = ±

2πlv∗F
d

, l = 0, 1, 2, . . .

We can see that the lower electron miniband (l = 0) touches the upper hole miniband at the
K point and graphene remains gapless.

From Eq. (100), we find that, at the edge of the lth miniband, the energy at kx = ±π/d is
equal to

El

(
±π

d

)
= ±

π(2l + 1)v∗F
d

, l = 0, 1, 2, . . .

The minibands are separated by the direct band gaps

EG = El+1

(
±π

d

)
− El

(
±π

d

)
=

2πv∗F
d

.

In the case of ky = 0, indirect gaps are absent

El

(π

d

)
= El+1

(
−π

d

)
,

which corresponds to the empty lattice model [105].

5.2.4. The numerical calculation of the energy spectrum

Let us calculate the lower electron miniband for SL shown in Fig. 19c. According to [101],
for it we have vF1 = 3 × 106 cm/s (suspended graphene) and vF2 = 0.85 × 106 cm/s (in the
region with the contact of graphene with the metal, the Fermi velocity coincides with vF0).

In the weak coupling model, the problem concerning the edge type at the interface turns out
to be unimportant. Let us assume that we have a zigzag-type boundary at the interface (see
Fig. 20) and, in each of two regions of the supercell, integer numbers NI and NII of graphene
unit cells are packed up. Then, we have dI = 3NI a and dII = 3NII a, where a = 1.42 Å
is the lattice constant of graphene. For calculations, we assume that NI = NII = 50, i.e.,
dI = dII = 21.3 nm.

In the framework of the suggested model, it is necessary to introduce the upper limit on
the wave vector component characterizing the free motion of charge carriers, |ky| � kc.
Momentum kc corresponds to the energy of the ultraviolet cutoff, Λ ≈ 3 eV [101]. As a
result, we find kc ≈ 4.3 nm−1. This, in turn, imposes the limitation on the SL period, d � a.

The results of numerical calculations are represented in the form of two E(kx, ky) plots for
the lower electron miniband: (i) E(kx) at fixed values of ky (Fig. 23a) and (ii) E(ky) at fixed
values of kx (Fig. 23b). In Fig. 23a, we can see, in particular, that ky = 0 corresponds to the
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Figure 23. Numerical calculation of the dispersion curves for the lower electron miniband (a) versus kx at fixed ky
values and (b) versus ky at fixed kx values.

linear dispersion law and the effective Fermi velocity is v∗F ≈ 1.325 × 108 cm/s. The lower
curve in Fig. 23b exhibits a nearly linear growth. This means that the E(kx, ky) surface has
the conical shape near the Dirac point.

Thus, we confirm by numerical calculations that at ky = 0, the Fermi velocity of electrons
(holes) has a constant value, does not vanish up to the boundaries of minibands, and is
determined by Eq. (101) (this is true for all minibands). In this sense, the particles do not feel
the boundaries of minibands. Note that, for ky �= 0, the velocity of particles always vanishes
at the miniband boundaries.

5.2.5. The qualitative analysis of the current-voltage characteristics

Let us briefly discuss at the qualitative level the effect of the SL potential on the transport
phenomena.

Having in mind the aforementioned qualitative difference between the ky = 0 and ky �= 0
cases, we should expect that the current-voltage characteristics (I–V curves) of SL under
study should be significantly different for these two cases.

At ky = 0, the transport characteristics of SL under study should be the same as for effective
gapless graphene with the average Fermi velocity v∗F given by Eq. (101). In particular, at any
arbitrarily low charge carrier density, we should observe nonzero minimum conductivity
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σmin. According to the experimental data, we have σmin = 4e2/h [2], which coincides with
the ballistic conductivity of graphene. The I–V curve should exhibit a linear growth similar
to that characteristic of graphene samples with high enough mobility of charge carriers,
µ � 104 cm2/(V s) [106].

In the case of ky �= 0, the situation is more complicated. At a nonzero transverse field Vy
and at a sufficiently small longitudinal field Vx, the I–V curve should be a growing one
and the differential conductivity at small values of Vx is about or higher than the minimum
conductivity

σdi f (Vx ≈ 0) � σmin.

Now, we calculate the velocity of electrons for the case of fixed longitudinal (Ex) and nonzero
transverse (Ey) electric fields. For the corresponding implementation of such situation in
experiment, it is possible to use the standard Hall device.

For simplicity, we assume that transport is ballistic; i.e., the mean free path λ is so large that
an electron accelerated by the applied electric field can reach the miniband boundary without
any scattering. To distinguish the spectrum related to the potential of the superlattice, the
mean free path should be much larger than the period of SL [85]

λ f � d. (102)

For the sufficiently pure graphene samples, we have λ f � 1µm.

The direction of the electron motion is characterized by the polar angle φ = arctan(ky/kx).
Its value remains unchanged in the whole −π/d ≤ kx ≤ π/d range. The contribution to the
conductivity related to the intraminiband transitions is determined by the electron velocity,
which we seek:

vφ =
∂E
∂k

∣∣∣∣
ky=kx tan φ

.

In Fig. 24, we illustrate the calculated dependence of the electron velocity on kx for the same
SL parameters as above for the polar angles φ = 5o, 10o, and 15o. We can see that the velocity
indeed vanishes at the miniband boundary and its abrupt decrease takes place within a quite
narrow range near the miniband boundary. For low momenta, we have vφ ≈ v∗F.

An application of the superlattice at nonzero temperatures requires the existence of a quite
clearly pronounced Fermi velocity profile; i.e., we should use rather large φ and δvF =
|vF1 − vF2| values:

π
δvF

d
sin φ � T.

However, at large φ values close to π/2, the condition according to which charge carriers
pass a large number of supercells at the mean free path can be violated. Then, condition
(102) turns out to be unimportant: condition λ f cos φ � d should be met.
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Figure 24. Numerical calculation of the electron velocity in the lower miniband along the direction specified by the
fixed polar angle φ.

Similarly to the situation occurring in semiconductor SLs, the motion of charge carriers at
sufficiently strong electric field Ex is finite. They oscillate with the Stark frequency [85]

Ω = eExd.

This stems from the nonlinearity of the I–V curve manifesting itself in the negative
differential conductivity at a certain section of it. Charge carriers in the nonlinear regime
undergo a large number of the Bloch oscillations during the mean free time τ:

Ωτ � 1. (103)

We estimate the mean free time as τ ≈ λ f /v∗F (the velocity of charge carriers is vφ ≈ v∗F
everywhere except for a narrow range near the miniband boundaries). Then, condition (103)
can be rewritten as

Ex �
v∗F

edλ f
. (104)

Condition (104) automatically gives an estimate for the minimum longitudinal voltage above
which negative differential conductivity becomes possible

Vx min �
v∗F
ed

Lx

λ f
,

where Lx is the size of the system along the x axis. Assuming that Lx � λ f , we arrive at the
estimate Vx min � 0.02 V for SL with the same parameters as above.

In Fig. 25, we represent the qualitative behavior of the I–V curve for SL under study. At
ky = 0 (zero applied voltage in the transverse direction, Vy = 0), we observe its linear
growth. At ky �= 0 (nonzero transverse voltage, Vy �= 0), a section with negative differential
conductivity arises in the curve. In this case, for higher Vy values, this section is more
pronounced and more shifted toward lower Vx values. However, as is mentioned above, this
section can arise only at a sufficiently high longitudinal voltage
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Figure 25. Qualitative behavior of the I–V curve for SL under study. Three I(Vx) plots under the linear I–V curve
correspond to the growth of the transverse voltage Vy (from top to bottom).

Vx � Vx min.

Note finally that the characteristics of the system under study can depend on the gate voltage
Vg (at different values of the charge carrier density n2D) owing to the dependence of the
renormalized Fermi velocity on n2D [101, 102]. In this case, a controlling factor is the filling
of minibands with electrons (holes). For the experimental observations, it is convenient
to have partially filled either the lower electronic miniband or the upper hole one (in this
case, the higher electronic or lower hole minibands are distinguishable). This takes place if
n2D � n∗

2D = 4/d2. This condition can be rewritten in the form of a limitation imposed on
the gate voltage [90]

|Vg| � 4πen∗
2D Lg/ε∗s ,

where Lg is the gate thickness and ε∗s is the effective dc permittivity of the substrate. For the
layered substrate structure (see Fig. 19a), we have

ε∗s =
εs1dI + εs2dII

d
.

6. Conclusions

We presented the method for the theoretical research of the electron properties of the planar
heterostructures based on graphene, namely, the single heterojunctions, QWs, and SLs. The
usage of the gap modifications of graphene in the planar heterostructures is a novel idea
which can help to push the boundaries of science.
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The valley-polarized currents must exist at the single heterojunctions. The novel phenomena
of pseudospin splitting in the energy spectrum of the asymmetric QWs had been theoretically
predicted. Some optical properties of the graphene-based QWs was considered (observation
of the excitonic lines).

A model describing SL based on graphene on a strip substrate has been proposed. The
dispersion relation has been derived, which is transferred to the known nonrelativistic
dispersion relation in the passage to the single-band limit. The numerical calculations have
been performed for a pair of the nearest electron and hole minibands using the derived
dispersion relation. Possible applications of SL as a transistor or a terahertz laser have been
pointed out.

We suggested a novel class of graphene-based systems, which are at the same time
both photon crystals and graphene SLs with periodically varying Fermi velocity. Such a
modulation appears to be possible owing to the renormalization of the Fermi velocity in the
energy spectrum of graphene. New prospects become open for the implementation of the
technologies based on controlled Fermi velocity. We point out some specific features of the
transport phenomena in such systems, in particular, appearance of the sections with negative
differential conductivity in the I–V curves. It is clear that, similarly to photon crystals, these
systems should exhibit interesting optical characteristics.
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