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Preface

Wavelets are excellent signal-processing tools that enable the analysis of several timescales
of the local properties of complex signals presenting nonstationary zones. They have a large
number of applications in several fields of science and engineering. The penetration of
wavelets in the scientific community was very fast. This book presents some interesting real-
world applications of wavelet theory.

In Chapter 1, we present the progressive–regressive strategy for biometrical authentication.
Chapter 2 deals with the resolution enhancement–based image compression technique using
singular value decomposition and wavelet transforms. In Chapter 3, we treat the adaptive
wavelet packet transform. In Chapter 4, the scaling factor threshold estimator in different
color models using a discrete wavelet transform for steganographic algorithms has been de‐
scribed. Chapter 5 explains the wavelet-based analysis of MCSA for fault detection in elec‐
trical machines. The book ends with Chapter 6 which discusses the empirical wavelet
transform–based detection of anomalies in ULF geomagnetic signals associated with seismic
activities with a fuzzy logic–based system for automatic diagnosis.

The book is intended for both students and researchers interested in the fascinating field of
wavelet theory and its real-world applications.

Dumitru Baleanu
Cankaya University, Turkey





Chapter 1

Progressive-Regressive Strategy
for Biometrical Authentication

Tilendra Shishir Sinha, Raj Kumar Patra, Rohit Raja,
Devanshu Chakravarty and Ravi Prakash Dubey

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/61786

Abstract

This chapter thoroughly investigates the use of the progressive–regressive strategy for
biometrical authentication through the use of human gait and face images. A considera‐
ble amount of features were extracted and relevant parameters computed for such an in‐
vestigation and a vast number of datasets developed. The datasets consist of features and
computed parameters extracted from human gait and face images from various subjects
of different ages. Soft-computing techniques, discrete wavelet transform (DWT), princi‐
pal component analysis and the forward–backward dynamic programming method were
applied for the best-fit selection of parameters and the complete matching process. The
paretic and non-paretic characteristics were classified through Naïve Bayes’ classification
theorem. Both classification and recognition were carried out in parallel with test and
trained datasets and the whole process of investigation was successfully carried out
through an algorithm developed in this chapter. The success rate of biometrical authenti‐
cation is 89%.

Keywords: Lifting scheme of discrete wavelet transform (LSDWT), inverse-lifting scheme
of discrete wavelet transform (ILSDWT), soft-computing technique, unidirectional tem‐
porary associative memory technique (UTAM), forward–backward dynamic program‐
ming, principal component analysis

1. Introduction

This chapter attempts to explain the process of biometrical authentication by considering
human gait and face images. The authentication process has been carried out in parallel with
the test data and the trained data, which consists of a variety of human gait and face images
taken of subjects of different ages.

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



This chapter is separated into three parts: the first deals with the general mathematical problem
of formulating a model for biometrical authentication; the second provides a methodology for
corpus formation using human gait and face images; and the third presents case studies for
biometrical authentication, along with conclusions and applications. In the first part, the
frames of images were mathematically analysed and normalised. They were categorised into
odd and even components, thus validating the process of splitting the frames using the lifting
scheme of discrete wavelet transform (LSDWT). The detail and coarser components have been
estimated. Further the above calculated values have been used to validate the process of
merging the frames through the inverse-lifting scheme of discrete wavelet transform
(ILSDWT). A considerable amount of parameters have been estimated using statistical, digital
and morphological image-processing methods. The next part of this chapter presents the
experimental formation of two different corpuses: firstly a noise-free artificial gait model and
secondly a noise-free artificial face model. The facts and figures of the above mentioned
corpuses were reached and discussed in considerable length using; the LSDWT, the ILSDWT,
soft-computing based techniques, the forward–backward dynamic programming of neural
networks, the Unidirectional Temporary Associative Memory (UTAM) technique of neural
network and fuzzy and genetic algorithms. In the third part of this chapter, two different case
studies are considered for proper biometrical authentication and analysis. The analysis has
been carried out both in progressive and regressive modes – the progressive mode of analysis
meaning in an incremental way and the regressive in a decremental way. This chapter presents
two case studies for progressive and regressive nature. In one case, the step length of gait has
been considered – in pixels from each frame, whereby the subject is moving from left to right
– and in another case, the face step angle – measured in degrees from each frame, whereby the
subject’s face is analysed from the side-view, parallel to the x-axis switched by five degrees.
Prior to the analysis being carried out on the above case studies, an appropriate and desired
analysis was carried out on the acquisition, enhancement, segmentation and pre-processing
stages. In the acquisition stage, the original image was captured through a high-density web
camera or a digital camera at random – meaning, the image was captured blindly using the
image-warping technique. The image-warping technique is the combination of image regis‐
tration and rectification. When the image of any subject has been captured blindly, the desired
region of interest, along with the object of interest, are detected and selected. Image data is
registered and rectified for the selected region, and object, of interest. 2D-transformation
techniques such as translation, scaling and shearing were applied for registration and rectifi‐
cation. After the rectification of selected image data, proper and enhanced images were
restored. Hence the background and foreground of the images were distinguished using
proper image subtraction methods. In this chapter, the foreground part of the image (ROI and
OOI) is discussed. This part was used for further processing such as; obtaining silhouette
images using proper segmentation techniques, distinguishing the upper part (human face) and
the lower part (human gait) of the object and computing the connected components of the
upper and lower parts of the object. Considering these two portions of the object, relevant
features were extracted, resulting in two knowledge-based models or corpuses.

For the biometrical authentication, a test image of the subject was captured. After proper
enhancement, registration, rectification and segmentation of the test images, relevant features
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were extracted and stored in the template. Using LSWT, the upper and lower portion of the
test image was separated, forming two sub-templates: the Slave Human Gait Model (SHGM)
and the Slave Human Face Model (SHFM). The data that was stored in the above two sub-
templates was used for restoring the original image after employing the merging mechanism
using the ILSWT. The later technique was applied for the verification of data that had been
separated earlier using the LSWT method. After proper verification, authentication was carried
out using soft-computing techniques and their hybrid approaches. Neuro-genetic and neuro-
fuzzy approaches were applied as hybrid methods. Other methods for further processing were:
Fisher’s linear discriminant analysis (FLDA), discrete cosine transform, DWT and principal
component analysis (PCA).

This chapter discusses an algorithm developed for the formation of noise-free corpuses, using
relevant geometrical parameters which aid the authentication of a subject using human gait
and face images. The complexity of the developed algorithm is also discussed using a case
study on the change in the subject’s getups. The trained data is matched with the test data for
the best-fit which involves the application of forward–backward dynamic programming
(FBDP), fuzzy set rules and genetic algorithms (GA).

2. Modelling for biometrical authentication

2.1. Brief literature survey on human gait as a biometrical trait

The analysis of human walking movements, or gait, has been an on-going area of research
since the advent of the still camera in 1896. Since that time many researchers have investigated
the dynamics of human gait in order to fully understand and describe the complicated process
of upright bipedal motion as suggested by Boyd et al. [1], and Nixon et al. [2], and Murray et
al. [3], and Ben-Abdelkader et al. [4]

Considerable research has been carried out exploiting the analysis of this motion, including:
clinical gait analysis, used for rehabilitation purposes, and biometric gait analysis for automatic
person identification.

In 2002 Ben-Abdelkader et al. [4] proposed a parametric method to automatically identify
people in low-resolution videos by estimating the height and stride parameters of their gait.
Later in 2004 Ben-Abdelkader et al. [5] proposed a method of interpreting gait as synchronised,
integrated movements of hundreds of muscles and joints in the body. Kale and his colleagues
[6] carried out work on an appearance-based approach to gait recognition. In their work the
width of the outer contour of the binarized silhouette of a walking person is chosen as the basic
image feature. Huang et al. [7] proposed an approach in 1998 which recognised people by their
gait from a sequence of images. They proposed a statistical approach, which combined eigen-
space transformation with canonical-space transformation for feature transformation of spatial
templates. In 1997 Cunado et al. [8 proposed a method for evidencing gathering techniques.
The proposed techniques were developed as a moving model, representing the motion of
human thighs, providing an automatic gait signature. In 2002 Phillips et al. [9] proposed a
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baseline algorithm for the challenge of identifying humans using gait analysis. In the same
year Phillips [10] and his colleagues worked on the baseline algorithm, investigating prob‐
lematic variations of gait identification, such as: view point, footwear, and walking surface. In
2008 Jack M. Wang et al. [11] introduced Gaussian process dynamic models for non-linear time
series analysis to develop models of human pose and motion captured from high-dimensional
data. The model proposed by Jack M. Wang et.al [11] comprises a low-dimensional latent space
with associated dynamics, as well as a map from the latent space to an observation space. In
the same year Sina Samangooei and M. S. Nixon [12] proposed a set of semantic traits dis‐
cernible by humans at a distance, outlining their psychological validity. In 2011 Imed Bou‐
chrika et al. [13] investigated the translation of gait biometrics for forensic use. They used ankle,
knee and hip locations to derive a measure of match for image sequences of walking subjects.
The match was achieved by instantaneous posture matching which determines the difference
between the positions of a set of human vertices. In 2011 Sinha et al. [14] proposed a technique
for the detection of abnormal footprints using human gait images. In 2012 Chen Wang et al.
[15] proposed a strategy for the formation of a human gait corpus using the temporal infor‐
mation preserving gait template. Until now, a lot of research was dedicated to the recognition
of individuals, by finding foot problems through human gait images. However, very little work
has been completed on investigating progressive-regressive strategies for biometric authenti‐
cation using human gait images. Keeping the progressive–regressive strategy, the extraction
of features and its recognition for biometric authentication using DWT and soft-computing
techniques has been discussed thoroughly using human gait images. In this chapter, biometric
authentication through human gait is the topic of the first case study and human face from the
side view as the second case study. The literature survey on human face is discussed in Section
2.2 of this chapter.

2.2. Brief literature survey on human face as biometrical trait

For six decades research has been carried out on human face. From the literature, it has been
observed that, this work was not only completed by researchers from the field of engineering
and technology, but also from the field of medical sciences. Automatic face recognition is one
of the prime components for any biometrical study and it has gradually progressed over the
past sixty years. A thorough review report was written and the issues for further research in
this were investigated.

During the past few decades, a considerable amount of research into human face recognition
has dealt with the immensely challenging variability in head pose, lighting intensity and
direction, facial expression and aging. A great deal of progress has been made by many
researchers in improving the performance of human face recognition. Based on two-dimen‐
sional intensity images, a number of human face recognition algorithms have been developed
during this time. Trunk et al. [16] suggested a method called Principal component analysis
(PCA) as the best method for the distribution of human face images within the entire image
space. These vectors define the subspace of a human face image called the face space. Kirby et
al. [17] has developed an idea for the extension of PCA, such as modular eigen-spaces. Hu Y.
Jiang et al. [18] proposed a strategy using one neutral frontal-view image of human face. They
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proposed a strategy of creating synthetic images under different poses and expressions to aid
recognition. A similar idea, but a very new approach, was proposed by Lee et al. [19] who
presented a combination of an edge model and a colour region model for human face recog‐
nition after the synthetic image using a 3D model. In the same year Michal Valstar et al. [20]
attempted to measure a large range of facial behaviour by recognising facial action units
(generally atomic facial signals) that produce expressions. The proposed system performs
action unit recognition using temporal templates as input data. Jolly D. Shah et al. [21] presents
a multiple human face detection method, based on skin colour information and a lines of
separability face model and recognition method, based on principle component analysis and
an artificial neural network. The face detection method uses a YCbCr colour model and sigma
control limits for variation in its colour components. In 2007, Richa Singh et al. [22] described
a human face mosaicking scheme that generates a composite human face image during
registration or training, based on the evidence provided by the frontal-view and semi-profile
human face image of an individual. In this scheme the side-view profile images are aligned
with the frontal image using a hierarchical registration algorithm, which exploits neighbour‐
hood properties to determine the transformation relating the two images together. In 2008,
Edward Kao et al., [23] shared the process of automatically tracking people in video sequences,
which is currently receiving a great deal of interest within the computer vision research
community. In this work they contrasted the performance of the popular mean-shift algo‐
rithms gradient descent-based strategy with a more advanced swarm intelligence technique
and proposed a practical swarm optimisation algorithm to replace the gradient descent search.
They also combined the swarm-based search strategy with a probabilistic data association filter
state estimator to perform the track association and maintenance stages. In the same year
Xiaozheng Zhang et al. [24] presented a novel-appearance based approach in face recognition
using frontal and side-views of human face images to tackle pose variation. This has great
potential in forensic and security application, involving the police mugshot database. In 2011
Li Cheng et al. [25] examined the problem of the segmentation of foreground objects in live
videos when background subtraction as minimizing a penalized instantaneous risk function-
yield a local online discriminative algorithms that can quickly adapt to temporal changes. In
the same year, Hossian et al. [26] surveyed several important research works published in this
area and proposed new technology to identify a person using multimodal physiology and
behavioural biometrics. In 2013, Tilendra Shishir Sinha et al. [27] continued this research using
human gait and human faces for the recognition of behavioural and physiological traits of the
subject. This research adopted a vast amount of logical concepts of soft-computing techniques
for the recognition of behavioural and physiological subject. Geometrical features are defined
as functions belonging to one or more quality of objects that are capable of distinguishing
objects from each other. Generally the human face image feature vector technique has been
considered with geometric parameters of moment, shape, switching and texture features.
These parameters are reasonably robust to the varying conditions and are capable enough of
describing the quality of subjects. The two basic feature extraction techniques are: the geo‐
metric and holistic approaches, as suggested by J-H, Na et al. [28] The geometric approach,
selects individual features and characteristics of the human face image, based on geometrical
relational parameters. The holistic approach, selects complete features and characteristics of
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the human face image, based on the calculations of the principal component analysis, Fisher’s
linear discriminant analysis, the independent component analysis, soft-computing techniques
and the forward-backward dynamic programming method. As per the methods proposed by
Mohammad et al., [29] and Heng et al. [30] both approaches have been applied because of some
acceptable benefits to the research work with respect to fast recognition. The main advantage
of using such methods is the calculations over features with reduced dimensionality by
projections and original data onto the basic vectors. As a matter of fact, during the initial start
of switching of the frame of the human-face image considering side-view of the face of the
subject, the neuron fires and hence the human-face muscle activates. Stefanos et al. [31]
analyzed further by considering frame by frame data of the human-face, in the year 2013. These
frames of data have been fed as input for the computation of more additional parameters in
steps: first the real-valued, second the neutral, third the normalized and finally the optimized
and normalized parameter is computed.

From the above literature discussed so far it has been observed that very few researchers’ have
adopted DWT, soft-computing tools and their hybrid approaches, for the recognition of a
human face from side-view (parallel to image plane). Also it has been found that in the last six
decades, research in automatic face recognition has been intensively carried out worldwide in
the field of biometrical studies, and has been summarized by the following changes:

• From template-matching approach to knowledge-based approach.

• From distance-based to likelihood-based methods.

• From maximum likelihood to discriminative approach (genetic algorithm method).

• From no commercial biometrical applications to commercial biometrical applications.

The literature has also evidenced that knowledge-based models are still playing a vital role in
any biometrical research work. There continues to be a scope for automatic human-face
recognition, using the innovative approach of DWT, soft-computing tools and their hybrid
approaches. Thorough mathematical formulations have been done in Section 2.3 of this
chapter, considering both human gait and human face images.

2.3. Mathematical formulation for biometrical authentication

Biometrical authentication on human gait and human face has been investigated using the
progressive-regressive strategy and the implementation of DWT and the soft-computing
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where X = (x1,x2,x3,....,xm) is the vector input to the neuron, W is the weight matrix with wij being
the weight (connection strength) of the connection between the jth element of the input vector
and ith neuron,WT means the transpose of the weight matrix, the f (.) is an activation or nonlinear
function (usually a sigmoid), Oi is the output of the ith neuron and Si is the weighted sum of
the inputs.

Figure 1. A simple artificial neuron.

The real power comes when a single neuron is combined into a multi-layer structure called
artificial neural networks. The neuron has a set of nodes which connect it to the inputs, output
or other neurons called synapses. A linear combiner is a function that takes all inputs and
produces a single value. Let the input sequence be {X1,X2,...,XN} and the synaptic weight be
{W1,W2,W3,....,WN}, so the output of the linear combiner, Y, yields to equation (2),

1

N

i i
i

Y X W
=

=å (2)

An activation function will take any input from minus infinity to infinity and squeeze it into
the range –1 to +1 or between 0 to 1 intervals. Usually an activation function is treated as a
sigmoid function which relates as given in the below equation (3):

1( )
1 Yf Y

e-
=

+
(3)

The threshold defines the internal activity of the neuron, which is fixed to –1. In general, for
the neuron to fire or activate, the sum should be greater than the threshold value. This has
been analysed further by considering frame by frame data of human walking.

The human gait images have been fed as input for the computation of more additional
parameters. The additional parameters are firstly the real-valued, secondly the neutral, thirdly
the normalised and finally the optimised and normalised parameters.

Mathematically, this is discussed below:
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Consider that ‘Z’ numbers of frames have been read. Each frame has been read as FRAME1,
FRAME2, FRAME3, FRAME4, FRAMEZ-2, FRAMEZ-1, FRAMEZ. The whole process has been
carried out adhering to the following guidelines:

• Read the first frame from left to right.

• Extract the step-length parameter, P1L.

• Similarly read the first Frame from right to left.

• Similarly extract the step-length parameter, P1R.

• Compute an average step-length parameter F1avg = (P1L + P1R) / 2.

Where P1L signifies step length of first frame with left-to-right direction and

• P1R signifies step length of first frame with right-to-left direction and

• F1avg signifies average step length of the first frame with both directions.

Repeat the above process for the next frames. Hence it yields to the average step-length
measures as real-valued parameters, such as: F2avg = (P2L + P2R) / 2, F3avg = (P3L + P3R) / 2, F4avg =
(P4L + P4R) / 2, F5avg = (P5L + P5R) / 2,..............,F(Z-1)avg = (P(Z-1)L + P(Z-1)R) / 2,

( )Zavg ZL ZRF = P + P  / 2 (4)

Next, to compute the neutral parameter, consider the ‘even’ and ‘odd’ frames separately. Let
‘Nodd’ and ‘Neven’ be the number of odd and even frames respectively. Hence, the neutral
parameter yields to:

( )( )Oddavg 1avg 3avg odd2Z-1 avgF = F + F + ......... + F  / N (5)

( )( )Evenavg 2avg 4avg even2Z avgF = F + F + ......... + F  / N (6)

The normalised parameters for each frame have been computed further. The solution yields
for ‘odd’ frames:

( )
( )

Norm1 Norm3 No
1avg Oddavg 2avg Oddavg 3avg Oddavg

Oddavg Oddavg Oddavg

Oddavg2 1
2 1

Od

rm5

davg

- - -
F = ,F = ,F = ,

-
F

F F F F F F
F F F
F F

F
=Nor

Z avg
Zm

-

-

(7)
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Similarly for ‘even’ frames:

( )

Norm2 Norm4 N
2avg Evenavg 4avg Evenavg 6avg Evenavg

Evenavg Evenavg Evenavg

Evenavg2 1

Eve

orm6

navg
Norm2Z

F F F F F- - -
F = ,F = ,F = ,

F
F F F

F F

F

-
F = Z avg-

(8)

Further computing the average neutral and normalised parameters (NNP) for ‘odd’ and ‘even’
components, the solution yields to:

( )( )NormOddavg Norm1 Norm3 oddNorm 2Z-1F = F + F +...+ F  / N (9)

( )( )NormEvenavg Norm2 Norm4 evenNorm 2ZF = F + F + ......+ F  / N (10)

The next step is to compute the average NNP for each frame of the dataset, the solution yields
to:

( )
( )

Norm1 NormOddavg Norm3 NormOddavg
NNP1 NNP3

NormOddavg NormOddavg

NormOddavgNorm1 2 1Norm5 NormOddavg
NNP5 NNP 2 1

NormOddavg NormOddavg

F -F F -F
F = ,F =

F F
F -FF -F

F = ,F = .
F F

Z
Z

-

-

(11)

Similarly for ‘even’ frames:

( )
( )

Norm2 NormEvenavg Norm4 NormEvenavg
NNP2 NNP4

NormEvenavg NormEvenavg

NormEvenavgNorm1 26 Evenavg
NNP6 NNP 2

Evenavg NormEvenavg

F -F F -F
F = ,F =

F F
F -FF -F

F = ,F = .
F F

Zavg
Z

(12)

In general the dimensions of the feature vectors are of higher dimensions. In the present work,
for better results during the classification and recognition process, the dimensions of these
feature vectors have been reduced to lower dimensions, using the forward–backward dynamic
programming method. To illustrate this method mathematically, the following initial condi‐
tions were set:
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• Limit the area over which the search has to be performed.

• Searching must be performed using constraints for the computation of best dynamic
characteristics of human gait.

Assume two distinguished human gait walking patterns, say x(ti) and x(tj) are defined, each
with its own time base, ti and tj. Also assume that the beginning and end of the walking pattern
are known, denoted as (tis, tif) and (tjs, tjf) respectively. If both the patterns are sampled at the
same rate, then both patterns begin ‘t’ sample i = j = 1, that occurs without any loss of generality.
Thus, the mapping function, i = j. (I / J), is linearly related. As the human gait patterns appear
non-linear, so non-linear time warping functions are calculated, with several assumptions. Let
the warping function, w(k), be defined as a sequence of points: c(1), c(2),.....,c(k), where c(k) =
(I(k), j(k)) is the matching of the point i(k) on the first time base and the point j(k) on the second
time base.

Further illustration has shown that humangait can be distinguished into five possible direc‐
tions:

• Horizontally left to right movement and horizontally right to left movement (parallel to x-
axis).

• Diagonally left to right and diagonally right to left (45 degree to x-axis).

• Diagonally right to left and diagonally left to right (135 degree to x-axis).

• Vertically (parallel to y-axis).

• Circularly clockwise direction and circularly anti-clockwise direction.

Setting the initial conditions let the search window be restricted to the limit:

| i − j.(I / J )| ≤γ, where γ is some constant.

From Figure 2, the warping, w(k), only allows us to compare the appropriate parts of x(ti) with
that of x(tj). Setting the monotonic and continuity conditions on the warping function, it
restricts to the relations between four consecutive warping points, c(k), c(k-1) c(k+1) and c(kk),
where kk signifies +/- or -/+.

Thus from Figure 2, there are eight ways to get to the point c(i,j), which has been given in
equations (13), (14), (15) and (16), below:

( ) ( )c k  = c i,j (13)

( )
( ( ), ( ) 1)

( ( ) 1, ( ) 1)
( ( ) 1, (

c k-1
)

=
i k j k

i k j k
i k j k

ì -
ï - -í
ï -î

(14)
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( )
( ( ), ( ) 1)

( ( ) 1, ( ) 1)
( ( ) 1, (

c k+1
)

=
i k j k

i k j k
i k j k

ì +
ï + +í
ï +î

(15)

( ) ( ( ) 1, ( ) 1)
(

c kk
( ) 1, ( ) 1)

i k j k
i k j k

ì - +ï
í + -

=
ïî

(16)

And the boundary condition or circular movements yields to:

( ) ( )c k  = I,J (17)

By the boundary condition, the matching of the beginning and the end of the walking pattern
and the tracing of the optimal route for normal walking have been analysed using the forward-
backward dynamic programming method. To formulise this method for the tracing of the best
match, the walking patterns have been represented at each point, by their feature vectors, βi(k)
and βj(k), where βi(k) denotes the feature vector of the walking pattern x(ti) and βj(k) denotes
the feature vector of the walking pattern x(tj). The distance between the two feature vectors is
defined by:

( )( ) ( ) ( )( )d c k =d i k ,j k ( ) ( )= i jk kb b- (18)

The warping function is then assessed, so that the performance index D(x(ti),x(tj)) gets
minimised. The performance index is the normalised average weighted distance, which has
been related as:

( ) ( )( ) 1

1

i j

( ( )) ( )

(
D x t ,x t

)
=

k

k
k

w

k

d c k k
Min

k

r

r

=

=

é ù
ê ú
ê ú
ê ú
ê ú
ë û

å

å
(19)

where ρ(k) are the weights, that yields to I + J, thus the equation (19) results to:

( ) ( )( )i
1

j
1 ( ( ))D x t ,x t ( )

k

w k
Min d c k k

I J
r

=

=
é ù
ê ú+ ë û
å (20)

On substituting the values of equations (13), (14), (15) and (16) in equation (20), each point in
the search window has been attached with information for an optimal match up to its desti‐
nation point (I, J). This approach to searching is said to be a forward technique of dynamic
programming. After scanning is terminated, the construction of an optimal match is carried
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out by going backward from the (I,J) to (0,0) or (1,1) point. This approach is said to be a
backward technique of dynamic programming and the reversal process is a forward technique
of dynamic programming. The combination of this two-way searching technique results in a
forward-backward dynamic programming searching method. For an optimal solution, a
minimum number of divergence values must be found. Thus, to compute the divergence
values for an optimal solution, let the probability of getting a feature vector, β, given that it
belongs to some class wi, yields, p(β/wi), similarly for the class wj, yields p(β/wj). The sum of
the average logarithmic ratio between these two conditional probabilities yields information
concerning the separability between the two classes and shows that there is no loss to the
concept. This gives the divergence values of the features. Thus the mathematical formulation
yields:

T -1
i,j i j i j( )D = -  -( )m m m m S (21)

where μ = μi = μj means the expectations and Σ mean the covariance.

From the equation (21) divergence values have been calculated up to 19 feature vectors.

The mathematical analysis for the detection of behavioural trait through human gait image
has been formulated using two features: step length and walking speed.

Let the source be ‘S’ and the destination be ‘D’. Also assume that normally this distance is to
achieve in ‘T’ steps. So ‘T’ frames or samples of images are required. Considering the first
frame, with left foot (FL) at the back and right foot (FR) at the front, the coordinates with (x,y)
for the first frame, such that FL(x1,y1) and FR(x2,y2). Thus applying Manhattan distance meas‐
ures, the step length has been computed and it yields to:

2 1 2 1step length x x y y- = - + - (22)

Normally, Tact steps are required to achieve the destination. From equation (22), T1 has to be
calculated for the first frame. Similarly, for ‘nth’ frame, Tn has to be calculated. Thus the total
steps, calculated are:

calc 1 2 3 nT = T + T + T + ......+ T (23)

Thus walking speed or walking rate has been calculated and it yields to:

,
,
,

act calc

act calc

act calc

norm if T T
walking speed fast if T T

slow if T T

ì =
ï- = <í
ï >î

(24)

Wavelet Transform and Some of Its Real-World Applications12



out by going backward from the (I,J) to (0,0) or (1,1) point. This approach is said to be a
backward technique of dynamic programming and the reversal process is a forward technique
of dynamic programming. The combination of this two-way searching technique results in a
forward-backward dynamic programming searching method. For an optimal solution, a
minimum number of divergence values must be found. Thus, to compute the divergence
values for an optimal solution, let the probability of getting a feature vector, β, given that it
belongs to some class wi, yields, p(β/wi), similarly for the class wj, yields p(β/wj). The sum of
the average logarithmic ratio between these two conditional probabilities yields information
concerning the separability between the two classes and shows that there is no loss to the
concept. This gives the divergence values of the features. Thus the mathematical formulation
yields:

T -1
i,j i j i j( )D = -  -( )m m m m S (21)

where μ = μi = μj means the expectations and Σ mean the covariance.

From the equation (21) divergence values have been calculated up to 19 feature vectors.

The mathematical analysis for the detection of behavioural trait through human gait image
has been formulated using two features: step length and walking speed.

Let the source be ‘S’ and the destination be ‘D’. Also assume that normally this distance is to
achieve in ‘T’ steps. So ‘T’ frames or samples of images are required. Considering the first
frame, with left foot (FL) at the back and right foot (FR) at the front, the coordinates with (x,y)
for the first frame, such that FL(x1,y1) and FR(x2,y2). Thus applying Manhattan distance meas‐
ures, the step length has been computed and it yields to:

2 1 2 1step length x x y y- = - + - (22)

Normally, Tact steps are required to achieve the destination. From equation (22), T1 has to be
calculated for the first frame. Similarly, for ‘nth’ frame, Tn has to be calculated. Thus the total
steps, calculated are:

calc 1 2 3 nT = T + T + T + ......+ T (23)

Thus walking speed or walking rate has been calculated and it yields to:

,
,
,

act calc

act calc

act calc

norm if T T
walking speed fast if T T

slow if T T

ì =
ï- = <í
ï >î

(24)

Wavelet Transform and Some of Its Real-World Applications12

Two measures, one of accuracy and the other of precision, have been derived to access the
performance of the overall system, which has been formulated as:

accuracy ReCorrectly cognized feature
Totalnumber of features

= (25)

precision TPD
TPD FPD

=
+

(26)

where TPD = true positive detection and FPD = false positive detection.

Further analysis has been carried out for the classification of behavioural traits with two target
classes (normal and abnormal). It has been further illustrated that the corpus developed in the
present work has various states, each of which corresponds to a segmental feature vector. In
one state, the segmental feature vector is characterised by nineteen parameters. Considering
only three parameters of the step length: distance, mean, and standard deviation, the model
yields to the equation :

{ }11 1 1,AHGM = ,s s sD m s (27)

where AHGM1 means an artificial human gait model of the first feature vector, Ds1 means the
distance, μs1 means the mean and σs1 means the standard deviation based on step length. Let
wnorm and wabnorm be the two target classes representing ‘normal behaviour’ and ‘abnormal
behaviour’ respectively. The clusters of features have been estimated by taking the probability
distribution of these features. This has been achieved by employing Bayes’ decision theorem.
Let P(wi) be the probabilities of the classes, such that: i = 1,2,....M also let p(β/wi) be the
conditional probability density. Assume a test human gait image represented by the features,
β. So, the conditional probability p(wj/β), which belongs to jth class, is given by Bayes’ rule as:

( )j
j( /w

P w /
)

(
 

) (
)

jp P w
p

b
b

b
= (28)

So, for the class j = 1 to 2 the probability density function p(β), yields:

( )
2

1
( / )= ( )P j j

j
p w P wb b

=
å (29)

Equation (28) gives a posteriori probability in terms of a priori probability P(wj). Hence it is
quite logical to classify the signal, β, as follows:
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If P(wpositive/ β) > P(wnegative/ β), then the decision yields β Є wpositive meaning ‘positive biometric
authentication’ else the decision yields β Є wnegative meaning ‘negative biometric authentica‐
tion’. If P(wpositive/ β) = P(wnegative/ β), then it remains undecided or there may be 50% chance of
being right when making a decision. During this situation further analysis was conducted
using the fuzzy c-means clustering technique.

Similarly, the relevant physiological traits have to be extracted from the frontal human face
images and template matching has to be employed for the recognition of behavioural traits.
Little work has been completed in the area of human face recognition by extracting features
from the side-view of the human face. When frontal images are tested for recognition with
minimum orientation of the face or the image boundaries, the performance of the recognition
system degrades. A path between pixels ‘pix1’ and ‘pixn’ is a sequence of pixels pix1, pix2,
pix3,.....,pixn-1,pixn, such that pixk is adjacent to pk+1, for 1 ≤ k < n. Thus a connected component
has to be obtained from the path, defined from a set of pixels, which in return depends upon
the adjacent position of the pixel in that path. In order to compute the orientation using the
reducing strategy, the phase angle must initially be calculated for an original image.

Let Ik be the side-view of an image with the orientation ‘k’. If k = 90, then I90 is the image with
an actual side-view. If the real and imaginary component of this oriented image is Rk and Ak.
For k = 90 degree orientation:

2 2 1/ 2[R A ]k k kIÞ = + (30)

For k = 90 0, orientation:

2 2 1/ 2
90 90 90[R A ]IÞ = + (31)

Thus the phase angle of an image with k = 90 orientations is:

1tan k
k

k

A
R

f - é
=

ù
ê ú
ë û

(32)

If k = k-5, (applying the reducing strategy), equation (32) yields:

1 5
5

5

tan k
k

k

A
R

f - -
-

-

é ù
ê ú
ë û

(33)

There will be a lot of variety in the output between the equations (32) and (33). Hence these
must be normalised, by imposing logarithmic to both equations:

Wavelet Transform and Some of Its Real-World Applications14



If P(wpositive/ β) > P(wnegative/ β), then the decision yields β Є wpositive meaning ‘positive biometric
authentication’ else the decision yields β Є wnegative meaning ‘negative biometric authentica‐
tion’. If P(wpositive/ β) = P(wnegative/ β), then it remains undecided or there may be 50% chance of
being right when making a decision. During this situation further analysis was conducted
using the fuzzy c-means clustering technique.

Similarly, the relevant physiological traits have to be extracted from the frontal human face
images and template matching has to be employed for the recognition of behavioural traits.
Little work has been completed in the area of human face recognition by extracting features
from the side-view of the human face. When frontal images are tested for recognition with
minimum orientation of the face or the image boundaries, the performance of the recognition
system degrades. A path between pixels ‘pix1’ and ‘pixn’ is a sequence of pixels pix1, pix2,
pix3,.....,pixn-1,pixn, such that pixk is adjacent to pk+1, for 1 ≤ k < n. Thus a connected component
has to be obtained from the path, defined from a set of pixels, which in return depends upon
the adjacent position of the pixel in that path. In order to compute the orientation using the
reducing strategy, the phase angle must initially be calculated for an original image.

Let Ik be the side-view of an image with the orientation ‘k’. If k = 90, then I90 is the image with
an actual side-view. If the real and imaginary component of this oriented image is Rk and Ak.
For k = 90 degree orientation:

2 2 1/ 2[R A ]k k kIÞ = + (30)

For k = 90 0, orientation:

2 2 1/ 2
90 90 90[R A ]IÞ = + (31)

Thus the phase angle of an image with k = 90 orientations is:
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If k = k-5, (applying the reducing strategy), equation (32) yields:
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There will be a lot of variety in the output between the equations (32) and (33). Hence these
must be normalised, by imposing logarithmic to both equations:
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( )( )5log 1normalize k kj f f -+ -= (34)

Taking the covariance of (34), it yields perfect orientation between two side-views of the
images, that is, I 

90
 and I 85 :

( )I Covperfect orientation normalizef- = (35)

The distances between the connected components have to be computed using the Euclidean
distance method. A perfect matching has to be undertaken with best-fit measures using genetic
algorithm. If the matching fails, then the orientation is to be reduced further by 50, that is k =
k-5 and the process repeated till k = 450. The combination of this two-way searching technique
results in the forward–backward dynamic programming–searching method. For optimal
solution, a minimum number of divergence values results. Thus, to compute the divergence
values for an optimal solution, let the probability of getting a feature vector, β, given that it
belongs to some class wi, yields: p(β/wi), similarly for the class wj, yields: p(β/wj). The sum of
the average logarithmic ratio between the two conditional probabilities, results in information
concerning the separability between the two classes. It has also been discovered that there is
no loss to the concept. This gives the divergence values of the features. Thus the mathematical
formulation yields:

T -1
i,j i j i jD = -  ( ) ( )-m m m m S (36)

where μ = μi = μj means the expectations and Σ mean the covariance.

From equation (18) divergence values have been calculated up to nineteen feature vectors.
These divergence values have been categorised into basic metrics: true positive (TP), true
negative (TN), false positive (FP) and false negative (FN). These metric values are useful for further
analysis. In the present work, five assessments have been analysed: the false positive rate
(FPR), the false negative rate (FNR), sensitivity (SV), specificity (SC) and accuracy (AC). The
assessment, false positive rate (FPR), is the segmentation of the object on a test image resulting
in incomplete correct data. Mathematically, it yields to:

FPFPR
FP TN

=
+

(37)

The assessment, false negative rate (FNR), is the segmentation of the object of interest of a test
image resulting in complete incorrect data.

Mathematically, it yields to:
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FNFNR
FN TP

=
+

(38)

The sensitivity (SV) assessment involves positive values of the object of interest on the test image
being proportioned properly and being recognised with full capacity.

Mathematically, it yields to:

100Number of true positivesSensitivity
Number of true positives Number of false negatives

= ´
+

(39)

The specificity (SC) assessment involves negative values of the object of interest being propor‐
tioned properly and being recognised with full capacity.

Mathematical, it yields to:

100Number of true negativesSpecificity
Number of true negatives Number of false positives

= ´
+

(40)

The accuracy (AC) assessment involves the measured and weighted values of the object of
interest being classified properly resulting in linearity.

Mathematically, it yields to:

100TP TNAccuracy
TP FP TN FN

+
= ´

+ + +
(41)

3. Solution methodology for the progressive–regressive strategy

The investigation of biometrical authentication on human gait and human face has been
undertaken using the progressive-regressive strategy, implementing wavelet transform and
soft-computing techniques. Initially, the analysis was carried out using wavelet transform.
Hence soft-computing techniques like artificial neural network, genetic algorithm and fuzzy
set theory were applied. Here in this chapter, the solution methodology for biometrical
authentication is carried out based on the progressive–regressive strategy. The algorithms for
the formation of corpus (for both human gait and human face), the progressive strategy, the
regressive strategy and for the final authentication of biometrics are given below.

a. Algorithm for the formation of corpus using human face images:

1. Read the front-view of human face image and convert it into a grayscale image.
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2. Perform filtering for the removal of noise from the image and select a region of interest
and also an object of interest.

3. Perform morphological image processing for the thinning and thickening of the
objects.

4. Crop the image and extract features along with relevant parameters.

5. Employ statistical methods of computing like cross-correlation and auto-correlation
with deviation of neighboring pixels using 4-pair and 8-pair concepts of pixel pairing.

6. Employ the fuzzy c-means clustering method for the computation of normal behav‐
iour patterns. Hence compute the mean of the clusters.

7. Plot the results and store the extracted parameters in the form of corpus as a trained
data set.

b. Algorithm for the progressive strategy for biometrical authentication:

1. Read the side-view of the human face image (test image) and convert into a grayscale
image.

2. Initialise a progressive-switching angle, say theta_pro = zero.

3. Perform filtering for the removal of noise from the image and select a region of interest
and also an object of interest.

4. Perform morphological image processing for the thinning and thickening of the
objects.

5. Crop the image and extract features along with relevant parameters

6. Employ statistical methods of computing like cross-correlation and auto-correlation
with deviation of neighboring pixels using 4-pair and 8-pair concepts of pixel pairing.

7. Employ the fuzzy c-means clustering method for the computation of behavioural
patterns. Hence compute the mean of the clusters.

8. Compute the distance measure of the extracted features of the test image and the
parameters that are stored in the corpus (formed through trained image).

9. Compare the patterns for the best fit using the forward-backward dynamic program‐
ming of artificial neural network and validate the whole process using genetic
algorithm. If the best fit testing fails, then increment the progressive switching angle,
theta_pro by five degrees and repeat Step 3. For fast processing increment by ten
degrees.

10. Perform classification and characterisation using the support vector machine and
hence a decision is made for recognition.

11. Compute the divergence values of metrics. Hence plot the results.
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c. Algorithm for the regressive strategy for biometrical authentication:

1. Read the side-view of the human face image (test image) and convert into a grayscale
image.

2. Initialise a regressive-switching angle, say theta_reg = 90.

3. Perform filtering for the removal of noise from the image and select a region of interest
and also an object of interest.

4. Perform morphological image processing for the thinning and thickening of the
objects.

5. Crop the image and extract features along with relevant parameters.

6. Employ statistical methods of computing, such as cross-correlation and auto-
correlation with deviation of neighboring pixels using 4-pair and 8-pair concepts of
pixel pairing.

7. Employ the fuzzy c-means clustering method for the computation of behavioural
patterns. Hence compute the mean of the clusters.

8. Compute the distance measure of the extracted features of the test image and the
parameters that are stored in the corpus (formed through trained image).

9. Compare the patterns for the best fit using forward-backward dynamic programming
of artificial neural network and validate the whole process using genetic algorithm.
If the best fit testing fails, then increment the regressive-switching angle, theta_reg
by five degrees and repeat Step 3. For fast processing decrement by ten degrees.

10. Perform classification and characterisation using a support vector machine and hence
a decision is made for recognition.

11. Compute the divergence values of metrics. Hence plot the results.

d. Algorithm for the validation of biometric authentication:

1. Read the original image, convert the RGB image into a grayscale image.

2. Perform filtering for the removal of noise from the grayscale image.

3. Employ morphological components for obtaining the thinning and thickening image.

4. Crop the image after the extraction of features and relevant parameters.

5. Employ Radon transform normalisation technique for computing muscle activation.

6. Set the angle value for the parallel projection of data, say theta1, theta2, theta3 and
theta4.

7. Set four counter values for parallel projections as 12, 18, 36 and 90.

8. Employ the inverse Radon transform method for the regeneration of cropped images
with parallel projections.
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9. Select thebest-fit parameters for the matching, using the forward backward dynamic–
programming method.

10. Validate the above process using genetic algorithm.

11. Employ classification process using Bayes’ theorem. If the classification value is 50%
then employ fuzzy c-means clustering technique and check for the biometric code
using Unidirectional Temporary Associative Memory (UTAM) technique of artificial
neural network.

12. Employ the decision making process and finally plot the results.

4. Experimental results and discussions of case studies

First a human gait image is captured through eight digital cameras placed at a known fixed
distance and fed as input for the investigation. The image is then enhanced and the loss-less
compression technique, discrete cosine transform, is applied for the removal of distortions.
Further it is segmented for contour detection and the relevant physiological features are
extracted. All the features of the human gait image are stored in a corpus called the automatic
human gait model. Relevant biometrical features with covariant mode (wearing no footwear)
are extracted in the initial investigation. The relevant physiological feature, that is, step length
and knee-to-ankle distance are also extracted.

After the extraction of relevant features, a limited number of parameters are utilized for the
formation of a corpus. For this the Radon transform method and its inverse mechanism are
applied and the relevant output of the algorithm is obtained which is shown in Figure 2, Figure
3 and Figure 4.

From Figure 2 and Figure 3, it is observed that the projection at 90 degrees has a wider profile
than at a 0 degree projection. This means the energy and intensity value of muscle activation
and contraction appears at a maximum when the angle for parallel projection of extracted data
is at 90 degrees. The behavioural pattern matching of test datasets stored in a corpus called
automatic human gait model (AHGM) for one subject is shown in Figure 4.

From Figure 4, it can be observed that three traits or moods of behaviour are analysed: over
act, normal act and under act. The behaviour is normal, when there is no presence of pertur‐
bations in the behavioural characteristic curve. When a large number of perturbations is
available in the behavioural characteristic curve, then it is under act behaviour. When a smaller
number of perturbations is available in the behavioural characteristic curve; then it is under
over act behaviour. This is further illustrated for both trained datasets and tests datasets and
is shown in Figure 5.

This is also illustrated for both trained and test datasets, considering two different subjects
shown in Figure 6.

This is also illustrated for both trained and test datasets, considering both the frames of walking
cycle, that is odd and even cycle, which is shown in Figure 7.
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The clusters of features for the detection of the behavioural pattern or trait of human gait is
plotted using fuzzy c-means clustering method, and the result is shown in Figure 8.

A boundary is formed, as shown in Figure 9, for the detection of gait code using UTAM
technique of artificial neural network.

The overall behavioural pattern for trained and test datasets is shown in Figure 10.

Figure 2. Muscle activation and contraction with projection count 36 and 90.

Figure 3. Muscle activation and contraction with projection count 12 and 18.
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Similarly, for human face images, an observation is made for different distance measures. The
distance measures along with the number of wrinkles or edges, texture of the human face and
the normal behavioural pattern are calculated and is depicted in Table 1.

From Table 1 it is observed that the number of wrinkles or edges (NOW) ranges between 2
and 3. These values are extracted for male and female subjects whose age lies between 35 to

Figure 4. Behaviour pattern matching of test data set using AHGM of a subject gait (ten- second walk) with overact,
normal act and underact moods.

Figure 5. Behavioural pattern matching of the same subject gait (one-second walk) with over act, normal act and under
act moods.
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50. The method that is applied, for the extraction of wrinkles or edges is the morphological
components of digital image processing through Canny and Sobel properties. Similarly, the
values of the texture of the human face is calculated as a unity. A texture is calculated using
statistical methods of computation through cross-correleation and auto-correlation. Also the
deviation of neighbouring pixels for texture analysis are also done using 4-pair and 8-pair
computations of neighbouring pixels. The final conclusion on the texture calculation is made

Figure 6. Behavioural pattern matching of two different subjects’ gait (one-second walk) with over act, normal act and
under act moods.

Figure 7. Behavioural pattern of odd and even frames of the same female subject gait (ten-second walk) with over act,
normal act and under act moods.
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using the forward backward dynamic–programming method of soft-computing techniques.
Further from Table 1 it is observed that the normal behavioural pattern (NBP) ranges from 10
to 15. These values are extracted using the fuzzy c-means clustering method with a mean value
of the clusters for the normal behavioural pattern. The graphical representation of the param‐
eters extracted from the frontal part of the human face image is shown in Figure 11.

Figure 8. Clusters of features for the detection of the behavioural pattern using fuzzy c-means algorithm of a subject
gait (ten-second walk).

Figure 9. Boundary for gait code detection using UTAM and best fit detection using genetic algorithm of a subject gait
(ten-second walk).
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Data
source

FHW ELD LCD ECD END NOW TOF NBP

Img1 40.26 50.23 6.07 56.30 46.96 2.00 1.00 10.00

Img2 40.23 50.26 6.05 56.31 46.95 3.00 1.00 11.00

Img3 40.05 50.29 6.00 56.29 46.98 2.00 1.00 10.50

Img4 40.15 50.19 6.06 56.25 46.99 2.00 1.00 12.00

Img5 40.28 50.18 6.10 56.28 47.02 2.00 1.00 12.05

Img6 40.27 50.16 6.09 56.25 47.01 3.00 1.00 13.50

Img7 40.24 50.21 6.08 56.29 47.03 2.00 1.00 12.50

Img8 40.12 50.22 6.01 56.23 47.04 2.00 1.00 13.60

Img9 40.09 50.27 6.04 56.31 46.94 2.00 1.00 12.06

Img10 40.19 50.09 6.03 56.12 46.89 3.00 1.00 13.75

Table 1. Distance measures of parameters and features of the human face of ten subjects.

For recognition of the human face, the side-view of the image is considered as a test data
sample. Initiallly, a side-view of the human face which is parallel to the x-axis with zero degree
orientation is fed as a test data sample. Hence preprocessing techniques of digital image
processing are applied and a result is obtained. The techniques applied are: the loss-less
compression technique, DWT for obtaining detail and coarser components of the switching
pattern, statistical methods of computation for the computation of the mean covariance of
transformed vectors and the principal component analysis for the computation of eigen vectors
and eigen values. The results obtained from the human face test image with a side-view is
shown in Figure 12, Figure 13 and Figure 14, along with brief discussions and observations.

Figure 10. Overall behavioural pattern of a subject gait (ten-second walk) for both trained and test datasets.
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Figure 12. The loss-less compression of a human face test image captured from a side-view.

After performing the loss-less compression on the test image, further calculations are carried
out such as coarser and detail components of the switching pattern using DWT and the results
are plotted in Figure 13.

Figure 13 shows the calculation of detail and coarser components, which are then utilised for
further calculation of odd and even components of the human face image. In the present work,
this is achieved by employing the lifting and inverse-lifting schemes of DWT. Further analysis
and outcomes are plotted in Figure 14.

Figure 11. Graphical representation of the parameters extracted from the human face image.
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Figure 14. Principal component analysis of the test image captured from the side-view of a human face.

From Figure 14, it is observed that transformed eigen vectors and their corresponding eigen
value are extracted for analysing the switching pattern. The switching angle is gradually
increased. Initial analysis is carried out on five degree progressive displacement. Later the
same is done with a ten degree increment. The comparison of the progressive switching
patterns  for  odd multiples  of  frames of  human face  images is  computed and shown in
Figure 15.

Figure 13. DWT of the test image captured from the side-view of the human face.
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Figure 15. Comparison of the switching pattern for odd frames of the test image.

Figure 16. Normal distribution of progressive switching pattern for odd frames of the test image.

From Figure 15 it is observed that for the first frame, with a five degree orientation, the
extracted parameters are matched. However the fitness test failed. Hence further analysis is
carried out for availing th the best-fitness test. This is achieved using progressive switching of
the human face with a ten degree displacement. Finally, it is found that most parameters follow
the normal pattern of the trained data set stored in a corpus. Hence the best fit measures are
carried out and further analysis for the classification and recognition is performed, using the
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genetic algorithm of soft-computing techniques. Further, the normal and cumulative distri‐
bution of progressive switching patterns of the test image is shown in Figure 16 and Figure 17.

Figure 17. Cumulative distribution of progressive switching pattern for odd frames of the test image.

The classification and characterisation process of the progressive switching pattern of the
human face test image captured from the side-view is carried out using the support vector
machine of artificial neural network. The results found are very remarkable and the plotting
is shown in Figure 18.

Figure 18. Classification of progressive switching pattern using the support vector machine of artificial neural net‐
work.
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The different divergence value of metrics for the test image captured from the side-view of the
human face is shown in Table 2 and the plot in Figure 19.

Data source FPR FNR Sensitivity (%) Specificity (%) Accuracy (%)

Img1 5.9411 4.9112 95.0888 94.0589 94.1757

Img2 9.5504 30.0836 69.9164 90.4496 88.2385

Img3 9.4283 32.6887 67.3113 90.5717 87.9105

Img4 7.1306 11.9463 88.0537 92.8694 92.3386

Img5 9.9959 33.171 66.829 90.0041 91.5351

Img6 9.0173 37.9402 62.0598 90.9827 89.1475

Img7 8.5589 77.2401 22.7599 91.4411 85.2078

Img8 10.9437 78.8765 21.1235 89.0563 94.9759

Img9 13.2179 80.6998 19.3002 86.7821 95.3528

Img10 12.5232 79.2356 18.2003 88.4252 93.9536

Table 2. Divergence values of metrics for the human face captured from the side-view of ten subjects.

Figure 19. Graphical representation of divergence values of metrics of the test image of the human face, captured from
the side-view for ten different subjects.

5. Conclusion and further scope

The results gained so far must be further analysed using the fan-beam projection method in
order to obtain more accurate values required for biometric authentication through human
gait and human face images. The volume of the corpus must also be increased and further
analysis carried out with the developed algorithm. Statistical and high-end computing
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measures must also be taken using known algorithms from the literature. The analysis will be
also based on performance measures with an optimal number of parameters for the validation
of biometric authentication.

Furthermore an appropriate amount of results has been obtained and analysis carried out with
an acceptable value of recognition of human face captured from the side-view. Still there are
scopes for carrying out the research work on the obtained results. The algorithm developed
for the recognition of human face from the side-view must be analysed further with complexity
under a worst-case condition. To achieve such goals, high-end computing measures have to
be carried out using advanced mathematical formulations and known algorithms from the
literature. The performance measures with an optimal number of parameters required for the
recognition of the human face from the side-view must also be analysed.

Author details

Tilendra Shishir Sinha1*, Raj Kumar Patra2, Rohit Raja2, Devanshu Chakravarty2 and
Ravi Prakash Dubey3

*Address all correspondence to: tssinha1968@gmail.com

1 School of Engineering and Information Technology, MATS University, Raipur, Chhattis‐
garh State, India

2 Computer Science and Engineering Department, Dr. C.V. Raman University, Bilaspur,
Chhattisgarh State, India

3 Dr. C. V. Raman University, Bilaspur, Chhattisgarh State, India

References

[1] Boyd J. E., and Little J. J., Biometric gait recognition, Springer-Verlag Berlin Heidelberg,
LNCS 3161, pp 19-42, 2005.

[2] Nixon M. S., Carter J. N., Cunado D., Huang P. S., and Stevenage S. V., Automatic gait
recognition, Eds. Biometrics: personal identification in networked society, pp 231-250,
1999.

[3] Murray M. P., Drought A. B., and Kory R. C., Walking patterns of normal men, Journal
of bone and joint surgery, vol. 46-A(2), pp 335-360, 1964

[4] Ben-Abdelkader C., Cutler R., and Davis L., Gait recognition using image self-similarity,
EURASIP Journal on applied signal processing, vol. 4, pp 572-585, 2004.

Wavelet Transform and Some of Its Real-World Applications30



measures must also be taken using known algorithms from the literature. The analysis will be
also based on performance measures with an optimal number of parameters for the validation
of biometric authentication.

Furthermore an appropriate amount of results has been obtained and analysis carried out with
an acceptable value of recognition of human face captured from the side-view. Still there are
scopes for carrying out the research work on the obtained results. The algorithm developed
for the recognition of human face from the side-view must be analysed further with complexity
under a worst-case condition. To achieve such goals, high-end computing measures have to
be carried out using advanced mathematical formulations and known algorithms from the
literature. The performance measures with an optimal number of parameters required for the
recognition of the human face from the side-view must also be analysed.
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Abstract

In this chapter, we propose a new lossy image compression technique that uses
singular value decomposition (SVD) and wavelet difference reduction (WDR)
technique followed by resolution enhancement using discrete wavelet transform
(DWT) and stationary wavelet transform (SWT). The input image is decomposed
into four different frequency subbands by using DWT. The low-frequency sub‐
band is the being compressed by using DWR and in parallel the high-frequency
subbands are being compressed by using SVD which reduces the rank by ignor‐
ing small singular values. The compression ratio is obtained by dividing the total
number of bits required to represent the input image over the total bit numbers
obtain by WDR and SVD. Reconstruction is carried out by using inverse of WDR
to obtained low-frequency subband and reconstructing the high-frequency sub‐
bands by using matrix multiplications. The high-frequency subbands are being
enhanced by incorporating the high-frequency subbands obtained by applying
SWT on the reconstructed low-frequency subband. The reconstructed low-fre‐
quency subband and enhanced high-frequency subbands are being used to gener‐
ate the reconstructed image by using inverse DWT. The visual and quantitative
experimental results of the proposed image compression technique are shown
and also compared with those of the WDR with arithmetic coding technique and
JPEG2000. From the results of the comparison, the proposed image compression
technique outperforms the WDR-AC and JPEG2000 techniques.

Keywords: Lossy Image compression, Singular Value Decomposition, Wavelet Differ‐
ence Reduction, Stationary Wavelet Transform, Discrete Wavelet Transform, Image
Super Resolution
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1. Introduction

With the growing demand for multimedia applications, especially high-definition images,
efficient storage and transmission of images have been issues of great concern [1, 2, 3, 4]. Image
processing deals with the reduction of the amount of bits used to represent an image. Not only
that but also resolution of an image plays an important role in many image processing
applications, such as video resolution enhancement [5], feature extraction [6], and satellite
image resolution enhancement [7]. In general, there are two types of super resolution ap‐
proaches, multi-image super resolution and single image. Multiple-image super-resolution
algorithms, like [8], [9], [10] to name a few, receive a couple of low-resolution images of the
same scene as input and usually employ a registration algorithm to find the transformation
between them. This transformation information is then used along with the estimated blurring
parameters of the input low-resolution images, to combine them into a higher-scale framework
to produce a super-resolved output image. For multiple-image super-resolution algorithms to
work properly there should be subpixels displacements between input low-resolution images.
Furthermore, these subpixels displacements should be estimated properly by the registration
algorithm, which is usually a challenging task, especially when complicated motion of
nonrigid objects, like human body, needs to be modeled. These algorithms are guaranteed to
produce proper higher-resolution details; however, their improvement factors are usually
limited by factors close to 2 [11].

Single-image super-resolution algorithms, like [12, 13, 14], to name a few, do not have the
possibility of utilizing subpixel displacements, because they only have a single input. Instead,
they employ a kind of training algorithm to learn the relationship between a set of high-
resolution images and their low-resolution counterparts. This learned relationship is then used
to predict the missing high-resolution details of the input low-resolution images. Depending
on the relationship between the training low- and high-resolution images, these algorithms
can produce high-resolution images that are far better than their inputs, by improvement
factors that are much larger than 2 [15]. Hence, compression of an image and yet reconstructing
the image with good resolution is important. Information theory is playing an important role
in image compression. Information theory can be used in order to reduce the dimensionality
of data such as histogram [16, 17]

There are two categories of image compression techniques, namely lossless and lossy image
compression techniques [18, 19]. In lossless image compression, the original image can be
perfectly recovered from the compressed image while in lossy compression the original image
cannot be perfectively recovered from the compressed image because some information is lost
as a result of compression. Lossless compression is used in applications with high requirements
such as medical imaging. Lossy compression techniques are very popular because they offer
higher compression ratio. The objective of image compression is to achieve as much compres‐
sion as possible with little loss of information [20, 21].

Wavelets are also playing significant role in many image processing applications [12, 22, 23,
24]. The two-dimensional wavelet decomposition of an image is performed by applying the
one-dimensional DWT along the rows of the image first, and then the results are decomposed
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along the columns. This operation results in four decomposed subband images referred to
Low-Low (LL), Low-High (LH), High-Low (HL), and High-High (HH). The frequency
components of those subbands cover the full frequency spectrum of the original image. Figure
1 shows different subband images of Lena image where the top-left image is the LL subband
and the bottom-right image is the HH subband.

Figure 1. LL, LH, HL, and HH subbands of Lena image obtained by using DWT.

In this research work, a new lossy compression technique which employs singular value
decomposition (SVD) and wavelet difference reduction (WDR) is presented. SVD is a lossy
image compression technique which can be regarded as a quantization process where it
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reduces the physcovisual redundancies of the image [25, 26]. In order to enhance the resolution
of the decompressed image, stationary wavelet transform (SWT) is used. WDR is one of the
state-of-the-art techniques in image compression which uses wavelet transform. It is a lossy
image compression technique which achieves compression by first taking the wavelet
transform of the input image and then applying the difference reduction method on the
transform values [27, 28, 29, 30].

Wavelet transform based techniques also play a significant role in many image processing
applications, in particular in resolution enhancement, and recently, many novel resolution
enhancement by using wavelet transforms have been proposed. Demirel and Anbarjafari [31]
proposed an image resolution enhancement technique based on the input image and interpo‐
lation of the high-frequency subband images obtained by DWT. In their technique, an SWT
technique is used in order to enhance the edges. Then, at the same time input image is
decomposed into four frequency subbands image by using DWT. After that the input image,
as well as the high-frequency subbands are interpolated. The high-frequency subbands of SWT
are used to modify the estimated high-frequency subbands. Finally, inverse DWT (IDWT) is
applied to combine all frequency subbands in order to generate a high-resolution image. Figure
2 shows the block diagram of the proposed method in [31].
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Figure 2. Block diagram of the proposed method in [31].

The authors in [32] proposed a learning-based super-resolution algorithm. In their proposed
algorithm, a multi-resolution wavelet approach was adopted to perform the synthesis of local
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The authors in [32] proposed a learning-based super-resolution algorithm. In their proposed
algorithm, a multi-resolution wavelet approach was adopted to perform the synthesis of local
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high-frequency features. Two frequency subbands, LH and HL, were estimated based on
wavelet frame in order to get a high-resolution image. The LH and HL frequency subbands
were used to prepare their training sets. Then, they used the training set in order to estimate
wavelet coefficients for both LH and HL frequency subbands. Finally, the IDWT was used in
order to reconstruct a high-resolution image.

In [33], the authors used a complex wavelet-domain image resolution enhancement algorithm
based on the estimation of wavelet coefficients. Their method uses a dual-tree complex wavelet
transform (DT-CWT) in order to generate a high-resolution image. First, they estimate a set of
wavelet coefficients from the DT-CWT decomposition of the rough estimation of the high-
resolution image. Then, the inverse DT-CWT is used to combine the wavelet coefficients and
the low-resolution input image in order to reconstruct a high-resolution image. Figure 3 shows
the block diagram of the proposed method in [33].
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Figure 3. Block diagram of the proposed method in [33].

Patel and Joshi [34] proposed a new learning-based approach for super resolution using DWT.
The novelty of their method lies in designing application-specific wavelet basis (filter coeffi‐
cients). First the filter coefficients and learning the high-frequency details in the wavelet
domain is used to initial estimate of super-resolution image. Then, they used a sparsely based
regularization framework, in which image there was degradation. Finally, the super-resolution
image is estimated by the initial super-resolution estimate and the estimated wavelet filter
coefficients. Their algorithm has some advantages such as avoiding the use of registered
images while learning the initial estimate, use of sparsity prior to preserving neighborhood
dependencies in super-resolution image and use of estimated wavelet filter coefficients to
represent an optimal point spread function to model image acquisition process. Figure 4
illustrates the block diagram of the proposed method in [34].

In [35], similar to the proposed method in [30], the authors used wavelet domain in order to
generate super-resolution image from a single low-resolution image. They proposed an
intermediate stage with the aim of estimating high-frequency subbands. The intermediate
stage consists of an edge preservation procedure and mutual interpolation between the input
low-resolution image and the HF subband images. Sparse mixing weights are calculated over
blocks of coefficients in an image, which provides a sparse signal representation in the low-
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resolution image. Finally, they used IDWT to combine all frequency subbands in order to
reconstruct a high-resolution image. The block diagram of their proposed method is shown in
Fig. 5.

In [36], they proposed a learning-based approach for super-resolving an image captured at
low spatial resolution. They used a low resolution and a database of high- and low-resolution
images as inputs to the proposed method. First, they used DWT in order to obtain high-
frequency details of database images. Then, an initial high-resolution image was decimated
by using the high-frequency details. In their observation model, they modelled a low-
resolution image as an aliased and noisy version of the corresponding high-resolution image
and then the initial high-resolution and test image estimated the aliasing matrix entries. After
that, the prior model for the super-resolved image was chosen as an Inhomogeneous Gaussian
Markov random field (IGMRF) and the model parameters were estimated using the same
initial high-resolution estimate. They used a maximum a posteriori (MAP) estimation in order
to arrive at the cost function minimized using a simple gradient descent approach. Figure 6
shows the block diagram of the proposed method in [36].

Figure 4. Block diagram of the proposed method in [34].
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Figure 6. Block diagram of the proposed method in [36].

In the proposed compression technique, the input image is firstly decomposed into its different
frequency subbands by using 1 level DWT. The LL subband is then being compressed by using
DWR and the high-frequency subbands, i.e., LH, HL, and HH, are being compressed by using
SVD. The proposed technique has been tested on several well-known images such as, Lena,
Peppers, Boat, and Airfield. The results of this technique have been compared with those of
JPEG2000 and WDR with arithmetic coding techniques. The quantitative experimental results
based on PSNR show that the proposed technique overcomes the aforementioned techniques.
The SVD and WDR image compression techniques are discussed in the next section.

Figure 5. Block diagram of the proposed method in [35].
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2. Review of singular value decomposition and wavelet difference
reduction

2.1. Singular value decomposition

From a mathematical point of view, an image can be represented by a matrix, which consists
of one or three layers in the case the image is grayscale or RGB, respectively. The results
of the implementation of SVD on a grayscale image, which is represented by the single-
layer image A, are three matrices U, Σ, and V, where U and V are orthogonal, and Σ is a
diagonal matrix containing the singular values of A. In what follows, the SVD procedure
is briefly reviewed. The relation between the matrix A, and the decomposed components,
U,  Σ,  and V,  can be mathematically presented through the formulation provided in Eqn.
(1), where the dimensions of all the matrices are shown, given that the dimensions of the
matrix A has been m×n [37, 38, 39]:

( )T
m n m m m n n nA U V´ ´ ´ ´= S (1)

Eqn. (2) shows how a matrix Σ̄ p×q with smaller dimensions p ≤m and q ≤n can be used to
approximate the diagonal matrix with the dimensions m and n:

 and 0
0
p q

m n p m q n´
´

é ù
ê ú
ê úë û

£ £SS =
O (2)

Some columns of U and rows of V are then reduced in order to reconstruct the compressed
image by multiplication. This is shown in Eqn. (3):

± ( ) ± ( )and m m n nm nU U U V V Vm p m p n q n q´ ´
é ù é ù

´ ´ê ú ê úë û ë û
= =´ - ´ - (3)

The compressed image is then obtained as shown in Eqn. (4):

( )T

p qm p n qm nA U V´´ ´´ = S (4)

Because the singular matrix has sorted singular values (in descending order), by using the
physcovisual concept, ignoring low singular value will not significantly reduce the visual
quality of the image. Figure 7 shows Lena’s picture being reconstructed by using different
amount of singular values. This characteristic that an image can be reconstructed by fewer
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amounts of singular values makes SVD suitable for compression. Because after reconstruc‐
tion of the image the ignored singular values cannot be recovered, the compression by SVD is
lossy [33].

 T

p qm p n qm nA U V   
(4)

Because the singular matrix has sorted singular values (in descending order), by using the 

physcovisual concept, ignoring low singular value will not significantly reduce the visual quality of the 

image. Figure 7 shows Lena’s picture being reconstructed by using different amount of singular values. 

This characteristic that an image can be reconstructed by fewer amounts of singular values makes SVD 

suitable for compression. Because after reconstruction of the image the ignored singular values cannot 

be recovered, the compression by SVD is lossy [33]. 

(a)  (b) 

(c)  (d) 

Figure 7. Lena’s image of size 256x256 reconstructed by Eq. (4) (a) orıginal Lena image; (b) reconstructed using128 σ;
(c) reconstructed using 64 σ; (d) reconstructed using32 σ.

2.2. Wavelet difference reduction

The WDR is a compression technique, which is based on the difference reduction method. The
wavelet transform of the input image is first made; bit plane encoding is then applied to the
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transform values. The bit plane encoding procedure starts with the initialization stage, where
a threshold To is chosen such that To is greater than all the transform values, and at least, one
of the transform values has a magnitude of To/2. The next stage is the initialization, where the
threshold T = Tk-1 is updated to T = Tk, where Tk = Tk-1/2. New significant transform values (w(i))
which are satisfying T ≤ | w(i) | ≤ 2T are then identified at the significant pass stage. The
transform values of these significant transform values are then encoded using the difference
reduction method. At the significant pass stage, already quantized values (wQ) which satisfy
|wQ| ≥ 2T are then refined in order to reduce error [27, 29, 30].

3. The proposed lossy image compression technique

The proposed image compression technique is a lossy compression technique. Firstly, the
image is decomposed into its frequency subbands by using DWT. Among these subbands, LL
subband is being compressed by using WDR. The high-frequency subband images are being
compressed by using SVD. The number of singular values that are being used in order to
reconstruct the high-frequency subbands can be reduced into 1, i.e., the highest singular value
is enough to reconstruct the high-frequency subbands. If only one singular value is being used
in order to reconstruct a matrix, this means that only one column of U and V matrices are being
used. The qualitative loss is not psychovisually noticeable up to some point. In order to obtain
the compression ratio of the proposed technique, the total number of bits required to represent
the original image is divided by the total of number of bits which is obtained by adding the
number of bit streams of WDR for LL and that of the SVD compression for LH, HL, and HH.

Decompression is carried out by taking the inverse WDR (IWDR) of the bit streams in order
to reconstruct the LL subband and in parallel the matrix multiplications are conducted in order
to reconstruct LH, HL, and HH subbands. Due to the losses by ignoring low-valued singular
values, high-frequency subbands need to be enhanced. For this purpose, stationary wavelet
transform (SWT) is applied to the LL subband image which results in new low- and high-
frequency subbands. These high-frequency subbands will have the same direction as the ones
obtained by DWT (e.g., horizontal, vertical, and diagonal), so they will be added to the
respective ones reconstructed by matrix multiplications. Now, the LL subband image obtained
by IWDR and the enhanced LH, HL, and HH subbands are combined by using inverse DWT
(IDWT) in order to reconstruct the decompressed image. The enhancement of high-frequency
subbands by using SWT results in more sharpened decompressed image. The block diagram
of the proposed lossy image compression technique is shown in Fig. 8. The experimental
qualitative and quantitative results are represented and discussed in the next section.

4. Experimental results and discussion

As it was mentioned in the Introduction, for comparison purposes, the proposed lossy image
compression was tested on many benchmark images, namely, Lena, Pepper, Boats, Airfield,
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and Goldhill. All the input images were of resolutions 256 x 256 pixels, 8-bit grayscale. Tables
1, 2, and 3 provide a quantitative comparison between the proposed technique, JPEG2000, and
WDR [40, 41] based on PSNR values, in dB, for compression ratios 20:1, 40:1, and 80:1,
respectively.

The foregoing tables illustrate the superiority of the proposed method in terms of its capability
in leading to significantly higher PSNR values compared to the other techniques proposed,
previously, in the literature. It is worth noticing that the improvement in the PSNR values
brought about by considering the proposed method might better show its impact while
keeping in mind the fact that they are calculated in dB, meaning that a logarithmic function
determines them, which clarifies how considerable the difference between the actual values
has been. To be more clear, if one calculates the difference between the PSNR values obtained
using WDR and JPEG2000, and subsequently, that of JPEG2000 and the proposed method, it
can be seen that the latter is much higher than the former, although JPEG2000 has always been
deemed of significantly better performance than WDR. Thus, it can be concluded that the
proposed method makes an enormous enhancement to the PSNR values compared to the ones
obtained upon employing WDR or JPEG2000.
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Figure 8. Block diagram of the proposed blocked based lossy image compression technique.
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Image
Techniques

WDR JPEG2000 Proposed

Lena 35.72 35.99 39.14

Pepper 34.21 35.07 40.07

Boats 32.42 33.18 35.97

Airfield 27.02 27.32 31.43

Goldhill 31.76 32.18 38.05

Table 1. PSNR values in dB for 20:1 compression

Image
Techniques

WDR JPEG2000 Proposed

Lena 32.44 32.75 35.98

Pepper 31.67 32.40 36.45

Boats 29.32 29.76 32.03

Airfield 24.72 24.88 29.62

Goldhill 29.43 29.72 34.19

Table 2. PSNR values in dB for 40:1 compression

Image
Techniques

WDR JPEG2000 Proposed

Lena 29.71 29.62 32.46

Pepper 28.93 29.54 33.07

Boats 26.96 26.76 30.19

Airfield 22.71 22.64 27.32

Goldhill 27.72 27.69 32.64

Table 3. PSNR values in dB for 80:1 compression

In order to ensure the quality of the output of the proposed technique, and for visual illustra‐
tion, the images resulting from the implementation of the foregoing approach were obtained,
along with that of JPEG2000 and WDR. Figure 9 shows a part of the magnified Lena image
having been compressed using the foregoing approaches, separately, with compression ratio
40:1. As sought from the outset, the proposed method is competent enough to maintain the
quality of the image while compressing it, and at the same time, result in better PSNR, which
shows its capability in correctly deciding on a reasonable trade-off between the amount of data
needed to be transferred, or kept, and the visibility and authenticity of the details in the image
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blocks, which is, probably, the most tricky criterion in devising image compression algorithms.
As Fig. 9 illustrates, the overall quality of the Lena image being compressed by the proposed
method is satisfactory despite possessing much higher PSNR value compared to the JPEG2000
and WDR techniques, and the details are clear and visible, even better than the output of the
WDR.
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(a)  (b) 

(c)  (d) 

Figure 9. Zoomed (a) original Lena image, and compressed images by using (b) JPEG2000, (c) WDR, and (d) the pro‐
posed image compression technique at 40:1 compression ratio.

5. Conclusion

In this research work, a new lossy image compression technique which uses singular value
decomposition and wavelet difference reduction techniques, followed by resolution enhance‐
ment, using discrete wavelet transform and stationary wavelet transform was proposed.

As the first step in the proposed image compression technique, the input image was decom‐
posed into four different frequency subbands using discrete wavelet transform. The low-
frequency subband was compressed using wavelet difference reduction, and in parallel, the
high-frequency subbands were compressed using singular value decomposition. The com‐
pression ratio was obtained by dividing the total number of bits required to represent the input
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image over the total bit numbers obtained by wavelet difference reduction and singular value
decomposition.

Reconstruction was carried out using inverse wavelet difference reduction to obtain low-
frequency subband and reconstructing the high-frequency subbands using matrix multipli‐
cations. The high-frequency subbands were enhanced using high frequency obtained by
stationary wavelet transform. The reconstructed low-frequency subband and enhanced high-
frequency subbands were used to generate the reconstructed image using inverse discrete
wavelet transform.

The visual and quantitative experimental results of the proposed image compression technique
showed that the proposed image compression technique outperformed the wavelet difference
reduction and JPEG2000 techniques.
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Abstract

Two-dimensional over-complete wavelet packet transform can better represent the tex‐
ture and long oscillatory patterns in natural images.

In this chapter, combining the doubly Wiener filtering algorithm and Wiener cost func‐
tion, a new best wavelet packet decomposition scheme for image denoising applications
is proposed. The experiment results for the test image database show the effectiveness of
the proposed image denoising algorithm compared to some existing image denoising
methods.

Keywords: Adaptive wavelet packet transform, Wiener cost function, image denoising

1. Introduction

Wavelet with vanishing moments are very effective for representing piecewise smooth images
[1]. However, two-dimensional separable wavelets are ill-suited to represent long oscillatory
patterns in images with abundant textures, partly owing to their poor directional selectivity
in frequency domain. These oscillatory variations of intensity can only be represented by small-
scale wavelet coefficients. In some image-processing applications, such as image denoising or
image compression, those small-scale coefficients are quantized to zero in the low bit rate
image compression and are thresholded or shrunken to zero in image denoising, which
degrades compression and denoising performance significantly. To overcome this circum‐
stance, one way is to find the more suitable image representation techniques such as curvelet,
contourlet [2], and ridgelet [3]. But these methods need the researchers to design the new
directional compact filter or multichannel filter banks, which is also challenging in filter design
area. Another way is to improve the idea of wavelet design method to accommodate the new
requirement where the over-complete wavelet packet decomposition is proposed.
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Over-complete wavelet packet contains a mass of libraries of waveforms, from which the best
wavelet packet base can be selected to efficiently represent long oscillatory patterns given the
corresponding criterion. For example, in image compression application, the best wavelet
packet base is usually found by pruning the full wavelet packet decomposition given a user
predefined cost function. Recently, a large variety of cost function have been proposed, such
as Shannon’s entropy cost function and vector entropy cost function, which are used in the
rate distortion control strategy. On the other hand, different from finding the best tree structure
of the wavelet packet decomposition, some researchers devoted themselves for finding the
best wavelet packet decomposition base [4] which is equivalent to find the best filter banks of
wavelet packet decomposition.

In image denoising application, due to unknown noiseless image as well as a great diversity
of filtering methods in the transform domain, selecting the best wavelet packet base is always
a difficult problem. Enlightened by the idea of doubly local Wiener filtering method [5] and
spatially adaptive wavelet domain shrinkage image denoising algorithms, the best wavelet
packet bases selection method using the local Wiener cost function and its application in image
denoising is proposed. In this chapter, we will first give the detail of the best wavelet packet-
based selection algorithm and then discuss its application in image denoising.

2. Best wavelet packet base selection

Let ψ 0(x), ψ 1(x) be the wavelet function and scaling functions, the basic idea of wavelet packet
function can be defined as:
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where h (k ), g(k ) are the orthonormal filters, respectively. Given a signal s(n) which is satisfied
the Nyquist sampling criterion, subspace V0≡span{ψ 0(x − l) : l∈ℤ} is usually assumed to be the
first-level subspace of signal s(n). The subspace with depth j is defined as
Vj

n ≡span{ψ j ,l
n (x)=2− j/2ψ n(2− j x − l), l∈ℤ}. To understand this subspace easily, the dynamic

interval 2− jn, 2− j(n + 1)) can be associated with the subspace Vj
n. For example, the interval 0, 1)

is equivalent to V0.

2.1. Two-dimensional wavelet packet bases

The two-dimensional separable wavelet packet functions are defined as the tensor products
of two one-dimensional wavelet packet functions, that are,

V0 =span{ψ 0(x − l)ψ 0(y − p) : (l , p)∈ℤ2}

ψ m,n(x, y)=ψ m(x)ψ n(y), m, n∈0, 1, …
(2)
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Similar to the one-dimensional case, the subspace

Vj
m,n ≡span{ψ j ;l , p

m,n (x)=2− jψ m(2− j x − l)ψ n(2− j y − p), (l , p)∈ℤ2} (3)

is referred to as the subspace with depth j and a wavelet packet function ψ m,n(x, y). Figure 1
gives the subspace of 2D wavelet packet base diagram. It can be seen that each node is divided
into two branches. Let us associate the dyadic square 2− jm, 2 j(m + 1))× 2− jn, 2− j(n + 1)) with
the subspace Vj

m,n, for example, V0 associates with the square 0, 1)2, V1
1,0 associates with the

rectangle 1 / 2, 1)× 0, 1 / 2), and V1
1,1 associates with the square 1 / 2, 1)2. It has been proved

that: if the squares 2− jm, 2− j(m + 1))× 2− jn, 2− j(n + 1)), (m, n, j)∈Ω are a partition of the unit
square 0, 1)2, then the family of functions {Ψ j ;l , p

m,n (x, y) : (l , p)∈ℤ2, (m, n, j)∈Ω} constitutes an
orthogonal wavelet packet base of V0.

Figure 1. The subspace of 2D wavelet packet base

2.2. Best wavelet packet base selection under wiener cost function

Similar to the tree structure illustrated in Fig. 1, 2D wavelet packet decomposition can be easily
expressed by the quad-tree structure with the root node {0, 0, 0}. Each node (m, n, j) (except
the last level node) has four child nodes (2m, 2n; j + 1), (2m, 2n + 1, j + 1), (2m + 1, 2n, j) and
(2m + 1, 2n + 1, j + 1). This quad-tree structure facilitates the best wavelet packet decomposition
procedure. Given the image and the noise level σ (if unknown, the noise level can be estimated
by the MAD estimator in the wavelet domain), the wavelet packet coefficient at the node
(m, n, j) under J-level wavelet packet decomposition is represented as
yjm,n(p, q), m, n =0, 1, …, 2 j −1; j =0, 1, …, J . For each node, its Wiener cost function is
computed by
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Assuming all the node in the quad-tree decomposition forms a set Class (A)= {Ω={(m, n, j)},
our task is to find a subset Ω* from set Ω which have the smallest total cost function (the
summation of the Wiener cost function at all wavelet packet decomposition node).

Similar to most of the search algorithms of the best wavelet packet base, the best wavelet packet
base under Wiener cost function is obtained by pruning a J-level full quad-tree from bottom
to top. The searching algorithm can be described as follows:

i. Let S (m, n, J )= {(m, n, J )}, m, n =0, 1, ⋯ , 2J −1 represent 22J leaf nodes in the J-level full
quad-tree.

ii. For 0≤ j < J  and each node (m, n, j) in the j-th level, calculate the corresponding Wiener
cost function
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as well as the summation of the Wiener cost functions of its four child nodes by

( , , ) ( (2 ,2 , 1)) ( (2 ,2 1, 1))
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iii. If J̃ (m, n, j)< J (m, n, j), then

( , , ) (2 ,2 , 1) (2 ,2 1, 1) (2 1,2 , 1) (2 1,2 1, 1)S m n j S m n j S m n j S m n j S m n j= + + + + + + + +U U U

otherwise, S (m, n, j)= {(m, n, j)}.

iv. Calculate the Wiener cost function of each set S (m, n, j) by
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J S m n j J u v r m n

Î
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v. If j >0, set j ← j −1 and return the step (ii); otherwise, output Ω* =S (0, 0, 0).

The set Ω* is composed of all leaf nodes of the best quad-tree decomposition structure. In
this way, given the input noisy image and the noise level, the optimal orthogonal wave‐
let  packet  decomposition  structure  and  the  minimal  total  Wiener  cost  function  can  be
obtained. Figure 2 shows a demo of best wavelet packet decomposition where Fig. 2(a) is
its  square  representation  and  Fig.  2  (b)  is  the  corresponding  tree  structure  of  this  best
wavelet packet decomposition.
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Figure 2. A demo of best wavelet packet decomposition

3. Image denoising algorithms based on best wavelet packet decomposition

This section gives two image denoising algorithms based on the best wavelet packet decom‐
position. In the above section, the optimal wavelet packet decomposition structure is obtained
under the Wiener cost function. When computing the Wiener function, the noiseless image
and the noise level are assumed as known. In practice, this assumption is unreasonable. It is
well known that the noise level can be accurately estimated by the MAD estimator from the
input noisy image. The key problem is how to estimate the noiseless image. Enlightened by
the empirical Wiener filtering and the doubly local Wiener filtering image denoising algo‐
rithms, we first filter the noisy image to get the pilot image, and then the pilot image is used
to get the best wavelet packet decomposition structure.

It is well known that undecimated wavelet packet decomposition can achieve better image
denoising performance than the decimated wavelet packet decomposition. This is owing to
the property that they are shift invariance and robustness. So, the undecimated wavelet packet
decomposition can ameliorate some unpleasant phenomenon that appears in the maximally
decimated wavelet packet decomposition, such as Gibbs-like ringing around edges and specks
in smooth region.

In what follows, we will give the detail of the image denoising algorithm using the undeci‐
mated wavelet decomposition. Let x(p, q) be a input noisy image of size 2N ×2N , the operator
Shiftk ,l(x) denotes circularly shifting the input image x(p, q) by k  indices in the vertical direction
and l  indices in the horizontal direction, and the operator Unshiftk ,l(x) is a similar operation
but in the opposite direction. In the proposed algorithm, we first use the decimated best
wavelet packet decomposition algorithm to denoise all possible shift versions of the noisy
image to get a set of denoised images and then unshifting these denoised images and average
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them to get the final denoised image. The new algorithm is referred to as the local Wiener
filtering using the best undecimated wavelet packet decomposition (LWF-BUWPD), which
can be summarized as follows:

i. Using the local Wiener filtering image denoising algorithm to each shift of input noisy
image shift (x(p, q)) to get a pilot image ŝ(p, q) ;

ii. Given the pilot image and noise level, the best wavelet packet decomposition
structure can be obtained by using the searching algorithm in section 2.

iii. Given the best wavelet packet decomposition structure, the empirical energy
distribution of the pilot image can be estimated by
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where W  and ŝ j ,m,n(p, q) represent the directional window and the pilot image’s best wavelet
packet decomposition coefficients, respectively.

iv. Using the estimated energy distributions and noise level, the local Wiener filtering is
operated on the base wavelet packet decomposition coefficients of the noisy image,
that is,

,
, ,

, 2

( , )
( , ) ( , ) , ( , , )

( , )

m n
jm n m n

j jm n
j

E p q
s p q y p q m n j

E p q s
*= ÎW

+
% (8)

where yj
m,n(p, q) are the best wavelet packet decomposition coefficients of the noisy image in

the subspace Vj
m,n.

v. Unshift all the shifted denoised images and average them to obtain the final denoised
image s̃(p, q)
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4. Experimental results

We choose the 8-bit 512 × 512 grayscale images “Lena” and “Barbara,” and a 256 × 256 texture
image, as the test images. In the proposed image denoising algorithm, the best wavelet packet
decomposition structure is varied with different shift noisy images and different noise level.
For better illustration, the best wavelet packet decomposition structure for different noise level
is shown in Fig. 3 for “Barbara” image.
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Figure 3. The best wavelet packet trees for the “Barbara” image with different noise levels: (a) σ =10 ; (b) σ =15 ; (c)
σ =20 ; (d) σ =25.

In Table 1 and Fig. 4, we give the denoising performance of the image denoising algorithms
using the undecimated best wavelet packet decomposition. The experimental results show
that for images of structural textures, for example, “Barbara” and texture images, the proposed
algorithm greatly improves denoising performance as compared with the existing state-of-the-
art algorithms.

Test image Boat Fingerprint House

Noise level 10 15 20 25 10 15 20 25 10 15 20 25

DLWFDW 33.43 31.47 30.10 29.09 32.21 30.01 28.51 27.34 35.14 33.21 31.91 30.92

DFB-GSM 33.58 31.70 30.37 29.13 32.45 30.14 28.60 27.45 35.35 33.64 32.39 31.40

LWF-BUWPD 33.58 31.69 30.36 29.36 32.51 30.22 28.66 27.56 35.37 33.65 32.42 31.42

Test Images Lena Barbara Texture

Noise level 10 15 20 25 10 15 20 25 10 15 20 25

DLWFDW 35.3 33.5 32.2 31.2 33.9 31.5 29.9 28.6 33.92 31.68 30.11 29.03

DFB-GSM 35.61 33.90 32.66 31.69 34.03 31.86 30.32 29.13 34.83 32.61 30.95 29.71

LWF-BUWPD 35.60 33.87 32.65 31.66 34.35 32.28 30.80 29.63 34.97 32.92 31.72 30.65

Table 1. The performance comparison of the LWF-BUWPD and several state-of-the-art image denoising algorithms
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Abstract

Two of the main problems with steganographic algorithms are insertion capability
and minimization of distortion in the digital files where the hidden information is the
information is inserted to hiding Digital filters are generally used as noise detectors,
and they also suppress information outside the original information contained in the
file. There are different types of filtering, one in the spatial domain and the other in
the frequency domain or sometimes a combination of both domains to propose
adaptive filters. One of the filters with greater application is the discrete wavelet
transform (DWT) because it is easy to implement and has low computational
complexity. The DWT computationally implemented in an image can be represented
as a quadrature mirror filter, separating the frequency components: so high-high,
high-low, low-high and low-low levels obtain different resolutions.

Using the scaling factor the DWT, adjusting the distortion of the image filtered help
for noise detection, and eases the insertion of the data to hide. The DWT is applied to
each new sub-image for does not generate a pattern of data distribution because each
time an image is processed, it is often statistically and spatially changed.

Therefore, the steganographic algorithm can go through a stego-analyzer without
data detection problem because the color palette is not affected. For this case study,
the best result is when variable j = 10.

Keywords: Steganographic algorithm, digital filters, frequencial domain, spatial domain,
discrete wavelet transform
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1. Introduction

Hiding information concerns the process of integrating information or data elements into
music, video, and images [1]. The concept of information hiding had also been proposed to
solve problems related to intellectual property protection that depends directly on a team of
background work for its realization, and its distribution must be controlled, or even protection
of personal information with a high degree of confidentiality such as agreements, contracts,
or other information that should be secured. To send information to a file imperceptibly seems
totally innocent, at first, and such a file is known as a carrier file or host file (known as a host
image or cover image).These files are carriers of embedded information; they can be any digital
files such as audio files, video files or image files. For intellectual property protection and for
secure delivery of information on unprotected media, various techniques have been imple‐
mented that have given rise to the emergence of the science of encryption, watermarking, and
steganography. For the first technique, the message will not make any sense unless acquired
by the intended recipient or to whom the message is addressed, as this will be the interpretation
of each of the written symbols within the message. For watermarking, this is related to
protecting the authenticity of media messages exposed, susceptible to cloning or replication.
With watermarks, its authenticity is guaranteed. Finally, we have steganography, which is the
technique used to hide information in a seemingly innocent means to be sent over an unsecured
medium or channel. A common example is the wireless medium, which is fully exposed and
for anyone with enough malice to access information, it can be done without any problem. For
the goals of steganography to be met, there are three considerations: (i) high capacity for
integration, (ii) high quality of stego-image and (iii) full recovery of the inserted information.
The images with the inserted information are called stego-image; the information must be
inserted in areas that are statistically and perceptually not easy to locate on demand and stego-
tools such as analyzers. The stego-image should be, in theory and in practice, identical to the
host image. The embedded information in the stego-image can only be removed by the receiver
that has the primary key, otherwise, the information cannot be extracted. The stego-image is
then sent to the intended recipient. The information contained in the host image is just a
distraction to the receiver, so this is not so much of an interest in its full recovery, but the host
image must have the minimum quality because any edge, contour,, color or misplaced pixels
can cause some suspicion and is susceptible to the extraction of the hidden information without
authorization from the transmitter. Most importantly, the hidden information must be fully
recoverable. In today’s advanced and modern world, steganography is vital because it is a
support tool to copyright protection, for which the authentication processes allow distribution
and legal use of different materials. A steganographic technique is usually evaluated in terms
of the visual quality and the embedding capacity; in other words, an ideal steganographic
scheme should have a large embedding capacity and excellent stego-object visual quality.

One of the main objectives of steganography is not sacrifice image quality as the carrier to be
inserted to this data. And likewise keeping track information retrieved data. Because any
disturbance visual may cause some reason for inspection of its content through histograms or
specialized software.
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The more reasonable way to deal with this trade-off situation is probably to strike a balance
between the two [2, 3, 4].

The techniques implemented in steganography have evolved as needs related to security level
and insertion capability have also increased, due to the growing trend in the digital distribution
of files over public networks. There are several proposed techniques applied to steganography,
including the space where the most representative method algorithm is the modification of
the least significant bit (LSB) of the pixel, and from this algorithm, optimizations have emerged
such as the LSBO, among others [5].

Subsequently, frequency techniques for image processing such as the discrete Fourier trans‐
form (DFT), discrete cosine transform of (DCT), and the discrete wavelet transform (DWT)
have also emerged.

More recently, adaptive methods, take the qualities of the spatial domain and the frequency
domain. These latest adjustments have yielded good results; however, few authors consider
the three criteria for steganographic algorithms. In adaptive methods, statistical variations are
considered image through variance, standard deviation, covariance, etc.

These statistics variations detected in images in conjunction with filtering images using the
DWT techniques are useful and important to execute noise detectors within the image. These
noisy areas are imperceptible to the human eye, so the eye does not see that some information
have been inserted outside the original image. The human eye is less sensitive to detect certain
imperfections contained in the processed images, these characteristics are due to the textures
contained in the images that are shown as changes in intensity. These abrupt changes in
intensity are contained in the high frequency band, which are obtained from the image
processing by DWT [6].

In applications where the frequency domain is involved, depending on the nature of the image
used as host, this image can be altered significantly when the digital filters applied act as noise
detectors. Judging by whether the human vision sensitivity is considered in the design of the
embedding algorithm, we can categorize the schemes into three types: (1) high embedding
capacity schemes with acceptable image quality [2-4], (2) high image quality schemes with a
moderate embedding capacity [2-4], and (3) high embedding efficiency schemes with a slight
distortion [7,8]. This chapter explains how to reduce the effects of the filters on images using
the scale factor proposed in this research. This scale factor will be working in the wavelet
domain. Applying the scaling factor, the energy generated by the host image is preserved to
approximate the original image, eliminating any visual disturbance. This chapter is divided
into the following sections: Section 2. Materials and methods, Section 3. Theory and calcula‐
tions, Section 4. Discussion and Section 5. Conclusions.

2. Materials and methods

To analyze structures within images of different sizes, shifting the window in Fourier trans‐
form (Gabor Transform [9]) is not suitable because it is subject to a fixed size value. Moreover,
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the calculation is complicated, because the DFT, obtains complex numbers, unlike the DWT
[9], which operates only with real numbers. For analysis of images, it is necessary to use time-
frequency windows with different times. Instead of choosing a fixed window (Gabor trans‐
form), with an analysis window g (t-u) constant size, a resizable window is chosen, that is, a
wavelet, a Ψ∈L2function (IR), with an average equal to zero:

( ) 0t dty
¥

¥

=ò (1)

The DWT can decompose an image in different resolutions, each of which progressively
decreases the size. This presents a certain analogy with the human eye, which draws, at each
level, the information that it finds interesting. For example, consider a brick wall. If we observe
it from a considerably large distance, we will see a global structure. As we approach the wall,
we can look at the successive characteristic details: the divisions between bricks, each brick
structure that define and detail the whole structure, losing resolution. Similarly, the DWT
extracts information between successive resolutions. Consider the function checks || Ψ || =
1, and is focused on a neighborhood of t = 0. If the value of u and s in the function moves, a
movement of the sampling window time-frequency is obtained:
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The DWT can be written as a convolution product:
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The DWT can find localized and structured images with an amplification procedure that
progressively reduces the scale parameter. Generally, singularities and irregular structures
often contain essential information about the image and refer to places that can be substituted
for values, but at first glance, are not identifiable. In an image, intensity discontinuities indicate
the presence of edges. It can be proven that the local regularity of a signal is characterized by
the decay of the amplitude of the DWT over scales. Thus, the singularities and the edges are
detected following the local maximum values of the DWT to finer scales detail. This image of
singularities will become detailed as it moves [10]. To characterize the unique structures, it is
necessary to quantify the local regularity of the image. For example, an image of n × m pixels
generates additional images successively in blocks. All contours, large and small, are present
in the original image and do not require any change of resolution to locate them. The issue is
in identifying broad contours using conventional operators. It could be escalated to the
operator, but what is more efficient is to scale the image because the use of an operator for

Wavelet Transform and Some of Its Real-World Applications66



the calculation is complicated, because the DFT, obtains complex numbers, unlike the DWT
[9], which operates only with real numbers. For analysis of images, it is necessary to use time-
frequency windows with different times. Instead of choosing a fixed window (Gabor trans‐
form), with an analysis window g (t-u) constant size, a resizable window is chosen, that is, a
wavelet, a Ψ∈L2function (IR), with an average equal to zero:

( ) 0t dty
¥

¥

=ò (1)

The DWT can decompose an image in different resolutions, each of which progressively
decreases the size. This presents a certain analogy with the human eye, which draws, at each
level, the information that it finds interesting. For example, consider a brick wall. If we observe
it from a considerably large distance, we will see a global structure. As we approach the wall,
we can look at the successive characteristic details: the divisions between bricks, each brick
structure that define and detail the whole structure, losing resolution. Similarly, the DWT
extracts information between successive resolutions. Consider the function checks || Ψ || =
1, and is focused on a neighborhood of t = 0. If the value of u and s in the function moves, a
movement of the sampling window time-frequency is obtained:

( ) -
,

1 .
2u s

t ut
s

y y æ ö
= ç ÷

è ø
(2)

The DWT can be written as a convolution product:

( ) ( ) ( )-1, .
2 s

t xWf x s f t ds f x
s

y y
¥

¥

æ ö
= =ç ÷

è ø
ò (3)

where ψ̄s(t)=
1
2
ψ *(- t

s ).
The DWT can find localized and structured images with an amplification procedure that
progressively reduces the scale parameter. Generally, singularities and irregular structures
often contain essential information about the image and refer to places that can be substituted
for values, but at first glance, are not identifiable. In an image, intensity discontinuities indicate
the presence of edges. It can be proven that the local regularity of a signal is characterized by
the decay of the amplitude of the DWT over scales. Thus, the singularities and the edges are
detected following the local maximum values of the DWT to finer scales detail. This image of
singularities will become detailed as it moves [10]. To characterize the unique structures, it is
necessary to quantify the local regularity of the image. For example, an image of n × m pixels
generates additional images successively in blocks. All contours, large and small, are present
in the original image and do not require any change of resolution to locate them. The issue is
in identifying broad contours using conventional operators. It could be escalated to the
operator, but what is more efficient is to scale the image because the use of an operator for

Wavelet Transform and Some of Its Real-World Applications66

large contours on a high-resolution image is very complicated from the point of view of
computational efficiency. Therefore, it uses coding frequency sub-bands. Coding performs
sub-band decomposition of an image or a signal band-limited components (band-pass filter),
which gives a redundancy-free representation of an image; this makes it possible to reconstruct
the original image without error. Give a band-limited image x(n,m) which satisfies [11]:

( ){ } ( ) max, 0, .F x n m X f f f= = ³ (4)

It is possible to split the image to make a uniform sampling

( ), max
,

1, 0,2, , 1 .
2n m N

n m

x i i N f fD = = £ =
D

K (5)

where fN is the Nyquist frequency. For the analysis of the frequency division at intervals within
the DWT; you can use a range of frequencies, for this particular case; We employ the value of
N / 2 x M / 2, where N and M represent the length and width of the image as shown in Figure 1.

Figure 1. Double wavelet decomposition applied in an image.
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The coding of two channels per sub-band filtering x(Δxn,m) required by the impulse response
for a low-pass filter h 0(iΔn,m) and h 1(iΔn,m) followed by sub-sampling (decimation 2), every
output. The filtering functions given in Eq. 4 and 5 apply to the rows and columns of the image.

( ) ( ) ( )0 , 0 ,( , ) 2n m n m
i

g k x i n m h i ké ùD = D D + Dë ûå (6)

( ) ( ) ( )1 , 1 ,( , ) 2n m n m
i

g k x i n m h i ké ùD = D D + Dë ûå (7)

This results to obtaining the four sub-images at the output of the processing. The image
resolution applying DWT is divided into four frequency sub-bands called Low-Low (LL), Low-
High (LH), High-Low (HL), and High-High (HH), see Figure 2. The names given were based
on the type of filtering applied to the rows and columns; they are obtained from Eqs. 6 and 7.

Figure 2. Sub-band coding for an image.

Each sub-band is a copy of the original image but in different frequency level, which provides
a certain amount of energy [8, 9] (Figure 1). To describe a DWT, it is enough to define a discrete
impulse response for a low-pass filter, h 0(k ), which satisfies the requirements
h 1 (N - 1)Δx =(-1)ih 0(iΔx).Where from h 0(k ), we can generate the function f(x) called scaling
function. We can also generate, h 1(k ), with this last and with f(x), calculate the mother wavelet
y(x). If the scaling vector has a finite number of nonzero terms, then f(x) and y(x) generate
wavelets with compact support. Scaling a vector such that [11],
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( ) ( ) ( ) ( )0 0 02 , 2
k k

h k and h k h k l ld= + =å å (8)

where 2l represents the displacement of the sample image every 2 pixels. There exists a scaling
function for which,

( ) ( ) ( )-0 2
k

x h k n kf f=å (9)

which can be constructed as a sum, from Eq. 11, that is half copy of the image, using h 0(k ) as
the weighting factor. The scaling function is a continuous function whose general form is the
same as the impulse response of discrete low-pass filter, h 0(k ). If instead the calculation begins
from the scaling function f(x), it must be an orthonormal unit in terms of translations [11],

( ) ( ) ,, m nx m x nf f d- - = (10)

and h 0(k ) can be calculated,

( ) ( ) ( )0 1,0 0,0 , kh k xf f= (11)

where

( ) ( )-/ 2
, 2 2 , 0,1 0,1, ,2 1j j j

j k n n k j kf f= = =K K (12)

Determined f(x) and h 0(k ), we can define a discrete impulse response for the high-pass filter
called wavelet vector,

( ) ( ) ( )1 01 1kh k h k= - - + (13)

and from this, we obtain the mother wavelet,

( ) ( ) ( )-1 2
k

n h k n ky f=å (14)

where the set of orthonormal wavelets is derived, and the scaling factor obtained for setting
the pixel with the new value obtained from the low-pass and band-pass filtering from [11],
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( ) ( )-/ 2
, 2 2j j

j k n n ky y= (15)

It is restricted to case basis functions obtained by means of changing the type of binary scale
2j, and dyadic translations of the mother wavelet, where a dyadic translation corresponds to
a shift, k / 2j; value that is equal to a scale factor which is a multiple of a binary value (2,4,8,...)
and therefore, the size of the wavelet, thereby obtaining the image adjustment. When working
with images, the most important features for pattern recognition are the edges of the structures.
A border can be defined as the set of points where the image has sharp transitions in intensity.
However, not all variations of intensity can be defined as edges. Several variations of detection
algorithms on images, such as the Canny algorithm [13] are equivalent to detecting a maximum
DWT module dyadic bidimensional. For detecting image edges or irregularities, applies
irregularities detector based on the exponents of Lipschitz [12].Thus, if f has a singularity at a
point v, this means that it is not differentiable at v, and Lipschitz exponent at this point
characterizes the singular behavior.

The Lipschitz regularity of edge points is derived from the maximum decrease of along DWT
scales. In addition, approaches the image can be reconstructed from these high module without
visual degradation. In two dimensions, we try to detect contours. For detection, the problem
is the presence of noise. So, if we define the boundary from turning points, they will appear
across the surface, due to noise. The application of the values for Lipschitz exponents can find
and ratifying the highlighted areas like the edges obtained in step filtering Lipschitz regularity
defines the upper limit with non-integer exponents. Thus, the DWT is a powerful tool to
measure the minimum local regularity of the tool functions. However, it is not possible to
analyze the regularity of f at a particular point v that will decrease from | f̂ (w)| , for high
frequencies of ω. In contrast, as the wavelets are well localized in time, the DWT gives the
Lipschitz regularity of intervals and points. The decrease in amplitude along DWT scales
relates to Lipschitz regularity. Effective use of Lipschitz exponents can find these discontinu‐
ities in the image, which, as mentioned, are sometimes noisy areas, due to the nature of the
image. These noisy areas are detected in the right places for concealment of information.
Asymptotic decay measurement is equivalent to amplification of the image structures with a
scale as it approaches zero. The singularities are detected by locating the maximum line
(abscissa) upon which it converges to the maximum fine scales [11]. Finally, the signal ψ j ,n(t)
can be compressed or expanded in the time. This will have little certainly after effects in the
plane of frequencies [2],
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where ψ̂(w) represents the reconstruction of ψ(t).
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where ψ̂(w) represents the reconstruction of ψ(t).
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The discrete wavelet reconstruction can be computed by an inverse of the procedure of
decomposition beginning at the level of resolution lower in the hierarchy. In applying the
proposed steganographic algorithm to the sub-band LH is necessary to use a scaling factor
that works with 24-bit RGB color images or Luminance, Chromatic blue, Chromatic red
(YcbCr) or Hue, Value, Saturation (HSV) color model [14]; this scaling factor is closely related
to energy conservation applied in the theory of wavelets. However, in the RGB color images,
we propose the following scaling factor,

1 2 ,j (17)

where j is directly dependent on the number of bits that integrates the image.

The proposed steganographic method works in the wavelet domain and provides an analysis
of the wavelet coefficients in different decomposition scales to estimate the simple variance
field to distinguish areas where the pixels are considered noisy [14]. We propose the following
criterion: If the standard deviation of the current wavelet coefficient kernel is smaller than the
threshold defined for the standard deviation global, then the respective area from the host
image is considered noisy and then in such area, the hidden information can be inserted.
Otherwise, the pixels from this area are considered free of noise and it is not possible to insert
data of the hidden image. The criterion provides good invisibility for the hidden data and
edges and results to fine detail preservation of the stego-image [14]. The standard deviation is
computed using the following,
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where ym is the m-th element of the host image, ȳ =∑
m=1

n
ym / n is the mean value of the current

kernel, and n = 9 is the number of elements in the sample. The proposed steganographic method
is depicted in Figure 3. This method is applied in each channel of RGB host image. From Figure
3, the block of redundancy of approaches, uses one level of decomposition with Haar wavelet.
This algorithm smoothens the low frequencies of the host image through a double convolution
operation (first of decomposition, and after reconstruction) of the coefficients and samples of
host image [14], providing more hiding capacity and detail preservation of the proposed
method. To hide the image, a double decomposition wavelet daubechies 4 (db4) is applied. To
recover the hidden image, the algorithm of Figure 3 is used again but in the block of input
changes to RGB stego-image and in the condition σk <σg  recovers the hidden data. Finally, the
use of two levels of decomposition with db4 wavelet, and 3×3 kernel were found after
numerous simulations under criteria peak signal noise ratio (PSNR), MAE (Mean Absolute
Error), CORR (Correlation), NCD (Normalized Color Deviation), etc. [2,14].This criterion
applied to each RGB channel is also applied to each channel for YCbCr color space and HSV,
apply each threshold adjustment scale factor for reducing distortions in the image.
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Fig. 3  Proposed steganographic algorithm. 
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using Eq. 19; for each value of the weight function in the host image, pixels in each color space applied for demonstration 
of this threshold is observed, if the proposal is a valid consideration. The three goals of steganographic algorithms must 
be achieved: high capacity for integration, high quality of the stego-image and full recovery of the hidden information. 
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The threshold σg is used to select the pixel occupying the position where the data are hidden.
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where xi is the i-th element of the host image, x̄ =∑
i=1

N
xi / N  is the mean value of the current host

image, and N  is the number of elements in the sample(host image). Adjusting for each
expansion and contraction of the wavelet transform using Eq. 19; for each value of the weight
function in the host image, pixels in each color space applied for demonstration of this
threshold is observed, if the proposal is a valid consideration. The three goals of steganographic
algorithms must be achieved: high capacity for integration, high quality of the stego-image
and full recovery of the hidden information.

3. Theory/Calculations

In the optimization and evaluation of algorithms in digital image processing, the peak signal
to noise relation (PSNR) is the criterion most frequently used to evaluate the quality of the
imagery [2],

Wavelet Transform and Some of Its Real-World Applications72



 
 
 

 

Fig. 3  Proposed steganographic algorithm. 

 
The threshold σg is used to select the pixel occupying the position where the data are hidden. This is done through [14], 

 

,N/)xx(σ
N

m
ig ∑ -=

1=

2
 

(19) 

 

where ix  is the i-th element of the host image, ∑=
1=

N

i
i N/xx  is the mean value of the current host image, and N  is the 

number of elements in the sample(host image). Adjusting for each expansion and contraction of the wavelet transform 
using Eq. 19; for each value of the weight function in the host image, pixels in each color space applied for demonstration 
of this threshold is observed, if the proposal is a valid consideration. The three goals of steganographic algorithms must 
be achieved: high capacity for integration, high quality of the stego-image and full recovery of the hidden information. 
 
3. Theory/Calculations 

In the optimization and evaluation of algorithms in digital image processing, the peak signal to noise relation (PSNR) is 
the criterion most frequently used to evaluate the quality of the imagery [2], 
 

  dB,
MSE
255log10PSNR

2

10 







 (20) 

where ∑∑
1 2

2
1 1

2

21

),(-),(1MSE
M

l

M

m
L

mlxmly
MM  

 is the mean square error, 21 M,M  are the image dimensions, l, m are 

the coordinates of the current position in the image, )m,l(y  is the 3D vector value of the pixel in the ( )m,l  location of the 

stego-image, )m,l(x  is the corresponding pixel in the original cover image, and 2L


 is the L2-vector norm. 
 
The Normalized Color Deviation (NCD) is used for the quantification of the color perceptual error [2], 
 

Input RGB host image Redundancy of approaches 
algorithm, Haar wavelet 

DWT with 2 scaling levels, db4wavelet  

Stego-image 

Variance field estimate of A and HD 

If σk<σg, hidden data 

IDWT 

Figure 3. Proposed steganographic algorithm.

The threshold σg is used to select the pixel occupying the position where the data are hidden.
This is done through [14],

- 2

1
( ) / ,

N

g i
m

x x Ns
=

= å (19)

where xi is the i-th element of the host image, x̄ =∑
i=1

N
xi / N  is the mean value of the current host

image, and N  is the number of elements in the sample(host image). Adjusting for each
expansion and contraction of the wavelet transform using Eq. 19; for each value of the weight
function in the host image, pixels in each color space applied for demonstration of this
threshold is observed, if the proposal is a valid consideration. The three goals of steganographic
algorithms must be achieved: high capacity for integration, high quality of the stego-image
and full recovery of the hidden information.

3. Theory/Calculations

In the optimization and evaluation of algorithms in digital image processing, the peak signal
to noise relation (PSNR) is the criterion most frequently used to evaluate the quality of the
imagery [2],

Wavelet Transform and Some of Its Real-World Applications72

( )2

10

255
PSNR 10 log dB,

MSE

é ù
ê ú=
ê ú
ë û

(20)

where MSE=
1

M1M2
∑
l=1

M1

∑
m=1

M2

y(l , m) - x(l , m) L 2

2  is the mean square error, M1, M2 are the image

dimensions, l, m are the coordinates of the current position in the image, y(l , m) is the 3D
vector value of the pixel in the (l , m) location of the stego-image, x(l , m) is the corresponding
pixel in the original cover image, and ⋅ L 2

 is the L2-vector norm.
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Here, ΔELuv(l , m) L 2
= (ΔL *(l , m))2 + (Δu *)2 + (Δv *)2 1/2 is the norm of the color error; ΔL *,

Δu *, and Δv * are the differences in the L *, u *, and v * components, between the two color vectors
that present the stego and cover image for each pixel (l,m) of an image, and

ELuv
* (l , m) L 2

= (L *)2 + (u *)2 + (v *)2 1/2 is the norm of the cover image pixel vector in the L *u *v *

space. The quality index (Q) is provided to demonstrate the quality of the stego-images [2,
14], where x̄ and ȳ are the mean values of the cover and stego-image, respectively; σx

2 and σy
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The hiding capacity (HC) dictates the number of bits inserted in the host image [2,14],

.number of samples in embedding bandHC MSE
number of bits of secure data

= ´ (23)

We incorporate in the proposed scheme other color spaces such as YCbCr and HSV to ensure
that the visual artifacts appearing in the stego-image are imperceptible, and the difference
between the cover and stego-image is indistinguishable by HSV by using the proposed scaling
factor. To verify and quantify the results obtained in this proposed steganographic algorithm,
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the results obtained in conjunction with other spatial domain methods were compared with
4-3 LSB and the optimization of this algorithm.

Table 1 shows the performance results in terms of PSNR, MAE (Mean Absolute Error), CORR
(Correlation), Q, NCD, HC, in the case of j=28 values in the scaling factor by using the 320 ×
320 RGB color image “Mandrill” [15] as the host image and “Lena” [15] as the hidden image.
In Table 1, we can see that the best result is presented by the steganographic method proposed
here by applying the scale factor adjustment in the wavelet transform, the scale factor for this
example has a value of j = 28. In Table 2, we can see the results of the image recovered "Lena"
where you can see that the image quality index (Q) is close to 1, indicating that the recovered
image is very close to the one inserted originally.

Criteria

Algorithms

4LSB 3LSB 4LSBO 3LSBO
Variance Field

Simple
Estimation

PSNR dB 36.168 36.169 30.111 30.112 37.283

MAE 2.9911 2.9902 9.7307 9.7315 1.2020

CORR 99.78 99.78 99.76 99.76 99.34

Q 0.9976 0.9976 0.9948 0.9948 0.9956

NCD 0.00073 0.00073 0.0022 0.0022 0.00030

HC (Kb) 51,200 38,400 51,200 38,400 76,800

Table 1. Comparative results for the stego-image “Mandrill” with the secret image “Lena”

Criteria

Algorithms

4LSB 3LSB 4LSBO 3LSBO
Variance Field

Simple
Estimation

PSNR dB 36.291 36.291 30.144 30.144 35.391

MAE 2.7479 2.7479 8.1255 8.1255 2.9409

CORR 99.55 99.55 99.54 99.54 99.30

Q 0.9962 0.9962 0.9943 0.9943 0.9950

NCD 0.0020 0.0020 0.0033 0.0033 0.0019

Table 2. Comparative results for the retrieved secret image “Lena”

In Table 3, we show the results obtained from the proposed steganographic algorithm with a
scaling factor, with j = 10. We note that PSNR improves by more than 1dB, and conserves the
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Q index on the recovered image. The PSNR value is enhanced for each of the cases in color
spaces, and so it may be said that the energy distribution (inserted data) within the image is
homogeneous, thus wanting to be approached by a stego-analyzer to retain a uniform
distribution histogram, removing any suspicion of being a carrier of information. In Table 3,
we can see that the model of color HSV offers better quality in the stego-image in contrast to
the RGB and YCbCr models; nevertheless, the capacity of insertion is lost. It is possible to
observe that the model RGB offers good results and the capacity of insertion does not sacrifice
itself.

Host image “Mandrill” Hidden image “Lena”

RGB color model

Q=0.9999 Q=0.9962

PSNR=39.1233 dB PSNR=37.5167 Db

COI=99.34% COI=99.55%

NCD=6.0486 e-4 NCD=0.0020

MAE=1.7022 MAE=2.7714

HC=25.65Kb

YCbCr color model

Host image “Mandrill” Hidden image “Lena”

Q=0.9888 Q=0.9962

PSNR=30.3913Db PSNR=36.0827 dB

COI=98.92% COI=99.54%

NCD=9.5940 e-4 NCD=0.0020

MAE=2.2044 MAE=2.7948

HC=2.18Kb

HSV color model

Host image “Mandrill” Hidden image “Lena”

Q=0.9999 Q=0.9962

PSNR=41.3900 dB PSNR=36.1233 dB

COI=99.92% COI=99.55%

NCD=2.8906 e-4 NCD=0.0020

MAE=0.6401 MAE=2.7714

HC=0.068Kb

Table 3. Performance results in different color models for j=10 in the scaling factor.

We also present the error images in Figure 4 presents the visual results according with Table 3.

Scaling Factor Threshold Estimator in Different Color Models Using a Discrete Wavelet Transform for Steganographic...
http://dx.doi.org/10.5772/61729

75



We also present the error images in Figure 4 presents the visual results according with Table 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. Discussions 
 
The results only apply steganographic algorithm have shown visual defects, which may cause some suspicion that this is 
a carrier of information added to this. However, applying the scaling factor, better visual and quantitative results also 
overcoming the stego-image are obtained. Significantly, a steganographic algorithm must meet the following criteria: 
Total recovery of the embedded information; good quality of the cover image and the recovered image; and high 
insertion capability. Finally, in this work, the proposed method yielded better results, with the best result obtained using 
the scaling factor j = 10. The following are the results: PSNR = 41.3900dB, NCD = 2.8906 e-4, MAE = 0.6401, HC = 
0,068e3Kb and Q = 99.99% in the cover image. We can also observe that applying the scale factor, the wavelet contraction 
and expansion is set as close to the original contour of the image, thus, making the data inserted into the noisiest areas of 
the image; and this is imperceptible to the human eye. 
 
5. Conclusions 

The RGB, HSV and YCbCr color model images are altered in their energy contribution in each sub-matrix of the wavelet 
decomposition when the steganographic algorithm is applied. From equations 5, 6 and 14, we propose the use of the 
scaling factor for adjusting filtered images with DWT. This adjustment will be made to each pixel of the image to achieve 
the three objectives of steganographic algorithms. For steganographic applications, the digital filter helps to locate areas 
suitable for inserting information without it becoming visible to the human eye. This filter is generally altered in their 
energy contribution in each sub-matrix of wavelet decomposition when a steganographic algorithm is applied. It is 
known that the value of 21  is the key factor in the value adjustment of the wavelets energy, the value adjustment has 

been applied only in grayscale image tests. To apply the proposed scaling factor j21  in RGB color images, there is a 
value adjustment factor for the energy input in each sub-matrix. It is also noted that when changing the value of j, it 
adjusts the sharpness and image quality providing a visible improvement of the image, as shown in Tables 1, 2 and 3, 
and in the subjective results. From Table 3, more security options are given for the insertion of information that is highly 
confidential; each color space provides particular characteristics that can be exploited for sending such information. 
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Figure 4. Visual results in the case of j=10, (a) stego-image “Mandrill”, (b) error stego-image “Mandrill”, (c) hide image
“Lena”, (d) error hide image “Lena”.

4. Discussions

The results only apply steganographic algorithm have shown visual defects, which may cause
some suspicion that this is a carrier of information added to this. However, applying the scaling
factor, better visual and quantitative results also overcoming the stego-image are obtained.
Significantly, a steganographic algorithm must meet the following criteria: Total recovery of
the embedded information; good quality of the cover image and the recovered image; and high
insertion capability. Finally, in this work, the proposed method yielded better results, with the
best result obtained using the scaling factor j = 10. The following are the results: PSNR =
41.3900dB, NCD = 2.8906 e-4, MAE = 0.6401, HC = 0,068e3Kb and Q = 99.99% in the cover image.
We can also observe that applying the scale factor, the wavelet contraction and expansion is
set as close to the original contour of the image, thus, making the data inserted into the noisiest
areas of the image; and this is imperceptible to the human eye.

5. Conclusions

The RGB, HSV and YCbCr color model images are altered in their energy contribution in each
sub-matrix of the wavelet decomposition when the steganographic algorithm is applied. From
equations 5, 6 and 14, we propose the use of the scaling factor for adjusting filtered images
with DWT. This adjustment will be made to each pixel of the image to achieve the three
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4. Discussions

The results only apply steganographic algorithm have shown visual defects, which may cause
some suspicion that this is a carrier of information added to this. However, applying the scaling
factor, better visual and quantitative results also overcoming the stego-image are obtained.
Significantly, a steganographic algorithm must meet the following criteria: Total recovery of
the embedded information; good quality of the cover image and the recovered image; and high
insertion capability. Finally, in this work, the proposed method yielded better results, with the
best result obtained using the scaling factor j = 10. The following are the results: PSNR =
41.3900dB, NCD = 2.8906 e-4, MAE = 0.6401, HC = 0,068e3Kb and Q = 99.99% in the cover image.
We can also observe that applying the scale factor, the wavelet contraction and expansion is
set as close to the original contour of the image, thus, making the data inserted into the noisiest
areas of the image; and this is imperceptible to the human eye.

5. Conclusions

The RGB, HSV and YCbCr color model images are altered in their energy contribution in each
sub-matrix of the wavelet decomposition when the steganographic algorithm is applied. From
equations 5, 6 and 14, we propose the use of the scaling factor for adjusting filtered images
with DWT. This adjustment will be made to each pixel of the image to achieve the three
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objectives of steganographic algorithms. For steganographic applications, the digital filter
helps to locate areas suitable for inserting information without it becoming visible to the human
eye. This filter is generally altered in their energy contribution in each sub-matrix of wavelet
decomposition when a steganographic algorithm is applied. It is known that the value of 1 / 2
is the key factor in the value adjustment of the wavelets energy, the value adjustment has been

applied only in grayscale image tests. To apply the proposed scaling factor 1 / 2 j in RGB color
images, there is a value adjustment factor for the energy input in each sub-matrix. It is also
noted that when changing the value of j, it adjusts the sharpness and image quality providing
a visible improvement of the image, as shown in Tables 1, 2 and 3, and in the subjective results.
From Table 3, more security options are given for the insertion of information that is highly
confidential; each color space provides particular characteristics that can be exploited for
sending such information.
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Abstract

Early detection of irregularity in electrical machines is important because of their diversity
of use in different fields. A proper fault detection scheme helps to stop the propagation of
failure or limits its escalation to severe degrees, and thus it prevents unscheduled down‐
times that cause loss of production and financial income. Among different modes of fail‐
ures that may occur in the electrical machines, the rotor-related faults are around 20%.
Successful detection of any failure in electrical machines is achieved by using a suitable
condition monitoring followed by accurate signal processing techniques to extract the fault
features. This article aims to present the extraction of features appearing in current signals
using wavelet analysis when there is a rotor fault of eccentricity and broken rotor bar. In
this respect, a brief explanation on rotor failures and different methods of condition moni‐
toring with the purpose of rotor fault detection is provided. Then, motor current signature
analysis, the fault-related features appeared in the current spectrum and wavelet trans‐
form analyses of the signal to extract these features are explained. Finally, two case studies
involving the wavelet analysis of the current signal for the detection of rotor eccentricity
and broken rotor bar are presented.

Keywords: Wavelet transform, Line start permanent magnet motor, Induction motor, Ec‐
centricity, Broken rotor bar

1. Introduction

Electrical machines are widely used for many industrial processes and play a non-substitutable
role in a variety of industries [1–2]. In spite of their reliability and robustness, electrical
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machines are still prone to failures due to the exposure to a wide diversity of strict conditions
and environments, incorrect operations, or even manufacturing defects [3]. These faults,
gradual deterioration, and failures can lead to motor interruption, if left undetected, and their
resulting unplanned downtime is very expensive. Early detection of irregularity in electrical
machines with proper fault diagnosis schemes will help prevent high-cost failures, thereby
decreasing the cost of maintenance and preventing unscheduled downtimes. However,
stopping the propagation of the fault limits its escalation to severe degrees, which results in
loss of production and financial income.

The fault identification schemes are basically based on data collection of electrical machines
followed by signal processing. The condition of an electrical machine is examined from data
that are acquired through sensors and supportive equipment methods. By using a suitable
signal processing technique, each fault can be then detected via a specific feature present in
the measured signal of a faulty motor when compared to a fault-free one. Hitherto, a number
of data acquisition techniques, which display a certain parameter of the electrical machine,
have been established. Essentially, the efficiency of a data acquisition method is characterized
by its accuracy, cost, and importantly its capability to quantify the fault. On the contrary,
condition monitoring based on data acquisition techniques requires the user to have adequate
knowledge and proficiency to differentiate a normal operating condition from a potential
failure state. The key step, but a difficult task, in the fault detection of electrical machines is to
extract the fault-related features from the acquired signal and identify the condition of motor.
Fault-related features are parameters derived from the acquired data that specify the existence
of failure in device. The current signal of electrical machine is non-linear and non-stationary
with strong noise interference; hence, the energy of early signal is too low to extract fault-
related features in time domain [4]. Advanced signal processing methods based on analysis of
time–frequency domain have been proposed as effective approaches for fault detection in
electrical machines [5].

The focus of this chapter is on the extraction of features present in the current spectrum of
electrical machine when one of two important rotor faults, eccentricity and broken rotor bar,
exists. To extract features from the current spectrum in the presence of these faults, an
advanced signal processing method, wavelet packet analysis, is used. In this regard, the
fundamentals related to the detection of these two faults using wavelet packet analysis of
current signal are explained in the following sections.

2. Rotor faults

From the investigations on different failure modes in electrical machines, the rotor-related
faults are around 20% of failures may happen in the motor [6]. The rotor is exposed to different
types of stresses that seriously affect its normal condition and subsequently create faults in it.
Bonnett and Soukup explained the stresses that motors are subjected to and their unfavourable
causes [7]. Failures in rotor are classified into eccentricity of rotor, crack and/or breakage of
rotor cage bars, and crack and/or breakage of end rings and rotor bow [8]. These irregularities
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bring specific secondary failures that cause serious faults in electrical machines. Moreover,
these types of faults may not show any symptoms during early stage until propagating to the
next step and leading to the sudden collapse [9–11]. In recent years, rotor faults have been
increasingly studied for developing advanced techniques that permit online early detection
and diagnosis of motor faults to avoid any negative consequences of unexpected shutdowns,
but this area still needs more research because of the complexity of the motor during the
runtime. In this section, a brief description of different rotor faults is provided.

2.1. Rotor eccentricity

In a fault-free machine, the rotor is centre aligned in the stator bore that results in uniform air
gap between the stator and rotor. In fault-free electrical machines, the rotation centre of the
rotor is the same as the geometric centre of the stator bore. As a result, the rotor symmetrical
axis (Cr), stator symmetrical axis (Cs), and rotor rotational axis (Cg) coincide with each other,
and thus the magnetic forces are balanced in opposite directions. Rotor eccentricity, displace‐
ment of the rotor from its centred position in the stator bore, generates an asymmetric air gap
between the stator and rotor [12]. The rotor eccentricity also produces unbalanced magnetic
pull (UMP), which is a radial magnetic force on the rotor shaft. The UMP also pulls away the
rotor from the stator bore centre, thus causing excessive stress on the electrical machine [13,
14]. Eccentricity commonly presents in rotating electrical machines, and the maximum
permissible level of eccentricity is defined, which is 5 or 10% of the air-gap length [15]. If
eccentricity exceeds the permissible level, it will increasingly damage the winding, stator core
and rotor core in the motor due to rubbing of the stator with the rotor [12, 14]. Three different
types of eccentricity occur in an electrical machine: static eccentricity, dynamic eccentricity,
and mix eccentricity. As an example, static eccentricity is explained next.

Static eccentricity in electrical machines occurs when the rotor symmetrical axis is concentric
with the rotor rotational axis; however, they are dislocated with respect to the stator symmet‐
rical axis; hence, the position of minimum radial air-gap length is fixed. In this state, the mutual
inductances across the stator and rotor as well as the self- and mutual inductances among the
rotor phases are related to the angular position of the rotor [16]. The implication of static
eccentricity fault in motor is depicted in Figure 1.

Static eccentricity can be due to numerous motives such as elliptical stator core, wrong
placement of the rotor or stator at the setup or subsequent of maintenance, incorrect bearing
positioning, bearing deterioration, shaft deflection, housing imperfection, end-shield mis‐
alignment, excessive tolerance, and rotor weight or pressure of interlocking ribbon [17–19].
Static eccentricity leads to second failures which cause drastic harm to the rotor, stator core
and windings. The radial forces in the static eccentricity condition produce a steady UMP in
the radial route across the motor because the reluctance of the magnetic flux path decreases
with the transmission of flux on the side of tiny air gap [20]. Albeit, the winding current induces
more magnetic flux that causes a stronger pull and leads to the expansion of the air gap on the
opposite side where the reluctance increases, thereby decreasing the flux and magnetic side
pull. Therefore, the UMP compels the rotor to move toward the area of the narrowest air-gap
length. During abrasion, the stator core subsequently generates abnormal vibration and
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severely damages the rotor, windings and the stator [7]. Consequently, the static eccentricity
causes acoustic noise, premature failure in the bearing, rotor deflection and bent rotor shaft.

Figure 1. Cross section of motor under static eccentricity fault

The degree of static eccentricity is calculated by the equation based on Figure 2 [16]:
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 is the vector of static transfer which is invariant for rotor angular positions and g
is the uniform air-gap length.

Figure 2. Location of stator and rotor under static eccentricity condition
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2.2. Rotor bar breakage

The breakage of rotor bars is one of the important failures in the rotor cage of electrical
machines. During the operation of electrical machines, rotor bars may be broken partially or
completely. The main reasons for bar breakage include electrical, mechanical, and environ‐
mental stresses during the operation of electrical machines and/or improper design of rotor
geometry. Once a bar breaks, the stress increases and deteriorates the condition of the
neighbouring bars progressively. Such a destructive process can be prevented, if any crack in
the bar is detected early [21]. Typical causes of rotor bar breakage are referred as follows [22]:
high thermal and mechanical stresses, direct online starting duty cycles for which the rotor
cage was not well designed to endure against the stresses, imperfections in design and
fabrication process of the rotor cage bars. Any failure in rotor bars itself causes unbalanced
currents and torque pulsation and, therefore, decreases the average torque [23].

The rotor bars are short-circuited on both sides of the rotor by end rings. Depending on the
type of squirrel cage in the motor, the source of failures in the end ring differs, in die-cast
aluminium rotors caused by porosity of casting and in fabricated rotor cages caused by poor
end-ring joints during manufacturing. Once the preliminary failure occurs, localized heat may
extend to the rotor cage excessively. Therefore, the fault propagation is continued by multiple
start-ups similar to load variations, which create high centrifugal forces. Accordingly, end-ring
faults cause a drastic increase in the current and speed fluctuation [21].

2.3. Rotor bow

Any irregular thermal variation (heating or cooling) and unfavourable thermal distribution of
the rotor during operation of electrical machines may bow the rotor [24]. The bow created in
the rotor prevents sufficient alignment in the motor and generally produces a preload on the
bearings. Bend locations in the rotor cause major failures in other parts of the motor [25]. The
bow in the rotor is classified as local and extended [24]. When an asymmetrical heating is
confined to a part of the rotor, a local bow is generated. For example, rotor-to-stator rubbing
can generate a local asymmetric thermal distribution, which causes the local bow. When an
asymmetrical heating extends along the rotor, an extended bow is generated. Long-lasting
gravity effects on off-line machines generate rotor bow classified as an extended bow, when
unsuitable rotor straightening turning system is not used [24]. Since the rotor is limited by two
bearings, extended bow commonly causes a shaft bow [24].

3. Condition monitoring techniques for rotor fault detection

Condition monitoring programme which can predict a failure in electrical machines has
received considerable attention for many years [2, 8]. Successful detection of any failure in
electrical machines is achieved by using suitable condition monitoring. When a failure occurs,
some machine parameters are exposed to changes that depend upon the fault degree. Any
irregularity in the rotor of electrical machines presents with variation distributed in the rotor
currents. The feedback of these currents to the air-gap field produces specific signatures of
fault in the spectrum of speed, torque, current, and power. Reliable condition monitoring
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techniques depend on the best understanding of the mechanical and electrical characteristics
of the electrical machines in both fault-free and faulty situations. Researchers have used
different condition monitoring techniques that can be categorized as follows [8]:

• Acoustic emission

• Air-gap torque

• Current

• Electromagnetic field monitoring

• Induced voltage

• Instantaneous angular speed

• Motor circuit analysis

• Power

• Surge testing

• Vibration

• Voltage

3.1. Motor current signature analysis

The drowned current signal by an electrical machine contains a single component. Any
magnetic or mechanical asymmetries in the machine generate other frequency components in
the stator current spectrum. These frequency components are diverse according to each specific
fault in the machine.

Motor current signature analysis (MCSA) analyses the stator current signal to identify the
presence of any failure in electrical machines. This analysis method has been introduced as an
effective way for monitoring electrical machines for many years [8]. From all these methods
suggested in the literature, MCSA is a forerunner because of its advantages [10, 13, 26–28]:

• Online monitoring characteristics

• Remote monitoring ability

• Non-invasive feature

• Inexpensive equipment and easy measurement

• Different fault detection capability (such as broken rotor bars, air-gap eccentricity, stator
faults, etc.)

• Early-stage fault detection

• Highly sensitive

• Selective
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When a failure is generated in the electrical machine, depending on the severity of this fault,
some of the machine parameters change. For instance, the current spectrum of an ideal
electrical machine contains a single component corresponding to the supply frequency. Any
asymmetry in electrical machine causes other components to appear in a spectrum of stator
current. When a rotor bar breaks, current does not flow through it, and hence no magnetic flux
is created around the breakage bar. Therefore, there is no non-zero backward rotating field
that rotates at the slip frequency speed with respect to the rotor. This asymmetry in the
magnetic field of rotor induces harmonics in stator windings, which are superimposed on it.
These superimposed harmonics appear at frequency spectrums as described in

é ù= ±ë ûBRB S1 2KS  f f (2)

where f BRB is the harmonic component due to broken rotor bar, S is the slip, fS is the funda‐
mental frequency, and k = 1, 2,... [29].

Any asymmetry caused by static eccentricity produced other components that appear in the
spectrum of stator current. The characteristic frequency component associated with static
eccentricity is located according to Eq. (3) [16]:

é ù
= ±ê ú
ë û

static 1  mf f
p (3)

where f static is the harmonic component due to static eccentricity in line start permanent magnet
synchronous motor (LSPMSM), m is an odd integer value, p is the number of pole pair, and f
is the line frequency.

4. Wavelet

Frequency domain analysis is not reliable for fault detection because some outside parameters
can affect the location and amplitude of fault-related feature. This parameter can be classified
as follows: first, the fault frequency components depend on the slip of the motor; second, the
fault feature amplitude is load dependent; third, the frequencies of the fault components are
affected by voltage fluctuations; and fourth, long sampling interval is needed for a high-
resolution frequency. Therefore, in general, frequency domain analyses are suitable for the
steady-state situation. The problem involved in the analysis of non-stationary signals can be
shunned by time–frequency analysis of the signal, which illustrates the signal in three-
dimensional axis as time, frequency, and amplitude. The most popular time–frequency
representations include Wigner–Ville distribution, short-time Fourier transform, and wavelet
transform.
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Wavelet transform expresses a signal in oscillatory function series at different frequencies and
time. Wavelet transform divides the original signal into time-scale space, where the dimension
of windows at time and scale (frequency) is not rigid [30]. Therefore, in fault diagnostics
domain, wavelet transform has been used to extract the dominant features from original
signals [31]. Various types of wavelet transforms have been widely used in the condition
monitoring of electrical machine. Among all these techniques, discrete wavelet transform and
wavelet packet transform (WPT) are the most common ones, explained in the following.

4.1. The principle of discrete wavelet decomposition

Discrete wavelet transform is based on signal analyses using a minor set of scales and specific
number of translations at each scale. Mallat (1989) introduced a practical version of discrete
wavelet transform called wavelet multi-resolution analysis [32]. This algorithm is based on the
fact that one signal is disintegrated into a series of minor waves belonging to a wavelet family.

A discrete signal f[t] could be decomposed as

f y
-

=

é ù é ù é ù= +ë û ë û ë ûå å å
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0
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k m m n
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where ϕ is the scaling function (father wavelet) and ψ is the wavelet function (mother wavelet),
A is the approximate coefficient and D is the detail coefficient.

The multi-resolution analysis commonly uses discrete dyadic wavelet, in which positions and
scales are based on powers of two. In this approach, the scaling function is depicted by the
following equation:
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that is, ψm,n is the mother wavelet at a scale of 2m shifted by n.

Generally, approximate coefficients  Am0,n are obtained through the inner product of the
original signal and the scaling function
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The approximate coefficients decomposed from a discretized signal can be expressed as
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In the dyadic approach, the approximation coefficients Am0,n are at a scale of 2m0. The filter,
g[n], is a low-pass filter. Similarly, the detail coefficients Dm,n can be generally obtained through
the inner product of the signal and the complex conjugate of the wavelet function:
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The detail coefficients decomposed from a discretized signal can be expressed as
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In the dyadic approach, Dm,n are the detail coefficients at a scale of  2m0. The filter, h[n] is a
high-pass filter.

The multi-resolution analysis utilizes discrete dyadic wavelet and extract approximations of
the original signal at different levels of resolution. An approximation is a low-resolution
representation of the original signal. The approximation at a resolution 2−m can be split into an
approximation at a coarser resolution 2−m−1 and the detail. The detail represents the high-
frequency contents of the signal. The approximations and details can be determined using low-
and high-pass filters. In the multi-resolution analysis, the approximations are split
successively, while the details are never analysed further. The decomposition process can be
iterated, with successive approximations being decomposed in turn; hence one signal is broken
down into many lower-resolution components. This process is called the wavelet decompo‐
sition tree as shown in Figure 3. It illustrates the dyadic wavelet decomposition algorithm
regarding the coefficients of the transform at different levels according to the description by
Polikar et al. (1998) [33].
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Figure 3. Dyadic wavelet decomposition algorithm [34].

4.2. The principle of wavelet packet decomposition

The wavelet packet transform is a direct expansion of discrete wavelet transform, where the
details as well as approximation are split up. Therefore, this tree algorithm is a full binary tree
that offers rich possibilities for signal processing and better signal representation in compari‐
son to a discrete one.

A wavelet packet function has three naturally interpreted indices in time–frequency functions:
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j
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where integers j, k, and i are called the scale, translation, and simulation parameters, respec‐
tively. Scaled filter h(n) and the wavelet filter g(n) are quadrature mirror filters associated with
the scaling function Φ(t) and the wavelet function ψ(t) [32]. The conjugate mirror filters h and
g with finite impulse responses (FIRs) of size k can define the fast binary wavelet packet
decomposition (WPD) algorithm of the signal f(t):
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The wavelet packet component signals f j
i(t) are produced by a combination of wavelet packet

function ψ j ,k
n (t) as follows:
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where the wavelet packet coefficients C j ,k
i (t) are calculated by
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Provided the wavelet packet functions are orthogonal
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As data sets of wavelet packet coefficients increase in size, the energy principle is applied to
current signals after WPT for fault location estimation [35].

4.3. A review of wavelet decomposition for fault detection

Different  types  of  wavelet  transform  techniques  have  been  widely  used  in  algorithms
designed for fault detection in electrical machines. Table 1 presents the common types of
these techniques.

Ref Year

Diagnostic
Monitoring
Techniques

(MTs)

Signal Processing
Classifier and

Decision-
making Tool

Purpose Achievement and Limitation

[5] 1996
Current
(start-up)

short time fourier
transform(STFT),
continuous wavelet
transform(CWT),
Wigner distribution

-

To compare individual
signal processing
techniques using both
test and actual data

The CWT has been proven to
be the most efficient technique
for the extraction of the
frequency component of
interest. Limitation: available.
The technique would be of
particular use to industrial
applications where motors are
frequently started on no load,
or have been moved to a
workshop environment where
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Ref Year

Diagnostic
Monitoring
Techniques

(MTs)

Signal Processing
Classifier and

Decision-
making Tool

Purpose Achievement and Limitation

fully loaded conditions are
neither practical nor
achievable

[36] 2001

Motor current
signature
analysis
(MCSA)

Discrete wavelet
transform (DWT)

-
To develop current
monitoring procedure
for BRB detection

A new approach in detection
of BRB having only stator
current signal

[37] 2002 MCSA
WT,park
transform(PT)

-

To compare model-
based and signal-based
approaches based on
Park transform for BRB
detection

The spectral decomposition
obtained by the wavelet
transform may be used to
isolate different kinds of faults

[38] 2002
MCSA, voltage,
speed

Wavelet packet
decomposition
(WPD)

Artificial
neural
network

To develop a model-
based diagnosis system
for detection of various
faults including BRB

The proposed system was
shown effective in detecting
early stages of different IM
faults

[39] 2003 MCSA WPD
Artificial
neural
network

To improve MCSA
monitoring procedure
for BRB and air-gap
eccentricity detection

It provides feature
representations of multiple
frequency resolutions for
faulty modes

[40] 2004
Current
(start-up)

DWT -

To improve the start-up
current monitoring
procedure for BRB
detection using a filter
that actively tracks the
changing amplitude,
phase and frequency to
extract the fundamental
from the transient

This method does not require
parameters such as speed or
number of rotor bars. It is not
load dependent and can be
applied to IMs that operate
continuously in the transient
mode

[41] 2005 MCSA
fast fourier
transform (FFT),
WPD

-

To improve MCSA
monitoring procedure
for the detection of
various faults including
BRB

The features of BRB and static
eccentricity yield similar
results in the wavelet analysis,
but are different in Fourier
analysis. Therefore the use of
both types of analysis together
can distinguish the faults
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Signal Processing
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Ref Year

Diagnostic
Monitoring
Techniques

(MTs)

Signal Processing
Classifier and

Decision-
making Tool

Purpose Achievement and Limitation

[42] 2005
Current
(start-up)

DWT -

To develop start-up
current monitoring
procedure for BRB
detection

The method is not load
dependent and can be effective
on small lightly loaded
machines

[43] 2005
Current
(envelope,
start-up)

CWT -

To develop start-up
current monitoring
procedure using
envelope extraction of
current spectrum for
BRB detection

The procedure is not affected
by other factors such as initial
rotor position, phase of the
supply and supply imbalance.
It is able to classify the
different degrees of BRB.
Limitation: A partial BRB
could not be indicated

[44] 2006 MCSA WPD
Adaptive
neuro-fuzzy

To present a novel
online diagnostic
algorithm for BRB and
air-gap eccentricity
detection in variable
speed drive systems

Although the algorithm is able
to detect the fault with high
accuracy, the number of
training iterations and the
CPU processing time were
reduced

[45] 2006
Instantaneous
power

DWT -

To improve IP
monitoring for BRB
detection under various
load levels

Wavelet approach applied to
IP showed superior ability for
BRB detection compared to the
frequency domain analysis

[46] 2006 MCSA FFT, WPD

Fuzzy
entropy–
artificial
neural
network

To improve MCSA
monitoring procedure
for the detection of
various faults including
BRB

An approach was proposed
based on Fourier
transformation and wavelet
transform and neural network
system to classify the faults

[47] 2006
Current
(start-up)

DWT -

To develop start-up
current monitoring
procedure for BRB
detection. To compare
the influence of the
discrete wavelet
transform parameters
(type of mother wavelet,
order of the mother
wavelet, sampling rate

The tests show that if the start-
up transient is not very short,
the reliability of the proposed
method for BRB detection is
similar to that of the classical
approach, based on the
Fourier transform, in the case
of loaded motors. In addition,
the method can detect faults in
an unloaded condition, and it
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Ref Year

Diagnostic
Monitoring
Techniques

(MTs)

Signal Processing
Classifier and

Decision-
making Tool

Purpose Achievement and Limitation

or number of levels of
the decomposition) over
the diagnosis

allows a correct diagnosis of a
fault-free machine in some
particular cases where Fourier
analysis leads to an incorrect
fault diagnosis

[48] 2007
Induced
voltage

FFT, WT -

To investigate the
limitations and
harmonics of the
induced voltage after
supply disconnection
harmonics for BRB
detection

Fourier transform did not
provide information about
fault severity and load
variations. A method based on
wavelet analysis of induced
voltage spectrum was
developed for BRB detection
Limitation: Tests need to be
carried out for fault-free motor
to develop a baseline response.
It is sensitive to changes in
load, system inertia, rotor
temperature and supply
voltage

[49] 2007 MCSA WPD -
To detect incipient
bearing fault via stator
current analysis

Cover better analysis under
various conditions and more
tolerant frequency bands with
WPD method

[50] 2007 MCSA WPD -
To detect real-time fault
for various disturbances
in three-phase IM

Selecting the optimal levels of
decomposition and optimum
mother wavelet

[51] 2008 MCSA STFT, WT -

To improve MCSA
monitoring procedure
for BRB and stator
shorted turns detection

Wavelet decomposition is
superior to STFT. Power
spectral density for wavelet
details was introduced as a
merit factor for fault diagnosis.
The proposed method can
diagnose shorted turns and
BRB in non-constant load–
torque IM applications

[52] 2008
Current
(start-up)

DWT
Principle
component

To develop transient
current monitoring

Feature reduction and
extraction using component
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Ref Year

Diagnostic
Monitoring
Techniques

(MTs)

Signal Processing
Classifier and

Decision-
making Tool

Purpose Achievement and Limitation

analysis
(PCA), kernel
PCA, support
vector
machine

procedure; uses
intelligent system for
detection and
classification of various
faults including BRB

analysis via PCA and KPCA
are highlighted. The
performance of WSVM is
validated by applying it to
fault detection and
classification of induction
motor based on start-up
transient current signal.
Limitation: A proper pre-
processing for the transient
current signal is needed to
improve the emerging salient
differences between conditions
in induction motors

[35] 2008 MCSA WPD
Artificial
neural
network

To estimate
transmission line fault

A powerful and reliable
method by applying the
energy criterion after wavelet
packet transform (WPT) for
reducing the data size

[53] 2009 MCSA WPD
Artificial
neural
network

To propose a novel
online diagnosis
algorithm for BRB
detection

The diagnosis can be
performed with reduced load
condition. An accurate
measurement of the slip speed
is not necessary

[54] 2009
Current
(start-up)

DWT -

To develop start-up
current monitoring
procedure for
distinguishing various
faults including BRB
and other phenomena,
such as load–torque
oscillations

The proposed methodology
showed promising ability for
the reliable discrimination of
simultaneous
electromechanical faults and
the diagnosis of faults
combined with other
phenomena

[55] 2009
Current
(envelopes)

DWT -

To propose a new
technique, slip
independent, for BRB
detection under
different load levels

The proposed method gives
the same reliable results for
BRB detection under different
load levels when applying to
the stator-current space–vector
magnitude and the
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Ref Year

Diagnostic
Monitoring
Techniques

(MTs)

Signal Processing
Classifier and

Decision-
making Tool

Purpose Achievement and Limitation

instantaneous magnitude of
the stator-current signal

[56] 2009 Vibration WPD
Artificial
Neural
Network

To optimize gear failure
identification using GAs
and ANNs

The technique determines the
best values ’mother
wavelet’, ’decomposition level’
and ’number of neurons in
hidden layer’

[57] 2009 Vibration WPD
Hybrid
support
machine

To propose an
intelligent method to
diagnose rotating
machinery failures

An accurate and quick fault-
type estimation method by
applying hybrid SVM to the
energy criterion after WPA

[58] 2009 MCSA DWT -
To compare a different
wavelet family for BRB
fault detection

The technique determines the
best mother wavelet

[59] 2010 MCSA WT,PSD -
To develop BRB
detection methods
based on MCSA

The method has the ability to
detect BRB for both constant
torque and for variable load
torque

[60] 2011 MCSA FFT,WT -
To propose a new
method for early fault
detection

The approach has been proved
to be effective to detect failures
in its very early stages

[4] 2012 Vibration WPD,EMD
Artificial
neural
network

To integrate the fine
resolution advantage of
WPD with the self-
adaptive filtering
characteristics of
empirical mode
decomposition (EMD) to
early fault diagnosis

Ability to extract weak signals
and early fault detection of
rotating machinery

[61] 2013 MCSA Stationary WPD
Multiclass
support vector
machines

BRB feature extraction
by SWPT under lower-
sampling rate

Lower computation and cost
without any effect on the
performance of SWPT to
detect BRB

[62] 2013 Vibration WPD,FFT
Artificial
neural
network

To classify fault and
predict remaining useful
life

To deal with complex
problems and non-linear
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Monitoring
Techniques
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Signal Processing
Classifier and
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making Tool

Purpose Achievement and Limitation
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Ref Year

Diagnostic
Monitoring
Techniques

(MTs)

Signal Processing
Classifier and

Decision-
making Tool

Purpose Achievement and Limitation

systems and predict remaining
useful life

[63] 2014 Vibration WPD -

To improve the accuracy
and rectify the
distortion of WPT
coefficients

Magnifying the amplitude of
the fault characteristic
frequency

[34] 2014 MCSA DWT -

To investigate the ability
of different types of
wavelet functions for
early BRB detection

The reliability of the fault
detection depends on the type
of wavelet function applied for
decomposition of the signal

[64] 2014
Apparent
power

DWT -

To develop air-gap
eccentricity fault
detection methods
based on apparent
power

The energy evaluation of a
known bandwidth permits to
define a fault severity factor
(FSF)

[65] 2014 MCSA DWT

Fuzzy support
vector
machine,
principal
component
analysis,
kernel neural
network

To develop eccentricity
fault detection methods
and degree precisely
based on MCSA in
PMSM

The novel index for
eccentricity fault diagnosis is
introduced based on energy,
peak, head angle of the peak,
the area below the peak, the
gradient of the peak and
coefficients of the
autoregressive (AR) model

Table 1. Summary of published paper with the aim of using wavelet transform for broken rotor bar and eccentricity
fault detection

5. Case study 1

The detection of static eccentricity in three-phase LSPMSM using motor current signature
analysis is studied. A detailed description of experimental test rig used in this study and the
method used for signal measurement and analysis is provided in the following.

5.1. Experimental set-up

The experimental test rig is shown in Figure 4. The tested motor for both fault-free and faulty
(with static eccentricity) cases is a three-phase LSPMSM with the specification as mentioned
in Table 2. The motor is directly fed by the grid power supply, while the stator windings are
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Y connected, and the current nominal value is 1.28 A. The LSPMSM is coupled to torque/speed
sensor in order to measure the torque value in different operation conditions. On the other
side, a mechanical load is provided by a DC-excited magnetic powder brake (MPB) coupled
to torque/speed sensor. The specific load torque level could be furnished to the motor shaft by
controlling the input dc voltage of MPB. This system is used to sample the stator current non-
invasively when the motor is operated in the steady-state condition. Notably, only one phase-
current signal is required to be recorded for the detection process in this study. The recorded
signals are analysed by a computer-based signal processing program.

Figure 4. Experimental test rig

5.2. Method

The method proposed in this study for the creation of eccentricity fault in LSPMSM, by
changing the original bearings of motor with a new set of bearing with larger inner diameter
and smaller outer diameter, results in the creation of free space between the shaft and bearings
and also between the bearings and the housing of end shields. Static eccentricity is created by
fixing concentric inner rings between the new bearings and shaft on both ends of LSPMSM
and non-concentric outer rings between the new bearings and housings of both end shields.
The aforementioned strategy is used to create 33% and 50% static eccentricity in the motor
discussed in the case study.

The current spectrum is stored with the sampling frequency ( f S) of 5 kHz over a total sampling
period of 6.5 s, which allows the analysis of the signals with a minimum frequency of 0.15 Hz.
Daubechies-24 (db24) is used as the mother wavelet in discrete wavelet transform (DWT)
analyses. Since the four-pole, three-phase LSPMSM is considered, the characteristic frequency
component associated with static eccentricity is located at 25 Hz, according to Eq. (3) [16].
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5.2. Method
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and also between the bearings and the housing of end shields. Static eccentricity is created by
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The number of decomposition levels (ld) can be determined using Eq. (16) which is ld =7 in this
case.

( )
( )= S static

d

log /
 

log 2
f f

l (16)

The frequency bands of wavelet signals are summarized in Table 3. Energies of the detail
coefficient E (Dj) are calculated using the following formulas [45]:
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where j =1,  2,  ...,  ld and N l is the data length of the decomposition level.

Signal Frequency band
(Hz)

A7 0–19.53

D7 19.53–39.06

D6 39.06–78.13

D5 78.13–156.25

Table 3. The frequency bands of wavelet signals

5.3. Results and discussion

Figure 5 shows the stator current signal (original signal) and D5, D6, and D7 are the detail signals
obtained by db24 at level 7 for fault-free LSPMSM. The fault-related components ( f static) are
visible at 25 Hz, which confirm the productivity of D7 signal for the detection of static eccen‐

Rated output power (HP) 1

Rated voltage (V) 415

Rated frequency (Hz) 50

Number of poles 4

Rated speed (RPM) 1500

Connection Y

Air-gap length (mm) 0.30

Table 2. Specification of three-phase LSPMSM
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tricity. The original and detail signals of LSPMSM with 33% and 50% static eccentricity are
indicated in Figures 6 and 7, respectively.

Figure 5. DWT analysis of current signal of fault-free LSPMSM
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A comparison between Figures 5, 6, and 7 shows that the signals of D7 are clear from any
distortion in a fault-free motor while the high distortions are manifested in D7 in the presence
of static eccentricity that demonstrates the faulty condition of LSPMSM. The source of these
distortions is due to the increase in the amplitudes of fault-related frequency components
based on Eq. (3).

Figure 6. DWT analysis of current signal of LSPMSM under 33% static eccentricity
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Figure 7. DWT analysis of current signal of LSPMSM under 50% static eccentricity

An effective static eccentricity detection index is introduced for three-phase LSPMSM based
on the energy of D7 for the stator current signal. The proposed index is examined for fault-free
and eccentric LSPMSM with 33% and 50% static eccentricity as shown in Figure 8. The energy
variation of D7 (index) for stator current signal using db24 is provided in Table 4.
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Figure 8. Static eccentricity severity versus proposed index (energy of D7)

Index Static eccentricity degree (%)

0 33 50

Energy of D 7 193 320 378

Table 4. Evaluation of proposed index due to fault degree

5.4. Conclusion

Discrete wavelet transform is employed to analyse the stator current signal of three-phase
LSPMSM in order to propose an effective index for static eccentricity fault detection. The
energy of detail signal (D7) is introduced as eccentricity index. The achieved results confirm
the productivity of the proposed method for the motor discussed in the case study.

6. Case study 2

The detection of broken rotor bar in three-phase squirrel cage induction motor using motor
current signature analysis is studied. A detailed description of experimental test rig used in
this study and the method used for signal measurement and analysis is explained in the
following.

6.1. Experimental set-up

Figure 9 illustrates the experimental test rig used in this study. Table 5 presents the parameters
of the three-phase squirrel cage induction motor used for both fault-free and faulty motors.
The faulty motor is with three broken rotor bars. The motor is directly fed by the grid power
supply, while the stator windings are Y connected and the current nominal value is 2.2 A. In
order to measure the torque and speed value of the squirrel cage induction motor in different
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operation conditions, a torque/speed sensor is coupled to it. A generator is used as a load and
the specific load torque level can be furnished to the motor shaft by controlling the resistor
connected to the generator. Recall that only one phase current signal is required to be recorded
for the detection process in this study. The recorded signals are then analysed by a computer-
based signal processing program.

Figure 9. Experimental set-up

Rated output power (HP) 1

Rated voltage (V) 415

Rated frequency (Hz) 50

Number of poles 6

Rated speed (RPM) 1000

Connection Y

Number of rotor bars 28

Table 5. Specification of a three-phase squirrel cage induction motor

6.2. Method

The architecture of the proposed system for broken rotor bar detection is shown in Figure 10,
and the procedure used in this study is as follows: First, to force a real bar breakage in the
rotor, a hole is drilled artificially in it. The original stator current was recorded from a three-
phase induction motor. The stator current is sampled at 20 kHz lasting four seconds for both
fault-free and faulty motors (three-rotor bar breakage) at 80% full load. The measured current
signals are then decomposed using wavelet packet transform with two different purposes: One
as a pre-processing of signal for FFT analysis and the frequency of ((1–2s)fS) obtained is used
as a fault feature for broken rotor bar detection. The other purpose of using WPT is for feature
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extraction, where some statistical features determined by wavelet packet coefficients are used
for broken rotor bar detection. For both purposes, Daubechies-44 (db44) is applied as a mother
wavelet in 12 levels of decomposition. To extract the fault-related feature, those nodes are taken
that involve fault frequency (fBRB). Figure 11 shows the process explained above, called the
wavelet packet tree. In this work, the signal energy, root mean square (RMS), and kurtosis are
obtained as selected features for the diagnosis of the broken rotor bar.

Figure 10. The architecture of the proposed system for broken rotor bar detection

Figure 11. Approximations and details in wavelet packet decomposition
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6.3. Results and discussion

In order to obtain the differences between fault-free and faulty conditions under 80% full-load
conditions, WPD was used for the feature extraction. The WPD gives distinguishable signa‐
tures from stator current signal in a specific frequency band. After WPD of the current signal,
two procedures for failure feature extraction using WPD are used (Figure 10). One procedure
includes using FFT for the determination of amplitude of fault frequency and the other includes
the statistical analysis of coefficients extracted by WPD.

The amplitude of fault frequency in the current spectrum for fault-free motors and for motors
with three broken bars achieved in the first procedure is presented in Table 6. The results
indicate that the amplitude of harmonic components ((1–2s)fS) in both nodes, presented in
Table 6, increase the faulty condition. However, the degree of increase is not significant, and
it cannot be used to differentiate the conditions.

Node Frequency Band Amplitude (1-2s)fs

Fault-free Faulty

[10, 6] (39.06–48.83) 0.43 0.43

[11, 13] (46.39–48.83) 0.42 0.42

fBRB = (1–2s)fS = 47.604 Hz

Table 6. Amplitudes of harmonic components for fault-free and faulty motors

In the second procedure, three statistical parameters including RMS, kurtosis and energy are
calculated using the statistical analysis of coefficients determined by WPD of current signal.
Table 7 presents these statistical parameters in three different nodes [10, 6], [11, 13] and [12,
26]. These parameters are compared to define the most appropriate frequency band that
represents the frequency components from the broken rotor bar. According to Table 7, the
nodes [11, 3] (46.39–48.83 Hz) in wavelet packet tree are the most dominant bands that can
differentiate between fault-free and faulty motors under full load.

Feature Condition [10, 6] [11, 13] [12, 26]

RMS Fault-free 11.82 15.93 40.36

Faulty 12.96 17.78 22.06

Kurtosis Fault-free 2.94 2.97 2.16

Faulty 3.3 3.61 3.09

Energy Fault-free 14,816 24,375 172,684

Faulty 17,814 30,343 44,277

Table 7. Statistical features for fault-free and faulty motors
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6.4. Conclusions

This case study proposes a feature extraction system for broken rotor bar detection using
wavelet packet coefficients of the stator current. It is shown that in a faulty case, the amplitude
in specific side bands increases and dominant features of signals can be extracted for fault
diagnostics. The results of this study indicate that the energy, kurtosis and RMS value of WPD
coefficients are the appropriate features for detecting broken rotor bar in particular bands.
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Abstract

Owing to the relevance and severity of damages caused by earthquakes (EQs),
the development and application of new methods for seismic activity detection
that offer an efficient and reliable diagnosis in terms of processing and perform‐
ance are still demanding tasks. In this work, the application of the Empirical
Wavelet Transform (EWT) for seismic detection in ultra-low-frequency (ULF)
geomagnetic signals is presented. For this, several ULF signals associated to
seismic activities and random calm periods are analysed. These signals have
been obtained through a tri-axial fluxgate magnetometer at the Juriquilla station
localized in Queretaro, Mexico, longitude -100.45° N and latitude 20.70°E. In or‐
der to show the advantages of the proposal, a comparison with the discrete
wavelet transform (DWT) is presented. The results shown a better detection ca‐
pability of seismic signals before, during, and after the main shock than the
ones obtained by the DWT, which makes the proposal a more suitable and relia‐
ble tool for this task. Finally, a fuzzy logic (FL)-based system for automatic di‐
agnosis using the variance of the EWT outputs for the tri-axial fluxgate
magnetometer signals is also proposed.

Keywords: Empirical Wavelet Transform, Time-Frequency Analysis, Earthquake in‐
teraction, forecasting, prediction
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1. Introduction

Among the natural disasters, the EQs have attracted the interest of many researchers around
the world due to the huge amount of human, material, and economic losses [1]. They have
been focused on finding pre-seismic precursors for prediction and forecasting tasks [2-6]. In
this regard, different electromagnetic phenomena (EP) encompassing a large frequency range,
being the ultra-low-frequency (ULF) range one of the most promising, have been associated
with EQs because they typically occur during, but sometimes prior to seismic activity [7-14]
Although many detection methods have been proposed, the relevance and severity of EQs
damages demand still more efficient and reliable diagnosis methods.

Techniques and methods such as polarization or spectral density ratio analysis [15-16], transfer
function analysis [17], fractal analysis [18-22], singular value decomposition [23], principal
component analysis [16, 21], and the discrete wavelet transform (DWT) [2, 24], among others
have been proposed to analyse the ULF geomagnetic signals associated to EQs. Yet, despite
showing promising results, the inherent characteristics of the ULF geomagnetic signals such
as high noise levels, weak amplitude, and interferences from other sources due to the distance
between the epicenter and sensor, among others may compromise the performance and
reliability of the analysis. From this point of view, the development and application of new
detection methods to make a more efficient and reliable diagnosis in terms of processing and
performance are still interesting research fields.

In this chapter, the application of the empirical wavelet transform (EWT) to ULF signals for
detecting seismic precursor anomalies is presented. Besides, a comparison with the DWT is
carried out in order to show the EWT advantages. Moreover, a fuzzy logic (FL) system for
automatic diagnosis using the variance of the EWT results is proposed. For this, three ULF
signals associated to seismic activities and random calm periods are analysed. The obtained
results show the usefulness and effectiveness of the proposed methodology, making it a
suitable and reliable tool to detect ULF anomalies.

2. ULF geomagnetic data

In order to investigate the relationships between ULF geomagnetic signals and pre-seismic
anomalies, ULF geomagnetic data from Juriquilla seismic station, located in Queretaro,
Mexico, with geographic coordinates: longitude -100.45° N and latitude 20.70° E, are used. The
ULF geomagnetic signals are monitored by means of a fluxgate magnetometer. It allows
monitoring three mutually orthogonal components of the magnetic field, two horizontal (Mx:
North-South and My: East-West) components and a vertical component (Mz). The three
geomagnetic components are measured using a sampling frequency of 1 Hz to obtain 65,000
samples during a time window of 18 hrs, which comprise 9 hours before the main shock and
9 hrs after it. In this research, three recent seismic events with magnitude greater than 6.0 are
analysed. Further, for comparison purposes, random analyses during periods of seismic calm
are used. Table 1 summarize the characteristics of the studied EQs.
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To discriminate the geomagnetic activity of the magnetosphere because of the solar activity
and cultural noise, the analysed EQs data are compared with the geomagnetic activity
expressed by Dst index (http://wdc.kugi.kyoto-u.ac.jp/dstdir/), where those indices apparently
had no correlation with EQs variation.

Event Year Month Day Hour Min Longitude Latitude
Magnitude,

M
Depth,

km
Distance,

km
ρ, km Distance/ρ

1 2009 8 3 13 0 -112.24 28.48 6.9 10 1473 2292 0.64

2 2009 9 24 2 16 -107.43 17.72 6.2 21 8052 1109 0.73

3 2010 6 30 2 22 -98.03 16.22 6.0 8 563 684 0.82

Note: The Year / month / day / hour / minute are the exact time of the EQ (Local Time); Latitude and Longitude are the
geographic coordinates of the epicenter, Magnitude and Depth are the EQ measures, Distance is the distance between
the epicenter and Juriquilla station, and p is the radius of the EQ preparation.

Table 1. Characteristics of the Earthquakes occurred in Mexico during 2009–2010. Their magnitudes are presented in
bold (Catalogue of National Seismological Service, Mexico)

3. Wavelet transform

This section presents the theoretical background of the Discrete Wavelet transform and the
Empirical Wavelet Transform used for the analysis of ULF signals.

3.1. Discrete wavelet transform

Discrete Wavelet Transform (DWT) is a useful method for analysis of non-stationary, no linear
and transient signals because it decomposes the time series signal into multiple time-frequency
levels retaining the characteristics of the analysed signal [2]. DWT is defined by Eq. (1), where
x(n) and h(n) denote the discrete signal and the wavelet basis function, respectively, of the total
number N of samples contained in the signal x(n). j and k represent the time scaling, and the
shifting of the discrete wavelet function, respectively.

, ,( ) ( )j k j k
N

DWT x n h n=å (1)

The DWT is calculated using a set of low- and high-pass filters bank called approximations
(ACL) and details (DCL) into desired levels L (Mallat algorithm), respectively, as shown in
Figure 1. Based on the Mallat algorithm, the approximation obtained from the first level is split
into a new decomposition and approximation and this process is repeated [25]. Once the
discrete time signal x(n) has been decomposed into the desired levels, the signal is recon‐
structed by applying the decomposition process in an inverse way, which is known as the
inverse discrete wavelet transform (IDWT).
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Figure 1. DWT basis construction.

According to the Mallat algorithm, the frequency band for the approximations ACL  and
decompositions DCL  DC are given by Eq. (2) and Eq. (3), respectively, where Fs represents the
sampling frequency of the signal.
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Different types of wavelet mother function have been proposed to analyse ULF signals in order
to find anomalies related with EQs such as Daubechies, Haar, Morlet, Symlets, Coiflets, and
Meyer (Figure 2). However, it has been demonstrated that the most effective to analyse ULF
signals is the Daubechies mother function [2, 24, 26]. For this reason, Daubechies as mother
wavelet is used in this work.

3.2. Empirical wavelet transform

EWT is a new adaptive wavelet transform capable of decomposing a time series signal x(t) into
adaptive time-frequency sub-bands according to its contained frequency information [27]. This
advantage allows generating narrow time-frequency sub-bands, unlike the DWT where the
calculated time-frequency sub-bands depend on sampling frequency of the time signal. To
provide an adaptive wavelet with respect to the analysed signal, the segmentation of the signal
is an important step in the EWT. It can be performed either manually or by means of the Fourier
spectrum. If the signal is segmented manually, the boundaries of the wavelet filters can be user
selected as contiguous segments. On the other hand, using the Fourier spectrum, first, the local
maxima of the Fourier spectrum x(ω) x are calculated. Next, the boundaries ωi ω of each
segment are defined as the center between two consecutive maxima. Thus, the Fourier support
[0, π] is segmented N into contiguous sets or frequency bands. In both segmentations, each
frequency band is indicated by Λn = ωn−1, ωn  Λn=[ω and satisfy, as shown in Figure. 3. A
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transition phase of width 2τn 2τ is defined to obtain a tight frame around each ωn ω. A more
detailed selection of τn τ is presented in [27]. Observing Figure. 3, the empirical wavelets are
defined by one low-pass represented by LPF ϕn(ω)   and N −1 N band-pass ψn(ω)   filters
represented by BPF corresponding to the approximation and details components, respectively,
on each Λn Λn.

Figure 3. EWT basis construction.

Following the idea used in deriving the Meyer’s wavelet, [27] defines the empirical scaling
function to estimate the low-pass wavelet filter coefficients according to following Equation:
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Figure 2. Wavelets used in ULF signals.
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And an empirical wavelet function to build the N-1 band-pass filters as:
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where β(x) is a polynomial function taken as β(x)= x 4(35−85x + 70x 2−20x 3)

After having built the wavelet filters, the signal x(t) is decomposed into different frequency
bands through empirical wavelet transform defined by

( ) ( )( )1, ( )f nW n t F x w y w-=ò (6)

( ) ( )( )10, ( )f nW t F x w f w-=ò (7)

where the details Wf(n, t) and approximation Wf(0, t) coefficients are obtained by the inner
products of the signal with the empirical wavelets low-pass and band-pass filters, respectively,
andF-1is the inverse Fourier transform.

4. EWT and fuzzy logic system

This section presents the proposed methodology. It consists of the ULF geomagnetic signals
analysis through the EWT, then a statistical parameter based on the variance is applied and,
finally, an automatic diagnosis by means of a FL system is computed as shown in Figure. 4.

Figure 4. Proposed methodology.
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4.1. EWT analysis

Generally, the pre-seismic anomalies are too much weak to be detected by the Fourier
transform (Chavez et al., 2010); hence, the frequency bands are selected manually using the
EWT. Several experimental using both algorithms are carried out to estimate the best frequency
band of the ULF geomagnetic signal to detect anomalies associated to the EQs. After the
experimental runs, it is found that for the EWT algorithm the frequency band from 0.0470 to
0.0781 Hz and for the DWT algorithm the frequency band or third decomposition from 0.0625
to 0.125 Hz with a Daubechies wavelet of order 5 generate the best results, enhancing corre‐
lation with associated seismic anomalies events. Figure. 5 presents the obtained results for the
EWT and the DWT, where both the seismic calm signal (left-side plots) and the seismic activity
signal (right-side plots), which corresponds to event 1 (Table 1), can be observed. Figure.5(a)
shows that in both analysis, the seismic calm period do not present significant spikes over time,
indicating the absence of seismic activity. On the other hand, observing the results shown in
Figure. 5(b), both time-frequency analysis can detect the occurrence of peaks prior to seismic
(Pre-seismic event zone) and another peaks after the main shock (Post-seismic event zone).
These magnetic perturbations occur about 8hrs before the main shock and about 2 hrs after it.
Open circles remark perturbations in the signal.. But, it is noticeable that, using the EWT
method, it is better noticeable of the pre-seismic and post-seismic anomalies.

Figure 5. Comparison between the EWT time-frequency analysis and DWT time-frequency analysis; for (a) seismic
calm, and (b) with seismic activity.

In order to evaluate the significance of these results, a complementary statistical analysis based
on the variance of the EWT and DWT results is computed to measure the fluctuations between
seismic activity and seismic calm period as follows:
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where V is the variance of each data window at the frequency band, N is the total of data
analysed for the region of interest, x(n) is the input sequence, and x̄ is the mean value of x(n).
Figures. 6(a) 6(b) show the variance (V) results obtained by the EWT and the DWT method,
respectively, for seismic activity and seismic calm period. The results correspond to running
data windows each 1000 samples. It is observed that the EWT method presents a better
performance to detect seismic anomalies than DWT method. Hence, it can be established that
the EWT analysis allows the observation of ULF signal perturbations with low amplitude and
embedded in high level of noise.

Figure 6. Variance (V) of the seismic activity and seismic calm period using: (a) EWT and (b) DWT.

4.2. Study cases

After showing in the previous section that EWT improves the correlation between the seismic
event and the ULF electromagnetic signal, the proposed EWT time-frequency analysis is
applied to seismic calm and three seismic events with different geographical location. Figure.
7 shows the EWT time-frequency analysis for seismic calm period and the 3 seismic events.
The three components of the magnetic field, Mx, My, and Mz, are analysed as shown in Figure.
7. The main shock position is indicated by an arrow and two circles. It shows the pre-seismic
and post-seismic anomalies associated with the EQs. The EWT results for seismic calm period
do not present significant spikes over time, indicating the absence of seismic activity, as shown
in Figure. 7(a-c); unlike the signals with seismic activity where several spikes appear before
and after the main shock. All the analysed signals comprise 9 hrs before and 9 hrs after each
seismic event, considering the time zero as the specific time of the occurrence of the EQ.

Similar to previous section, to evaluate the significance of the results, a complementary
statistical analysis based on the variance of the EWT results is computed to measure the
fluctuations between seismic activity and seismic calm period. Figure. 8 shows the variance V
results obtained for three analysed seismic events as well as for their three components (Mx,
My, and Mz). The results correspond to running data windows each 1000 samples. According
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to the obtained results in Figure.8(a-c), there are important variations of V for the three
components that could be associated with occurrence of the EQs. As observed, V increases
before, during and, after the seismic event on the three components: Mx (a), My (b), and Mz
(c). Observing Figure. 8, the Mx geomagnetic component presents an important variance in
three different ranges: from 8 to 5 hrs before seismic event, between 2hr before and 2hr after
the main shock, and from 3 to 7 hrs after the main EQs (post-seismic zone). The My component
shows variance in different ranges, from 8 to 6 hrs before seismic event, between 2 hrs before
and 2 hrs after main shock, and from 3 to 8 hrs after the main EQs. Finally, the Mz geomagnetic
component also presents variance in three different ranges: from 8 to 6 hrs before seismic event,
2 hrs before and 2 hrs after main shock, and from 4 to 8 hrs after seismic event. In summary,
these results show that the EWT is adequate to find electro-magnetic seismic precursors related
to the variance magnitude.

Figure 8. Variance of the EWT for the three geomagnetic components: (a) Mx, (b) My, and (c) Mz.

Figure 7. EWT analysis of the three geomagnetic components: Mx, My and Mz, for a seismic calm (a-c), and with seis‐
mic activity: (d) to (f) EQ1, (g) to (i) EQ2, and (j) to (l) EQ3.
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4.3. Fuzzy logic-based system

Once the variance of the EWT signals is computed, a FL-based system is used for automatically
diagnosing the severity of the ULF geomagnetic variations associated to seismic events. A FL
system represents a group of rules for reasoning under uncertainty in an imprecise or fuzzy
manner. It is usually used when a mathematical model of a process does not exist or does exist
but is too difficult to encode and too complex to be evaluated fast enough for real time
operation. Besides, it can use several sources of information in order to take a decision
according to a particular objective.

The designed and implemented FL system to perform the diagnosis process is a Mamdani-
type fuzzy inference system with two inputs, one output, and 16 rules. The system uses Max–
Min composition, and the centroid of area method for defuzzification. The inputs are the
variance of EWT results for the signals Mx and My, the Mz signal is not considered since it
presents a low difference between seismic activity and calm period. These inputs are parti‐
tioned into four trapezoidal membership function sets, as shown in Figures. 9(a) and 9(b). They
are labelled as NV (normal variance), LV (low variance), MV (medium variance), and HV (high
variance). The output is also divided into four trapezoidal membership functions as shown in
Figure. 9(c), their labels are NF (normal fluctuations), LF (low fluctuations), MF (medium
fluctuations), and HF (high fluctuations). The crisp output of the Mamdani FL system can
assume values between 0.5 and 4.5, where normal variations = 1, low variations = 2, medium
variations = 3, and high variations = 4. The parameters of membership functions are determined
according to the interpretation of the variance results by the authors. The set of rules that
classifies the inputs variance is show in Table 2; there, one rule can be read as follows if
(variance Mx is NV and variance My is NV) (light gray) then the geomagnetic fluctuations
magnitude is NF (dark gray), and so on.

Geomagnetic Fluctuations Magnitude
Variance (My)

NV LV MV HV

Variance (Mx)

NV NF NF LF MF

LV LF LF MF HF

MV LF MF HF HF

HV MF HF HF HF

Table 2. Rules table for the proposed FL

Figure 9. Membership functions: (a) Input Mx variance, (b) Input My variance, and (c) Output diagnosis.
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The FL output for a calm period signal is shown in Figure. 10(a), where most of the results are
Normal and only a few data indicate Low ULF geomagnetic variations. On the other hand, the
outputs for the three geomagnetic signals associated to EQs indicate many Medium and High
variations as shown in Figure. 10(b-d); therefore, if these results are obtained in future data
they could be associated to seismic activities.

Figure 10. FL-based diagnosis for the analysed cases: (a) calm period and (b-d) seismic activities associated to ULF geo‐
magnetic variations.

5. Conclusions

In this chapter, a new time-frequency study based on the EWT for analysing ULF geomagnetic
signals, at Juriquilla station in Queretaro Mexico, is presented. In order to prove the effective‐
ness of the EWT algorithm; three real data of EQs are analysed. The results demonstrate that
the proposal has a greater detectability than DWT for detecting anomalies before, during, and
after the main shock since EWT allows selecting narrow time-frequency sub-bands, unlike the
DWT where the calculated time-frequency sub-bands depend on sampling frequency of the
time signal. Further, the variance, a statistical complementary analysis, shows that a seismic
event can be detected from 8 to 5 hrs before it occurs. It also indicates that relevant information
can be obtained from 563 to 1473 km (epicenter distance) to the testing station. Therefore, the
proposed time-frequency analysis can extract the abnormal signals in the ULF range of the EP
related to different stages of the EQ preparation. Finally, the proposed FL system can auto‐
matically classify the magnitude variations of the EP into Normal, Low, Medium, and High
variations using both Mx and My signals, where is found that Medium and High variations
could be associated to seismic activities.

In a future work, the overall methodology will be implemented into a digital signal processor
(DSP) for online and continuous monitoring of ULF geomagnetic variations and possibly used
for obtain a implicit correlation between the seismic magnitude and the ULF geomagnetic
signals.
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