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Preface

The words “hydro”, “phobic” and “philic” are derived from Greek and they mean water,
fear and adoration respectively. These words are being used to define the interaction of wa‐
ter and other materials. As an example, these words are being used in classification of liq‐
uids and solids based on their solubility in water, as well as classification on the solid
surfaces regarding to their wettability. A lot of surfaces in the nature have Superhydropho‐
bic and self-cleaning properties. For example the wings of a butterfly, leaves of some plants,
including cabbage and Indian Cress, have the mentioned properties. The best example is the
LOTUS leaf.

The electron microscope pictures of the lotus leaf show some protrusion parts which have a
20-40 μm distance from each other and are being covered with a rough surface with a waxy
structure. A numerous studies confirm that this coarsened structure is a combination of mi‐
cro and Nano meter scale which have a low surface energy; and this combination causes a
contact angle higher than 150° and a low slide angle and self-cleaning effect. Surfaces with
such properties are called “Superhydrophobic”. Some natural examples don’t show this two
scaled structure and there are some questions about the necessity of this two scaled struc‐
ture, which are going to be discussed in section 2 from the wettability point of view. Before
1996, there were a few attentions to the superhydrophobic surfaces which were based on the
connection of the static contact angle of the water and the geometry of the rough surface. In
1997 two German botanist, Neinhuis and Barthlott, using SEM discovered the two scaled
structure of the lotus leaf and investigated its chemical composition. That study was a revo‐
lution, which revealed two important guidelines for researchers who study on superhydro‐
phobic surfaces. First one is the roughening of the surface of materials with low surface
energy and the second one is modification and creation of the rough surfaces using low sur‐
face energy materials. So the unusual surface wettability in the nature can be created by con‐
trolling the microstructure of the geometry of the surface and low surface energy. After that
discovery (by German scientists) a lot of research and review articles related to the superhy‐
drophobic surfaces were published, explaining the applications of the superhydrophobic
surface in the day life. These applications include self-cleaning windscreen of the car, optical
equipment, windowpanes ,and anti fog and anti corrosion coatings.

This book collects new developments in the science of surface energy. I like to express my
gratitude to all of the contributors for their high quality manuscripts. I hope open access
format of this book will help all researchers and that they will benefit from this collection.

Dr. Mahmood Aliofkhazraei
Tarbiat Modares University

Iran
www.aliofkhazraei.com
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Chapter 1

Re-derivation of Young’s Equation, Wenzel Equation,
and Cassie-Baxter Equation Based on Energy
Minimization

Kwangseok Seo, Minyoung Kim and Do Hyun Kim

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/61066

Abstract

Recently, Young’s equation, the Wenzel equation, and the Cassie-Baxter equation
have been widely used with active research on superhydrophobic surfaces. However,
experiments showed that the Wenzel equation and the Cassie-Baxter equation were
not derived correctly. They should be reviewed on a firm physical ground. In this
study, these equations are re-derived from a thermodynamic point of view by em‐
ploying energy minimization and variational approach. The derivations provide a
deeper understanding of these equations and the behavior of a contact angle. Also, in
applying these equations, the limitations and considerations are discussed. It is ex‐
pected that this study will provide a theoretical basis for the careful use of these equa‐
tions on rough or chemically heterogeneous surfaces.

Keywords: Young’s equation, Wenzel equation, Cassie-Baxter equation, contact angle,
energy minimization, variational method

1. Introduction

The easiest way to determine the wetting property is to drop a liquid drop on the surface. The
drop on the surface forms a unique contact angle depending on the wetting property. By
measuring the contact angle, it is easy to examine the surface wettability. Young’s equation on
the ideal surface, the Wenzel equation on the surface with roughness, and the Cassie-Baxter
equation on the surface with chemical heterogeneity have been widely used for the analysis
of the contact angle. Although these equations were not derived correctly, they have been used
without consideration of the limitations. Application of these equations to surfaces such as a

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



surface with large contact angle hysteresis that do not meet the conditions for these equations
can give errors inherently.

In this chapter, Young’s equation, the Wenzel equation, and the Cassie-Baxter equation will
be re-derived by energy minimization and variational approach. From analyses of the
derivations, properties of a contact angle will be reviewed. Also, the limitations and the
considerations will be discussed in applying these equations to various surfaces. We expect
that this study will help in the understanding of the nature of the contact angle and its
application.

1.1. Young’s equation, Wenzel equation, and Cassie-Baxter equation

It is possible to quantify the wettability of a surface by simply measuring the contact angle of
a drop resting on a surface. Young’s equation has been used as a basic model. Application of
this equation is limited to an ideal surface that is rigid, perfectly flat, insoluble, non-reactive,
and chemically homogenous. The surface is assumed to have no contact angle hysteresis. On
the surface, a contact angle of liquid drop can be described by the following Young's equation:

g g q g+ =cos   sl so (1)

where γ, γsl , and γso are liquid/gas surface tension, solid/liquid interfacial energy, and
solid/gas surface energy, respectively. The apparent contact angle (θ) is an equilibrium contact
angle (θY ). However, since all the real surfaces are not ideal, models were developed to describe
the contact angles on the real surfaces.

There are two models to describe the contact angle on a real surface, i.e. the Wenzel model and
the Cassie-Baxter model. Contrary to the ideal surface, the real surface can have chemical
heterogeneity and surface roughness. The Wenzel model considers the rough surface but with
chemical homogeneity [1]. The Cassie-Baxter model considers the flat surface but with
chemical heterogeneity [2].

In the Wenzel model, the surface roughness r is defined as the ratio of the actual area to the
projected area of the surface. The Wenzel equation can be written as:

q q=*cos  cos Yr (2)

where θ* is the apparent contact angle and θY  is the equilibrium contact angle from Young’s
equation on an ideal solid without roughness.

In the Cassie-Baxter model, f1 and f2 are the area fractions of solid and air under a drop on the
substrate. The Cassie-Baxter equation can be written as:

q q= -*
1 2cos cos  Yf f (3)

Surface Energy4
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where θ * is the apparent contact angle and θY  is the equilibrium contact angles on the solid.

From the Wenzel model, it can be deduced that the surface roughness amplifies the wettability
of the original surface. Hydrophilic surface becomes more hydrophilic and hydrophobic
surface more hydrophobic. In the Cassie-Baxter model, the area fractions under the drop is
important in that the larger the area fraction of air, the higher the contact angle. Although these
two models were proposed half a century ago, these equations have been widely used recently
with active research on superhydrophobic surface [3-6].

1.2. The fallacy of the Wenzel model and the Cassie-Baxter model

In the Wenzel model and the Cassie-Baxter model, the contact angles were obtained from the
non-smooth or chemically heterogeneous state of the surface under the drop. However, Gao
and McCarthy demonstrated the fallacy of these models experimentally [7]. They prepared a
surface with a hydrophilic spot on a hydrophobic surface, as shown in Fig. 1a. Fig. 1b shows
a smooth hydrophobic surface with a superhydrophobic spot. D and d are mean diameters of
the drop and the spot.

With various diameters of the drops and the spots, advancing and receding contact angles
were measured. They proved that the state of internal surface inside the triple line does not
affect the contact angles experimentally and the contact angles are determined only by the state
of the surface at triple contact line. It means that the previous Wenzel model and Cassie-Baxter
model should be revised for rigid physical meaning [7]. Since then, an active discussion on
them has been made [8-12]. Also, these models have been derived in a more rigorous way. We
have summarized the derivations of these models studied to date in Table 1. All the derivations
verify that a contact angle is determined at the triple line regardless of the external fields.
Experiments also confirmed these findings [13-15]. Here, we will introduce the derivations by
energy minimization using simple mathematics or calculus of variations.

Figure 1. Depictions of (a) a hydrophilic spot on a hydrophobic surface and (b) a superhydrophobic spot on a smooth
hydrophobic surface. Reprinted with permission from reference [7]. Copyright (2007) American Chemical Society.
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Derivation method External field
Region to determine a contact

angle
Reference

Homogenization approach N/A At triple line Xu and Wang, 2010 [16]

Fundamental calculus N/A At triple line Seo et al., 2013 [17]

Fundamental calculus N/A At triple line Whyman et al., 2008 [18]

Variational approach Gravity At triple line Bormashenko, 2009 [19]

Variational approach Electric field At triple line Bormashenko, 2012 [20]

Table 1. Derivations for the Wenzel model and the Cassie-Baxter model.

2. Derivation with simple mathematics

For the derivation of Young’s equation in a rigorous way, the following assumptions will be
used. First, the surface is ideal and it has no contact angle hysteresis. Thus, the contact line can
freely move around. Second, the drop is in zero gravity and the shape of the drop is always a
section of sphere, i.e., spherical cap.

As shown in Fig. 2, when the shape of the drop is deformed by spreading or contracting, the
solid/liquid interfacial area varies with a contact angle that is a one-to-one function of the
interfacial area. By the free movement of the contact line on an ideal surface, the drop can
change freely its shape in order to satisfy the minimum energy state of the system. When the
drop is at the equilibrium state, there will be no residual force at the contact line. At this point,
the contact line and the shape of the drop will be fixed.

Figure 2. Formation of the contact angle of a drop on an ideal surface. Reprinted with permission from reference [17].
Copyright (2013) Springer-Verlag.

2.1. Derivation of Young’s equation

With a thermodynamic approach, Young’s equation can be derived with simple mathematics.
Fig. 3 shows a drop on an ideal surface. The volume of the spherical cap is V=  πh

6 (3r2 + h2) or

Surface Energy6
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V= πR 3

3 (1−cosθ)2(2 + cosθ). The surface area of the cap is A=2πRh or A=2πR 2(1−cosθ). The total
energy of the system can be written as

( ) ( ) ( )p g g p g p q g g p q g= - + × = - + -2 2 22  ( sin ) 2 1 cossl so sl soE r Rh R R (4)

Figure 3. Cross-section of the drop on an ideal surface. Reprinted with permission from reference [17]. Copyright
(2013) Springer-Verlag.

The variation of the energy is written as

( ) ( ) ( )( )p g g q q q q g q q qé ù= × - × + + × - +ë û
2 2 sin sin cos 2 1 cos sinsl sodE R dR R d dR R d (5)

The variation of the energy is equal to zero at the equilibrium state (dE = 0). Dividing both sides
by dR is written as

( ) ( )q qp g g q q q g q q
é ùæ ö æ ö

= × - × + + × - + =ê úç ÷ ç ÷
è ø è øë û

2 2 sin sin cos 2 1 cos sin 0sl so
dE d dR R R
dR dR dR (6)

dE
dR =0 means that there is no energy variation by an infinitesimal change of the shape of the
drop. At this point, the shape of the drop satisfies the minimum energy state. Here, in order
to induce dθ

dR , the constant-volume condition of the drop is used (dV = 0).

The volume of the drop is given by

( ) ( )p q q= - +
3 21 cos 2 cos

3
RV (7)

dθ
dR  can be obtained from the condition of the constant volume.
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( )( )
( )
q qq
q q

- +
= -

+

1 cos 2 cos
 sin 1 cos
d
dR R

(8)

Substituting Eq. (8) into Eq. (6) gives

( ) ( )( )
( )

( ) ( )( )
( )

q q
g g q q

q

q q
g q

q

æ öæ ö- +
ç ÷- × + -ç ÷ç ÷ç ÷+è øè ø

æ ö- +
+ × - - =ç ÷ç ÷+è ø

2 1 cos 2 cos
sin cos

1 cos

1 cos 2 cos
 2 1 cos 0

1 cos

sl so

(9)

Rearranging the above equation gives rise to the Young's equation.

g g q g+ =cos   sl so (10)

2.2. Derivation of the Wenzel equation

Fig. 4 shows a drop in the Wenzel state. The radius of the drop is a. The radius of the smooth
region of the substrate under the drop is b. When b is equal to zero, the substrate becomes a
uniform rough surface. The contact line of the drop is assumed to be located on the rough
region of the substrate.

Figure 4. Schematic of the drop in the Wenzel state. The radius of the drop is a. The smooth region is b. Reprinted with
permission from reference [17]. Copyright (2013) Springer-Verlag.

From the figure, the total energy of the system can be written as

( ) ( )( )p g g p g g g= - + - - +2 2 2
sl so sl so sE b K a b A (11)

K is the surface roughness factor. As is the gas/liquid interfacial area. The variation of the energy
is written as

( ) ( )( )p g g p g g gé ùù é ù é= - + - - +û ë û ëë û
2 2 2d sl so sl so sdE b d K a b d A (12)

Surface Energy8
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Rearranging above equation, it will be written as

( )p g g gé ùù é= - +û ëë û
2

sl so sdE K d a d A (13)

It should be noted that the terms related to b2 were eliminated because they are constant. Thus,
the internal surface inside the contact line does not affect the apparent contact angle. There is
a significant difference with the previous Wenzel model where the internal surface is consid‐
ered as an important factor. From dE=0 at equilibrium and Eq. (8), the revised Wenzel equation
is derived:

q q=cos cosYK (14)

where θY  is the equilibrium contact angle on a smooth surface and θ is the apparent contact
angle.

In the revised Wenzel equation, the definition on the surface roughness factor is different with
the previous one. The roughness factor r in the previous Wenzel model came from the total
area under the drop. However, the roughness factor K in Eq. (14) should be obtained from local
region near contact line.

2.3. Derivation of the Cassie-Baxter equation

Fig. 5 shows a drop on a composite substrate that consists of two kinds of ideal surfaces. The
area fraction of the red region is f1 and the yellow region is f2.

Figure 5. Schematic of the drop in the Cassie-Baxter state: (a) side-view, (b) top-view. Reprinted with permission from
reference [17]. Copyright (2013) Springer-Verlag.

From the figure, the total energy of the system can be written as

( ) ( )p g g p g g g= - + - +
1 1 2 2

2 2
1 , , 2 , ,  sl f so f sl f so f sE f a f a A (15)

Here, As is the gas/liquid interfacial area. The variation of the energy is written as

Re-derivation of Young’s Equation, Wenzel Equation, and Cassie-Baxter Equation Based on Energy Minimization
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( )q q= + -2 2 2
1 2( sin )  ( 1 cos )dE C d R C d R (16)

Here, C1 =  f 1π(γsl , f 1
−γso, f 1

) +  f 2π(γsl , f 2
−γso, f 2

), C2 =  2πγ

From dE=0 at equilibrium and Eq. (8), the revised Cassie-Baxter equation is derived

q q q+ =1 1 2 2cos cos cosf f (17)

Assuming f2 to be a fraction for contacting with air and θ2 =π, the revised Cassie-Baxter
equation can be derived from Eq. (17). There is an important difference in the previous Cassie-
Baxter equation and the revised one. The definition on the surface fraction is different. While
it came from the total area under the drop in the previous model, the surface fraction in Eq.
(17) should be obtained from the local region near the contact line. From the derivation, it can
be also deduced that the property or the state of internal surface inside the triple line does not
affect the apparent contact angle.

3. Derivation with calculus of variations

In the previous chapter, an external field, such as gravity, was not considered for simple
derivation and it was possible to deal with the shape of the drop as a part of sphere. In this
chapter, variational approach is employed and the shape of the drop can be distorted by the
external field. Bormashenko used this approach for the first time to derive and develop the
contact angle models [19]. To understand the variational approach, fundamental formulas in
calculus of variations will be introduced briefly [21].

3.1. Calculus of variations

The basic concept of variational method is searching a function that has an extreme value
(maximum or minimum) of a physical quantity, such as energy, length, area, time, and so on.
In mathematical expression, objective function J[y] can be defined as

( ) ( ) ( )¢ ¢¢é ùé ù =ë û ë ûò
1

0

 ,  ,  , ,...  
x

x

J y F x y x y x y x dx (18)

Thus, the goal is to find function ‘y’ that makes J[y] have an extreme value among countless
number of y within the scope of the definite integral of a function [21].

With the variational method, we can solve many problems involving the determination of
maxima or minima of functionals, such as the shortest smooth curve joining two distinct points
in the plane [21], the shape of solid of revolution moving in a flow of gas with least resistance
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[22], the plane curve down that a particle will slide without friction from one point to the other
point in the shortest time [23], the curve passing through two given points to have minimum
surface area by the rotation of the curve [21], and the shape of the flexible cable of given length
suspended between two poles [24].

All of the above examples involve funtionals that can be written in the form,

( ) ( )é ùé ù =û ¢ë ë ûò ,  ,   
b

a

J y F x y x y x dx (19)

There is a fundamental formula for solving the simple variational problems. This is the so-
called Euler equation,

¢- = 0y y
dF F

dx
(20)

When a curve passes through two fixed end points, y(a)=A and y(b)=B, the values of the
arbitrary constants are simply determined by the end points.

However, as shown in Fig. 6, when both end points of the curve are always placed on y=m(x)
and y=n(x), the transversality condition is an additional constraint that must be satisfied at the
endpoints of the curve in order for J[y] to have an extreme value. When the equation has
following form,

( ) ( )é ùé ù =ë û ¢ë ûò
1

0

 ,  ,   
x

x

J y F x y x y x dx (21)

the transversality condition is as follows:

( ) ( )
= =

¢ ¢
é ù é ù+ - = + - =ë û¢ ¢ û¢ ¢ë

0 1

0,  0y yx x x x
F m y F F n y F (22)

It is possible to obtain the curve that must simultaneously satisfy certain constraints as a
subsidiary condition. When the form of a functional is the same as

J y =  ∫
a

b

F x,  y(x),  y ′(x)  dx, and the curve ‘y’ should also satisfy the following constraint,

C =∫
a

b

G x,  y(x),  y ′(x)  dx, where C is constant, the curve ‘y’ that makes J[y] a extreme value,

satisfying the constraints, is a curve that makes the following Q[y] an extreme value
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( )lé ù = +ë û ò  ,
b

a

Q y F G dx (23)

where λ is the Lagrange multiplier to be deduced from the subsidiary condition.

Therefore, the curve ‘y’ should satisfy the following equation:

l¢ ¢
æ ö

- + - =ç ÷
è ø

 0.y y y y
d dF F G G

dx dx
(24)

These fundamental equations will be used to derive the contact angle models. How a drop
takes its contact angle can be understood more clearly from the variational approach.

3.2. Derivation of Young’s equation

Fig. 7 shows a drop on an ideal surface in a three-dimensional (3D) system. The symmetrical
3D drop sitting on the surface subject to energy density U (r ,  h (r)), due to an external field
such as gravity, is considered. The free energy for the drop, G(h ,  h ’,  r), is given by the
integral.

( ) ( ) ( )p g p g g
é ùæ öê úé ù= × + + + -ç ÷ ë ûê úè øë û
ò

2

0

,  ’,   2 1  , 2   
a

SL SO
dhG h h r r U r h r dr
dr

(25)

Figure 6. a) Transversality condition as additional constraints at the end points of the curve to have an extreme value
required in the system.
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The linear density U (r ,  h (r)) of the additional energy with the dimension of (J m-1) is defined

by the expression, U (r ,  h (r))= ∫
0

h (r)

2πrw(r , y)dy, where w(r , y) is the volume energy density of

the drop in the external field (J m-3), h(r) is the local height of the liquid surface, and h ’ is dh
dr .

Figure 7. The cross-section of the drop deposited on an ideal surface.

The constant volume V0 of a drop is assumed as a subsidiary condition.

( )p é ù= × ë ûò0
0

2
a

V r h r dr (26)

From Eq. (25) and Eq. (26), the problem of energy minimization in the total system is reduced
to the one of minimization of the following functional:

( )¢é ù= ë ûò %
0

 , ,  
a

G G h h r dr (27)

where,

( ) ( ) ( )pg p g g pb= + + +¢ - +¢% 2, , 2 1  , 2   2SL SOG h h r r h U r h r rh (28)

and β is the Lagrange multiplier to be deduced from Eq. (26). Transversality condition is the
one that should be satisfied at the end points in order to minimize the total energy of the system.
The transversality condition at the end point a is written as
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=
é ù- =ë û¢% %

' 0h r a
G h G (29)

where G̃h ' denotes ∂ G̃
∂ h ′ . Considering h (a)=0   and U (a,  h (a))=0, substitution of Eq. (28) into

the transversality condition gives

( ) gg g g
=

é ùé ù×
× + + - - × =ê úê ú

ê úê ú+ë ûë û

¢
¢ ¢

¢
2

2
1    0

1
SL SO

r a

hh h
h

(30)

Rearranging Eq. (30) gives

( )g g g
æ ö
× + - =ç ÷ç ÷+è ø¢2

1  0
1

SL SO
h

(31)

Taking into account h ′ =tan(π −θ)= − tanθ at the triple line in Fig. 7, Eq. (31) is rewritten as

( )g g g
q

æ ö
× + - =ç ÷ç ÷+è ø2

1  0
1 tan

SL SO (32)

Rearrangement of Eq. (32) gives Young’s equation:

g g
q

g
-

=
 

cos SO SL (33)

where the apparent contact angle, θ, is the equilibrium contact angle (θY ).

Young’s equation was derived from the transversality condition. It means that the equilibrium
contact angle (Young’s equation) must be satisfied at the contact line in order to minimize the
total energy of the system. The variational approach assures that the contact angle is deter‐
mined at the contact line. It should be noted that the external field, such as gravity, cannot
affect the equilibrium contact angle, although it distorts the shape of the drop.

3.3. Derivation of the Wenzel equation

Fig. 8 shows a symmetrical 3D drop in the Wenzel state. The drop is placed on a rough surface
with full contact with the solid surface (no air gap). K is a surface roughness factor that is
defined as the ratio of the actual area to the projected area of the substrate. The radius of the
drop is a. The smooth region under the drop is b. The contact line of the drop is assumed to be
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located on the rough region of the surface. The free energy for the drop, J (h ,  h ’,  r), is given
by the integral

( ) ( )

( ) ( )

p g

p g g p g g

é ùæ öê ú= × + + +ç ÷ê úè øë û

é ù+ - + -ë û

ò

ò

2

0

2

,  ’,   2 1  ,  

 2  

a

a

SL SO SL SO
b

dhJ h h r r U r h dr
dr

b K r dr

(34)

The above equation can be rearranged as

( ) ( ) ( )

( ) ( ) ( )

p g p g g

p g g p g g p g g

é ùæ öê ú é ù= × + + + - +ç ÷ ë ûê úè øë û

é ù é ù+ - - - + -ë û ë û

ò ò

ò ò

2

0

2

0 0

,  ’,   2 1  ,  2  

 2  2   

a a

SL SO
b

b b

SL SO SL SO SL SO

dhJ h h r r U r h dr K r dr
dr

K r dr K r dr b

(35)

where the last two terms are constants, giving

( ) ( )p g g= - -21  SL SOC K b (36)

Here, since the contact angle is independent of the absolute value of the total energy, the
constant energy term has no effect on the contact angle [17]. Thus, the free energy can be
redefined as follows:

( ) ( ) ( ) ( )p g p g g
é ùæ öê ú= - = × + + + -ç ÷ê úè øë û
ò

2

0

,  ’,  ,  ’,  2 1  , 2  
a

SL SO
dhG h h r J h h r C r U r h rK dr
dr

(37)

Now, considering the constant volume of a drop as a subsidiary condition and the transver‐
sality condition, the revised Wenzel equation is derived:

g g
q q

g
-

= =
 

cos cosSO SL
YK K (38)

where θY  is the equilibrium contact angle on a smooth solid surface and θ is an apparent
contact angle.
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Figure 8. The cross-section of the drop placed on a rough surface.

3.4. Derivation of the Cassie-Baxter equation

Fig. 9 shows a symmetrical 3D drop in the Cassie-Baxter state. The drop is placed on a
composite surface consisting of two surfaces. The radius of the drop is a. The free energy for
the drop, G(h ,  h ’,  r), is given by the integral

( ) ( )

( ) ( )

p g

p g g p g g

é ùæ öê ú= × + + +ç ÷ê úè øë û

é ù é ù+ - + -ë û ë û

ò

ò ò

2

0

1 1 2 2
1 2

0 0

,  ’,   2 1  ,  

2  2  

a

a a

SL SO SL SO

dhG h h r r U r h dr
dr

f r dr f r dr

(39)

where f1 and f2 are area fractions of surface 1 and surface 2, respectively. The above equation
can be rearranged as

( ) ( ) ( ) ( )p g p g g p g g
é ùæ öê úé ù é ù= × + + + - + -ç ÷ ë û ë ûê úè øë û
ò

2
1 1 2 2

1 2
0

,  ’,   2 1  , 2  2   
a

SL SO SL SO
dhG h h r r U r h f r f r dr
dr

(40)

Now, considering the constant volume of a drop as a subsidiary condition and the transver‐
sality condition, the revised Cassie-Baxter equation is derived.

g g g g
q q q

g g
- -

= + = +
1 1 2 2

1 2
1 2 1 2

  
cos cos cosSO SL SO SL

Y Yf f f f (41)
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where θY
1  and θY

2  are the equilibrium contact angles on the surface 1 and the surface 2. θ is an
apparent contact angle.

Figure 9. The cross-section of the drop deposited on a composite surface.

Likewise, a general Cassie-Baxter equation for different composite surfaces can be derived [25].
In the revised equation (Eq. (41)), the area fractions are related to only the local region at the
contact line.

3.5. Contact angles under other conditions

By employing the variational approach, it is easy to understand the behavior of the contact
angles under various conditions. As mentioned above, after obtaining the total energy of the
system under each condition, the contact angles are obtained from the transversality condition.
In this way, the contact angles of the drops on a gradient surface [19], a rotating surface [26],
a curved surface [25], and a surface with an electric field [20] were studied. To conclude, it was
demonstrated that if the factors or conditions to be considered do not affect the surface energy
and the surface topography near the contact line, they cannot affect the contact angles.

4. Discussion

The contact angle of a drop was considered from a thermodynamic point of view. The contact
angle models (Young’s equation, Wenzel equation, and Cassie-Baxter equation) were re-
derived by the energy minimization and the variational approach. It was clearly demonstrated
from the derivations that the contact angle of a drop is a necessary condition that must be
satisfied at the contact line in order to minimize the total energy of the system. In other words,
a drop takes an optimal contact angle to have the lowest energy of the system. When the
optimal contact angle is not satisfied, the total energy of the system is not at a local minimum.
Thus, residual force exists at the contact line and changes the shape of the drop until it
disappears, as shown in Fig. 2.
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Two important points can be deduced from the derivations [19, 27]. Firstly, the contact angle
is determined by the infinitesimal region at the contact line. The internal surface inside the
contact line does not affect the contact angle. Thus, the roughness factor in the Wenzel equation
or the area fraction in the Cassie-Baxter equation should be defined in the contact line region.
Secondly, the contact angle is independent of the external factors that do not affect the surface
energy. Fig. 10 shows the behavior of the contact angle on an ideal surface under various
conditions. The contact angle is not affected by pressure, drop size, gravity, curvature of
substrate, rotation of the substrate, and existence of a needle or defects.

Figure 10. The behavior of the contact angle on an ideal surface under various conditions.

During the derivations, it has been assumed that the contact line moves freely on the surfaces
and there is no contact angle hysteresis. However, all of real surfaces are not ideal and have
contact angle hysteresis [28]. The contact line cannot move freely on them. The surfaces have
a range of static contact angles between two extreme values of an advancing angle and a
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a range of static contact angles between two extreme values of an advancing angle and a
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receding angle [29]. So, the real surfaces are hard to describe with a single equation, while
Young’s equation, the Wenzel equation, or the Cassie-Baxter equation yield a single contact
angle. Especially, when a drop on a rough surface takes the Wenzel state, the contact angle
hysteresis is very large violating the assumption of the free movement of the contact line [30,
31] and a specific static contact angle is hardly meaningful to describe the surface [32, 33].
Whereas a superhydrophobic surface has a very low contact angle hysteresis having a narrow
range of static contact angles. A drop on the surface takes the Cassie-Baxter state. The contact
line can easily move on it. Thus, the superhydrophobic surface can be considered as pseudo-
ideal surface from the theoretical viewpoint in that the contact line can move freely. For this
reason, the Cassie-Baxter equation has been widely used for the superhydrophobic surface.

In using the contact angle equations, careful attention is required. When the length scale of the
pattern in the surface roughness is smaller than an order of a micrometer, additional correction
factors should be considered including line tension and disjoining pressure [34-36]. However,
the contact angle models do not contain these factors. In addition, they do not consider the
shape and size of the pattern, which actually affect the contact angle [37]. Therefore, these
equations should be used with caution and more advanced equations should be developed in
order to describe the contact angle on the real surface.

5. Conclusion

Young’s equation, the Wenzel equation, and the Cassie-Baxter equations were re-derived from
a thermodynamic point of view. From the derivations, the behavior of the contact angle could
be deduced. In an ideal situation, the contact angle is determined by the infinitesimal region
in the vicinity of contact line, not by the internal surface inside the contact line. The contact
angle is also independent of the external factors that do not affect the surface energy. Thus, it
is not affected by pressure, drop size, gravity, curvature of the substrate surface, rotation of
the substrate, and existence of a needle or defects. It was explained from the view point of the
contact angle hysteresis why these equations are not proper to describe the real common
surfaces although the Cassie-Baxter equation has been widely used for a superhydrophobic
surface. Also, the limitations of the equations were discussed. It is expected that this study will
provide a deeper understanding of the validity of the contact angle models and the nature of
the contact angle.

Author details

Kwangseok Seo, Minyoung Kim and Do Hyun Kim*

*Address all correspondence to: dohyun.kim@kaist.ac.kr

Department of Chemical and Biomolecular Engineering, Korea Advanced Institute of Science
and Technology, Daejeon, South Korea

Re-derivation of Young’s Equation, Wenzel Equation, and Cassie-Baxter Equation Based on Energy Minimization
http://dx.doi.org/10.5772/61066

19



References

[1] Wenzel, R.N. (1936). Resistance of Solid Surfaces to Wetting by Water. Industrial &
Engineering Chemistry, vol. 28, pp. 988-994, ISSN 0888-5885.

[2] Cassie, A.B.D. & Baxter, S. (1944). Wettability of Porous Surfaces. Transactions of the
Faraday Society, vol. 40, pp. 546-551, ISSN 0014-7672.

[3] Xu, W., Shi X. & Lu S. (2011). Controlled Growth of Superhydrophobic Films without
any Low-Surface-Energy Modification by Chemical Displacement on Zinc Substrates.
Materials Chemistry and Physics, vol. 129, pp. 1042-1046, ISSN 0254 0584.

[4] Tuteja, A., Choi, W., Ma, M., Mabry, J.M., Mazzella, S.A., Rutledge, G.C., McKinley,
G.H. & Cohen, R.E. (2007). Designing Superoleophobic Surfaces. Science, vol. 318, pp.
1618-1622, ISSN 1095-9203.

[5] Noh, J., Lee, J.-H., Na, S., Lim, H. & Jung, D.-H. (2010). Fabrication of Hierarchically
Micro- and Nano-structured Mold Surfaces Using Laser Ablation for Mass Produc‐
tion of Superhydrophobic Surfaces. Japanese Journal of Applied Physics, vol. 49, 106502,
ISSN 1347-4065.

[6] Wang, C., Yao, T., Wu, J., Ma, C., Fan, Z., Wang, Z., Cheng, Y., Lin, Q. & Yang, B.
(2009). Facile Approach in Fabricating Superhydrophobic and Superoleophilic Sur‐
face for Water and Oil Mixture Separation, ACS Applied Materials & Interfaces, vol. 1,
pp. 2613-2617, ISSN 1944-8252.

[7] Gao, L. & McCarthy, T.J. (2007). How Wenzel and Cassie were Wrong. Langmuir, vol.
23, pp. 3762-3765, ISSN 1520-5827.

[8] McHale, G. (2007). Cassie and Wenzel: Were They Really So Wrong? Langmuir, vol.
23, pp. 8200-8205, ISSN 1520-5827.

[9] Panchagnula, M.V. & Vedantam, S. (2007). Comment on How Wenzel and Cassie
Were Wrong by Gao and McCarthy. Langmuir, vol. 23, pp. 13242, ISSN 1520-5827.

[10] Nosonovsky, M. (2007). On the Range of Applicability of the Wenzel and Cassie
Equations. Langmuir, vol. 23, pp. 9919-9920, ISSN 1520-5827.

[11] Marmur, A. & Bittoun, E. (2009). When Wenzel and Cassie Are Right: Reconciling
Local and Global Considerations. Langmuir, vol. 25, pp. 1277-1281, ISSN 1520-5827.

[12] Erbil, H.Y. (2014). The Debate on the Dependence of Apparent Contact Angles on
Drop Contact Area or Three-Phase Contact Line: A Review. Surface Science Reports,
vol. 69, pp. 325-365, ISSN 0167-5729.

[13] Choi, W., Tuteja, A., Mabry, J.M., Cohen, R.E. & McKinley, G.H. (2009). A Modified
Cassie-Baxter Relationship to Explain Contact Angle Hysteresis and Anisotropy on
non-Wetting Textured Surfaces. Journal of Colloid and Interface Science, vol. 339, pp.
208-216, ISSN 0021-9797.

Surface Energy20



References

[1] Wenzel, R.N. (1936). Resistance of Solid Surfaces to Wetting by Water. Industrial &
Engineering Chemistry, vol. 28, pp. 988-994, ISSN 0888-5885.

[2] Cassie, A.B.D. & Baxter, S. (1944). Wettability of Porous Surfaces. Transactions of the
Faraday Society, vol. 40, pp. 546-551, ISSN 0014-7672.

[3] Xu, W., Shi X. & Lu S. (2011). Controlled Growth of Superhydrophobic Films without
any Low-Surface-Energy Modification by Chemical Displacement on Zinc Substrates.
Materials Chemistry and Physics, vol. 129, pp. 1042-1046, ISSN 0254 0584.

[4] Tuteja, A., Choi, W., Ma, M., Mabry, J.M., Mazzella, S.A., Rutledge, G.C., McKinley,
G.H. & Cohen, R.E. (2007). Designing Superoleophobic Surfaces. Science, vol. 318, pp.
1618-1622, ISSN 1095-9203.

[5] Noh, J., Lee, J.-H., Na, S., Lim, H. & Jung, D.-H. (2010). Fabrication of Hierarchically
Micro- and Nano-structured Mold Surfaces Using Laser Ablation for Mass Produc‐
tion of Superhydrophobic Surfaces. Japanese Journal of Applied Physics, vol. 49, 106502,
ISSN 1347-4065.

[6] Wang, C., Yao, T., Wu, J., Ma, C., Fan, Z., Wang, Z., Cheng, Y., Lin, Q. & Yang, B.
(2009). Facile Approach in Fabricating Superhydrophobic and Superoleophilic Sur‐
face for Water and Oil Mixture Separation, ACS Applied Materials & Interfaces, vol. 1,
pp. 2613-2617, ISSN 1944-8252.

[7] Gao, L. & McCarthy, T.J. (2007). How Wenzel and Cassie were Wrong. Langmuir, vol.
23, pp. 3762-3765, ISSN 1520-5827.

[8] McHale, G. (2007). Cassie and Wenzel: Were They Really So Wrong? Langmuir, vol.
23, pp. 8200-8205, ISSN 1520-5827.

[9] Panchagnula, M.V. & Vedantam, S. (2007). Comment on How Wenzel and Cassie
Were Wrong by Gao and McCarthy. Langmuir, vol. 23, pp. 13242, ISSN 1520-5827.

[10] Nosonovsky, M. (2007). On the Range of Applicability of the Wenzel and Cassie
Equations. Langmuir, vol. 23, pp. 9919-9920, ISSN 1520-5827.

[11] Marmur, A. & Bittoun, E. (2009). When Wenzel and Cassie Are Right: Reconciling
Local and Global Considerations. Langmuir, vol. 25, pp. 1277-1281, ISSN 1520-5827.

[12] Erbil, H.Y. (2014). The Debate on the Dependence of Apparent Contact Angles on
Drop Contact Area or Three-Phase Contact Line: A Review. Surface Science Reports,
vol. 69, pp. 325-365, ISSN 0167-5729.

[13] Choi, W., Tuteja, A., Mabry, J.M., Cohen, R.E. & McKinley, G.H. (2009). A Modified
Cassie-Baxter Relationship to Explain Contact Angle Hysteresis and Anisotropy on
non-Wetting Textured Surfaces. Journal of Colloid and Interface Science, vol. 339, pp.
208-216, ISSN 0021-9797.

Surface Energy20

[14] Seo, K., Kim, M., & Kim, D.H. (2014). Candle-Based Process for Creating a Stable su‐
perhydrophobic surface. Carbon, vol. 68, pp. 583-596, ISSN 0008-6223.

[15] ChangWei, Y., Feng, H. & PengFei, H. (2010). The Apparent Contact Angle of Water
Droplet on the Micro-Structured Hydrophobic Surface. Science China Chemistry, vol.
53, pp. 912-916, ISSN 1869-1870.

[16] Xu, X. & Wang, X. (2010). Derivation of the Wenzel and Cassie Equations from a
Phase Field Model for Two Phase Flow on Rough Surface. SIAM Journal on Applied
Mathematics, vol. 70, pp. 2929-2941, ISSN 0036-1399.

[17] Seo, K., Kim, M., & Kim, D.H. (2013). Validity of the Equations for the Contact Angle
on Real Surfaces. Korea-Australia Rheology Journal, vol. 25, pp.175-180, ISSN 2093-7660.

[18] Whyman, G., Bormashenko, E. & Stein, T. (2008). The Rigorous Derivation of Young,
Cassie-Baxter and Wenzel Equations and the Analysis of the Contact Angle Hystere‐
sis Phenomenon. Chemical Physics Letters, vol. 450, pp. 355-359, ISSN 0009-2614.

[19] Bormashenko, E. (2009). A Variational Approach to Wetting of Composite Surfaces:
Is Wetting of Composite Surfaces a One-Dimensional or Two-Dimensional Phenom‐
enon. Langmuir, vol. 25, pp. 10451-10454, ISSN 1520-5827.

[20] Bormashenko, E. (2012). Contact Angles of Sessile Droplets Deposited on Rough and
Flat Surfaces in the Presence of External Fields. Mathematical Modelling of Natural Phe‐
nomena, vol. 7, pp. 1-5, ISSN 0973-5348.

[21] Gelfand, I.N. & Fomin, S.V. (2000). Calculus of Variations, Dover, ISBN-13:
978-0-486-41448-5; ISBN-10: 0-486-41448-5, New York.

[22] Eggers, A.J., Resnikoff, M.M., & Dennis, D.H. (1957). Bodies of Revolutions Having
Minimum Drag at High Supersonic Air Speeds, NACA Report No. 1306.

[23] Filobello-Nino, U., Vazquaz-Leal, H., Pereyra-Diaz, D., Yildirim, A., Peres-Sesma, A.,
Castaneda-Sheissa, R., Sanchez-Orea, J. & Hoyos-Reyes, C. (2013) A Generalization of
the Bernoulli’s Method Applied to Brachistochrone-like Problems. Applied Mathemat‐
ics and Computation, vol. 219, pp. 6707-6718, ISSN 0096-3003.

[24] Mareno, A. & English, L.Q. (2009). The Stability of the Catenary Shapes for a Hang‐
ing Cable of Unspecified Length. European Journal of Physics, vol. 30, pp. 97-108, ISSN
1361-6404.

[25] Bormashenko, E. (2009). Wetting of Flat and Rough Curved Surfaces. The Journal of
Physical Chemistry C, vol. 113, pp. 17275-17277, ISSN 1932-7455.

[26] Bormashenko E. (2013). Contact Angles of Rotating Sessile Droplets. Colloids and Sur‐
faces A: Physicochemical and Engineering Aspects, vol. 432 pp. 38-41, ISSN 0927-7757.

[27] Seo, K., Kim, M., & Kim, D.H. (2015). Effects of Drop Size and Measuring Condition
on Static Contact Angle Measurement on a Superhydrophobic Surface with Gonio‐
metric Technique. Korean Journal of Chemical Engineering, in print, ISSN 1975-7220.

Re-derivation of Young’s Equation, Wenzel Equation, and Cassie-Baxter Equation Based on Energy Minimization
http://dx.doi.org/10.5772/61066

21



[28] Gleiche, M., Chi, L., Geding, E. & Fuchs, H., (2001). Anisotropic Contact‐Angle Hys‐
teresis of Chemically Nanostructured Surfaces. Chem Phys Chem, vol. 2, pp. 187-191,
ISSN 1439-7641.

[29] Marmur, A. (2006). Soft Contact: Measurement and Interpretation of Contact Angles.
Soft Matter, vol. 2. pp. 12-17, ISSN 1744-6848.

[30] Morra, M., Occhiello, E., & Garbassi, F. (1989). Contact Angle Hysteresis in Oxygen
Plasma Treated Poly(tetrafluoroethylene). Langmuir, vol. 5, pp.872-876, ISSN
1520-5827.

[31] Cao, L. & Gao, D. (2010). Transparent Superhydrophobic and Highly Oleophobic
Coatings. Faraday Discussions, vol. 146, pp. 57-65, ISSN 1359-6640.

[32] Gao, L. & McCarthy, T.J. (2006) Contact Angle Hysteresis Explained. Langmuir, vol.
22, pp. 6234-6237, ISSN 1520-5827.

[33] Gao, L. & McCarthy, T.J. (2009). Wetting 101°. Langmuir, vol. 25, pp. 14105-14115,
ISSN 1520-5827.

[34] de Gennes, P.G., Brochard-Wyart, F., & Quéré, D. (2003). Capillarity and Wetting Phe‐
nomena, Springer, ISBN 0-387-00592-7, Berlin.

[35] Wong, T.-S. & Ho, C.-M. (2009). Dependence of Macroscopic Wetting on Nanoscopic
Surface Textures. Langmuir, vol. 25, pp. 12851-12854, ISSN 1520-5827.

[36] Marmur, A. & Krasovitski, B. (2002). Line Tension on Curved Surfaces: Liquid Drops
on Solid Micro- and Nanospheres. Langmuir, vol. 18, pp. 8919-8923, ISSN 1520-5827.

[37] Cansoy, C.F., Erbil, H.Y., Akar, O., & Akin, T. (2011). Effect of Pattern Size and Ge‐
ometry on the Use of Cassie-Baxter Equation for Superhydrophobic Surfaces. Colloids
and Surfaces A: Physicochemical and Engineering Aspects, vol. 386, pp. 116-124, ISSN
0927-7757.

Surface Energy22



[28] Gleiche, M., Chi, L., Geding, E. & Fuchs, H., (2001). Anisotropic Contact‐Angle Hys‐
teresis of Chemically Nanostructured Surfaces. Chem Phys Chem, vol. 2, pp. 187-191,
ISSN 1439-7641.

[29] Marmur, A. (2006). Soft Contact: Measurement and Interpretation of Contact Angles.
Soft Matter, vol. 2. pp. 12-17, ISSN 1744-6848.

[30] Morra, M., Occhiello, E., & Garbassi, F. (1989). Contact Angle Hysteresis in Oxygen
Plasma Treated Poly(tetrafluoroethylene). Langmuir, vol. 5, pp.872-876, ISSN
1520-5827.

[31] Cao, L. & Gao, D. (2010). Transparent Superhydrophobic and Highly Oleophobic
Coatings. Faraday Discussions, vol. 146, pp. 57-65, ISSN 1359-6640.

[32] Gao, L. & McCarthy, T.J. (2006) Contact Angle Hysteresis Explained. Langmuir, vol.
22, pp. 6234-6237, ISSN 1520-5827.

[33] Gao, L. & McCarthy, T.J. (2009). Wetting 101°. Langmuir, vol. 25, pp. 14105-14115,
ISSN 1520-5827.

[34] de Gennes, P.G., Brochard-Wyart, F., & Quéré, D. (2003). Capillarity and Wetting Phe‐
nomena, Springer, ISBN 0-387-00592-7, Berlin.

[35] Wong, T.-S. & Ho, C.-M. (2009). Dependence of Macroscopic Wetting on Nanoscopic
Surface Textures. Langmuir, vol. 25, pp. 12851-12854, ISSN 1520-5827.

[36] Marmur, A. & Krasovitski, B. (2002). Line Tension on Curved Surfaces: Liquid Drops
on Solid Micro- and Nanospheres. Langmuir, vol. 18, pp. 8919-8923, ISSN 1520-5827.

[37] Cansoy, C.F., Erbil, H.Y., Akar, O., & Akin, T. (2011). Effect of Pattern Size and Ge‐
ometry on the Use of Cassie-Baxter Equation for Superhydrophobic Surfaces. Colloids
and Surfaces A: Physicochemical and Engineering Aspects, vol. 386, pp. 116-124, ISSN
0927-7757.

Surface Energy22

Chapter 2

Capillary Bridges — A Tool for Three-Phase Contact
Investigation

Boryan P. Radoev, Plamen V. Petkov and
Ivan T. Ivanov

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/60684

Abstract

Subject of investigation are capillary bridges (CB) between two parallel solid plates
normally oriented to the gravity field. Presented are results of study of CB with
negligible gravity effects and CB undergoing observable gravitational deforma‐
tions. Among the discussed problems some new aspects of the CB behavior are for‐
mulated. One of them is the so-called stretching thickness limit, i.e. the maximal
thickness above which a CB of given volume and contact angles cannot exist. It is
shown that the stretching thickness limit of a concave CB substantially differs from
that of a convex one. Analysis of the forces acting on CB plates is presented. It clear‐
ly demonstrates that the gravity part of the forces, relative to the part of capillary
forces, increases with stretching. Most of the observed effects are interpreted on the
basis of the two CB radii of curvature analysis, thus avoiding the ponderous proce‐
dures of obtaining (integrating) the CB generatrix profile. The success of this ap‐
proach lies in its combination with image analysis of CB profile. Discussed are the
contact angle hysteresis effects at CB stretching and pressing.

Keywords: capillary bridge, image analysis, contact angle hysteresis

1. Introduction

As every classical subject, the capillary bridge (CB) has its centuries-old history and continuous
reincarnation in the science and praxis. A characteristic feature of the classical subject is the

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
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richness of problems they produce. CB related human activity goes back to the ancient times
[1, 2]. Nowadays CB provide well-known effects in atomic force microscopy [3, 4] and
lithography [5-8]. CB also play important role in soil-water interactions [9-11].

The scientific interest of CB originates from the mathematical problem of construction of
figures of minimal area, defined by the French astronomer and mathematician C. Delaunay
[12]. He found a new class of axially symmetric surfaces of constant mean curvature. Much
later Kenmotsu [13] solved the complex nonlinear equations, describing this class of surfaces.
However, the solution that he had proposed has little practical importance because the
representation there has no geometrical interpretation.

An important step in the analysis of minimal surfaces is the understanding of the role of their
curvatures. Today it is well known that a surface of minimal area has a constant mean curvature
and vice versa [12], but the formulation and the proof of this theorem have their long story. It
begins with the remarkable figure proposed by Euler [14], named later catenoid [15]. In the
mathematical studies, the catenoid is defined as a figure of revolution with zero mean
curvature but for the rest of the natural sciences it is popular as an object, formed by a soap
film stretched between two parallel rings. The fundamental question here is what physical
feature of soap films determines their minimal areas. The answer of this question is the surface
tension, nowadays given at school, but it took almost a whole (18th) century for that answer.
Many scientists have contributed to the elucidation of the problem, two of them: Pierre Simon
Laplace (1749-1827) and Thomas Young (1773-1829) [16] are of the greatest merit. To these two
scientists and especially to one of them, Laplace, we owe the introduction of the notion of
capillary tension, which opened the way of modern investigation of capillary phenomena.
Moreover, Laplace has practically formulated the currently used condition for mechanical
equilibrium between two fluids divided by a capillary surface, pσ =∆p. Here pσ =σ(1 / R1 + 1 / R2)
is the capillary pressure with surface tension σ, radii of curvature are R1,2 and the pressure
difference between the adjacent bulk phases is ∆p (isotropic fluids). The sum (1 / R1 + 1 / R2) is
twice the so-called mean curvature. Note that the cited above Laplace formula has its gener‐
alized form for anisotropic fluids (e.g. liquid crystals) [17]. Among all parameters of the Laplace
formula, most interesting are the radii of the curvature R1,2. They are the tool for investigation
and analysis of the variety of capillary shapes. The analytical interpretation of the mean
curvature is based on the differential geometry but its combination with the direct geometrical
meaning of the radii proves to be very fruitful. For surfaces of revolution, this geometrical
meaning becomes very transparent. Along with that, the analytical expressions of their radii
R1,2 take on specific form facilitating their further analysis. Expressive examples in this respect
with wide application in the academic and applied research are CBs [18, 19]. As a geometric
subject, surfaces of revolution are formed by rotation of a curve (called generatrix) around a
given axis. From here it follows that each of their cross-sections with a plane perpendicular to
the axis of revolution is a circle. In the reality, two solid plates play the role of the parallel
planes. This simple geometric figure imposes strict requirements regarding the solid CB plates.
More about the solid plates, used in our experiments, can be found in Section 4. They must be:
(1) macroscopically smooth (without roughness) and (2) homogeneous (with constant surface
energy). An axial symmetrical CB can be formed between many combinations of solid surfaces
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(e.g. between two co-axial spheres, cone and plane, etc.) but the prevailing part of the re‐
searches are focused exclusively on bridges between parallel flat plates. As we will discuss the
role of gravity, the axis of revolution must be parallel to the gravity field. A general survey of
a CB in a gravitational field at arbitrary orientation and inertia fields can be found in [20]. The
smoothness and homogeneity of solid surfaces are genetically related to the so-called three-
phase contact (TPC) angle hysteresis. In more details, this topic will be discussed in Sections
3-4. Here we will make only a short remark. A widely spread opinion is that hysteresis is a
result of surface roughness and heterogeneity, i.e. on macroscopic smooth and homogeneous
surfaces hysteresis should not be observed [21]. As an illustration of this opinion usually the
undisputed lack of hysteresis of oil droplet on water (immiscible liquids) is considered. Liquid
surfaces are naturally smooth and homogeneous but in the same time they (actually the
Newtonian liquids) have a very specific rheological property, they do not bear shear stress at
equilibrium in contrast to the solids. This difference is crucial for the dynamics of the systems.
A droplet on liquid will be set in motion by any nonzero (tangential to the three phase contact)
force, while a droplet on solid could stay at rest, as the solid substrate can react to the opposed
force by static shear stress [22, 23]. Here it is important to remind the experimentally proven
nonslip model in the fluid dynamics. The nonslip model is a special case of the more general
concept of continuum (e.g. [24]). According to this model, within fluids as well as their
boundaries, the velocity field is continuous. This continuity model is based on the intermo‐
lecular (van der Waals) forces’ existence. More precisely, on the presumption that the part of
an external force per intermolecular region is negligible with respect to the van der Waals
forces [25]. Hydrodynamic problems connected with the TPC line motion have made some
authors to give up the nonslip presumption [26, 27, 28, 29]. Most popular are two alternatives:
the hypothesis of local slippage in the TPC vicinity [30] and the model based on Eyring theory
[31, 32]. A weakness of these approaches is neglecting of the so-called surface forces [33, 34].
These forces result directly from intermolecular forces and become significant in thin gaps
(thickness < 10 nm) between two surfaces, i.e. just in the TPC zones, where the hydrodynamic
singularities arise. The interested reader can find more about the role of surface forces for the
wetting in [35]. In our experiments we have observed hysteresis in a wide range: from
practically pinned contacts (strong hysteresis) to contacts with nearly constant contact angles
and we have tried to interpret it in the framework of nonslip convention.

Most of the problems discussed in this chapter are well known. They concern not only CB
between two flat parallel solid surfaces but also other specific CB types (Appendix C). Some
nontrivial results obtained here are related to the study of the CB upper stretching limit.
Usually this problem is discussed from the stability viewpoint but it should be treated as a
critical point. The critical point is defined as a boundary equilibrium state, i.e. a system cannot
exist outside the critical point. Of course, this state could be unachievable, if it is preceded by
instable states. As known from the theory [36], the stability concerns the reaction of the system
at perturbation of a given equilibrium state. If the reaction is a tendency to return the system
in the equilibrium, this state is stable, otherwise the state is unstable. A typical example,
illustrating the difference between critical and instable states, is a CB with cylindrical form,
i.e. a CB with a 90° contact angle. From an equilibrium viewpoint, a cylindrical CB can be
stretched without limitations, i.e. Hcr →  ∞ (H – CB thickness). On the other hand, cylindrical
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CB have stability limit Нstab=πR (R − cylinder radius), the so-called Rayleigh instability, above
which a cylindrical CB becomes unstable [37, 38]. A more detailed analysis of CB critical points
is provided in Section 2. Actually, the stability problems are beyond the scope of this study.

2. Definition of the subject

Subject of investigation, as already mentioned, is a capillary bridge between two parallel solid
plates, normally oriented to the gravity field (Figure 1). Only axisymmetric bridges are
considered, i.e. CBs with circle three phase contacts. Although the analysis is performed for
equal contact angles on the upper/lower plate (θ+=θ–;R+=R–), it is shown that most of the
theoretical results are also applicable for different contact angles/radii − Section 2.

Figure 1. Sketch of capillary bridge in gravity field. Left: CB geometric parameters; Right: CB dynamic parameters, G – CB
weight, F± – external forces, G

→
+ F+

→
+ F−

→
=0 (about the notations see in the glossary and text)

The processes of evaporation, condensation and the related potential temperature effects [39,
40, 41] won’t be discussed. Water bridges have shown observable evaporation, which was
neglected, because the evaporation rates were low enough, thus ensuring quasi-static states of
the CB, Section 4. Moreover, the scaled forms of the theoretical results are invariant to the
bridge volume, Eq. (8). Concerning the RTIL bridges, they are practically non-volatile.

As known, the mechanical equilibrium of a capillary system obeys the pressure balance,
pσ =Δp, where pσ is the capillary pressure and ∆p is the pressure difference of both sides of the
capillary surface. Because of the axial symmetry, pσ =σr −1d (rsinφ / dr), where r and φ are current
coordinates. In this symmetry, the separate curvatures (1/R1,2) are defined as follows:
1 / R1 =sinφ / r (the so-called azimuthal curvature); 1 / R2 =dsinφ / dr  (meridional curvature). The
angle φ is defined between the normal vector at a given point of the generatrix and the vertical
axis z, Figure 1 left. In this study the CB pressure difference is defined as Δp = pi − pe where pi/e
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are internal/external pressures, Figure 1 right. The external pressure is practically constant (pe

= const), while the inside pressure varies with height (hydrostatic pressure), pi = p0 −ρgz. The
precise expression of the gravitational term is Δρgz, where Δρ =ρliquid −ρair ≈ρliquid ≡ρ (the air
density is negligible compared to liquid density). We use traditional notations as: ρ − density
and g – gravity of earth. The inside pressure p0 at level z=0 deserves special attention. In its
turn, the zero vertical position is a question of choice, Sections 2 and 3. Inserting all briefly
explained quantities in the pressure balance, one obtains [18, 42]:

0
1 ( sin ) ,s j r= D -

d r p gz
r dr

(1)

with Δ p0 = p0 − pe. The main mathematical complication in Eq. (1) comes from the non-linear

relation between sinφ and the generatrix equation z(r), sinφ =(dz / dr) / 1 + (dz / dr)2. At the same
time, the use of sinφ as variable show advantages which are repeatedly demonstrated in the
present study.

A preparatory and very important step for the successful solution and analysis of any
differential equation is its scaling. Particularly the scaled form of Eq. (1) reads:

0
1 ( sin ) ,j = -

d x P Bo y
x dx

(2)

where x ≡ r / L r  ; y ≡ z / L z ; P0 ≡ (Δp0)L r / σ ; Bo ≡ρg L r L z / σ. Generally scaling lengths (here, Lr,
Lz) are derived from the dimensions of the system and are chosen so that the order of the scaled
(dimensionless) variable is of the order of unity. So, for instance, in the case of a CB, the vertical
scaling length obviously is the bridge height, i.e. Lz=H. To know more about the concrete scaling
procedures, see in Sections 2 and 3. The dimensionless parameter Bo, known as Bond number
[43, 20] is decisive for the role of gravity in the capillary systems. Most often the criterion for
neglecting the effects of gravity is written as Bo<<1 but as it can be seen from Eq.(2), the correct
condition is Bo<<P0. More generally, the scaled form Eq. (2) is the stepping stone for solving
the generatrix equation z(r) in Bo powers series, z(x)= z0(x) + z1(x)Bo + ... for arbitrary values of
Bo<P0. Another often noticed misleading usage of the Bond number concerns the scaling
lengths Lk. Usually they are reduced to only one length, which in the case of a CB is most often
the contact radius, i.e. Bo ≡ρgR 2 / σ [44, 45]. Eq. (1) also allows an interesting comparative
analysis of the two curvatures 1 / R1,2, Section 3. As an illustration of such analysis, let’s consider
the curvatures in the CB waist/haunch point. The azimuthal curvature reduces to 1 / rm (rm,
waist/haunch radius, Figure 1), while the meridional curvature preserves its form (dsinφ / dr).
Now let us imagine a flattening of CB at constant contact angles. It is obvious that the azimuthal
curvature will diminish (rm grows), while the meridional curvature dsinφ / dr  increases.
Moreover, in Section 2 it is shown that dsinφ / dr →∞ at H/R →  0, Appendix A. In conclusion,
it follows that the balance, Eq. (1) allows different type of approximations, e.g. a weightless
CB (Bo=0, Section 2), a heavy CB (Bo≠0, Section 3); 2D/3D bridges (Section 3).
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3. Capillary bridge in the absence of gravity

This section is devoted to a CB for which the role of gravity is negligible compared with the
capillary pressure. According to Eq. (2), the pressure balance in this case takes the form [42]:

0
1 ( sin ) ,j =

d x P
x dx

(3)

with a criterion for its validity Bo < < P0. The CB Bond number is expressed as Bo =ρg L r H / σ,
where H is the bridge thickness and Lr is the radial scaling length (Section 1). As shown at
Figure 1, there are two variants for choice of Lr: the contact radius R or the haunch/neck radius
rm and below it will be shown that rm is the preferable one. Before that, let’s briefly consider
the factors determining the Bo magnitude. The parameters in Bo can be grouped in two parts,
a physical part (ρg/σ) and a geometric (LrH) one. The physical complex (ρg/σ), often related to
the so-called capillary length, L σ ≡ σ /ρg  is a constant for a given liquid. For instance the
capillary length of water is of the order of millimeters (σ≈70 mN/m; ρ≈103 Kg/m3; g≈10 m/s2),
L σ ≈1 mm. The variable parameters in our experiments are the geometric lengths, Lr and H.
They are not independent but coupled, roughly speaking, as L r

2 ~1 / H  (constant volume,

V ~ L r
2H ). From here it follows that Bo ~ H , i.e. at CB flattening (thinning) the role of gravity

decreases.

The first integral of the pressure balance Eq. (3) causes no difficulty and using the boundary
condition φ(r = rm)=90° , one obtains,

( )2sin 1 1,j = - +x C x (4)

Note that here, in accordance with the above-mentioned boundary condition, the scaling
length is the waist/haunch radius rm and the dimensionless parameters are x ≡ r / rm and
C ≡Δ p0rm / 2σ respectively. The notation C of the scaled capillary pressure instead of P0 is to
emphasize the difference between ∆p0 of heavy and weightless CB. In presence of gravity
(heavy CB), ∆p0 is referred to the CB bottom while in absence of gravity (weightless CB) ∆p0 is
a global characteristic. The scaled capillary pressure C plays central role in the entire CB
analysis below. Very indicative, for instance is its relation with the TPC radii R and anglesθ.
Applying Eq. (4) to the upper/lower contact (x=X±) one obtains:

2
sin 1,

1
q± ±

±

-
=

-

XC
X

(5)

where, X± ≡ R± / rm. Actually Eq. (4) holds for any cross section of CB with a plane (normal
oriented to the axis of symmetry) relating a (X,θ) couple at the respective level y. This general
consideration allows us for the sake of simplicity to use Eq. (5) in form C(X,θ), Figure 2. Relation
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(5) clearly shows the algebraic character of C, i.e. the algebraic character of the capillary
pressure Pγ. It can be positive, zero or negative. At convex generatrix (X<1), in the entire interval
of angles (π / 2<θ ≤π), the capillary pressure is positive (C > 0). The intercept points of the
dashed line C=1 with the isogons (Figure 2) correspond to spherical CB forms, i.e. circular arc
generatrix curves. As seen from Eq. (5), the spherical CB parameters satisfy the condition
X =sinθ. An exception is the point C(X=0)=1, which is a peculiar end point of all convex CB
(θ>π/2) isogons. As it will be discussed below in this section, approaching (by stretching) X
→  0, i.e. at rm →  0, the convex isogon generatrix y(x) pass through inflexion point (d2y/dx2=0,
Eq. (10)). Another noteworthy region of C vs. X diagrams is the line X=1. It is the asymptote
of concave/convex isogons (C →  ±∞) and the discontinuity point {C=1/2, X=1} lies also on it.
The regions C →  ±∞ concern the so-called thin CB, Appendix A, while the point {C=1/2, X=1}
acquires cylindrical shape (contact angle θ=π/2). Cylindrical CB is an attractive capillary
subject because of its simple form, making the stability problems very transparent [46].

Figure 2. Left – Capillary pressure, C vs X, calculated from Eq. (5); Right – arbitrary cross section illustrating a convex
CB with constant C but different contact angles θ, θi.

Zero capillary pressure (C=0) defining a catenoid state is one of the most popular capillary
figures. We have already mentioned about it in the Introduction and here will add only the
condition for its realization, X sinθ =1, Eq. (5), illustrated by the cross point of the dashed
horizontal line C=0 with the isogons θ <π / 2 (Figure 2 left). The region X >1 corresponds to
stretching of concave CB. Below in the text it will be shown that there are critical values of (X,
θ) above which concave CB do not exist.

The external forces, F± supporting a CB are another very important characteristic, which can
be obtained via elementary tools. At negligible gravity, F± are equal in absolute value but
oppositely directed, F+

→
+ F−

→
=0 (Figure 1). As derived in Appendix B, due to the gravity, the

relation between F± gets more complicated. In contrast to liquid|gas surface where the
mechanical equilibrium is described by a local balance, Eq. (3), the forced balance on solid|
liquid; solid|gas can be derived only globally. Due to the force acting on the entire solid area
and on the TPC contact contour, one obtains [42].
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2
0(2 sin )p s q p± ± ± ±= ± - DF R R p (6)

Because of the trivial symmetry, we will further analyse only the balance on the upper plate,
thus omitting the subscript (+). The term 2πRσsinθ is the normal (toward the contact plane)
component of the TPC force and the term πR 2Δp0 is the capillary pressure force. Upon
expressing ∆p0 through С from Eq. (5), we finally obtain F:

2
sin2 .

1
qps -

=
-

XF R
X

(7)

Like the capillary pressure, Eq. (5), the force F can alter its sign or become zero. At concave
CB, since X ≥1, F is positive for all angles in the interval 0≤θ ≤π / 2 and acts as a stretching force.
At convex CB (X<1) the external force F is positive at (sinθ − X )>0, zero (F=0) in the point
sinθ = X , (spherical CB, Eq. (4) at C=1) and negative pressing force (F<0) at X>sin θ.

The complete analysis of CB behavior requires integration of Eq. (4). In essence, this integration
yields the generatrix equation y(x) which in our notations can be presented as [47]:

( ) ( ) ( )
( )

( )
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1 1

x
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x x

+ -
= = ±

é ù- + -ê úë û

ò
x CRI x C

y x C I x C d
X

C
(8)

The integral I0(x,C) describes the upper part of the generatix curve, i.e. at 0 ≤y≤ H/2rm (above
the neck, Figure 1 left). Note that here, for the sake of convenience, the co-ordinate system is
established on the CB neck/haunch with (scaled) radial coordinate defined in the interval
1≤x≤X (=R/rm) for concave CB and X≤x≤1 for convex CB respectively. The sign ‘±’ accounts
whether the CB is concave (positive sign, X >1, 0≤θ <π / 2), or convex (negative sign,
X <1, π / 2<θ ≤π). Further the signs of I0 will be omitted, given the correct sign in every
particular situation. Traditionally I0 is presented by (Legendre’s) elliptic integrals first and
second kind F, E (e.g. [18]), but for its evaluation we apply another calculation scheme (see
further).

As seen I0 is integrable, but singular (in the lower limit ξ=1), which gives rise to significant
instability of the numerical results. We have settled the issue by dividing the integrals into
singular and regular parts. The singular part allows direct integration, while the regular part
is estimated numerically and as a result, for x=X one obtains:

( )
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(9)

In practice, the evaluation of I0, according to Eq. (9), is performed by assigning a series of values
of X at a fixed contact angle θ. The computation procedure is split into two subintervals
X >1, 0≤θ <π / 2 (concave CB) and X <1, π / 2<θ ≤π (convex CB). We have used for X step of
∆X = 0.05; the angles subject to computation were: 15°, 30°, 45°, 60°, 89°; 91°, 100°, 120°, 179°
(Figure 3, Figure 4).
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Most of the evaluations here concern experimentally measured quantities. As all measure‐
ments are optical, it is preferable the experimental data to be presented in a form invariant
with respect to the optical magnification. An appropriate presentation is H/R vs X, very
convenient for interpretation by the theoretical relation following from Eq. (8) at
x = X , H / R =2I0(X , C) / X . Formally the ratio (H/R) is function of X and C, but the parameter
C is function of X and contact angles θ± Eq. (5) which transforms (H/R) equivalently in a
function of X and θ, H / R = f (X , θ). It’s important to note that the additional condition of

constant volume V =2πrm
3 ∫

1

X

ξ 2d I0(ξ, C)=const  is necessary for the determination of the radii R

or rm separately [47].

Figure 3 and Figure 4 present series of curves (H / R)vs.X −1, respectively vs. X calculated via
Eqs. (8)-(9) for a set of contact angles. The coordinate Х-1 in Figure 3 has been favored for its
more compact presentation (0≤ X −1 ≤1), compared to Х (1≤ X <∞). The limit X →  1 named here
thin CB will be discussed in more details in Appendix A.
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Figure 3. Data from several experiments (triangles, hollow circles and squares) of stretching concave CB. The 
measured contact angles indicated apparent hysteresis. The photo series above illustrate the real CB shape 
deformation at stretching.  

The most substantial difference between the graphics of  Figure 3 and Figure 4 is the presence of 
maximum only in one of them. On the one hand, (H/R)max is a critical value, i.e. a (concave) CB can't 
be stretched more than this degree. On the other hand, the existence of extremum puts the question 
which of the two 1/ Xm at a given (H/R) is the real one? This well-known problem in the literature is 
solved via thermodynamic considerations. The right branch of an concave isogone [(1/ Xm)< (1/ X)<1]
is the so called thermodynamic stable branch, while the left branch is thermodynamic unstable one. 
These two branches define equilibrium states but with different liquid|gas area. The CBs on the left 
branch are with bigger area compared with the CBs on the right branch and this is maybe the most 
transparent elucidation of the question [46]. Now the question is why the convex CB (>/2) show no 
extremum? A short (and correct) but not so transparent answer is because the two curvatures of 
convex CB have same sign in contrast to concave CB, where the curvatures have opposite signs. The 
upper limit of stretching of convex CB is at X=0, i.e. at R=0. It is the same limit as in the case of 
C(X=0)=1 (Figure 2), where all convex isogons end at one point. It is interesting to note that in the 
state R=0 the parameter C acquires the value coinciding with the value of C for a sphere (C=1). The 
problem here is that the complete (closed) sphere is only congruent with a contact angle  =180º, 
while for all other angles the asymptote R0 calls for additional analysis. The solution of the 
problem is associated with the appearance of an inflexion point xi in the generatrix, i.e. with the 
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Figure 3. Data from several experiments (triangles, hollow circles and squares) of stretching concave CB. The meas‐
ured contact angles indicated apparent hysteresis. The photo series above illustrate the real CB shape deformation at
stretching.

The most substantial difference between the graphics of Figure 3 and Figure 4 is the presence
of maximum only in one of them. On the one hand, (H/R)max is a critical value, i.e. a (concave)
CB can't be stretched more than this degree. On the other hand, the existence of extremum
puts the question which of the two 1/ Xm at a given (H/R) is the real one? This well-known
problem in the literature is solved via thermodynamic considerations. The right branch of an
concave isogone [(1/ Xm)< (1/ X)<1] is the so called thermodynamic stable branch, while the left
branch is thermodynamic unstable one. These two branches define equilibrium states but with
different liquid|gas area. The CBs on the left branch are with bigger area compared with the
CBs on the right branch and this is maybe the most transparent elucidation of the question [46].
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Now the question is why the convex CB (θ>π/2) show no extremum? A short (and correct) but
not so transparent answer is because the two curvatures of convex CB have same sign in
contrast to concave CB, where the curvatures have opposite signs. The upper limit of stretching
of convex CB is at X=0, i.e. at R=0. It is the same limit as in the case of C(X=0)=1 (Figure 2),
where all convex isogons end at one point. It is interesting to note that in the state R=0 the
parameter C acquires the value coinciding with the value of C for a sphere (C=1). The problem
here is that the complete (closed) sphere is only congruent with a contact angle θ =180°, while
for all other angles the asymptote R →  0 calls for additional analysis. The solution of the
problem is associated with the appearance of an inflexion point xi in the generatrix, i.e. with
the appearance of a root in (d 2y / d x 2)xi

=0. From Eq. (8) one obtains:

2 1 sin ,
1 sin

q
q

- -
= =

-i
C Xx X

C X
(10)

It ensues from Eq. (10) that the inflexion emerges in the range 0< X <sinθ, i.e. beyond the
“sphere” state X =sinθ. More details about the inflexion point can be found in [42, 47]. Figure
5 illustrates the appearance of inflexion point for two angles (95°, 120°) at stretching. It is clearly
seen that at θ =180° any signs of inflexion are absent.

On Figure 3 and Figure 4 experimentally measured points of CB stretching are drawn. The
direct measurements of contact angles show good coincidence with the theoretical isogons
angle, which is a positive test of the method. The experimental data show also some interesting
features of the TPC hysteresis. As seen, concave CB exhibits expressed hysteresis (contact
angles θ change 10°-15°) while convex CB show now detective one (all experimental points lie
close to θ≈100° isogone). Another noticeable difference in the TPC behavior between concave
and convex CB is the reaction of the lower/upper contacts at stretching. Convex CBs show
observable difference between the upper/lower contact radii (R±) and angles (θ±), while the
same parameters of concave CBs remain practically equal.

9

upper/lower contact radii (R) and angles (q), while the same parameters of concave CBs remain 
practically equal.  

Figure 4. Data from stretching convex CB experiments (triangles and squares). The contact angle at weak stretching 
(X=0.990.91) is practically constant. The deviation from the isogone at stronger stretching is due to gravity. The photo series 
above illustrate the real CB shape deformation at stretching.  

The domain of rupture of the investigated convex CB turned to be at 0.84 0.80X   , significantly 
earlier than the definition limit Х = 0. The reason for the premature rupture could be the rise of 
Rayleigh instability [37], combined with the gravitational deformation. Yet, this phenomenon requires 
its own analysis. 
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Figure 4. Data from stretching convex CB experiments (triangles and squares). The contact angle at weak stretching
(X=0.99÷0.91) is practically constant. The deviation from the isogone at stronger stretching is due to gravity. The photo
series above illustrate the real CB shape deformation at stretching.
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Figure 5. Capillary bridge profiles computed for three different states (Х= 0.01, 0.1, 0.5) of three isogones in 
dimensionless coordinates y = y(x): (a)  = 95; (b)  = 120; (c)  = 180. The appearance of an inflexion is 
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Figure 5. Capillary bridge profiles computed for three different states (Х= 0.01, 0.1, 0.5) of three isogones in dimension‐
less coordinates y = y(x): (a) θ = 95°; (b) θ = 120°; (c) θ = 180°. The appearance of an inflexion is distinctly perceptible at
increased stretching (Х = 0.1, 0.5) at θ ≠ 180°.
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The domain of rupture of the investigated convex CB turned to be at X =0.84÷0.80, significantly
earlier than the definition limit Х = 0. The reason for the premature rupture could be the rise
of Rayleigh instability [37], combined with the gravitational deformation. Yet, this phenomenon
requires its own analysis.

4. Capillary bridge in a gravity field

In this section we will look into an aspect that is always present but often neglected. It is the
role of gravity field on capillary forms. The work of Bashforth & Adams [48] from over a
century ago is among the first reports exploring the effects of gravity on capillary shapes
applying numerical methods for calculation of their shape. Latter many authors, e.g. [48, 49,
50, 51, 52, 20], proposed in the manner of Bashforth & Adams’ work, new parameterization of
the Laplace equation and thus defining the shape parameters of both bound and unbound
axisymmetric menisci. Although these works have basically resolved the issue, there are still
blank spots which need to be filled. We propose a slightly different variant of the classical
approach, consisting of relatively simple instruments which allow us to obtain many interest‐
ing results, some of which are used for the interpretation of the experimental data.

A basis for the further analysis is the capillary gravitational balance in its dimensional Eq. (1)
and scaled Eq. (2) forms. In contrast to CB, in the absence of gravity where the first integral of
the pressure balance causes no difficulties, Eq.(4), the appearance of the gravitational term
makes only its global integration transparent. In Appendix B one can find detailed derivation
of all interesting relations, while here are given only the most substantial results. Among them
are the external forces F± supporting CB in mechanical equilibrium (Figure 1 right). The
emphasis mechanical is because the system could be thermodynamically non-equilibrium (e.g.
to evaporate) which does not disturb the mechanical equilibrium.

As derived in Appendix B, Eq.(28), the upper/lower external forces F± , get the form:
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The two parameters R±, θ± depend differently on gravity. In the case of identical substrates
and ideal contacts (i.e. without hysteresis), the contact angles must be equal (θ+ =θ− =θ)
regardless of gravity, as far as they reflects situations of TPC governed by the van der Waals
and electrostatic forces [33, 35]. Generally θ+ ≠θ− as far TPC hysteresis is always present at solid
surfaces. Compared to contact angles, contact radii R± are functions of gravity and differ one

Surface Energy34



The domain of rupture of the investigated convex CB turned to be at X =0.84÷0.80, significantly
earlier than the definition limit Х = 0. The reason for the premature rupture could be the rise
of Rayleigh instability [37], combined with the gravitational deformation. Yet, this phenomenon
requires its own analysis.

4. Capillary bridge in a gravity field

In this section we will look into an aspect that is always present but often neglected. It is the
role of gravity field on capillary forms. The work of Bashforth & Adams [48] from over a
century ago is among the first reports exploring the effects of gravity on capillary shapes
applying numerical methods for calculation of their shape. Latter many authors, e.g. [48, 49,
50, 51, 52, 20], proposed in the manner of Bashforth & Adams’ work, new parameterization of
the Laplace equation and thus defining the shape parameters of both bound and unbound
axisymmetric menisci. Although these works have basically resolved the issue, there are still
blank spots which need to be filled. We propose a slightly different variant of the classical
approach, consisting of relatively simple instruments which allow us to obtain many interest‐
ing results, some of which are used for the interpretation of the experimental data.

A basis for the further analysis is the capillary gravitational balance in its dimensional Eq. (1)
and scaled Eq. (2) forms. In contrast to CB, in the absence of gravity where the first integral of
the pressure balance causes no difficulties, Eq.(4), the appearance of the gravitational term
makes only its global integration transparent. In Appendix B one can find detailed derivation
of all interesting relations, while here are given only the most substantial results. Among them
are the external forces F± supporting CB in mechanical equilibrium (Figure 1 right). The
emphasis mechanical is because the system could be thermodynamically non-equilibrium (e.g.
to evaporate) which does not disturb the mechanical equilibrium.

As derived in Appendix B, Eq.(28), the upper/lower external forces F± , get the form:

2

2 2

2

2 2

2 ( sin ) ( / )

2 ( sin ) ( / ) ,

s q p r
p

s q p r
p

+ + + + +
+ +

+

- - - - -
- -

-

- + -
=

-

- - -
= -

-

m m m

m

m m m

m

r R r R G gr hF R
R r

r R r R G gr hF R
R r

(11)

The two parameters R±, θ± depend differently on gravity. In the case of identical substrates
and ideal contacts (i.e. without hysteresis), the contact angles must be equal (θ+ =θ− =θ)
regardless of gravity, as far as they reflects situations of TPC governed by the van der Waals
and electrostatic forces [33, 35]. Generally θ+ ≠θ− as far TPC hysteresis is always present at solid
surfaces. Compared to contact angles, contact radii R± are functions of gravity and differ one

Surface Energy34

from another (R+ ≠ R−) even at equal angles θ. This can be proved easily by putting θ+ =θ−; R+ = R−

in Eq. (11) from where it follows G=0. From Eq. (11) follows that only F– may nullify (F− =0),
while F+ is non-zero, except at the trivial case when R+ =0. Note that in the case R+ =0(R− ≠0) we
don't have bridge but a sessile droplet.

The situation (F− =0 ; F+ ≠0 ; R± ≠0) is equivalent to a pendant CB, similar to pendant droplet,
where the whole weight is balanced by the external force at the upper plate, F+ =G. Of course
for the sake of simplicity here the weight of CB plates is neglected.

As mentioned many times, the solution for heavy CB profile, z(r) is a matter of profound
numerical calculus, which actually is a combination of different approximations with semi-
empirical numerical methods. Over the past decade, the development of this methodology has
seemingly been completed. The research now is focused mainly on applications related to
practical problems, [53, 54]. Below we demonstrate a known but not often used approach
[55], marked by its geometrical transparency revealing some new insides of CB profiles.

To begin with, let's remind of the comparative analysis of the main curvatures 1 / R1,2 made in
Section 1.The radii of curvature R1,2 depends quite differently on the CB dimensions, height H
and contact radius R. On flattering the azimuthal radius R1 = r / sinφ increases while the
meridional R2 =dr / dsinφ always decreases. This behavior derives directly from CB volume
conservation condition. In addition, the meridional radius R2 depends on the contact angleθ.
So for instance, at θ=90° (cylindrical bridge), R2=0 and the capillary pressure solely remains
functional on R1, (pσ =σ / R1). A detailed analysis of this and many other aspects can be found
in Section 2. What is important here is the existence of CB heights interval, where 1 / R1 <1 / R2

so that the left hand side of Eq. (1) to be simplified as σd (sinϕ) / dr =Δp0 −ρgz. From geometric
viewpoint, neglecting the azimuthal curvature reduces the problem from 3D to 2D, and thus
facilitating its analysis. The advantage comes from the trigonometric relation,
dsinφ / dx = −dcosφ / dz so that we can rewrite the equation of balance as

0(cos ) / ,s j r= -D +d dz p gz (12)

Now Eq. (12) can be integrated directly but before that let’s look at the validity of this approx‐
imation from experimental viewpoint.

In Figure 6, experimental results about curvature ratio (1 / R2) / (1 / R1) in the waist (R1=rm) of a
concave CB as a function of its thickness ratio H/Hcr are given. The meridional curvature is
notated as K and the thickness is scaled by the CB rupture thickness Hcr. The negative sign of
the ordinate accentuates on the different curvatures’ orientations (a concave CB), while for a
convex CB the same ordinate would be positive. As seen from the diagram for a thickness up
to H / Hcr ≤0.6, the meridional curvature is bigger (in absolute values) than the azimuthal
curvature, i.e. in this range the 2D approximation holds. Series of experimental photos
corresponding to the diagram data are shown above the diagram.
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The first integral of Eq. (12) in scaled version reads,

2cos ,j = - +Boy Cy A (13)

with Bo =ρgH 2 / 2σ; C ≡ (Δp0)H / σ; y ≡ z / H . In 2D, there is only one scaling length − H as far as
only one length variable z figures in the balance Eq. (12). The two constants of Eq. (13) A and
C are determined by the boundary conditions at the lower/upper plate:

cos cos cat os c0 and at 1,osj q j q- - + += - = = == - =+A Bo yC Ay (14)

The signs of cosφ± depend on the orientation of the normal vector towards the axis of symmetry,
Figure 7.

The system of Eq. (13), (14) is still not the complete solution of the problem (12) but it contains
abundant information about the characteristic 2D bridge profile points. For example the
extremum points (waist/haunch) for which accounting that the current angle φ equals to 90°,
from Eqs. (13) and (14) one obtains a quadratic equation with roots,

2cos cos cos cos cos cos2 1 ( ) 2 1,q q q q q q+ - + - + -+ + -
= - ± - +ey

Bo Bo Bo
(15)
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From Eq. (15) one can reveal many details connected with 2D bridge profile but before that it
must be defined the area of θ± and Bo values inside which a 2D bridge exists. The solution of
this problem follows from the consideration that |cosφ | ≤1, i.e. | Boy 2 −Cy + A| ≤1. As far the
left-hand side is a function of y, the inequality concerns its extremum point, i.e.
| −C 2 / 4Bo + A| ≤1 and after substituting the already determined constant A from (14) one
obtains,

cos cos cos cos2(1 cos )[1 1 2 ],
1 cos 1 cos
q q q qq

q q
+ - + -

-
- -

+ +
£ + + + +

+ +
Bo (16)

From Eq. (16) it follows that CBs with θ–<θ+ allow higher Bo values in comparison with θ–>θ+.
For instance, at θ+ =180°; θ–=0°, Bo≤8, while in the reverse case, θ+ =0; θ–=180°, Bo=0. Moreover,
at θ–=180° any heavy bridge cannot exist.

Figure 7. Sketch illustrating the relations between the angles θ±and φ±.

Other indicative points are the TPC co-ordinates X±, where X– =x(y=0), X+ =x(y=1). These co-
ordinates are related with the parameters, θ± and Bo via the integral of Eq. (13), whose concise
form reads,

1

0

cot ,jD = -òX dy (17)

It should be noted that here only the difference X+ – X– = ∆X is reasonable, because of the
translation invariance of 2D problem.

According to Eqs. (13), (14), and (17), ∆X depends on three parameters ΔX (θ±, Bo). As men‐
tioned many times, the value and behavior of θ± depend on the particular TPC rheology. So
for instance, without hysteresis θ±= const, while in the general case (in presence of hysteresis)
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they are function of Bo, θ±(Bo). Figure 8 represents experimental data of a typical contact angles
dependence on bridge thickness H. With stretching the two contact angles show increasing
difference, more accurate the upper angle θ+ changes while the lower angle θ− remains
practically constant.

Figure 8. Experimental results illustrating the ratio of the upper/lower contact angle θ±as a function of the thickness ratio H/Hcr

of IL concave CBs; green– IL_4; blue – IL_5; red–IL_6;

Figure 9 presents theoretical curves (isogons) calculated on the basis of Eq. (17) compared with
experimental data. The isogons are calculated at constant parameter θ-– = 0 (complete wetting)
and increasing θ+ from 0° to 45° with step of 5°. Note that due to the relation Bo ~ H2, the isogons
actually describe the dependence ∆X(H). The θ -values are chosen to be close to the experi‐
mental ones.

Figure 9. Theoretical curves (isogones) ∆X vs. Bond number, calculated by Eq. (17). The points represent experimental da‐
ta from concave CBs (hydrophilic plates): green – IL_4; blue – IL_5; red –IL_6.
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5. Experimental section

There are number of experimental methodologies concerning capillary bridges. Most of them
are developed in order to utilize CBs as convenient tool for TPC properties, adhesive and
capillary forces investigation. Over the past decade, there are some data in the literature which
covers mainly the force aspect of capillary bridges. Most authors as Wei et al. [56], Yang et al.
[57], Bradley et al., [58] etc. prefer to form capillary bridge at the tip of an AFM where they can
measure the force directly. Others like Lee et al. [59] and Lipowsky et al. [60] offer various
setups, which focus on directly capturing the CB profile. In this section, we will present similar
setup with original image and statistical analysis

5.1. Experimental setup

Our experimental setup consists of a micrometer, onto the measuring arms of which two square
(20x20x2 mm) stainless steel supporting plates were fixed, parallel to one another.

Two 22x22 mm microscope cover glasses (ISOLAB) of soda lime silica composition were
selected as working surfaces. They were glued to the supporting plates for static measure‐
ments. Images were recorded by using a high speed camera, MotionXtra N3, which was
mounted onto a horizontal optical tube with appropriate magnification, Figure 10.

Figure 10. A picture and a schematic representation of the experimental setup

The light system was designed for the bundle of light to be directed perpendicularly to the
electronic sensor of a high speed camera and at the same time the waist of the photographed
CB to appear exactly at the middle position in the light bundle.

5.2. Solid surface preparation

Hydrophilic glass surfaces were pre-cleaned with 99.9% C2H5OH and washed with deionized
(Millipore) water before being glued to the supporting plates.
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All experiments were carried out with deionized (Milipore) water or ionic liquids (IL).

Hydrophobized glass cover slides have been used for the convex CB. The preliminary
hydrophobization was done with PDMS (Rhodia Silicones, 47V1000), following the procedure
described in [61]. Before gluing the slides, they were washed with 99.9% C2H5OH.

The experimental protocol is the same for all surfaces and samples.

5.3. Water capillary bridges

A small droplet of ≈ 1 mm3 volume was placed in the middle of the lower glass slide. The upper
glass slide was moved toward the droplet until a capillary bridge was formed. Further, several
equilibrium states were recorded; pressing the shape until thin film was formed. Afterwards
stretching took place until breakage occurred (some selected sequential pictures of the
experimental part are presented in Figure 3, Figure 4, and Figure 6. The experiment was
repeated several times with varying initial droplet volume. Concerning the effects due to
evaporation, the direct volume decrease played no role, since the theoretical relations are in
scaled (volume invariant) form (Section 2, Eq. (8)). Other effects related to the evaporation (e.g.
thermo-effects) were not observed.

6. Ionic liquid capillary bridges

Room-temperature ionic liquids (RTIL) show very promising properties in studies of liquid
CBs. They are salts in liquid states and usually exhibit very low vapor pressure (10-10 Pa at
25˚C), i.e. no volume changes occurred during the experiment. Three RTIL were used for CB
formation between hydrophilic glass surfaces. Summary of their physical properties is
presented in Table 1 and their ion structural formulae are given in Figure 11 [62].

Sample number Ionic Liquid Surface Tension, σ
[mN/m]

Density, ρ
[kg/m3]

ρ/σ,
[s2/m3]Cation Anion

IL 4 EMIM BTA 33.6 1548 0.046

IL 5 DiEMIM BTA 31.6 1450 0.046

IL 6 Et3Pic BTA 32.9 1513 0.046

Table 1. Physical properties of IL

From the presented data in Table 1, it is seen that ratio ρ/σ determining the Bond number, Eqs.
(2) remains constant for all RTILs.

Surface Energy40



All experiments were carried out with deionized (Milipore) water or ionic liquids (IL).

Hydrophobized glass cover slides have been used for the convex CB. The preliminary
hydrophobization was done with PDMS (Rhodia Silicones, 47V1000), following the procedure
described in [61]. Before gluing the slides, they were washed with 99.9% C2H5OH.

The experimental protocol is the same for all surfaces and samples.

5.3. Water capillary bridges

A small droplet of ≈ 1 mm3 volume was placed in the middle of the lower glass slide. The upper
glass slide was moved toward the droplet until a capillary bridge was formed. Further, several
equilibrium states were recorded; pressing the shape until thin film was formed. Afterwards
stretching took place until breakage occurred (some selected sequential pictures of the
experimental part are presented in Figure 3, Figure 4, and Figure 6. The experiment was
repeated several times with varying initial droplet volume. Concerning the effects due to
evaporation, the direct volume decrease played no role, since the theoretical relations are in
scaled (volume invariant) form (Section 2, Eq. (8)). Other effects related to the evaporation (e.g.
thermo-effects) were not observed.

6. Ionic liquid capillary bridges

Room-temperature ionic liquids (RTIL) show very promising properties in studies of liquid
CBs. They are salts in liquid states and usually exhibit very low vapor pressure (10-10 Pa at
25˚C), i.e. no volume changes occurred during the experiment. Three RTIL were used for CB
formation between hydrophilic glass surfaces. Summary of their physical properties is
presented in Table 1 and their ion structural formulae are given in Figure 11 [62].

Sample number Ionic Liquid Surface Tension, σ
[mN/m]

Density, ρ
[kg/m3]

ρ/σ,
[s2/m3]Cation Anion

IL 4 EMIM BTA 33.6 1548 0.046

IL 5 DiEMIM BTA 31.6 1450 0.046

IL 6 Et3Pic BTA 32.9 1513 0.046

Table 1. Physical properties of IL

From the presented data in Table 1, it is seen that ratio ρ/σ determining the Bond number, Eqs.
(2) remains constant for all RTILs.

Surface Energy40

Figure 11. Structural formulaе of ionic liquid ions

6.1. Image analysis

The image analysis consist of three essential steps: capturing the CB image, detection of CB
profile edge and statistical approximation of the determined profile [63]. Below we've
presented schematically each step with short comments.

Capturing the CB image
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The image analysis consist of three essential steps: capturing the CB image, detection of CB profile edge and statistical 
approximation of the determined profile [63]. Below we've presented schematically each step with short comments. 

Capturing the CB image (Figure 12) 

 

Figure 12. A typical CB image. It's important to stress out that although the TPC region looks sharp, the contrast there isn't good enough. 
That’s one of the reasons we choose to restrict us on the waist region. 

6.1.1. Determining the CB profile 

Determining the precise CB profile is the most vital part of the whole image analysis. This is why we pay special 
attention to it. It is performed in two steps: first we perform a rough edge detection (filtering the image) to get rid of the 

Figure 12. A typical CB image. It's important to stress out that although the TPC region looks sharp, the contrast there
isn't good enough. That’s one of the reasons we choose to restrict us on the waist region.

6.1.1. Determining the CB profile

Determining the precise CB profile is the most vital part of the whole image analysis. This is
why we pay special attention to it. It is performed in two steps: first we perform a rough edge
detection (filtering the image) to get rid of the unnecessary information (background, light
effects, etc.) and then scanning the filtered image to determine the precise profile.

• Finding edges with Sobel operator based filter [64].

Figure 13. Resulting image after applying the Sobel Filter on the image from Figure 12.
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• Scanning the filtered image (normal to the obtained contours)

Figure 14. For each point, yi over a vertical stripe of the filtered picture (the white dashed line), the intensity value Ii is
mapped, Figure 15.

• Determining the dynamic threshold

The average intensity of the signal Ī  can be determined on every stripe of the image (Figure
15). Assuming that the obtained useful information is a small part of the entire signal, one can
use the so-called “three-sigma rule” (webpage [65]) which is a measure for the noise exclusion.
In the current case we use 3 D for the coefficient k, which multiplies the standard deviation.

( )2
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Here t is the calculated dynamic threshold; Ii is the intensity of the i–th point; Ī  is the average
intensity over a given stripe; k is a coefficient which controls the selection filter quality; D is
the mean square deviation of the intensities; n is the number of yi points.

Figure 15. Pixel intensity over a stripe of the image. The exact positions yi see below.
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Averaging is done by a standard numerical approximation
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Here yj is the coordinate of the i-th point and yi is the averaged pixel coordinate (Figure 15).
For all obtained points, x coordinates is with 1px precision (based on the scanning frequency),
while y coordinates have sub-pixel precision compensating the Cartesian sampling of the
sensor (Figure 16).

Figure 16. Resultant curve of established co-ordinates of the points in x,y [pixel] space.

6.1.2. Processing the obtained coordinates

• A selected segment of the meniscus profile with defined size (e.g. 150 points) is used.

• The points are submitted to a circular approximation:

2
2 2

0 0
1 ( ) ( )æ ö = - + -ç ÷

è ø
x x y y

K

• The calculation is repeated for successive sub-segments of points. Each approximation step
delivers a radius of curvature, K-1.

• From the obtained number of radii, the minimal value (the maximum curvature) is selected.
We claim that it corresponds to the waist curvature. The precision of the procedure depends
on the resolution of the respective profile which in this case is about 0.5μm.

This simple procedure gives us the opportunity to evaluate the curvature K-1 directly from the
real CB profile and thus to make the validation of 2D →  3D transition possible (Figure 6).

7. Summary

Presented are results of study of two types of CB systems. The first one covered investigations
of CB in the absence of gravity. This is a demonstration of a geometrical approach combined
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with the analytical description of the system, showing very good correlation with the experi‐
mental data. The second aspect is dedicated to CB behavior in gravity field. Here again the
benefit of the combination of geometric and analytical methods is employed. The transparency
of the obtained results holds out hope, the same approach to be successfully applied to other
CB problems, e.g. CB stability.

Appendix A

In contrast to the variety of CB parameters near the critical height, their flattening (thinning)
toward zero thickness, is of much more universal character. This universality starts to show
itself at a thickness Н, smaller than the radius of the contact R (R>>H). Taking into account the
self-evident fact that R → rm →∞ andX (≡ R / rm)→1atH →0 makes suitable the substitution Х =
1+∆, with ∆ →  0. Thus, the parameter С in the thin CB region tends to (Eq. (5)):

1 sin 1 sin( 1 )
2 4

q q- +
= - D » - +

D
C X (18)

The two terms on the right-hand side represent the two (dimensionless) curvatures: the
meridional curvature (first term) and the azimuthal curvature (second term). For example, at
θ =90° we obtain a cylinder; the generatrix turns into a straight line of zero curvature, which
leaves only the second (azimuthal) curvature equal to 1/2 and С = 1/2. The meridional curva‐
ture’s change of sign as a function of the contact angle is allowed for by the sign of Δ.

It is worth commenting on the fact that the thin CB generatrices converge to equations of circle.
It follows by inserting Eq. (18) in Eq. (4), which after integration yields,

2 2 2( 1 )+ - + =c cy x X X (19)

Note that within the framework of the thin CB approximation, the correct range of integration
is 1≤ x ≤1 + Δ. The dimensionless circular radius Xc =1 / 2C (coinciding with the CB generatrix
radii of curvature) is related to the CB thickness, via H / 2rm = Xc |cosθ | . The use of modulus
sign is meant to eliminate the sign alteration when the angle θ passes through π/2 (see above).
The capillary pressure, C is represented by the first term on the right-hand side of Eq. (18),
Xc =1 / 2C. Equation (19) can be generalized as:

( )22 21+ - ± =c cy x X X (20)

Where, the positive sign is for θ < π/2 and negative for θ > π/2.
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Estimation of the external force F acting upon thin CB can be obtained from Eq. (7) at Δ→0 as
follows:

1 sin cos( 1 ) (1 ) 1 2q qpg pg- æ ö= + D » + = +ç ÷D è ø
F X R R R

H
(21)

By analogy to the capillary pressure, again for the case of θ ≠90°, the second term in the right-
hand side is of interest, which eventually (upon sufficient thinning) becomes dominant
F (H →0)=2πγR 2cosθ / H . Allowing for the volume constancy (πR 2H =const), makes the force
F in the asymptotic dependence inversely proportional to the thickness of a square:
F (H →0)~1 / H 2. In the estimate of the volume, we have assumed that it equals to its cylindrical
part, disregarding the menisci − an entirely correct approximation in case of sufficiently thin
bridges.

Appendix B

A brief derivation and a mathematical analysis of the supporting forces (F±) follows. Because
of the double-meaning of the z(r) curve, the integration is carried out separately for the two
parts of CB volume (above and below the point rm, Figure 1). And so, for the two parts we
obtain:
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To clarify the matter, we present the integrals in (22) as follows:
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and when substitute (23) in (22), one obtains:
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where G± = ρgV± is the respected weights of the upper/lower CB parts; V± − their volume parts.
Actually Eqs. (24) define the pressure difference ∆p0
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As discussed in Section 3, resultant forces F± at CB plates can be expressed as follows,

2( ) 2 sin ,p ps q± ± ± ± ±± = - -eF p p R R (26)

where p± are the internal pressures on the upper/lower plate, i.e. p− = p0; p+ = p0 −ρgH . Making
use of the notations introduced in Section 2, the above equation can be rewritten as (compare
with Eq.(6)),
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After substituting ∆p0 from (25) in (27), we come to the final expression for the force
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As at any mechanical equilibrium the following ballance is valid F+ + F− + G =0
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θ± − upper/lower contact angle

ρliquid|air − liquid|air density

σ − surface tension
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Abstract

Interfaces comprised of a liquid interposed between two solids in close proximity are
common in small-scale devices. In many cases, the liquid induces large and undesired ad‐
hesive forces. It is of interest, therefore, to model the way in which forces are developed
in such an interface. The following chapter presents several models of liquid-mediated
adhesion, considering the roles of surface geometry, liquid surface tension, elastic defor‐
mation, surface roughness, and surface motion on the development of interfacial forces.

Keywords: Capillary film, liquid-mediated adhesion, liquid bridge

1. Introduction

Phenomena related to the wetting of solid–solid interfaces are of technological importance.
When two surfaces are in close proximity, the presence of a liquid film may cause the surfaces
to stick together. Such liquid-mediated adhesion can negatively affect the operation of micro/
nanoscale systems [1–7]. The interfacial liquid film, which may be present due to condensation,
contamination, or lubrication, may experience large concave curvatures at the liquid-vapor
interface and large negative pressures. These negative pressures give rise to large adhesive
forces, which can have a potentially deleterious effect on the performance of small-scale
devices.

In this chapter, we will discuss the behavior of an interface comprised of a liquid interposed
between two solids. Throughout this chapter, we are concerned with the role of liquid films
in regimes where gravitational effects are negligible, which generally implies that the vertical
length scale is small. As an illustration, it can be easily shown that the change in pressure due
to gravity within a near-hemispherical water droplet (resting on a horizontal surface) from just
within the top of the free surface to the bottom of the droplet is given by (Δp)gravity =ρgR, where
ρ is the water mass density, g  is the gravitational acceleration, and R is the approximate radius

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



of the droplet. By comparison, the change in pressure across the free surface of the droplet is
given by (Δp)surface tension =2γ / R, where γ is the liquid surface tension. Thus, the ratio of gravi‐
tational effects to surface tension effects is equal to ρgR 2 / 2γ. For water at room temperature
(and ambient pressure), one has ρ = 1000 kg/m3 and γ = 0.0727 N/m, so that for a radius of 1.0
mm, we have a ratio of about 0.07, meaning that the change in pressure due to gravity is only
about 7% of that due to surface tension. Moreover, it is seen that the relative effects of gravity
decrease in proportion to the square of the droplet radius. In general, the smaller the vertical
scale, the less important are the effects of gravity in comparison to those of surface tension.

Of particular interest in this chapter is the topic of liquid-mediation adhesion, a mechanism
by which the liquid film pulls inward on the solid surfaces. We consider the effects of liquid
surface tension, liquid viscosity, surface geometry, surface roughness, surface elasticity, and
surface motion on the development of adhesive forces in the interface. Our approach to
discussing the recent literature on the topic of liquid-mediated adhesion is to organize things
according to several basic characteristics: gross interface geometry (flat or curved), surface
topography (smooth or rough), structural properties (rigid or deforming), meniscus type
(constant-volume or constant-pressure) and separating process (quasi-static or dynamic). In
this context, Table 1 categorizes recent research that is particularly relevant to the subject of
this chapter. It is noted that an entry of “volume” under the “film constant” heading means
that the volume of the liquid bridge is held fixed during the separation process, while an entry
of “pressure” indicates that the liquid is assumed to remain in thermodynamic equilibrium
with its vapor during the separation process.

Gross Interface
Geometry

Surface
Type

Deform.
Behavior

Loading
Process

Film
Constant

Author(s) Year
Publ.

Ref.
No.

flat on flat smooth elastic quasi-static volume Zheng and
Streator

2004 28

flat on flat rough elastic-plastic quasi-static pressure Del Rio et al. 2008 19

flat on flat rough elastic quasi-static pressure Wang and
Regnier

2015 37

flat on flat rough elastic quasi-static pressure Peng et al. 2009 21

flat on flat rough rigid quasi-static pressure or
volume

de Boer and
de Boer

2007 18

flat on flat rough elastically hard quasi-static pressure de Boer 2007 17

flat on flat rough elastic quasi-static pressure Persson 2008 20

flat on flat rough elastic quasi-static volume Streator and
Jackson

2009 34

flat on flat rough elastic quasi-static volume Streator 2009 33

flat on flat rough elastic quasi-static volume Rostami and
Streator

2015 35
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2015 37

flat on flat rough elastic quasi-static pressure Peng et al. 2009 21

flat on flat rough rigid quasi-static pressure or
volume

de Boer and
de Boer

2007 18

flat on flat rough elastically hard quasi-static pressure de Boer 2007 17

flat on flat rough elastic quasi-static pressure Persson 2008 20
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2009 34
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Gross Interface
Geometry

Surface
Type

Deform.
Behavior

Loading
Process

Film
Constant

Author(s) Year
Publ.

Ref.
No.

flat on flat rough elastic quasi-static volume Rostami and
Streator

2015 36

sphere on flat smooth elastic quasi-static pressure Men et al. 2009 24

sphere on flat, and
sphere on sphere

smooth rigid quasi-static volume Rabonivich et al. 2005 23

sphere on sphere smooth elastically soft quasi-static pressure Butt et al. 2010 22

sphere on sphere smooth elastic quasi-static volume Zheng and
Streator

2003 30

sphere on sphere smooth elastic quasi-static volume Zheng and
Streator

2007 31

flat on flat smooth rigid dynamic n/a (flooded) Roemer et al. 2015 15

flat on flat or
sphere on flat

smooth rigid dynamic volume Cai and
Bhushan

2007 9

sphere on flat smooth rigid dynamic n/a (flooded) Streator 2006 25

Table 1. Recent research on the topic of the liquid-mediated adhesion

2. Models of solid surfaces bridged by a liquid

2.1. Liquid film between smooth, rigid, parallel flats

2.1.1. Static and quasi-static conditions

Consider the problem of a continuous liquid film that is at static equilibrium between two
rigid, parallel flats in close proximity as shown in Figure 1. In this idealized case, the liquid
forms an axisymmetric configuration, so that any horizontal cross section is circular. Because
the liquid is in static equilibrium, the entire film must be at a single pressure. Per the Young-
Laplace equation [8], the pressure drop Δp across the free surface is given by

1 2

1 1Δ .ap p p
R R

g
æ ö

= - = +ç ÷ç ÷
è ø

(1)

Where pa is the ambient pressure, p is the film pressure, and R1,2 are the principal radii of normal
curvature of the free surface at any given point on the free surface. Since we are dealing with
small vertical spacing, it is reasonable to assume the radius of curvature (R2) that exists in the
plane of the figure at each free surface point is much smaller than the other principal radius
of curvature (R1), which lies in a plane that is perpendicular to the plane of the figure as well
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as perpendicular to the tangent plane to the free surface at the point in question. In Figure 1,
we have chosen to illustrate the value of R1 that exists in the plane of minimum horizontal
diameter. Assuming R1 is sufficiently larger than R2 that 1/R1 may be neglected, the pressure
drop in Eq. (1) becomes

2
Δp

R
g

= (2)

Figure 1. Profile of an axisymmetric liquid film between rigid, parallel plates. (a) The liquid wets both surfaces leading
to a concave film shape. (b) The liquid wets neither surface, leading to a convex film shape. (c) The liquid wets one
surface but not the other, with the wet surface closer to complete wetting than the non-wet surface is to complete non-
wetting, leading to a convex film. (d) The liquid wets one surface, but not the other, with the non-wet surface closer to
complete non-wetting than the wet surface is to complete wetting, leading to a convex film.

Moreover, owing to the fact that the liquid film, being continuous and in static equilibrium,
must experience a uniform pressure, one may conclude that the radius of curvature R2 is the
same at every point of the free surface. Thus, the free surface profile is in the shape of a circle.
Using this result leads to the geometrical relationship depicted in Figure 2, by which one
concludes that

2 1 2(cos cos )h R q q= + (3)

so that

1 2(cos cos )
Δp

h
g q q+

= (4)

where θ1,2 are the liquid–solid contact angles. A liquid is considered to “wet” a given surface
if its contact angle (measured from solid–liquid interface to the solid-vapor interface) is less
than 90 degrees, and a liquid is considered to be non-wetting if its contact angle is greater than
90 degrees. Complete wetting is associated with a contact angle of 0 degrees and complete non-
wetting corresponds to a contact angle of 180 degrees. While Figure 2 shows a case for which
the liquid wets both upper and lower surfaces, Eq. (3) holds for each of the configurations
depicted in Figure 1. Depending on both signs and relative magnitudes of the cosine terms in
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Eq. (4), the film pressure may be greater than, equal to, or less than atmospheric pressure. For
the case of Figure 1a, where both surfaces are wet by the liquid, both cosine terms are positive
and the film pressure is sub-ambient. In contrast, for the case of Figure 1b, where neither surface
is wet by the liquid, both cosine terms are negative and the film pressure exceeds the ambient
pressure. When one of the surfaces is wet by the film while the other is not (Figures 1c and 1d),
the sign of the film pressure depends on the relative magnitudes of the two cosine terms. When
the contact angle associated with the surface that is wet by the liquid is closer to zero than the
other contact angle is to 180 degrees (Figure 1c), then the film shape is concave and the film
pressure is sub-ambient. On the other hand, if the contact angle associated with the surface
that is wet by the liquid departs from zero degrees more than the opposing surface departs
from 180 degrees (Figure 1d), then the film shape is convex and the film pressure is greater
than ambient.

The value of the contact angle for a particular case is determined by a local thermodynamic
equilibrium among the three relevant interfaces, which can be expressed in the Young-Dupree
equation [8]

cosSV SL LVg g g q= + (5)

where γSV , γSL , and γLV  are the surface energies per unit area of the solid–vapor, solid–liquid,
and liquid–vapor interfaces, respectively. Note that γLV  is the same as the surface tension of
the liquid γ.

Figure 2. Geometrical relationship between plate spacing and radius of curvature of free surface for an assumed circu‐
lar profile. Without loss of generality, the liquid is shown here as wetting both surfaces.

For a concave film shape (Figures 1a and 1c) the sum on the right-hand side of Eq. (4) is positive,
yielding a positive pressure drop relative to atmospheric pressure. Thus, in terms of gauge
pressure, the pressure within the film is negative. One important consequence is that the liquid
exerts a force that pulls inward on the two plates so that the force exerted on either of the plates
may be considered the force of adhesion due to the presence of the film. With reference to
Figure 3, this adhesive force (Fad) can be expressed as

( ) 2 21 2
1 1 1 1

(cos cos )
2  2adF p R R R R

h
g q q

p p g p p g
+

= - + = + (6)
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The first term on the right-hand side is the contribution to the adhesive force arising from the
pressure drop across the free surface, while the second term is the adhesive force exerted by
the free surface itself. Note that the total force exerted on the bottom of this upper section of
the liquid film is simply transmitted to the upper plate, so the force given by Eq. (6) is indeed
the adhesive force. Now under the assumption that R1 is much greater than R2, it can be shown
that the force contribution to the pressure drop dominates the force contribution due to the
free surface. Let the first term on the far right-hand side be denoted by FΔ p and the second
term be denoted by Fγ. Then Fγ / FΔ p =2 R2 / R1. Thus, to the extent that 1/R1 can be neglected
in Eq. (1), which leads to Eq. (2), the force contributed by the free surface 2πR1γ may be
neglected in Eq. (6).

Figure 3. Sources of force exerted on the upper section of the fluid (dividing line chosen at the plane of minimum di‐
ameter).

Suppose now that the liquid film has a fixed volume Vo. To a good approximation, this volume
may be expressed as Vo =πR1

2h , where the deviation from a cylindrical geometry has been
ignored. Then the adhesive force may be written as:

1 2
2

(cos cos )
 ad oF V

h
g q q+

= (7)

This equation shows that under the conditions of fixed liquid volume the adhesive force is
inversely proportional to the square of the film thickness.

When a quantity of a pure liquid of given chemical species is at thermodynamic equilibrium,
the partial pressure of the vapor phase of the species is equal to the vapor pressure of the liquid
phase for the given temperature. For a curved free surface, there is a small deviation in the
vapor pressure from that corresponding to a planar free surface. This deviation is accounted
for by the well-known Kelvin equation [8]

1 2

1 1s m m

v K

p V V
ln

p R R RT R RT
gg

æ ö
= + =ç ÷ç ÷

è ø
(8)

where ps is the saturation pressure at the given temperature, pv is the pressure of the vapor
just outside of the liquid film, Vm is the molar volume, RK  is the Kelvin radius, R is the universal
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the partial pressure of the vapor phase of the species is equal to the vapor pressure of the liquid
phase for the given temperature. For a curved free surface, there is a small deviation in the
vapor pressure from that corresponding to a planar free surface. This deviation is accounted
for by the well-known Kelvin equation [8]

1 2

1 1s m m

v K

p V V
ln

p R R RT R RT
gg

æ ö
= + =ç ÷ç ÷

è ø
(8)

where ps is the saturation pressure at the given temperature, pv is the pressure of the vapor
just outside of the liquid film, Vm is the molar volume, RK  is the Kelvin radius, R is the universal
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gas constant, and T is the absolute temperature. Assuming, as before, R1 ≫ R2, and then
isolating R2, one obtains

2
m

K
v

s

V
R R

pRTln
p

g
= = -

(9)

Using this result in Eq. (2) gives

v

s
a

m

pRTln
p

p p
V

- = - (10)

Now, suppose the chemical species in question is water, so that the ratio pv / ps represents the
relative humidity. Then Eq. (9) states that, at thermodynamic equilibrium, the radius of
curvature of any free surface of the liquid film is determined by the relative humidity. For
example, taking properties of water at room temperature and assuming a relative humidity of
95%, we have

( ) ( )
( ) ( )
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J8.314 293 K ln 0.95
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so that, from Eq. (10),

N0.0727
m 6.9 MPa

10.5 nm

v

s
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m

pRTln
p

p p
V

æ ö
ç ÷
è ø- = - = = (12)

If we take the contact angles to be zero, then, from Eq. (4) and Eq. (11), h =2R2 =21  nm. Now,
for this mathematically idealized case of perfectly parallel plates, 21 nm would be the only
spacing for which a liquid film could exist at thermodynamic equilibrium at 95% relative
humidity. On the other hand, if the surfaces were curved, even slightly, then there would be
a range of humidity values for which a film could be sustained at thermodynamic equilibrium.
It should be noted that, in practical situations, the establishment of thermodynamic equilibri‐
um may require a considerable amount of time, such as hours, or even days. In the interim,
the adhesive forces will be dictated by the current amount of liquid within the interface.
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2.1.2. Dynamic separation

The foregoing analysis is applicable to conditions of static (or quasi-static) equilibrium.
Additional effects may arise from viscous interactions. Consider now a situation where the
upper plate is pulled upward at a prescribed rate, while the lower plate is held fixed. One
approach to analyzing such a situation [9] is to assume that the liquid flow is governed by the
Reynolds equation of lubrication [10].

31 12  p hrh
r r r t

m
æ ö¶¶ ¶

=ç ÷¶ ¶ ¶è ø
(13)

where r is the radial coordinate measured from the center of the axisymmetric film cross-
section. Assuming that the gap, h , is uniform (i.e., independent of r), the above equation can
be integrated twice to give

( ) ( ) ( ) ( )13, 3 ln  o
hp r t c t r c t
h

m= + +
&

(14)

where ḣ ≡ ∂ h
∂ t  and c1(t) and co(t) are constants of integration (i.e., independent of r).

To obtain the constants of integration, we assume that (1) the pressure just inside the free
surface is that corresponding to the static case (see Eq. 4), and (2) the pressure is finite at r = 0.
Then letting R1, as before, denote the inner radius of the droplet, we obtain (in terms of gauge
pressure):

( ) ( )2 21 2
13
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, 3  hp r t r R

h h
g q q

m
+

= - + -
&

(15)

Now, the adhesive force is just given by

( ) 2 41 2
1 13
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2
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For a fixed liquid volume (Vo), which is approximated by Vo =πR1
2h , we arrive at
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(17)
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The above equation shows that adhesive force grows in proportion to the rate ḣ  at which the
plates are being pulled apart and is quite sensitive to the value of separation. Small separations
require a much larger separating force than what is required at larger separations for the given
separating rate. One caveat, however, is that there is a practical limit as to the magnitude of
negative pressure that can be sustained during the separation of surfaces. Whereas thermo‐
dynamic equilibrium suggests that the liquid will cavitate once its absolute pressure ap‐
proaches zero (e.g., [11]), it has also been found that, in certain cases, the liquid film may
achieve absolute pressures that are negative [7, 12–15]. For example, an analytical model was
developed [15] for the dynamic vertical separation of opposing plates and, based on fitting
with experimental data, a tensile strength of 35 kPa was found for a mineral oil. In any case,
if one denotes pcav as the cavitation pressure (relative to atmospheric pressure), then the
maximum possible adhesive force can be written as:

2
cav 1  adF p Rp= - (18)

2.2. Liquid film between rigid, inclined surfaces

Consider the situation depicted in Figure 4, where there is a liquid film between two flat
surfaces whose planes intersect. The configuration of Figure 4a is a non-equilibrium state
owing to the greater free-surface curvature on the right than on the left, and the associated
lower pressure (i.e., greater reduction in pressure compared to ambient). Thus, the fluid will
flow from left to right, all the way up to the edge (Figure 4b) until achieving a configuration
with equal free-surface curvature at left and right ends, thereby yielding the same pressure
drop. The two-dimensional depiction of Figure 4, of course, obscures the required re-config‐
uration that happens in three dimensions. In fact, the entire free surface must attain the same
curvature, which means that liquid would find its way to both the front and back edges as well
as the right edge.

Figure 4. Liquid film between inclined surfaces: (a) non-equilibrium configuration and (b) equilibrium configuration.

2.3. Liquid film between a smooth, rigid sphere and a rigid flat

The sphere-flat configuration is of interest in its own right and as an important part of a rough
surface contact model, in which contributions from various asperity-asperity liquid bridges
are summed by viewing each pair as reflecting the interaction between a pair of spheres having
the asperity curvatures.
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2.3.1. Static and quasi-static conditions

The interaction between a sphere and flat bridged by a liquid film, as illustrated in Figure 5,
has been analyzed in [16]. When the radial width of the liquid film (b) is sufficiently small
compared to the radius of the sphere, the slope of the sphere at the location of the free surface
may be taken as horizontal. In this case, the pressure within the film will be given by Eq. (4)
with h  replaced by h (b), the film thickness at the radial location of the free surface. Additionally,
the sphere contour can be approximated well by that of a paraboloid, so that

( )
2

 
2
bh b D
R

= + (19)

This gives

( )
1 2 1 2

2
(cos cos ) (cos cos )

 

2

ap p
h b bD

R

g q q g q q+ +
- = =

+
(20)

The force of adhesion is obtained by multiplying this pressure difference by the cross-section
area of the liquid bridge (πb 2), giving (after re-arrangement)
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1 2

1 2

2

2 (cos cos )
2 (cos cos ) 1
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RDF R
RDh b
b

p g q q
p g q q

æ ö +
= + - =ç ÷ç ÷

è ø +
(21)

Several studies have considered the role of relative humidity on the adhesion between a sphere
and a flat (or sphere on sphere) [9, 17–23], where, at thermodynamic equilibrium, the radius
of the curvature of the free surface of the meniscus would be equal to the Kelvin radius, per
Eq. (9). Such analysis is most appropriate for volatile liquids [24]. In this case the value of h (b)
appearing in Eq. (21) would be determined directly by the relative humidity, via Eqs. (3) and
(9).

Figure 5. Liquid film between a rigid sphere and a rigid flat.
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2.3.2. Dynamic separation

Now we consider the forces that arise when a sphere of mass m and radius R is separated from
the flat in a dynamic fashion, so that the minimum spacing D is a function of time. Denoting
the instantaneous vertical spacing between the sphere surface and the flat as h (r , t), we have
D =h (0, t). When the wetted radius b is much smaller than the sphere radius, one gets

( ) ( )
2

,  
2
rh r t D t
R

= + (22)

When a net external force F  (i.e., an applied force less the sphere weight) acts on the sphere
(positive upward), the governing equation becomes [25]

2

2  m v
d Dm F F F
dt

= - - (23)

where Fm is the “meniscus” force, which accounts for the effect of the pressure drop across the
curved free surface of the liquid meniscus and Fv is the “viscous” force, which arises from the
deformation of the liquid bridge. It is assumed that any buoyancy forces are negligible.
Following [26], the pressure field, as derived from the solution of the Reynolds equation (e.g.,
[10]), can be written as

( ) ( )
( ) ( )2 2

1 1 1, , 3
, ,

dDp r t p b t R
D dth r t h b t

m
æ ö
ç ÷= - -
ç ÷
è ø
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where μ is the liquid viscosity. Note that the wetted radius  b is itself a function of time.
Assuming that the free surface of the liquid has the same shape as when the film is quasi-static,
the pressure just inside the meniscus, p(b, t) is given by Eq. (4). Thus, integrating over the
meniscus area gives [25]
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where Fad is the adhesive force. Direct integration of the film thickness profile (19) provides
the liquid volume:

( )
4 22 2,

4
bV b D R h b t D
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Assuming the meniscus volume is fixed, we set V =Vo and express the film thickness at the free
surface as

( ) 2, oV
h b t D

Rp
= + (27)

Using this result in Eq. (25) allows the force exerted by the liquid to be expressed in terms of
the separation D
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In cases where the inertial term of Eq. (23) is negligible, the net applied load F is equated with
the sum of the capillary and viscous forces Fad. Moreover, in cases where the variation in the
capillary force is small compared to the variation in the viscous force, Eq. (28) can be integrated
to give [9, 27]
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where ts is the time to completely separate the surfaces, Ds is the distance at which the sphere
and flat are considered completely separated, and Do is the sphere-flat spacing at the beginning
of the separation process. It was argued in [27] that even in the case of initial solid-solid contact,
the value of Do should not be zero, but should be selected in accordance with the interface
roughness. Eq. (29) suggests that the separation process for a viscous-dominated interaction
is governed by the time integral of the viscous force, known as the viscous impulse, the value
of which is a function only of the input parameters of the problem [27]. Now the distance of
complete separation Ds is taken as infinite in [27], and finite in [9]. For Ds→∞, Eq. (29) can be
simplified [27], giving
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where Iv is the viscous impulse. Applying Eq. (30) to the case of a sphere interacting with a
surface that is initially covered with a thin film of uniform thickness h o, the above is approxi‐
mated by [27]

( )26 ln / 2  v o oI R h Dpm= (31)

One important result of the above relationship is that the rate of applied loading determines
the peak adhesive load developed during separation, which we label here the “pull-off force”
(Fpull−off).

For example, when the externally applied force increases at a constant rate (Ḟ ), the pull-off
force takes the form:

pull off 2  m vF F FI- = + & (32)

A modified approach is needed to analyze the “fully-flooded” case, where the sphere interacts
with a sufficiently thick lubricant film that further increases to the film thickness have
negligible impact on the adhesive force. In this case, Eq. (32) still holds, but the viscous impulse
becomes [25]
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where m is the mass of the sphere.

It is emphasized here that Eqs. (28)-(33) presume the liquid film is not experiencing any
cavitation. As discussed previously (see Eq. (18)), the potential development of a fully cavitated
film would provide an upper bound for the adhesive force.

2.4. Liquid film between smooth, elastic flats

Figure 6 depicts a scenario when a liquid film interacts with two semi-infinite elastic bodies,
where E1,2 and ν1,2 are the elastic moduli and Poisson ratios of bodies 1 and 2, respectively and
H is the uniform gap between the surfaces that exists in the absence of deformation. For this
situation, the pressure within the liquid film causes elastic deformation of the half-spaces. Here
we focus our attention on the case were the liquid film wets both surfaces such that they each
experience a contact angle less than 90 degrees. This problem has been analyzed previously
[28] and that work is summarized here. Letting Δp represent the pressure drop across the free
surface of the liquid (from outside to inside), the film pressure (gauge) can be expressed as
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This pressure field causes an associated deformation field [29]
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Figure 6. A liquid film bridging two elastic half-spaces.

In the above equation, u1(r) and u2(r) are the normal surface displacements of bodies 1 and 2,
respectively (each positive toward the opposing body), u(r) is the total displacement, and the
reduced modulus E ′ is given by 1 / E ′ ≡ (1−ν1

2) / E1 + (1−ν2
2) / E2. It is assumed here that the bulk

positions of the bodies are fixed, so that opposing surface points remote to the interface are
maintained at a spacing of H. At any radial position within the wetted film, the film thickness
can be expressed as

( ) ( )h r H u r= - (36)

Using Eq. (35), the volume of the liquid bridge (Vo), which is assumed to be fixed, is given by
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Surface Energy68



( ) 0
p r b

p r
r b

ì-D £ï= í >ïî
(34)

This pressure field causes an associated deformation field [29]

( ) ( ) ( )

/2 2
2

2
0
/2 2 21 2

2
0 2

2

4 1 sin

4 cos

1 sin

pb r d r b
E b

u r u r u r pb b d r b
E r

b

p

p

y y
p

y y
p

y

ì Dï - £
ï
ï= + = í D

¢

>
ï
ï

¢
ï

-
î

ò

ò
(35)

Figure 6. A liquid film bridging two elastic half-spaces.

In the above equation, u1(r) and u2(r) are the normal surface displacements of bodies 1 and 2,
respectively (each positive toward the opposing body), u(r) is the total displacement, and the
reduced modulus E ′ is given by 1 / E ′ ≡ (1−ν1

2) / E1 + (1−ν2
2) / E2. It is assumed here that the bulk

positions of the bodies are fixed, so that opposing surface points remote to the interface are
maintained at a spacing of H. At any radial position within the wetted film, the film thickness
can be expressed as

( ) ( )h r H u r= - (36)

Using Eq. (35), the volume of the liquid bridge (Vo), which is assumed to be fixed, is given by

( ) 2 3162
3

b

o
o

V rh r dr Hb pb
E

p p
¢

= = - Dò (37)

Surface Energy68

The equilibrium configuration can be determined by considering the minimization of the free
energy, which is comprised of elastic strain energy (US) and surface energy UE. The elastic
strain energy is simply given by the work done in creating the deformation field

( )1 2
2

b

E
o

U pu r rdrp= Dò (38)

Using Eq. (35) and carrying out the integration gives

2 38
3EU p b

E
D
¢

= (39)

Now the surface energy consists for energy contributions from the solid-vapor, solid-liquid,
and liquid-vapor interfaces, so that

( )( ) ( )1 2 1 2

2 2 2
S o SV SV SL SL LVU R b b Ap g g p g g g= - + + + + (40)

where subscripts 1 and 2 refer to the upper and lower surfaces, respectively and Ro is the radius
of an arbitrary control region that encloses the interface. It is reasonable to assume here that
the film thickness at the free surface is sufficiently small compared to the meniscus radius that
the energy contributions from the liquid-vapor interface are negligible. Then the total free
energy is given by

( )( ) ( )1 2 1 2

2 2 2 2 38
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¢
+ + (41)

Applying Eq. (5) to each surface and recalling that γ ≡γLV  one obtains

( ) ( )
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2 2 2 3
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A stable equilibrium corresponds to the minimization of the free energy UT  under the
constraint of constant liquid volume Vo. Let us now introduce dimensionless quantities:

Solid-Liquid-Solid Interfaces
http://dx.doi.org/10.5772/61572

69



2 pb
E H

h
D

º
¢

(43)

( )1 2

2
*

3/2 1/2
T o SV SV

T
o

U R
U

E H V

p g g

p ¢

- +
º (44)

( )22
1 2

'2 5

cos cos
Γ

4
oV

E H
g q q+

º (45)

With these definitions, the dimensionless free energy can be expressed as
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Note also that from Eqs. (35), (36) and (43), the minimum film thickness is given by
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So that η provides a dimensionless measure as to the degree of surface approach. When η = 0,
the surfaces are at the original separation throughout, and when η = 1 the surfaces come into
point contact. For a stable equilibrium, the dimensionless energy achieves a local minimum
with respect to η. Thus, a necessary (but not sufficient) condition for stable equilibrium is that
dUT

* / dη =0, which yields the following requirement:
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The solution space of Eq. (48) is shown in Figure 7. An investigation of d 2UT
* / dη 2 at the various

equilibrium values of η reveals that values to the left of the peak (η <0.5577) correspond to stable
equilibrium configurations, whereas those to the right of the peak, correspond to unstable
equilibrium configurations. From the graph, we see that no equilibrium configurations exist
for values of Γ greater than 0.0134. This result implies that solid-solid contact must occur
whenever Γ>0.0134. Further, once solid-solid contact occurs, the contact region grows without
bound (i.e., the free energy, which now includes a solid-solid contribution, decreases monot‐
onically with increasing contact radius).
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With these definitions, the dimensionless free energy can be expressed as
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Note also that from Eqs. (35), (36) and (43), the minimum film thickness is given by
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Figure 7. Equilibrium configurations for two half-spaces bridged by a liquid film.

Using Figure 7, one can determine the adhesive force. Letting the subscript “eq” identify values
corresponding to a stable equilibrium configuration, it can be shown using Eqs. (35)–(37), (43),
and (48), that
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Then, the adhesive force is given by
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2.5. Liquid film between smooth, elastic spheres

When a liquid bridges two elastic spheres [30], as illustrated in Figure 8, the situation is similar
to the case of two elastic half-spaces (discussed above), but with an added feature due the
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surface curvature. The displacement profile is still given by Eq. (35), but the film thickness
profile is now given by

( ) ( )
2

2
rh r H u r
R

= + - (53)

where R is the composite radius of curvature, defined by 1 / R =1 / R1 + 1 / R2. Thus, upon
integrating, the liquid volume takes the form

4
2 316

3 4o
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E R
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¢
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Note that the expressions for the elastic strain energy and surface energy are the same as those
for the two half-spaces, so that the total free energy is still given by Eq. (41). In addition to non-
dimensional parameters η and Γ (Eqs. 43 and 45), we introduce a dimensionless volume
according to

2
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Y º (55)

and use a different form for the dimensionless free energy
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This results in
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(57)

Setting dUT
* / dη =0 leads to the following necessary condition on η for a stable equilibrium to

be achieved
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(58)
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It can readily be shown that for Ψ=0, Eq. (58) reduces to Eq. (48), which is applicable to two
half-spaces. This result is expected because for a finite liquid volume and a finite, non-zero
value of surface spacing, an infinite value of sphere radius (which corresponds to a flat-flat
interface) causes Ψ to vanish as per Eq. (55).

The solution space for Eq. (58) is plotted in Figure 9 for several values of dimensionless volume
Ψ. As observed, the smallest chosen value of Ψ yields a curve that is quite close to the half-
space solution (Figure 7). It turns out that stable equilibrium configurations exist without solid-
solid contact for a range of Γ values that depends on the value of Ψ. This relationship is
summarized in Figure 10, which reveals regions with and without solid-solid contact within
Ψ−Γ space. The boundary curve is given by Γc =0.03007Ψ1.3955 + 0.01336  . If, for a given Ψ, Γ<Γc

then there is no solid-solid contact, whereas for Γ≥Γc the spheres must experience contact.

For equilibrium configurations that do not involve solid-solid contact, the pressure drop is
given by Eq. (51), but with the gap at the free-surface given by

22 8( ) 1
3 3eq eq eq eqh b H h h
p p p
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(59)

and the wetted radius given by (via solution of Eq. 54)
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.

Thus, the adhesive force then becomes
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The above force represents the external, separating force (over and above the weight of the
sphere) required to maintain the spheres at the given configuration (i.e., with undeformed
separation, H).
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In cases where Γ>Γc, the solids come into contact over some contact radius a, with the contact
region surrounded by an annulus of liquid. The presence of contact modifies the form of the
free energy, which becomes [31]

( )( ) ( )( )1 2 1 2 12

2 2 2 2 2
T o SV SV SL SL SU R b b a ap g g p g g p g= - + - - + + (62)

where γS12
 is the surface tension associated with the solid-solid interface.

The dimensionless formulation involves two additional ratios [31]:

bm
a

º (63)

( )1 2
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cos cos

g
g q q

º -
+ (64)

where Δγ is the well-known work of adhesion and is given by [8]

1 2 12
Δ SV SV Sg g g g= + - (65)

The equilibrium solution, for given values of Γ and Ψ, is now expressed in terms of both
η  and m.  In the case of solid-solid contact,  no analytical  expressions exist  for the elastic
strain energy, owing to the unknown contact solid-solid pressure distribution. Therefore,
the equilibrium configurations and associated adhesive forces must be acquired through a
numerical process [31].

It can be shown [31] that the advent of solid-solid contact introduces hysteresis, just as in the
case of the JKR contact model [32], which applies to dry contact. Thus, the set of configurations
that the interface would pass through when breaking the contact, such as during a controlled
separation process, would be different from those experienced upon its formation. For
example, the value of H at which the solid-solid contact is lost during a separation process is
different from the value of H that corresponds to the formation of solid-solid contact during
an approach process. Put another way, there is a jump-on instability at a certain H upon
approach, where the interface goes suddenly from no contact to contact, as well as a jump-off
instability upon separation (at a larger H), where the interface proceeds suddenly from having
a contact radius a to having no solid-solid contact. One convenient experimental measure of
the strength of an adhesive contact is the pull-off force, which can take on different values
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depending upon how the pull-off process is conducted. When the separation H (which is
defined by the minimum gap between the undeformed sphere contours) is specified and
increased quasi-statically, the interface will reach a configuration that is unstable and then
abruptly lose contact. The magnitude of external, separating force required to reach this point
of instability during separation is defined as the pull-off force during a controlled separation
process.

Figure 8. A liquid film bridging two smooth, elastic half-spaces with no solid-solid contact.

Figure 9. Equilibrium configurations for two spheres bridged by a liquid film without solid-solid contact.
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Figure 10. Regions in Γ-Ψ space showing regions with and without solid-solid contact.

2.6. Liquid film between contacting rough, elastic surfaces

Adhesive forces arising due to the presence of a liquid film between rough, elastic (or elastic-
plastic) surfaces have been the subject of several recent works [17, 19–21, 33–37]. Figure 11
depicts a situation where two rough, elastic surfaces are in contact in the presence of an
intervening liquid film. Taking into consideration a three-dimensional geometry, the assump‐
tion here is that the liquid film is continuous, so that there are no regions of liquid completely
encased within a zone of solid-solid contact. Now in the case where the liquid wets the surfaces
(i.e., the contact angles are less than 90°), the free surface of the liquid is concave and the film
pressure is sub-ambient. Assuming that the lateral dimensions are much greater than the liquid
film thickness, the pressure drop across the free surface is given by

1 2(cos cos )
  a

fs
p p p

h
g q q+

D = - = (66)

where h fs is the film thickness at the location of the free surface. For a continuous liquid film
in static equilibrium, the pressure throughout the film must be the same, so Eq. (66) suggests
that the periphery of the liquid film is at a constant height. The overall equilibrium shape of
the film will depend upon the details of the gap distribution within the surfaces, which itself
will be modulated by surface deformation due to the tensile stresses exerted by the liquid film.
In general, the equilibrium configuration of the liquid film will not be axisymmetric. However,
for surfaces that are nearly flat aside from a small-scale roughness, we can expect that the
equilibrium film shape will be nearly axisymmetric. Assuming an axisymmetric liquid film,
one can describe the establishment of equilibrium as follows: First, suppose a quantity of liquid
is placed upon a surface that will serve as the lower surface of the contacting pair. Then, the
other surface is placed in contact with the lower surface (and the liquid film) under some
external load P. As solid-solid contact is first formed at the mutual asperity peaks, the liquid
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film will be quickly squeezed out to a radius that is determined by the given liquid volume
and the average gap between the surfaces within the wetted region. However, as capillary
forces take effect, the elastic surfaces will further deform, thereby reducing the mean gap
between the surfaces and causing an increase in the wetted radius. An increase in the wetted
radius in conjunction with a decreasing interfacial gap will cause a greater tensile force Ft  and
greater surface deformation. Hence, there is the possibility that the rate of increase of the
capillary force (with expanding wetted radius) will exceed the rate of increase of the com‐
pressive force coming from the contacting asperities. In such a situation, the interface is
expected to collapse, whereby the solid surfaces come into complete or nearly complete
contact.

One numerical model of such an interface appears in [35]. Here it is assumed that the liquid
film is axisymmetric and that deformation of the asperities is modeled according to the multi-
scale contact model of [38]. Thus, the surface topography is characterized by its spectral content
and algebraic formulas are applied to compute the effects of external and capillary forces on
the average spacing within the interface. Another important assumption is that the mean
spacing h̄  within the wetted region is a good approximation to the spacing at the free surface
h fs so that pressure drop within the film is approximated by

1 2(cos cos )
Δ  p

h
g q q+

= (67)

Figure 11. A liquid film bridging two rough, elastic surfaces.

Thus, the tensile force (Ft) becomes

2 1 2(cos cos )
 tF b

h
g q q

p
+

= (68)

where b is the radius of the wetted region. If one defines the adhesive force as the tensile
contribution to the net force exerted on either solid body, then Ft  is the just the adhesive force
(Fad ). An alternative definition for the adhesive force would be the value of the tensile external
load required to maintain static equilibrium, or required to achieve a certain separation and
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separation rate. The latter definition views the adhesive force as the interfacial tensile force
less the interfacial compressive force.

Sample results of the analysis are displayed in Figure 12, for the following input parameters:
Vo = 0.1 mm3, γ = 72.7 mN/m, σ = 0.4 μm, and An = 4 cm2, where σ is the r.m.s. surface roughness
of a 3D isotropic surface with a Gaussian height distribution, and An is the nominal contact
area of the interface (i.e., the projected area of the interface in Figure 11). Figure 12 shows the
influence of external load on several contact parameters, including tensile force and contact
area (Fig. 12a) as well as average gap and wetted radius (Fig. 12b). The tensile force is seen to
grow steadily with increasing external load until approaching a critical load, where the rate of
increase of tensile force with load approaches infinity. The attainment of a near vertical slope
in the curve suggests that the interface is unstable: no equilibrium configurations could be
found for values of external load beyond the critical value. Analogous results are found for
the average gap, tensile radius and solid-solid contact area. Such behavior suggests interface
collapse, whereby beyond the critical point, the surfaces come into complete and near complete
contact [33–36]. By introducing certain dimensionless parameters, the results can be general‐
ized. Let an adhesion parameter Γ be defined according to
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and let the dimensionless versions of external load, tensile force, and liquid volume be defined
respectively as
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The results for dimensionless tensile force versus the adhesion parameter are depicted in
Figure 13 at several values of dimensionless volume. This figure reveals that, for each dimen‐
sionless volume considered, there is a critical value of the adhesion parameter whereby the
force curve becomes vertical, suggesting the onset of surface collapse.
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Figure 12. The effect of external load: (a) tensile force and contact area; (b) average gap and wetted radius.

Figure 13. Dimensionless tensile force as a function of adhesion parameter for several dimensionless liquid volumes.
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Abstract

The paper presents the effect of some surface treatment on the bonded joints strength
of selected construction materials, adhesive properties of adherends after surface
treatment and surface roughness. The aluminium alloys sheets, the titanium sheets
and the stainless steel sheets were tested. In the experiments the following surface
treatments were investigated: degreasing (chemical cleaning), mechanical treatment,
mechanical treatment and degreasing, etching, anodising and chromate treatment.
Adhesive joints were formed with a two component epoxy adhesive, Loctite 3430.
Adhesive joint tensile-shear strength tests were performed in accordance with EN
DIN 1465 standard on Zwick/Roell Z100 and Zwick/Roell Z150 testing machines.
Adhesive properties were determined by surface free energy and surface free energy
was determined by the Owens-Wendt method. The roughness of specimens was
qualified by the method for measuring contact roughness, using an M2 profilometer
manufactured by Mahr. The surface view was obtained by used NanoFocus uscan
AF2. Results obtained from adhesive joint strength tests of materials evidence that
surface treatment plays an important role in increasing strength of analysed joints.
Tests indicate that in numerous instances this is mechanical treatment only or
mechanical treatment followed by chemical cleaning which translate to the highest
joint strength. The surface treatment method which introduces extensive changes in
the analysed materials surface geometry is mechanical treatment. The results of
surface roughness parameters measurement carried out on test samples subjected to
anodising indicate that anodising has an impact on the height of surface irregularities.
The application of various surface treatments in different structural materials allows
modification of their adhesive properties, determined by the surface free energy. It
was noted that different surface treatments contribute not only to the surface free
energy changes but to the SFE components share in the total value. In the majority of
variants of EN AW-2024PLT3 aluminium alloy sheet surface treatment the dispersive
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component amounted to the 93-99% of the total surface free energy. The assumption
then should be that in order for the determination of a particular surface for adhesive
processes to be comprehensive it should account for the adherends surface geometry
as well as its adhesion properties. The geometry of surface can influence the mechan‐
ical adhesion and the surface free energy is connected with both mechanical adhesion
and the other constituent of adhesion – proper adhesion.

Keywords: adhesive properties, surface free energy, contact angle, metals, metals
alloys, surface treatment

1. Introduction

Adhesive bonding provides an invaluable alternative to other modern methods of joining
structural materials [1-3]. At present, bonding technology offers a range of applications for a
number of various branches of industry, including in building, automotive, aircraft, machine-
building, packaging manufacturing, and marine applications [4]. Bonded joints find applica‐
tions in various structures and constitute an extensively used form of adhesive joint [5].
Adhesive bonding technology offers numerous advantages over other methods, and joining
materials of dissimilar physical or chemical properties is a prominent mark of superiority. This
feature frequently determines that adhesive bonding is the only applicable method, particu‐
larly in the case of adherends of different chemical composition and physical properties, which
could pose a considerable problem if, e.g., a welded joint were to be applied.

The increasing popularity of adhesive bonding as a method for joining metals is a result of
several factors [1-10], e.g., high joint strength and lack of stresses within the joint, along with
low cost per unit resulting predominantly from the amount of adhesive used to form a single
joint. Further advantages of adhesive joints are as follows: vibration damping, forming the
joint without machine tools, expensive equipment or materials (nevertheless in certain cases
the cost of technological instrumentation may prove to be high), lack of electrochemical
phenomena usually accompanying other methods of joining metals, and the joining of
dissimilar structural materials, frequently of substantial disproportions in geometric dimen‐
sions [2, 5]. Currently, adhesive joining is frequently applied in bonding polymer composite
and metal substrates. Structural adhesive bonding is an indispensable method of joining thin-
walled elements of sandwich construction, whose advantages are lightness and rigidity, which
are essential properties in aircraft constructions [1, 3].

One requirement of structural bonded joints is proper strength [2, 3, 5]. This is important due
to the fact that one of the basic requirements to be fulfilled by an adhesive joint is obtaining
the desired static strength. The strength of adhesive joints is determined by several major
factors: technological, structural, material and environmental [6, 7, 11-19].

Adhesive bonding technology comprises several consecutive technological operations: surface
treatment, preparation and application of adhesive, joining substrates, cure conditioning,
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finishing and joint quality control [2, 3, 5]. Individual operations may consist of a number of
stages of specific technological parameters; they might also require various items of equipment
and instrumentation. Detailed conditions of adhesive bonding operation are selected based
on, inter alia, the type of substrate, the geometry of elements and structures, joint formation
conditions, production type, etc. [1-4, 7, 14, 18, 20, 21].

A summary of the previous studies of some issues in adhesive joints and bonding technology
is presented in Table 1.

Issues in adhesive joints and bonding

Influence of factors on adhesive joints’ strength Technological factors, e.g., surface treatment [1-4, 6, 9,
10-12, 17, 19]

Structural factor [2, 3, 14, 18, 21]

Advantages of adhesive joints and bonding Advantages of adhesive joints and comparison of
bonding with other joining method [2, 3, 5, 20]

Adhesive properties Surface free energy [12, 13, 19, 22]

Wettability [19, 22]

Table 1. Summary of some issues in adhesive joints and bonding technology

The subject of the test and analysis were the issues of surface treatment, particularly the
influence of surface treatment on surface free energy and strength of adhesive joints, and also
the influence on the geometric structure of adherends.

2. Adherend surface treatment for adhesive bonding

2.1. The aim of surface treatment

Surface pretreatment is one of the first and most important technological stages in the adhesive
bonding process. It is preceded by the analysis of properties, type and geometrical structure
of a material surface for adhesive bonding, as the choice of an appropriate surface pretreatment
method depends on these data [4-8]. In adhesive bonding, the surface of joined elements is
defined as the part of the material where interactions with an adhesive occur [2]. This is
connected both with the area and depth of interaction. In order to produce strong adhesive
joints, surface pretreatments for adhesive bonding should ensure the following [3, 5, 13, 20]:

• removal of all contaminants that could significantly decrease adhesive joint strength (such
as lubricants, dusts, loose corrosion layers, micro-organisms) from surfaces to be bonded,

• good surface wettability,

• repeatability of properties,
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• correct surface development,

• good activation of surfaces of elements being bonded.

Surface treatment includes, inter alia, the following operations [5, 7, 23-26]:

• removal of surface contaminants, residues of technological processes (e.g., stamping,
rolling, forging or machining) or of a protective layer providing, e.g., corrosion protection
in storage and transport, and in the case of polymers, removal of additives migrating to the
surface layer,

• changes in the geometric structure of the surface, through, e.g., increasing the surface
roughness, which results in the development of a “true” wetting surface, the contact surface
of, for instance, adhesive or paint,

• reduction of intermolecular forces’ range, leading to the increase of the surface free energy,
which is of significance to the wetting process.

Critchlow et al. [27] underline that a particular pretreatment for structural bonding will ideally
produce a surface which is free from contamination, wettable by the adhesive, highly macro-
or micro-rough, mechanically stable, and hydrolytically stable.

Spadaro, Dispenza and Sunseri [28] systematized surface treatment operations when present‐
ing test results of the impact of surface treatment operations on adhesively bonded joints of
aluminium alloys.

The selection of surface preparation method, including the choice of proper technological
operations aimed at developing a desired structure and energetic properties, is dependent on
multiple factors, predominantly the type of materials to be joined with an adhesive bond.

In the test of adhesive properties and adhesive strength the following materials were used:

• aluminium alloy sheets: EN AW-2024PLT3 and EN AW-7075PLT0,

• titanium sheets: CP1 (Grade 1) and CP2 (Grade 2),

• X5CrNi181 stainless steel.

The following surface treatments were tested:

• degreasing (chemical clearing) with degreasing agents

• mechanical treatment with abrasive tools ,

• anodizing,

• chromate treatment,

• etching,

• a combination of selected aforementioned methods.
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2.2. Characteristics of some surface treatment methods

2.2.1. Degreasing

Chemical cleaning of a surface, frequently referred to as degreasing, constitutes, in the majority
of instances, the first surface treatment operation in the preparation of adherends for adhesive
joining [5]. The surface of adherends is covered with a layer of grease, dust, various machining
residues, or organic and non-organic substances. That is why chemical degreasing is applied
to remove from the surfaces of adherends all contaminants which could decrease the strength
of the adhesive bond in the adherends’ contact area [20]. The selection of chemical cleaning
method and degreasing agent is contingent on numerous factors, such as: the efficiency of
chemical cleaning, the dimensions of adherends, the type of material, technological equipment
available, etc. [2]. The degreasing process can be conducted with different degreasing agents
and instrumentation [2, 3, 5].

The following cleaning methods are used in industrial manufacture [5]:

• solvent wipe,

• immersion in an ultrasonic solvent bath,

• vapour degreasing with solvent,

• washing with aqueous solutions,

• high-pressure water steam cleaning.

The most frequently applied degreasing agents include: acetone, petrol, benzene, ethanol,
trichloroethane, tetrachloroethane, toluene, methyl ethyl ketone (MEK), to name but a few [2,
5]. A variety of cleansing agents such as organic solvents and water-miscible detergents are
commonly available. The chemical cleaning procedure is carried out in immersion washers,
treatment chambers or with a soaked cloth [5].

2.2.2. Mechanical treatment

Mechanical methods find applications in both the removal of contaminants and the changing
of surface geometry [29]. The structure of the surface layer is a feature heavily dependent on
the surface roughness. Although mechanical treatment acts towards changing the surface
structure, and therefore towards its development, it fails to activate it for bonding.

Methods of mechanical treatment, employed as preparation of the adherend surface, include
the following: abrasive tool treatment, abrasive blasting, grit blasting, peening, brushing,
scraping and sanding [5, 11, 30, 31].

When employing these treatment methods, particular attention should be given to surface
roughness geometry [32] so as not to generate excessive internal stresses, which could
contribute to lowering the adhesive joint’s strength. L.F.M. da Silva et al. [33] highlight that
considerable surface roughness might result in increased stress concentration and consequent‐
ly lower joint strength. Extreme surface roughness of adherends can lead to lowering of the
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adhesively bonded joint’s strength when the adhesive fails to penetrate and wet the surface
irregularities. Analysis of surface topography with regard to the wetting angle proves that
irregularities in the shape of elongated ridges, characterized by low apex angle value and high
accumulation, are the most advantageous. It has been shown in the literature [21] that the
highest joint strength properties are obtained when the surface roughness parameter of
adherends (Maximum Profile Valley Depth) Rm = 7 ÷ 25 μm.

Some researchers argue that mechanical methods applied in surface treatment generate non-
axial shear stresses, which lead to structural micro-cracks, e.g., micro-stresses, dislocations,
sharp edges, crevices, etc. It was, furthermore, concluded that mechanical treatment can cause
compressive stresses in the surface layer of adherends and, consequently, their plastic
deformation. This, in turn, is a factor introducing stresses into the adhesive layer, which could
reduce adhesive joint strength by 10-50 % [21].

2.2.3. Chemical treatment

Surface preparation with chemical treatment methods is employed in the case of adherends
of a substantial amount of surface contamination. Chemical methods, based on liquid chemical
compounds, enable surface and surface layer development. Their chemical constitution
ensures high physicochemical activity of the surface with a bonding agent (e.g., adhesive),
applied or medium substance [2, 5].

Aluminium alloy etching [21] showed that the constitution of etching bath has a great impact
on the adhesive joint’s strength; for instance, shear strength of aluminium alloys subjected to
etching in 4 % NaOH is 40 % higher than in the case of 20 % HNO3.

2.2.4. Electrochemical treatment

Anodizing is a widely used surface treatment operation applied in metals, consisting in
electrolytic formation of oxide film. Anodizing finds applications predominantly in alumini‐
um and its alloys; however, it may be used in certain types of steel, titanium and magnesium
alloys. Eloxal process (electrolytic oxidation of aluminium) is a term frequently encountered
in reference to aluminium anodizing [34].

Anodic oxidation of aluminium, known as anodizing, is a process during which on the surface
of metal a thicker oxide layer is formed, providing superior corrosion protection to the natural
passivation layer [35-37].

The anodizing process consists in the aluminium surface being transformed into aluminium
oxide when exposed to electrolyte solution yielding OH- hydroxide ions [38]:

- -
2 3 22Al + 6OH Al O + 3H O + 6e® (1)

The resulting oxide layer thickness grows with anodizing time. It may amount to several dozen
mm for protective and decorative layers or even exceed 100 mm for durable engineering
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application aluminium layers. The final structure of layers depends on the alumina-solubility
of the electrolyte solution [39].

In the initial stages of aluminium oxide film formation, a dense thin layer (0.01 – 0.1 μm) of
Al2O3 is formed (the so-called barrier or blocking layer), which subsequently changes into a
porous layer as a result of barrier layer reformation at the oxide-electrolyte interface. The
barrier layer is generated owing to Al3+ ions’ migration in the electric field and their reaction
with O2- or OH- ions producing anhydrous Al2O3. The final stage consists in the porous layer’s
expansion in thickness (up to 100 μm) [36].

Oxide films obtained from poorly soluble solutions are characterized by a specific porous
structure. Regularly distributed pores almost throughout the oxide layer and perpendicular
to the surface have a diameter ranging from several to several tens of nanometres, depending
on the conditions of anodic oxidation. The barrier layer is a thin non-porous layer situated
from the inside. Due to the fact that the pores are densely distributed and small in diameter,
the surface of such aluminium oxide is well-developed and is characterized by high adsorp‐
tivity, which is used in, e.g., introducing dyes.

For protective and decorative applications, it is the sulphuric acid bath which is the most
commonly used. The layer thickness is adjusted according to norms depending on the
operating conditions of the product [40].

The characteristic porous structure of oxide layers formed in the process of anodizing in
sulphuric acid facilitates subsequent chemical dyeing operations. Organic dyes are frequently
applied, most of which easily adsorb on the developed aluminium oxide surface. The process
is usually performed in diluted dye solution at elevated temperature and in adjusted dye
solution pH. The process, however, has one disadvantage, namely the poor light-fastness of
the resulting surface colouring, particularly when exposed to direct sunlight. That is why only
a small number of organic dyes are permitted for dyeing aluminium architectural elements
[38, 41].

Chromate coatings are recognized as conversion coatings, i.e., coatings generated as a result
of the chemical or electrochemical reaction of a metal surface layer with certain chemical
compounds in which the produced salt is practically insoluble in the medium where the
reaction is conducted [42, 43].

The previous study [44] provides results of the application of surface treatment operations on
aluminium alloy sheets: yellow and black anodizing in sulphuric acid, self-colour anodizing
and chromate conversion coating lead to certain changes in the surface free energy values.
However, different variants of anodizing in sulphuric acid resulted in changes in percentage
distribution of the dispersive and the polar component of the surface free energy. The results
of the surface free energy and its component calculations indicate that the highest surface free
energy value was obtained in the case of chromate coating (69.8mJ m-2) and self-colour
anodizing in sulphuric acid (68.5mJ m-2). Simultaneously, the lowest value of the surface free
energy was observed for black anodization.

A summary of the previous studies of selected surface treatment of various adherends are
presented in Table 2.
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No. Type of surface treatment Type of adherend

1 Degreasing aluminium [12]

2 Mechanical treatment aluminium [6, 30], steel [2, 32], titanium [4]

3 Chemical treatment polymers [23], titanium [4]

4
Electrochemical treatment: anodizing, chromate
coating

aluminium [24, 27, 39, 41-44]

5 Others: plasma treatment aluminium [47]

Table 2. The examples of type of surface treatment and adherends

Numerous studies [2, 5, 7, 23-26] stress the importance of the effect of surface pretreatments
for adhesive bonding and their effect on adhesive joint strength and the quality of adhesively
bonded joints.

2.3. Surface preparation methods and adhesive joint strength

2.3.1. Adhesive joints: Types and dimensions

The research subject was a shear-loaded single lap adhesive joint of selected structural
materials. Sample dimensions are presented in Figure 1: length of adherends l = 100±0.4 mm,
width b = 20±0.3 mm, bond-line thickness: gk = 0.1±0.02 mm [46].

Figure 1. Single lap adhesive joint: b – adherends width, g – adherends thickness, gk – bond-line thickness, l – adher‐
ends length, lz – overlap length, P – force representing load type and direction

Thickness of adherends g and overlap length lz, are presented in Table 3 [46].
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No. Type of adherend
Adherend thickness g,

mm
Overlap length

lz, mm

1 EN AW-2024PLT3 aluminium alloy sheet 0.64 24

2 EN AW-7075PLTO aluminium alloy sheet 0.80 27

3 CP1 titanium sheet 0.40 8

4 CP3 titanium sheet 0.80 16

5 X5CrNi181 stainless steel 1.00 14

Table 3. Dimensions of analysed adhesive joints

2.3.2. Adhesive joints forming

Adhesive joints were formed with a two-component epoxy adhesive, Loctite 3430 [47], suitable
for the analysed adherends, with a short cure time at room temperature. The adhesive was
prepared with a static mixer and applied on one of the adherends, in accordance with the
manufacturer’s recommendations. Even bond-line thickness was ensured in preliminary
research by, inter alia, selecting a suitable amount of adhesive and pressure while curing.

Proper surface treatments were selected according to the given structural material:

1. degreasing (chemical clearing) with degreasing agents,

2. mechanical treatment with abrasive tools ,

3. anodizing,

4. chromate treatment,

5. etching,

6. a combination of selected methods listed above.

Degreasing in experimental tests was carried out with Loctite 7036 degreasing agent, mostly
containing aliphatic hydrocarbons. Chemical cleaning with Loctite 7063 was a three-stage
process consisting in spraying the surface of adherends, removing the agent with a cloth, and
after the final application of the degreaser leaving the sample to dry. Chemical cleaning took
place at an ambient temperature of 20±2 °C, and in relative humidity of 32-40 % [47].

Since chemical cleaning is rarely sufficient for providing good adhesion, as previously
mentioned, the sample preparation included an abrasive mechanical treatment stage, per‐
formed with abrasive paper, which is the most convenient material for mechanical treatment
of adherends. This approach is selected because of its high efficiency and accessibility com‐
bined with low cost, and its uncomplicated and versatile application in various conditions.
Another important advantage of this method is that it requires little effort to ensure the
machined surface shows marks in no direction.

Mechanical treatment in experimental tests was carried out with P320 abrasive paper.
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The last stage of this surface treatment operation, having treated the surface with abrasive
paper, was to remove the remaining contaminants from the surface with Loctite 7036 degreas‐
ing agent.

Sulphuric acid anodizing was another surface treatment used in tests. Adherends were
immersed in 180-200 g/l solution of sulphuric acid at the temperature of 10÷15 °C for 35
minutes. Afterwards, the samples were dyed yellow in a 40÷55 g/l solution of K2Cr2O7, pH
4.5÷6.2, at the temperature of 90÷95 °C for 35 minutes.

Another batch of samples was subjected to chromate treatment, consisting of a 30 second
immersion in a 5.5 g/l solution of Na2Cr2O7; a 4 g/l solution of Na2SO4; 4.5-5.5 g/l solution of
H3BO3 and a 1.5 ml/l solution of HNO3, pH 1.4-1.6.

Finally, the last surface treatment applied in tests for comparison was etching in a 40-60 g/l
aqueous solution of sodium hydroxide. The adherends were immersed for 3-4 minutes at 45-55
°C, subsequently rinsed with warm running water and finally left to dry.

For the sake of control, a part of the samples remained untreated. This allowed the determi‐
nation of the actual impact of surface treatments on the surface free energy values of adherends.

Joint forming conditions were as follows:

• cure temperature 20±2 °C,

• relative humidity 32-40 %,

• pressure when curing 0.02 MPa;

• seasoned for 48 h at ambient temperature of 20±2 °C.

2.3.3. Strength tests

Adhesive joint tensile-shear strength tests were performed in accordance with EN DIN 1465
standard on Zwick/Roell Z100 and Zwick/Roell Z150 testing machines. Testing speed was
equal to 5 mm/min.

2.3.4. Test results

The results of shear strength tests on EN AW-2024PLT3 aluminium alloy sheet adhesive joints
are presented in Figure 2. The results presented in figures are mean values of 8-2 measurements
performed for each surface treatment variant.

Application of anodizing and chromate operations as an EN AW-2024 aluminium alloy sheet
surface treatment method produced adhesive joints of maximum shear strength of 11.09 MPa
and 12.39 MPa, respectively. Similarly good results in promoting joint strength were observed
when the surface of EN AW-2024PLT3 aluminium alloy sheets was subjected to exclusively
mechanical treatment; the results in that case amounted to 8.43 MPa and 8.66 MPa; therefore,
the joint strength was six times higher than in the case where no surface treatment was applied.
In the failure of EN AW-2024PLT3 aluminium alloy sheet adhesive joints, a characteristic and
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repeatable shape of failed elements can be noticed. An observed plastic deformation of
adherends results from shear and bending stresses.

Test results for homogenous EN AW-2024PLT3 aluminium alloy sheet adhesive joints’
strength after certain surface treatment procedures are presented in Figure 3.

Adhesive joints were formed on 0.80 mm thick sheet samples. The highest sheet adhesive joint
strength was observed after mechanical treatment (5.75 MPa), while the lowest was produced
in the case of untreated adherends (4.30 MPa). In the latter case (variant M), the increase in
joint strength was equal to 25 % as compared with variant U (untreated surface). The analysis
of chemical treatment leads to the conclusion that the application of this particular operation
generates conditions promoting joint strength. In addition, a positive impact of degreasing on
joint strength can be observed in relation to the variant with no chemical treatment (approx.
9 % higher). It was observed that in each case when preparation of adherends’ surface for
adhesive joining was performed, higher joint strength is produced in comparison with variant
U (untreated surface).

Adhesive joint strength tests were carried out on two types of titanium adherend: CP1 and
CP3. CP1 titanium sheet adhesive joint strength after the analysed surface treatments is
presented in Figure 4.

This shows that the highest strength was demonstrated by samples subjected to degreasing,
and mechanical and degreasing. The shear strength of these joints was nearly four times higher
than in the case of an untreated surface, whereas exclusively mechanical treatment only proved

Figure 2. Shear strength tests of EN AW-2024PLT3 aluminium alloy sheet adhesive joints after different surface treat‐
ment methods: U - untreated, D - degreasing (chemical cleaning), M - mechanical treatment, MD - mechanical treat‐
ment and degreasing, E - etching A – anodizing, Ch - chromate treatment

Adhesive Properties of Metals and Metal Alloys
http://dx.doi.org/10.5772/60599

95



slightly less effective. The shear strength developed here was notably lower by 7 MPa as
compared to variant D (degreasing).

Figure 3. Shear strength tests of EN AW-7075PLT0 aluminium alloy sheet adhesive joints after different surface treat‐
ment methods: U - untreated, D - degreasing (chemical cleaning), M - mechanical treatment, MD - mechanical treat‐
ment and degreasing

Figure 4. Shear strength tests of CP1 titanium sheet adhesive joints after different surface treatment methods: U - un‐
treated, D - degreasing (chemical cleaning), M - mechanical treatment, MD - mechanical treatment and degreasing
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Strength test results for CP3 titanium sheet adhesive joints after the analysed surface treatment
are shown in Figure 5.

The application of mechanical and chemical treatment as surface treatment operations for CP3
titanium sheets was translated into the highest joint strength (14.20 MPa). The shear strength
of such joints was seven times greater than in the case of an untreated surface. When treated
mechanically, with no chemical cleaning, or in the case where only mechanical cleaning was
applied, the resulting joint shear strength was lower. Homogeneous CP3 titanium sheet
adhesive joint shear strength after degreasing constituted 68 % of strength value obtained
following variant MD of surface preparation and 76 % of variant M (mechanical treatment).

Stainless steel adherend samples were treated in an identical manner to the case of aluminium
and titanium sheet adherends. Joint strength test results after the analysed surface treatment
are presented in Figure 6.

It was observed that the highest values of joint strength were obtained after mechanical and
chemical treatment (14.84 MPa), but it was observed that there were large differences in the
obtained test results. Standard deviation is significantly greater than for other types of surface
treatment. The difference in the values of the strength after the application of degreasing and
after machining and degreasing is about 10 %. Based on the results of the statistical analysis,
it can be seen that the use of both degreasing and mechanical treatment makes it possible to
obtain the same strength, with a higher reproducibility for the degreasing. Comparing the
results of the bond strength after the surface treatment and without treatment by test materials

Figure 5. Shear strength tests of CP3 titanium sheet adhesive joints after different surface treatment methods: U - un‐
treated, D - degreasing (degreasing), M - degreasing, MD - mechanical treatment and degreasing

Adhesive Properties of Metals and Metal Alloys
http://dx.doi.org/10.5772/60599

97



to prepare the surfaces for bonding, it can be noted that each of the analysed types of surface
treatment allows for a greater strength to be obtained than the variant of untreated surface.

In numerous instances, when degreasing follows mechanical treatment, the resulting joint
strength is higher as compared to joint strength of materials subjected exclusively to mechan‐
ical treatment. These results are evident in the case of CP1 and CP3 titanium sheet adhesive
joints, while in EN AW-2024PLT3 and EN AW-7075PLTO aluminium alloy sheets the increase
was insignificant. It ought to be mentioned, however, that chemical cleaning produced the
highest scatter of joint strength value results as compared with other surface treatment
operations. It could be indicative of higher non-uniformity of adhesive properties obtained in
the case in question, which would in turn result in considerable differences in adhesive joint
strength values obtained in tests. This observation is, furthermore, confirmed by the SFE value
analysis carried out after degreasing of, e.g., CP1 (Figure 4) and CP3 (Figure 5) titanium sheets.

3. Adhesive properties, wettability and surface free energy

3.1. The characteristics of surface properties

Adhesive properties of the surface layer of structural materials determine the adequacy of the
constituted surface layer for the processes where adhesion plays an essential role [48, 49].

Adhesive properties can be described with different physical quantities: the contact angle Θ
and related wetting phenomenon, the work of adhesion Wa and the surface free energy. The

Figure 6. Shear strength tests of stainless steel adhesive joints after different surface treatment methods: U - untreated,
D - degreasing (chemical cleaning), M - mechanical treatment, MD - mechanical treatment and degreasing
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contact angle Θ is an indicator of wettability – good wettability is marked by a small contact
angle (Θ < 90°), whereas poor wettability co-occurs with a high contact angle (Θ > 90°) [50-52].

The small contact angle of water is presented in Figure 7 and the contact angle of diidomethane
is presented in Figure 8. Figure 9 presents the high contact angle of water (Θ > 90°). Direct
measurement of the contact angle of a liquid drop on the analysed surface is presented in
Figures 7-9.

Many researchers argue that adhesive properties can be determined with surface free energy
(SFE). This thermodynamic quantity describes the surface energetic state and is characteristic
of particular solids or liquids. There are a number of SFE calculation methods, e.g., the Fowkes
method, the Zisman method, the Owens-Wendt method and the van Oss-Chaudhury-Good
method, the Neumann method and the method of Wu [49, 43-56].

Figure 7. The small contact angle of water (Θ < 90°)

Numerous methods for direct measurement of the surface free energy are applied in liquids;
however, in solids only indirect methods for determining the SFE can be applied.

3.2. Surface free energy after various surface treatments

3.2.1. Characteristics of tested materials and surface treatment

Tests were conducted on the following types of material:

• EN AW-2024PLT3 aluminium alloy sheets,
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• EN AW-7075PLTO aluminium alloy sheets,

Figure 8. The small contact angle of diidomethane (Θ < 90°)

Figure 9. The high contact angle (Θ > 90°)
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Figure 8. The small contact angle of diidomethane (Θ < 90°)

Figure 9. The high contact angle (Θ > 90°)
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• CP1 titanium sheets,

• CP3 titanium sheets,

• X5CrNi181 stainless steel.

Surface treatment operations were selected according to a given structural material [47]:

1. Degreasing with degreasing agents,

2. mechanical treatment with abrasive tools

3. anodizing,

4. chromate treatment,

5. etching,

6. a combination of selected methods listed above.

3.2.2. Method for determining free surface energy

Adhesive properties were determined by free surface energy. Free surface energy, in turn, was
determined by the Owens-Wendt method. The method assumes that free surface energy (γS)
is a sum of two components: polar (γS

p) and dispersive (γS
d), and that they all are characterized

by the following dependence [5, 12, 22]:

pd
S S Sγ = γ + γ (2)

The polar component is defined as a sum of components generated by intermolecular forces,
including  polar,  hydrogen,  inductive,  acidic  and  basic,  excluding  dispersive  forces.
Dispersive  forces,  on  the  other  hand,  are  components  of  free  surface  energy.  To  deter‐
mine polar and dispersive components of free surface energy, it is necessary to measure
wetting angles of the surfaces of the materials being tested using two measuring liquids.
Measuring liquids used to this end are liquids whose free surface energy and its polar and
dispersive components are known. One of the liquids is apolar,  while the other is bipo‐
lar.  Distilled water  was used as  the  bipolar  liquid and diiodomethane was used as  the
apolar liquid. The components γS

d and γS
p of the tested materials can be determined using

the relevant formulas given in the studies [12, 22].

The essential values of the applied measuring liquids’ surface free energy γS and its compo‐
nents are listed in Table 4.

To calculate free surface energy, the wetting angle Θ of the surfaces of the tested materials was
measured. The measurements were made using the method for direct measurement of the
angle formed by a measuring liquid drop and the surface being examined. The measurements
of the wetting angle were performed at a temperature of 26±2 °C and air humidity of 30±2 %.
The volume of drops of the measuring liquids ranged from 0.8 to 1.5 μl. To every sample surface
(there were 10 samples for each material), five drops of the measuring liquids were applied.
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After that, 5-10 measurements were made and the mean for each sample batch was calculated.
The wetting angle was measured immediately following the application of a drop of the
measuring liquid (after a few seconds). The measurements were made using a PGX goniometer
manufactured by Fibro System (Sweden) and a PG programme for computer image analysis.

3.2.3. Results of surface free energy

The preparation of adherends for bonding was material-dependent, i.e., certain treatments,
such as anodizing, chromate treatment or etching, were only applicable for 2024 aluminium
alloy sheet adherends. The remaining samples were subjected to standard operations, mainly
degreasing, mechanical treatment and the combination of the two. Figure 10 and Figure 11
present the values of the surface free energy γS and its components for the analysed aluminium
alloys after particular surface treatments.

Figure 10. Surface free energy of EN AW-2024PLT3 aluminium alloy sheets: U – untreated, D – degreasing (chemical
cleaning), M – mechanical treatment, MD – mechanical treatment and degreasing, A – anodizing, Ch – chromate treat‐
ment, E – etching

No. Measuring liquid
γL

[mJ/m2]
γL d

[mJ/m2]
γL p

[mJ/m2]

1 Distilled water 72.8 21.8 51.0

2 Diiodomethane 50.8 48.5 2, 3

Table 4. Values of free surface energy γL of the measuring liquids applied and its components [22]
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Figure 12 and Figure 13 present the values of the surface free energy γSp and its components
for titanium sheets after particular surface treatments.

Figure 14 presents the values of the surface free energy γS and its components for stainless
steel after particular surface treatments.

After analysis of the test results presented in Figures 10-14, it becomes apparent that there is
a direct correlation between different surface treatments and the surface free energy of
adherends. The final values of γS, however, depend on the type of material rather than the type
of surface treatment. Furthermore, the values of polar γS

p and dispersive γS
d components of

the surface free energy exhibit the tendency to vary not only within the same type of material
but within the same type of surface treatment as well. In each of the analysed instances
(excluding anodizing, Table 2.15) the γS

d component significantly dominates over the γS
p in

total γS. It can be nevertheless noted that although anodizing produces a higher polar compo‐
nent of the surface free energy, γS component values are comparable.

Figure 11. Surface free energy of EN AW-7075PLTO aluminium alloy sheets: U – untreated, D – degreasing (chemical
cleaning), M – mechanical treatment, MD – mechanical treatment and degreasing
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Figure 12. Surface free energy of CP1 titanium sheets: U – untreated, D – degreasing (chemical cleaning), M – mechani‐
cal treatment, MD – mechanical treatment and degreasing

Figure 13. Surface free energy of CP3 titanium sheets: U – untreated, D – degreasing (chemical cleaning), M – mechani‐
cal treatment, MD – mechanical treatment and degreasing
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Figure 14. Surface free energy of stainless steel: U – untreated, D – degreasing (chemical cleaning), M – mechanical
treatment, MD – mechanical treatment and degreasing

Bearing in mind the frequently negligible differences between the values of the surface free
energy of different adherends after different surface treatments, the results were subjected to
statistical analysis [46].

4. Geometric structure of adherends

4.1. The characteristics of geometric structure

The geometric structure of substrate surfaces is of considerable significance from the perspec‐
tive of adhesive bonding. According to the mechanical theory of adhesion, penetration of
micropores in adhered elements is an essential condition to be fulfilled in order for the
mechanical interlocking to bear loads. The mechanical theory of adhesion recognizes different
factors contributing to increasing adhesive joint strength [2, 3, 5, 21]. One of these dependencies
is that with increased surface roughness of a given material, the number of irregularities which
can be penetrated by the adhesive grows. This leads to the conclusion that the strength of
adhesive joints formed on porous substrates is significantly higher than in the case of smooth-
surface adherends, resulting from a considerably larger contact surface [3].

Excessive numbers of narrow micropores may hinder adhesive penetration, particularly in the
case of high viscosity adhesive or that of high surface tension, where the adhesive may stop
at the peaks of irregularities. In such a situation, micropores tend to trap air bubbles to form
an additional weak boundary layer, acting to the detriment of adhesion. Therefore, there exists
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a degree of surface roughness the exceeding of which produces disadvantageous conditions
for the intermolecular bonds between adhesive and substrate.

The literature [2, 3, 23] presents dependencies used to describe the penetration of adhesive into
micropores and irregularities of the surface in adhesive bonding. Depth of penetration is
contingent on several factors, e.g., diameter of pores, viscosity, the surface free energy of
adhesive or the wetting angle.

Different studies have analysed phenomena relevant to the relationship between surface
roughness of adherends, their energetic state and wettability [32, 57, 58].

Mechanical treatment is one of the methods applied for the purpose of preparing the surface
of adherends for bonding. Mechanical treatment consists in the removal of various surface
contaminants, e.g., corrosion layers, and in addition, it enables surface development by
constituting the geometric structure of adhered surface.

Of the numerous mechanical pretreatment methods, some prominent examples that could be
mentioned are: sand- or grit-blasting, grinding or using coated abrasives [32, 58, 59]. Studies
of the correlation between surface preparation and adhesive joint strength rarely offer detailed
analysis of the impact of surface roughness parameters on adhesively bonded joint strength
[59]. Moreover, certain researchers [2, 3] argue that surface roughness profile parameters alone
fail to produce a satisfactory description of the degree of surface development.

4.2. The characteristic of geometric structure tests

The surface tests presented here indicate diversification of the geometric structure of adher‐
ends with respect to mechanical adhesion. Geometric structure often determines penetration
of the adhesive into the surface irregularities and might promote mechanical adhesion, which
is of great importance to adhesive bond strength.

Surface profiles, obtained from, inter alia, profilometer measurements, reveal that chemical
cleaning fails to modify the surface geometry of analysed materials. On the other hand,
mechanical, chemical and electrochemical treatments do generate considerable changes which
consequently promote adhesion. It is for that reason that surface images and profiles were used
in the characterization of the surface after chemical cleaning and mechanical treatment. In the
case of EN AW-2024 aluminium alloy sheet, profiles and images were obtained following all
applied surface treatments, i.e., anodizing, chromate treatment and etching, whereas for CP3
titanium sheets they were obtained after etching. The tables collate the results of measurements
of surface roughness parameters, which represent mean values of 10-12 repetitions for each
parameter.

The roughness of specimens was qualified by the method for measuring contact roughness,
using an M2 profilometer manufactured by Mahr. The surface view was obtained using
NanoFocus μscan AF2.
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4.3. Results of geometric structure – Aluminium alloy sheets

Two types of aluminium alloy sheets were tested in this study: EN AW-2024 (according to EN
AW-2024-AlCu4Mg1 [60]) and EN AW-7075 (according to EN AW-7075-ALZn5.5MgCu [60]).
The tests were performed on samples of different thicknesses and tempers [61-63]. Thickness
and temper characteristics of analysed materials are presented in Table 5 and Table 6.

No. Type of material Sheet thickness g, mm Temper

1 EN AW-2024 aluminium alloy sheet 0.64 T3

2 EN AW-2024PL aluminium alloy sheet 0.64 T3

3. EN AW-2024PL aluminium alloy sheet 0.64 TO

Designations [350]:

O - thermally treated to produce stable tempers to develop mechanical properties, as after annealing,

T3 – heat treated, subjected to cold working and natural ageing until reaching a stable condition,

PL – plated.

Table 5. Characteristics of EN AW-2024 aluminium alloy sheets

No. Type of material Sheet thickness g, mm Temper

1 EN AW-7075PL aluminium alloy sheet 0.80 TO

Designations [350]:

O - thermally treated to produce stable tempers to develop mechanical properties, as after annealing,

PL – plated.

Table 6. Characteristics of EN AW-7075 aluminium alloy sheets

Table 7 and Table 8 present characteristic surface roughness profile parameters (average from
10-12 values) of the analysed aluminium alloys subjected only to degreasing (chemical
cleaning).

No. Type of aluminium alloy
Mean values of surface roughness parameters, μm

Ra Rz Rz max Sm Rp Rpk Rvk

1 EN AW-2024T3 0.28 2.10 2.50 70 0.90 0.34 0.37

2 EN AW-2024PLT3 0.20 1.61 2.80 208 0.77 0.28 0.44

3 EN AW-2024PLTO 0.60 4.10 5.30 70 2.56 1.04 0.65

Table 7. Surface roughness parameters of EN AW-2024 aluminium alloy sheets
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No. Type of aluminium alloy
Mean values of surface roughness parameters, μm

Ra Rz Rz max Sm Rp Rpk Rvk

1 EN AW-7075PLTO 0.15 1.12 2.06 203 0.54 0.22 0.41

Table 8. Surface roughness parameters of EN AW-7075PLTO aluminium alloy sheets

It was noted that it could be as a result of rolling that particular surface roughness values are
obtained. In EN AW-2024 aluminium alloy sheets’ temper O there was a marked increase in
surface roughness as compared with EN AW-7075 aluminium alloy sheets’ temper O.

The surface roughness parameter results of the analysed aluminium alloy sheets (after
degreasing) are furthermore reflected by surface images and profiles from a 3D profiler.
Representative sheet specimens of different tempers are presented in Figures 15-18 [44].

Figure 15. Surface of EN AW-2024PLT3 aluminium alloy sheet; degreasing, 3D profiler

Figure 16. Representative profile of EN AW-2024PLT3 aluminium alloy sheets; degreasing
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Figure 17. Surface of EN AW-7075PLTO aluminium alloy sheets; degreasing, 3D profiler

Figure 18. Representative profile of EN AW-7075PLTO aluminium alloy sheets; degreasing

In comparing images and profiles of the analysed surfaces, it emerges that it was probably the
differences in the rolling process of the analysed sheets that produced differences in the
geometric structure of the surface.

Surface roughness measurements of EN AW-2024PLT3 and EN AW-7075PLTO aluminium
alloy sheets after different surface treatments are presented in Table 9 and Table 10.

As opposed to chemical cleaning, mechanical treatment did modify the geometric structure of
aluminium alloy sheet surface. Surface roughness parameters of EN AW-7075PLTO following
mechanical treatment and degreasing are decreased in comparison with samples subject to
mechanical treatment only, which could be a consequence of removing mechanical treatment
residue from the surface. Model images and roughness parameters (average from 10-12 values)
after this surface treatment method are presented in Figures 19-22.
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No. Surface treatment
Mean values of surface roughness parameters, μm

Ra Rz Rz max Sm Rp Rpk Rvk

1 Chemical cleaning 0.20 1.36 2.59 270 0.65 0.28 0.64

2 Mechanical treatment 1.31 9.83 14.24 137 4.87 2.17 2.52

3
Mechanical treatment and

chemical cleaning
1.40 9.58 12.46 125 4.44 2.00 2.73

4 Anodizing 0.41 3.78 5.79 122 1.49 0.52 1.02

5 Chromate treatment 0.37 3.48 5.70 108 1.52 0.73 0.77

6 Etching 0.33 2.72 4.63 145 1.04 0.48 0.87

Table 9. Surface roughness parameters of EN AW-2024PLT3 after different surface treatments

No. Surface treatment
Mean values of surface roughness parameters, μm

Ra Rz Rz max Sm Rp Rpk Rvk

1 Chemical cleaning 0.31 2.31 4.64 290 1.13 0.64 0.72

2 Mechanical treatment 1.58 12.07 16.96 142 6.17 2.68 3.14

3
Mechanical treatment and chemical

cleaning
1.28 9.16 12.12 113 4.41 1.79 2.53

Table 10. Surface roughness parameters of EN AW-7075PLTO after different surface treatments

Figure 19. Surface of EN AW-2024PLT3 aluminium alloy sheets; mechanical treatment, 3D profiler
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Table 10. Surface roughness parameters of EN AW-7075PLTO after different surface treatments

Figure 19. Surface of EN AW-2024PLT3 aluminium alloy sheets; mechanical treatment, 3D profiler
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Figure 20. Representative profile of EN AW-2024PLT3 aluminium alloy sheets; mechanical treatment

Figure 21. Surface of EN AW-7075PLTO aluminium alloy sheets; mechanical treatment, 3D profiler
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Figure 22. Representative profile of EN AW-7075PLTO aluminium alloy sheets; mechanical treatment

The surface of EN AW-2024PLT3 and EN AW-7075PLTO aluminium alloys after mechanical
treatment manifests a considerably higher number of micro-irregularities in the uniform
distribution on the surface (Figures 19 and 21). Simultaneously, an increase in surface rough‐
ness resulting from mechanical treatment (4-6 times) (Table 9 and Table 10), compared with
most of the other surface treatments, should be noted.

Figure 23. Surface of EN AW-7075PLTO aluminium alloy sheets; anodizing, 3D profiler

Surface Energy112



Figure 22. Representative profile of EN AW-7075PLTO aluminium alloy sheets; mechanical treatment

The surface of EN AW-2024PLT3 and EN AW-7075PLTO aluminium alloys after mechanical
treatment manifests a considerably higher number of micro-irregularities in the uniform
distribution on the surface (Figures 19 and 21). Simultaneously, an increase in surface rough‐
ness resulting from mechanical treatment (4-6 times) (Table 9 and Table 10), compared with
most of the other surface treatments, should be noted.

Figure 23. Surface of EN AW-7075PLTO aluminium alloy sheets; anodizing, 3D profiler
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The surface roughness parameter results for the analysed aluminium alloy sheets EN
AW-2024PLT3 after anodizing, chromate treatment and etching are reflected by surface images
and profiles from a 3D profiler. Representative sheet specimens are presented in Figures 23-28.
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Figure 24. Representative profile of EN AW-2024PLT3 aluminium alloy sheets; anodizing

Figure 25. Surface of EN AW-2024PLT3 aluminium alloy sheets; chromate treatment, 3D profiler
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Figure 26. Representative profile of EN AW-2024PLT3 aluminium alloy sheets; chromate treatment [44]

Figure 27. Surface of EN AW-2024PLT3 aluminium alloy sheets; etching, 3D profiler
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Figure 26. Representative profile of EN AW-2024PLT3 aluminium alloy sheets; chromate treatment [44]

Figure 27. Surface of EN AW-2024PLT3 aluminium alloy sheets; etching, 3D profiler
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Figure 28. Representative profile of EN AW-2024PLT3 aluminium alloy sheets; etching

The results of surface roughness parameter measurement carried out on test samples subjected
to anodizing indicate that anodizing has an impact on the height of surface irregularities.

Comparing analysed samples subjected to surface treatment technologies, it was chromate
conversion coating which proved to have the greatest impact on both the height and the
structure of surface irregularities, as shown in Figure 25 and Figure 26. In the case of this
method, the decrease in the values of irregularities’ height parameters ranged between -6.2 %
for the Rk and -42.6 % for the Rvk, while there was practically no difference in the values of the
two parameters Rp and Rpk. As a result, noticeable smoothing of the test sample surface was
achieved. Reduced mean spacing of profile peaks’ Sm by 18 % and the local S by 12.5 % together
represent an increased number of irregularities, as confirmed by the representation of the
roughness profile in Figure 26 and of the structure in Figure 25 [44].

5. Conclusions and summary

Results obtained from adhesive joint strength testing of the materials show that surface
treatment plays an important role in increasing the strength of analysed joints. Moreover, the
application of the same surface treatment in the context of different structural materials
produces different strength values.

Tests indicate that in numerous instances it is mechanical treatment only or mechanical
treatment followed by degreasing which translate into the highest joint strength. Statistical
analysis of adhesive joint strength test results demonstrated that in certain cases no significant
differences between different surface treatments effects can be detected. Moreover, degreasing
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conducted after mechanical treatment is not reflected in a significant increase in joint strength
values.

In certain joints, e.g., CP1 titanium sheets, degreasing is sufficient to provide relatively high
joint strength. Furthermore, in certain applications, the differences between the effects of
degreasing and mechanical treatment with degreasing showed no statistical significance. It
was also noted that mechanical treatment can produce joints of substantial strength (e.g., EN
AW-7075PLTO aluminium sheet adhesive joints).

The applied surface treatment methods, such as mechanical, chemical and electrochemical
methods, modify geometry and roughness parameters. Chemical cleaning, however, has little
impact on surface geometry, in the case of both untreated and mechanically treated surfaces.
Nevertheless, in certain applications, change in surface parameters can be observed.

The surface treatment method that introduces extensive changes in the analysed materials’
surface geometry is mechanical treatment. In some cases it has, moreover, played a role in
increasing surface roughness parameters, e.g., in aluminium alloys and titanium sheets.

The application of various surface treatments in different structural materials allows for
modification of their adhesive properties, determined by the surface free energy. Statistical
analysis proved that in the majority of cases the surface free energy values responded consid‐
erably to the surface treatment operations. Although in some of the analysed variants the
differences in γS values were negligible, they were nevertheless statistically relevant (level of
significance of 0.05).

It was noted that different surface treatments contribute not only to the surface free energy
changes but to the SFE components’ share in the total value. In the majority of variants of EN
AW-2024PLT3 aluminium alloy sheet surface treatment, the dispersive component amounted
to the 93-99 % of the total surface free energy. Electrochemical treatment (anodizing and
chromate treatment) produced very different results. The polar component γSp after chromate
treatment was greater than the dispersive component γSd, and after anodizing the polar
component amounted to 41 % of total SFE. It appears, then, that chemical treatment methods
manifest capabilities to increase the surface free energy and to balance the dispersive-to-polar
component ratio. This ratio is typical of particular technologies of surface treatment; for
instance in CP1 and CP3 titanium sheets, the dispersive component of the SFE ranges between
73 % and 87 % of the total surface free energy, whereas for stainless steel it is 78 %-90 %.

With regard to the surface free energy values in EN AW-2024PLT3 aluminium alloy sheets, it
is electrochemical treatment (chromate treatment and anodizing) which is the most advanta‐
geous. In the case of other treatments, the second-best mechanical treatment is additionally
beneficial in EN AW-7075PLTO aluminium alloy sheets and CP1 titanium sheets.

Development of surface geometry and roughness parameters of the analysed adherends does
not always correlate with the increase in the values of the surface free energy of these materials.
It is a non-linear dependence, in which the increase of surface roughness parameters is on
several occasions not reflected in an identical increase in the surface free energy.
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The assumption, then, should be that in order for the determination of a particular surface for
adhesive processes to be comprehensive, it should account for the adherend’s surface geom‐
etry as well as its adhesion properties. The geometry of the surface can influence the mechanical
adhesion, and the surface free energy is connected with both mechanical adhesion and the
other constituent of adhesion: proper adhesion.

Author details

Anna Rudawska*

Address all correspondence to: a.rudawska@pollub.pl

Faculty of Mechanical Engineering, Lublin University of Technology, Lublin, Poland

References

[1] Abdo Z, Aglan H. Analysis of aircraft adhesive joints under combined thermal and
mechanical cyclic loadings. Journal of Adhesion Science and Technology 1997;
11:941-956.

[2] Adams RD. Adhesive Bonding. Science, Technology and Applications. UK: Wood‐
head Publishing Limited; 2010.

[3] Adams RD, Comyn J, Wake WC. Structural Adhesive Joints in Engineering. 2nd edi‐
tion. UK: Springer; 1997.

[4] Golaz B, Michaud V, Lavanchy S, Månson J-AE. Design and durability of titanium
adhesive joints for marine applications. Int J Adhes Adhes 2013; 45:150-157.

[5] Brockmann W, Geiß PL, Klingen J, Schröder B. Adhesive Bonding. Materials, Appli‐
cations and Technology. Germany: Wiley-Vch Press, Weinheim; 2009.

[6] da Silva LFM, Carbas RJC, Critchlow GW, Figueiredo MAV, Brown K. Effect of mate‐
rial, geometry, surface treatment and environment on the shear strength of single lap
joints. International Journal of Adhesion and Adhesives 2009; 29:621-632.

[7] da Silva LFM, Ferreira NMAJ, Richter-Trummer V, Marques EAS. Effect of grooves
on the strength of adhesively bonded joints. Int J Adhes Adhes 2010; 30:735-743.

[8] Bocknenheimer C, Valeske B, Possart W. Network structure in epoxy aluminium
bonds after mechanical treatment. International Journal of Adhesion and Adhesives
2002; 22:349-356.

Adhesive Properties of Metals and Metal Alloys
http://dx.doi.org/10.5772/60599

117



[9] Moghadamzadeh H, Rahini H., Asadollahzadeh M, Hemmati AR. Surface treatment
of wood polymer composites for adhesive bonding. International Journal of Adhe‐
sion and Adhesives 2011; 31:816-821.

[10] Critchlow GW, Brewis DM. Review of surface pretreatments for aluminium alloys.
International Journal of Adhesion and Adhesives 1996; 16:255-275.

[11] Lunder O, Lapique F, Johnsen B, Nisancioglu K. Effect of pre-treatment on the dura‐
bility of epoxy-bonded AA6060 aluminium joints. International Journal of Adhesion
and Adhesives 2004; 24:107-117.

[12] Rudawska A. Surface free energy and 7075 aluminium bonded joint strength follow‐
ing degreasing only and without any prior treatment. Journal of Adhesion Science
and Technology 2012; 26:1233-1247.

[13] Brown S.D. Adherence failure and measurement: Some troubling questions. Journal
of Adhesion Science and Technology 1994; 8:687-711.

[14] Adams RD, Harris JA. The influence of local geometry on the strength of adhesive
joints. International Journal of Adhesion and Adhesives 1987; 7:69-75.

[15] Bhowmik S, Bonin HW, Bui VT, Weir RD. Durability of adhesive bonding of titani‐
um in radiation and aerospace environments. International Journal of Adhesion and
Adhesives 2006; 26:400-405.

[16] Babraj EG, Starikov D, Evans J, Shafeev GA, Bensaoula A. Enhancement of adhesive
joint strength by laser surface modification. International Journal of Adhesion and
Adhesives 2007; 27:268-276.

[17] Czaderski Ch, Martinelli E, Michels J, Mottavalli M. Effect of curing conditions on
strength development in an epoxy resin for structural strengthening. Composites
2012; 43:398-410.

[18] Taib AA, Boukhili R, Achiou S, Gordon S, Boukehili H. Bonded joints with composite
adherends. Part I. Effect of specimen configuration, adhesive thickness, spew fillet
and adherend stiffness on fracture. International Journal of Adhesion and Adhesives
2006; 26:226-236.

[19] Hay KM, Dragila MI, Liburdy J. Theoretical model for the wetting of a rough surface.
J Coll Interface Sci 2008; 325:472-477.

[20] Ebnesajjad S. Adhesives Technology Handbook. 2nd ed. New York: William Andrew
Inc.; 2008.

[21] Godzimirski J, Kozakiewicz J, Łunarski J, Zielecki W. The Constructional Bonding
Joint of Metal Elements in Machine Building. Rzeszow: Printed by Rzeszow Techni‐
cal University; 1997.

[22] Żenkiewicz M. Wettability and surface free energy of a radiation-modified polyethy‐
lene film. Polimery 2005; 50:365-370.

Surface Energy118



[9] Moghadamzadeh H, Rahini H., Asadollahzadeh M, Hemmati AR. Surface treatment
of wood polymer composites for adhesive bonding. International Journal of Adhe‐
sion and Adhesives 2011; 31:816-821.

[10] Critchlow GW, Brewis DM. Review of surface pretreatments for aluminium alloys.
International Journal of Adhesion and Adhesives 1996; 16:255-275.

[11] Lunder O, Lapique F, Johnsen B, Nisancioglu K. Effect of pre-treatment on the dura‐
bility of epoxy-bonded AA6060 aluminium joints. International Journal of Adhesion
and Adhesives 2004; 24:107-117.

[12] Rudawska A. Surface free energy and 7075 aluminium bonded joint strength follow‐
ing degreasing only and without any prior treatment. Journal of Adhesion Science
and Technology 2012; 26:1233-1247.

[13] Brown S.D. Adherence failure and measurement: Some troubling questions. Journal
of Adhesion Science and Technology 1994; 8:687-711.

[14] Adams RD, Harris JA. The influence of local geometry on the strength of adhesive
joints. International Journal of Adhesion and Adhesives 1987; 7:69-75.

[15] Bhowmik S, Bonin HW, Bui VT, Weir RD. Durability of adhesive bonding of titani‐
um in radiation and aerospace environments. International Journal of Adhesion and
Adhesives 2006; 26:400-405.

[16] Babraj EG, Starikov D, Evans J, Shafeev GA, Bensaoula A. Enhancement of adhesive
joint strength by laser surface modification. International Journal of Adhesion and
Adhesives 2007; 27:268-276.

[17] Czaderski Ch, Martinelli E, Michels J, Mottavalli M. Effect of curing conditions on
strength development in an epoxy resin for structural strengthening. Composites
2012; 43:398-410.

[18] Taib AA, Boukhili R, Achiou S, Gordon S, Boukehili H. Bonded joints with composite
adherends. Part I. Effect of specimen configuration, adhesive thickness, spew fillet
and adherend stiffness on fracture. International Journal of Adhesion and Adhesives
2006; 26:226-236.

[19] Hay KM, Dragila MI, Liburdy J. Theoretical model for the wetting of a rough surface.
J Coll Interface Sci 2008; 325:472-477.

[20] Ebnesajjad S. Adhesives Technology Handbook. 2nd ed. New York: William Andrew
Inc.; 2008.

[21] Godzimirski J, Kozakiewicz J, Łunarski J, Zielecki W. The Constructional Bonding
Joint of Metal Elements in Machine Building. Rzeszow: Printed by Rzeszow Techni‐
cal University; 1997.

[22] Żenkiewicz M. Wettability and surface free energy of a radiation-modified polyethy‐
lene film. Polimery 2005; 50:365-370.

Surface Energy118

[23] Ariff FTM, Yunus N, Baig MR. The effect of mechanical roughening and chemical
treatment on shear bond strength of urethane dimethacrylate denture base resin. In‐
ternational Journal of Adhesion and Adhesives 2011; 31:112-118.

[24] Johnsen BB, Lapique F, Bjørgum A. The durability of bonded aluminium joints: A
comparison of AC and DC anodizing pretreatments. International Journal of Adhe‐
sion and Adhesives 2004; 24:153-161.

[25] Underhill PR, Rider AN, DuQuesnay DL. The effect of warm surface treatments on
the fatigue life in shear of aluminium joints. International Journal of Adhesion and
Adhesives 2006; 26:199-205.

[26] Aakkula J, Saarela O. Silane based field level surface treatment methods for alumini‐
um, titanium and steel bonding. International Journal of Adhesion and Adhesives
2014; 48:268-279.

[27] Critchlow GW, Yendall KA, Bahrani D, Quinn A, Andrews F. Strategies for the re‐
placement of chromic acid anodizing for the structural bonding of aluminium alloys.
International Journal of Adhesion and Adhesives 2006; 26:419-453.

[28] Spadaro C, Dispenza C, Sunseri C. The influence of the nature of the surface oxide on
the adhesive fracture energy of aluminium-bonded joint as measured by T-peel tests.
International Journal of Adhesion and Adhesives 2008; 28:211-221.

[29] Prolongo SG, Ureña A. Effect of surface pre-treatment on the adhesive strength of ep‐
oxy-aluminium joints. International Journal of Adhesion and Adhesives 2009;
29:23-31.

[30] Harris AF, Beevers A. The effect of grit-blasting on the surface properties for adhe‐
sion. International Journal of Adhesion and Adhesives 1999; 19:445-452.

[31] Brack N, Rider AN. The influence of mechanical and chemical treatments on the en‐
vironmental resistance of epoxy adhesive bonds to titanium. International Journal of
Adhesion and Adhesives 2014; 44:20-27.

[32] Shahid M, Hashim SA. Effect of surface roughness on the strength of cleavage joints.
International Journal of Adhesion and Adhesives 2002; 22:235-244.

[33] da Silva LFM, Adams RD. Techniques to reduce the peel stresses in adhesive joints
with composites. International Journal of Adhesion and Adhesives 2007; 27:227-235.

[34] Anodising. http://pl.wikipedia.org/ (accessed 10 September 2014).

[35] Naderi Zand B, Mahdavian M. Evaluation of the effect of vinyltrimethoxysilane on
corrosion resistance and adhesion strength of epoxy coated AA1050. Electrochimica
Acta 2007; 52:6438-6442.

[36] Mądry K. Anodising of aluminium. http://www.galwanizernie.pl/ (accessed 15 Sep‐
tember 2014).

Adhesive Properties of Metals and Metal Alloys
http://dx.doi.org/10.5772/60599

119



[37] Johnsen BB, Lapique F, Bjørgum A. The durability of bonded aluminium joints: A
comparison of AC and DC anodizing pretreatments. International Journal of Adhe‐
sion and Adhesives 2004; 24:153-161.

[38] Anicai L, Trifu C, Dima L. Anodic oxidation and coloring of aluminum powders.
Metal Finishing 2000; 98:20-25.

[39] Moon S-M, Pyun S-I. The mechanism of stress generation during the growth of ano‐
dic oxide films on pure aluminium in acidic solutions. Electrochimica Acta 1998;
21-22:3117-3126.

[40] Standard PN-EN ISO 2360:2006.

[41] Grubbs ChA. Anodizing of aluminum. Metal Finishing 2001; 99:478-493.

[42] Eppensteiner FW, Jenkins MR. Chromate conversion coatings. Metal Finishing 2000;
98:497-509.

[43] Hassib Abbas M. Kinetics of aluminum chromating. Metal Finishing 1995; 12:8-13.

[44] Rudawska A, Danczak I. Adhesive properties and adhesive joint strength of alumini‐
um alloys following surface pre-treatment. Recent Patents on Mechanical Engineer‐
ing 2013; 6:152-165.

[45] Sorrentino L, Carrino L. Influence of process parameters of oxygen cold plasma treat‐
ment on wettability ageing time of 2024 aluminium alloy. International Journal of
Adhesion and Adhesives 2009; 29:136-143.

[46] Rudawska A. Selected issues of constitutional processes of homogeneous and hybrid
adhesion joints. Lublin: University of Lublin; 2013.

[47] Rudawska A. Adhesive joint strength of hybrid assemblies. Titanium sheet-compo‐
sites and aluminium sheet-composites - experimental and numerical verification. In‐
ternational Journal of Adhesion and Adhesives 2010; 29:451-457.

[48] Baldan A. Adhesion phenomena in bonded joint. International Journal of Adhesion
and Adhesives 2012; 38:95-116.

[49] Shang J, Flury M, Harsh JB, Zollars RL. Comparison of different methods to measure
contact angles of soil colloids. Journal of Colloid Interface and Science 2008;
328:299-307.

[50] Dalet P, Papon E, Villenave J-J. Surface free energy of polymeric materials: Relevancy
of conventional contact angle data analyses. Journal of Adhesion Science and Tech‐
nology 1999; 13:857–870.

[51] Extrand CW. A thermodynamic model for contact angle hysteresis. Journal of Col‐
loid Interface and Science 1998; 207:11-19.

[52] Hay KM, Dragila MI, Liburdy J. Theoretical model for the wetting of a rough surface.
Journal of Colloid Interface and Science 2008; 325:472-477.

Surface Energy120



[37] Johnsen BB, Lapique F, Bjørgum A. The durability of bonded aluminium joints: A
comparison of AC and DC anodizing pretreatments. International Journal of Adhe‐
sion and Adhesives 2004; 24:153-161.

[38] Anicai L, Trifu C, Dima L. Anodic oxidation and coloring of aluminum powders.
Metal Finishing 2000; 98:20-25.

[39] Moon S-M, Pyun S-I. The mechanism of stress generation during the growth of ano‐
dic oxide films on pure aluminium in acidic solutions. Electrochimica Acta 1998;
21-22:3117-3126.

[40] Standard PN-EN ISO 2360:2006.

[41] Grubbs ChA. Anodizing of aluminum. Metal Finishing 2001; 99:478-493.

[42] Eppensteiner FW, Jenkins MR. Chromate conversion coatings. Metal Finishing 2000;
98:497-509.

[43] Hassib Abbas M. Kinetics of aluminum chromating. Metal Finishing 1995; 12:8-13.

[44] Rudawska A, Danczak I. Adhesive properties and adhesive joint strength of alumini‐
um alloys following surface pre-treatment. Recent Patents on Mechanical Engineer‐
ing 2013; 6:152-165.

[45] Sorrentino L, Carrino L. Influence of process parameters of oxygen cold plasma treat‐
ment on wettability ageing time of 2024 aluminium alloy. International Journal of
Adhesion and Adhesives 2009; 29:136-143.

[46] Rudawska A. Selected issues of constitutional processes of homogeneous and hybrid
adhesion joints. Lublin: University of Lublin; 2013.

[47] Rudawska A. Adhesive joint strength of hybrid assemblies. Titanium sheet-compo‐
sites and aluminium sheet-composites - experimental and numerical verification. In‐
ternational Journal of Adhesion and Adhesives 2010; 29:451-457.

[48] Baldan A. Adhesion phenomena in bonded joint. International Journal of Adhesion
and Adhesives 2012; 38:95-116.

[49] Shang J, Flury M, Harsh JB, Zollars RL. Comparison of different methods to measure
contact angles of soil colloids. Journal of Colloid Interface and Science 2008;
328:299-307.

[50] Dalet P, Papon E, Villenave J-J. Surface free energy of polymeric materials: Relevancy
of conventional contact angle data analyses. Journal of Adhesion Science and Tech‐
nology 1999; 13:857–870.

[51] Extrand CW. A thermodynamic model for contact angle hysteresis. Journal of Col‐
loid Interface and Science 1998; 207:11-19.

[52] Hay KM, Dragila MI, Liburdy J. Theoretical model for the wetting of a rough surface.
Journal of Colloid Interface and Science 2008; 325:472-477.

Surface Energy120

[53] Jansen WB. Overview Lecture. The Lewis acid-base concepts: Recent results and
prospects for the future. Journal of Adhesion Science and Technology 1991; 5:1-21.

[54] Della Volpe C, Siboni S. Some reflections on acid-base solid surface free energy theo‐
ries. Journal of Colloid Interface and Science 1997; 195:121-136.

[55] Żenkiewicz M. New method of analysis of the surface free energy of polymeric mate‐
rials calculated with Owens-Wendt and Neumann methods. Polimery 2006;
51:584-587.

[56] Michalski M-C, Hardy J, Saramago BJ. On the surface free energy of PVC/EVA poly‐
mer blends: Comparison of different calculation methods. Journal of Colloid Inter‐
face and Science 1998; 208:319-328.

[57] Hazlett RD. On surface roughness effects in wetting phenomena. Journal of Adhe‐
sion Science and Technology 1992; 6:625–633.

[58] Keisler C, Lataillade JL. The effect of substrate roughness characteristics on wettabili‐
ty and on the mechanical properties of adhesive joints loaded at high strain rates.
Journal of Adhesion Science and Technology 1995; 9:395-411.

[59] Rudawska A. Selected aspects of the effect of mechanical treatment on surface rough‐
ness and adhesive joint strength of steel sheets. International Journal of Adhesion
and Adhesives 2014; 50:235–243.

[60] PN EN 573-1-2006 Aluminium and Aluminium Alloys - Chemical Composition and
Form Of Wrought Products - Part 1: Numerical Designation System.

[61] PN EN 515:1996 Aluminium and Aluminium Alloys - Wrought Products - Temper
Designations.

[62] PN EN 485-2:2014 Aluminium and Aluminium Alloys - Sheet, Strip and Plate - Part
2: Mechanical Properties.

[63] PN EN 573-3:2009 Aluminium and Aluminium Alloys - Chemical Composition and
Form of Wrought Products - Part 3: Chemical Composition and Form of Product.

Adhesive Properties of Metals and Metal Alloys
http://dx.doi.org/10.5772/60599

121





Chapter 5

Plasma Processing for Tailoring the
Surface Properties of Polymers

Hisham M. Abourayana and Denis P. Dowling

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/60927

Abstract

This chapter details how plasma treatments can be used to tailor the wettability
of polymers. A plasma is an excited gas, and exposure of a polymer to a plasma
discharge generally results in an enhancement in surface energy and associated
with this is an increase in wettability. The effect however can be short lived due
to hydrophobic recovery. In this review the use of both low and atmospheric
plasmas for the activation of polymers will be discussed, as will the use of these
plasmas for the deposition of plasma polymerised coatings. The latter can be used
to produce polymer surfaces with tailored functionalities, thus achieving stable
water contact angles ranging from superhydrophilic to superhydrophobic, as
required.

This review briefly introduces plasmas and plasma processing and includes an
overview of typical plasma treatment sources. This is followed by a review of the
use of plasma discharges to treat polymers and in particular to enhance their
surface energy, which is important for example in achieving enhanced adhesive
bond strength. The final section of this chapter focuses on the deposition of
plasma polymerised coatings and how these can be used to tailor both surface
chemistry and morphology. Thus the wettability of polymer surfaces can be
controlled.

Keywords: Plasma Treatments, Polymers, Water Contact Angle, Surface Acti‐
vation, PECVD
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1. Introduction

In the mid-nineteenth century, the Czech physiologist Jan Evangelista Purkinje introduced the
use of the Greek word plasma (meaning to be formed or moulded), to refer to the remains of
corpuscular material in blood [1, 2]. In 1928 the American scientist Irving Langmuir proposed
that electrons, ions and neutral species in an ionized gas are similar in arrangement to the
corpuscular material in blood [2]. This gave rise to the use of the word plasma in physics.
Plasmas are ionised gases, which consist of positive and negative ions, atoms and electrons,
as well as neutral species [3].

Plasmas can be divided into either thermal or non-thermal [4], the thermal plasmas being
characterised by high levels of ionisation [5]. Thermal plasmas are associated with joule heating
and thermal ionisation, which enables the delivery of high power at high operating pressures
[6]. They heat the entire gas stream during operation. Typical examples of thermal plasma
sources include plasma torches, plasma spray and arc jets [7]. Non-thermal plasmas, which
are often referred to as ‘cold’ plasmas or non-equilibrium plasmas are produced near room
temperature or a little above this temperature. For these plasmas, electrons acquire higher
energies than heavy particles (ions and molecules)—their energies ranging from 0.1 eV to some
electron volts. Due to the low density of the gas, collisions with the other species are relatively
rare and thermal equilibrium is not reached: the bulk temperature of the gas is comparable to
room temperature [8]. Non-thermal plasmas are therefore applied for the treatment of
polymers, and their use for controlling polymer wettability is the focus of this chapter.

A number of surface treatments have been applied to modify polymer surfaces in order to
enhance properties such as adhesion, wettability and printability. Amongst these are mechan‐
ical or chemical treatments as well as exposure to flames, photons, ion beams and other types
of radiation [9]. Mechanical treatment alone has limited effectiveness and due to health and
environmental concerns the use of chemical treatments with solvents, oxidants such as
chromates and permanganates, strong acids or bases, and sodium-liquid ammonia treatments
for fluoropolymers are becoming increasingly unacceptable [10]. Furthermore, wet chemical
treatments often give rise to problems of uniformity and reproducibility.

Amongst a range of different methods used to modifying polymer surfaces to improve
wettability and adhesion, plasma treatment has proved to be one of the most effective, ensuring
uniformity, besides being an environment-clean processing technology [11, 12]. Examples of
some of these plasma treatment publications, carried out at both low and at atmospheric
pressure, are given in Table 1.

1.1. Flame and corona treatment

As outlined earlier, the plasma processing of polymers generally involves technological
plasmas, operating in the non-thermal regime. One type of thermal plasma that is routinely
used to tailor polymer surfaces is a flame plasma [27]. These are formed by combining a
flammable gas with air. Brief exposures to particles within the flame affect the distribution and
density of electrons on the substrate and surface molecules are polarised through oxidation
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[28]. The high flame temperature (1000-2000 °C) and reaction with excited species in the flame
lead to an increased oxygen concentration at the treated surface [29]. These ‘hot’ plasmas can
interact with the polymer surface for some milliseconds, without thermally changing the
substrate [8]. Flame treatment has been used in the polymer industry for over 40 years with
considerable commercial success, particularly in the automotive industry for improving the
bonding of adhesives and dyes to car panels and plastic containers [30].

Non-thermal plasmas can be generated at various operating pressures ranging from low to
atmospheric pressure [31]. An example of non-thermal plasma used for surface treatment of
polymers is corona discharge [32]. This a non-arcing, non-uniform plasma that ignites the
region of the high electric field generated by the sharp points of the electrodes [33]. In order

Paper Title Year Ref.

Low pressure plasma

Surface modification of low density polyethylene (LDPE) film by low pressure O2 plasma treatment 2006 [13]

Influence of oxygen and nitrogen plasma treatment on polyethylene terephthalate (PET) polymers 2010 [14]

N2, N2-Ar and N2–He DC plasmas for the improvement of polymethylmethacrylate surface
wettability

2012 [15]

Improved adhesion of LDPE films to polyolefin foams for automotive industry using low-pressure
plasma

2008 [16]

Investigation of antibacterial and wettability behaviors of plasma-modified PMMA films for
application in ophthalmology

2014 [17]

Surface characterization of plasma treated polymers for applications as biocompatible carriers 2013 [18]

Surface characteristic of poly (p-phenyleneterephthalamide) fibers with oxygen plasma treatment 2008 [19]

Atmospheric pressure plasma

Extreme durability of wettability changes on polyolefin surfaces by atmospheric pressure plasma
torch

2010 [20]

Treatment of PET and PU polymers by atmospheric pressure plasma generated in dielectric barrier
discharge in air

2010 [21]

Surface modification of polycarbonate by atmospheric-pressure plasma jets 2012 [22]

Atmospheric plasma torch treatment of polyethylene/boron composites: effect on thermal stability 2014 [23]

Effect of atmospheric pressure plasma treatment on wettability and dryability of synthetic textile
fibres

2013 [24]

Atmospheric pressure plasma treatment of amorphous polyethylene terephthalate for enhanced
heatsealing properties

2012 [25]

Effect of surface wettability and topography on the adhesion of osteosarcoma cells on plasma
modified polystyrene

2011 [26]

Table 1. Overview providing examples of previous studies on the use of both low and atmospheric plasmas for
tailoring polymer surface properties (particularly wettability)
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to prevent arcing, grounded surfaces cannot be near these field emission points, as a result the
discharge is, by nature, non-uniform: plasma density drops off rapidly with increasing
distance from the electrode [33]. In a similar mechanism to flame treatments, a corona
treatment causes surface oxidation of polymers. Electrons, ions, excited species and photons,
present in the discharge, react with the polymer surface to form radicals. These can in turn
react rapidly with atmospheric oxygen [34]. The attraction of using flame treatment as opposed
to corona discharge treatment rests with the ease with which non-uniform shapes can be
treated and the perceived longevity of the treatment conferred in the flaming process. Indeed
flame treatment is reported to provide better stability than corona treatment [35]. Amongst the
advantages of corona and flame treatments are that these two processes can be used in
continuous operation, and that they use relatively simple and cost effective equipment. The
disadvantages of these treatments are that they are carried out in the open air, which often
makes it difficult to control the uniformity or chemical nature of the modification, due to
variations in ambient conditions such as humidity, contaminations and air pressure or
temperature [36]. Examples of corona treatment and the glow formed using flame are shown
in Figure 1.

Figure 1. Example of corona treatment (left) [37] and the glow formed using flame treatment (right) [38]

1.2. Low pressure and atmospheric pressure plasmas

Low pressure plasma treatment is used widely in material processing. For example for plasma
etching in the semiconductors industry [39] as well as the deposition of coatings such as
diamond like carbon (DLC) for tribological applications [40]. For polymer processing low
pressure plasmas are used in applications ranging from achieving enhanced adhesion, for
contaminant removal, and for coating deposition, i.e. in the medical device sector [12, 15, 41].
These plasmas however have several disadvantages including the requirement of vacuum
processing equipment as well as limitations on the size of parts that can be placed into a
vacuum chamber [42].

Plasmas can be generated by a number of discharge types including direct-current (DC)
discharges, low-frequency discharges (e.g. corona treatment; kHz range), radio-frequency (rf)
discharges (MHz range), and microwave discharges (GHz range) [43]. A schematic of a typical
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low pressure rf plasma system used for polymer treatments is given in Figure 2. This consists
of a biased platin on which the polymer to be treated is located. The discharge can be monitored
using optical emission spectroscopy to identify the active gaseous species.

Figure 2. Schematic of a capacitive coupled rf reactor. Note the window for optical emission spectroscopy (OES) ex‐
amination of the plasma

In contrast to the use of low pressure discharges the use of atmospheric plasmas offer a
considerable level of flexibility. These sources typically generate plasmas at high frequencies
(>1 kHz). This facilitates the formation of a homogeneous glow discharge via a Penning
ionisation mechanism [44]. The homogeneity of the grounded discharges makes them ideal
for surface treatments such as wettability enhancement, metal reduction, surface fluorination
and film deposition. They can be applied as a continuous and cost-effective process [42].
Compared with corona plasmas the density of the atmospheric plasma is higher which
enhances the rate and degree to which the ionised molecules are incorporated onto the polymer
surface. An increased rate of ion bombardment occurs, which may result in stronger material
bonding. Atmospheric plasma treatment technology also eliminates a possibility of treatment
on a material's non-treated side, also known as backside treatment [17].

One widely used atmospheric pressure plasma source is the jet design. It typically consists of
two concentric electrodes through which a mixture of helium, oxygen or other gases flow [45].
The discharge is ignited and operates on a feed stock gas, which flows between an outer
grounded, cylindrical electrode and a central electrode, and produces a high velocity effluent
stream of highly reactive chemical species. Once the gas exits the discharge volume, ions and
electrons are rapidly lost by recombination, but the fast flowing effluent still contains neutral
metastable species and radicals [45]. A schematic and photograph of an APP jet system
operating at approx. 22 kHz is shown in Figure 3 [46].
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Figure 3. Schematic (left) and photograph (right) of the Plasma Treat APP jet [46]

2. Plasma treatment of polymers

Reviews on the treatment of polymers using low and atmospheric pressure plasmas have been
reported previously by a number of authors [47, 48]. These studies demonstrate that plasmas
have been used extensively, both to activate polymers and deposit plasma polymerised
coatings. Plasma treatment has become an important industrial process for modifying polymer
surfaces properties such as adhesion, friction, penetrability, wettability, dyeability and
biocompatibility [49]. Plasma processing presents some major advantages: it is a dry, clean,
and very fast process, having a very low specific consumption of chemicals and energy, while
it affects only the surface and not the bulk material [50]. The surface modification techniques
of polymer materials can be divided into three categories: (i) cleaning or etching by removal
of material from the surface (ii) surface reactions producing functional groups and cross-
linking and (iii) deposition of thin films on the surface [51].

2.1. Plasma etching

Plasma etching involves the removal of materials from a polymer surface by chemical reactions
and physical etching at the surface to form volatile products [52]. Plasma etching is a partic‐
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ularly important processing technology in the fabrication of semiconductor devices, for
example for the removal of silicon [3]. In the case of polymeric substrates the energy used is
lower and it normally involves the removal of organic contaminants from the polymer surface.
This plasma etching can proceed through three different pathways [53]. Firstly, a polymer
substrate is etched by chemical reaction of reactive plasma species (e.g. radicals, ions) with the
surface, referred to as chemical etching. Secondly, ion bombardment of a polymer surface
causes sputtering of the surface, which is a physical process. Finally, UV radiation from the
plasma phase causes dissociation of chemical bonds, which leads to formation of low molecular
weight (LMW) material. In general, these three etching mechanisms occur simultaneously
during the plasma treatment of a polymer and induce a flow of volatile (LMW) products from
the substrate to the plasma. This causes a gradual weight loss of the treated polymeric material.
As a result of their exposure to a plasma of sufficiently high plasma power, the top layer on
the polymer can be ablated. Chain-scission of the macromolecules is reported to be the main
mechanism for this ablation process [54]. Even after short plasma exposure time ablation can
occur, which also alters the surface topography resulting in an enhancement in wettability
without modifying surface texture, but over-treatment can yield a very porous surface.
Parameters that influence the effectiveness of this etching process are the type of polymer being
treated, the applied power and the type of gas discharge formed. These processing parameters
are considered individually as follows.

Effect of discharge power – The plasma etching rate of a given polymer increases with
discharge power [55]. Upon higher energy input, the density of plasma reactive species as well
as their acceleration towards the substrate will increase, resulting in more severe etching.

Effect of polymer type – The chemical structure and physical properties, e.g. melting tem‐
perature (Tm), glass transition temperature (Tg), crystallinity of polymers, have a major
influence on their etching rate [53]. Many studies have been aimed at providing an increased
understanding of the relationship between etch resistance and a polymer’s chemical structure
[18, 56]. One of the first comprehensive studies in this field was performed by Taylor and Wolf
[53], who investigated the oxygen plasma etching behaviour of 40 different polymers. They
reported that strong backbone bonds, aromatic and polar functional groups, and metallic
atoms decrease etching rates. P. Slepicka et al. [18] studied the effect of argon plasma treatments
on the roughness and the rate of etching of the polymers polyethylene terephthalate (PET),
high-density polyethylene (HDPE), poly tetrafluoro-ethylene (PTFE) and poly L-lactic acid
(PLLA)—the highest level of loss at 73 nm, was observed for the PLLA after a 240 seconds of
treatment time. Under the same treatment conditions the thickness loss observed for PTFE was
39 nm and that for PET was 27 nm. Vesel et al. [56] compared the etching rates of different
polymers (PMMA, PS, LDPE, HDPE, PVC and PTEF) using an oxygen plasma at a frequency
of 27.12 MHz and a power of 200 W. They found that the polymer-etching rate increased
linearly with treatment time with individual polymers etching at different rates and no
correlation was obtained between the polymer chemical structure and its etching rate. As a
general trend polymers with a lower melting temperature exhibit higher etching rates. The
measured etching rates were roughly in the following order:
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PVC PMMA PE PET PTFE PS          > > > > >

A comparison of the physical characteristics of a range of different polymers and their etching
rates is shown in Table 2.

Polymer
Thickness

(mm)
Density
(g/cm3)

Melting Temp.
°C

Max. working
Temp.

°C

Time
when

melting
starts

Etching
rate at
20 s of

Treatment

PVC 0.50 1.40 100 50–75 ~ 30 s 178 nm/s

LDPE 1.00 0.92 110 50–90 ~ 100 s 31 nm/s

HDPE 1.00 0.95 130 55–120 ~ 100 s 34 nm/s

PMMA 0.50 1.19 160 50–90 / 6 nm/s

PS 0.125 1.05 240 50–95 ~ 40 s 13 nm/s

PETA 0.25 1.3-1.6 < 260 115–170 ~ 40 s 27 nm/s

PET B 0.25 1.3-1.6 260 115–170 ~ 100 s 35 nm/s

PTFE 0.20 2.20 327 180–260 / 18 nm/s

Table 2. Comparison of the physical characteristics of the polymers shown and their etching rates [56]

Effect of plasma gas type – Probably, the most important discharge parameter in polymer
etching is the type of plasma gas being used. Amongst those investigated have been oxygen,
hydrogen, nitrogen, carbon dioxide, air, water, ammonia, tetrafluoromethane, the noble gases
(e.g. helium, neon, argon), or mixtures (e.g. CF4/O2) [53]. Inert gases such as argon (Ar) or
helium (He) generally induce relatively low etching rates compared to oxidative and fluori‐
nating plasmas. In general the rate of etching is in the following order:

Ar CF CO air O4 2 2   .< < < <

Oxygen gas plasmas in particular are recognised to be very reactive etchants. Addition of
CF4 to an oxygen plasma will further increase the etching rate of a polymer by increasing
oxygen atom concentrations relative to those obtained in pure oxygen plasma [53]. Hsu et al.
[57] studied the dependence of gas composition to the plasma etching chemistry of a poly‐
phenylene oxide (PPO). They found that the maximum etch rate was obtained at 20% CF4 and
did not oincide with a maximum in atomic oxygen concentration. This indicates that the etch
mechanism is not totally controlled by atomic oxygen and that atomic fluorine participates in
the etching processes.

2.2. Surface reactions

In addition to the removal of material from a polymer surface during plasma treatments,
significant chemical changes at the surface can occur. The surface chemistry and structure can
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be modified by the activated gaseous species [58]. Reactions between gas-phase species and
the surface produce functional groups and cross-linking at the surface.

Helium, neon and argon are examples of inert gases that are widely used in plasma treatment.
Due to its lower cost, argon is by far the most common inert gas used [52]. One of the conse‐
quences of inert gas plasma-irradiation is an effective energy transfer to the solid surface, a
large amount of stable free radicals are created, so that even several seconds of plasma
irradiation are sufficient to cause changes in the surface without affecting the bulk properties
[59]. If a plasma reaction is to be carried out with a high system pressure, but a low reactive
gas flow rate, an inert gas can serve as a diluent [60]. The exposure of the polymer to the inert
gas plasma is sufficient to abstract hydrogen and to form free radicals at or near the surface.
This can then interact to form the cross-linkages and unsaturated groups through chain
scission. A further effect of the plasma is the removal of weakly bound low-molecular-weight
materials or their conversion into a higher molecular-weight by cross-linking reactions [61].
This treatment has been known as CASING (cross-linking by activated species of inert gases).

It has been reported that [62] for oxygen-containing polymers, the oxygen to carbon ratio
decreases during noble gas plasma treatment, probably due to the loss of CO or CO2. This is
illustrated for PET, bis-phenol-A-polycarbonate (PC), and PMMA after Ar plasma treatment
in Figure 4. The decrease in oxygen was measured by XPS. The rate of oxygen loss for PMMA
and PET are nearly identical; however that for PC is much more rapid. This suggests that the
carbonate oxygen of the PC exhibits a much more labile chemistry. All three polymer surfaces
reach a steady-state value of ~28% oxygen loss, suggesting a steady-state surface composition
as typically encountered in etched materials.

Unlike the case of the noble gas, only plasmas with the introduction of small amounts of a
reactive gas to the noble gas can result in the formation of reactive functional groups on the
polymer surface [62]. An example is shown in Table 3, where in addition to argon, mixtures
of 1, 5 and 10% O2 in Ar as well as a pure oxygen plasma were used to modify several polymer
surfaces. Significant amounts of oxygen are incorporated in all cases where oxygen is present,
although the amount of incorporated oxygen is greatest with the pure O2 plasma. The amount
of incorporated oxygen in the surface, was observed to correlate with the concentration of
O2 in the plasma gas mixture, with the Ar/10% O2 approaching the value obtained with the
pure O2 discharge. This observation is consistent with the improvement in adhesion observed
for evaporated metals on polymers treated with Ar/O2 mixtures, as compared to that obtained
for an Ar only discharge. It has been reported that the degree of incorporation of new functional
groups with reactive/noble gas mixtures may depend on the efficiency of the VUV radiation
emitted by the gases [62]. The efficiency approximately follows the sequence

2 2 2He > Ne > H > Ar ~ O ~ N

From this sequence it can be concluded that mixtures of the reactive gases such as O2 with He
may be more effective at incorporating oxygen compared to mixtures of reactive gases with
Ar.
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Plasma gas PE PS PET

Untreated
Ar
Ar/1% O2

Ar/5% O2

Ar/10% O2

O2

0
0
2
5
11
15

0
0
3
7
13
18

28
26
30
32
35
38

Table 3. Atom percent of oxygen for PE, PS and PET surfaces as determined by XPS after the Ar, O2, and Ar/O2 gas
plasma treatments. Note the increase in oxygen with the increase in the content of this gas in the plasma used to treat
the individual polymers [62]

The use of inert gas plasma to improve wettability of polymer surface has been widely studied
[18, 50] P. Slepicka et al. [18] investigated the surface properties of PET, HDPE, PTFE and PLLA
polymers after treatment using DC argon plasma for different treatment times and discharge
powers. The effect of the plasma was monitored based on water contact angle as shown in
Figure 5. For PTFE the higher the plasma power applied the more pronounced decrease of
contact angle was observed. Exposure to plasma leads to a partial defluorination by –C–F bond
scission or polymer chain breakage. The –C–F may arise from the ion interaction, which can
react with other radical on polymer surface, air oxygen, –C=C– bonds may be created on the
plasma activated surface. The PTFE surface exhibits lower free radical count available for

Figure 4. X-ray photoelectron spectroscopy data illustrating the loss in surface oxygen as a function of Ar plasma treat‐
ment time for PMMA, PET and PC, treatment time in seconds [62]
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reaction with oxygen or nitrogen in comparison to other polymers [18]. PET exhibited a
significantly higher decrease of contact angle after plasma treatment compared with PTFE.
The decrease in contact angle is connected to changes in surface chemistry and indicates an
increase of surface polarity. The interaction of PET with plasma leads to the –C–O– bond
breakage in ester groups, resulting in a disruption in the polymer chain. Treatment of HDPE
was reported to cause the creation of double bonds in the polymeric layer and forming of
oxidised functional groups on the surface. These groups are created by the interaction of
activated surface with gases from the atmosphere during the modification or, more often after
the procedure [18].

Figure 5. Dependence of water contact angle on the plasma exposure time for plasma-treated PET, HDPE, PTFE and
PLLA. Modified graph from data reported in [18]

Oxygen and oxygen-containing plasmas are probably the most widely used for polymer
surface modification [19]. The oxygen plasma can react with the polymers to produce a variety
of oxygen functional groups, including C-O, C=O, O-C=O, C-O-O and CO3. In an oxygen
plasma, two processes occur simultaneously: etching of the polymer through the reactions of
oxygen atoms with the surface carbon atoms, giving volatile reaction products. The other is
the formation of oxygen rich functional groups at the polymer surface, obtained by reactions
between the active species from the plasma and the surface atoms.
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Nitrogen containing plasmas are also widely used to improve wettability, printability,
bondability, electrical conductivity and biocompatibility of polymer surfaces [15]. Nitrogen
plasmas are characterised not only by the appearance of highly vibrationally excited molecules,
but also their molecules that can have a variety of electronically excited states, most of them
being metastable, that make the plasma a rich source of excited nitrogen species [15]. As
previously reported, changing the plasma gas or gas composition can be a possible option to
improve the analytical performance of the glow discharge plasma [63].

Ita Junkar et al. [14] studied the effect of low pressure rf oxygen and nitrogen plasmas on the
surface chemistry of polyethylene. They found that new functional groups are formed on the
surface after plasma treatment as shown in Table 4. Interestingly, the saturation with nitrogen
and oxygen was achieved after 3 seconds of nitrogen plasma treatment, as further treatment
had only a minor effect on the chemical composition [14]. In contrast, oxygen plasma treatment
showed saturation with oxygen after 30 seconds of treatment.

PET surface Treatment time (s) C (at.%) O (at.%) N (at.%)

Theoretical
Untreated
Nitrogen plasma
Oxygen plasma

-
0
3
30
90
3
30
90

71.4
79.2
63.5
60.2
60.1
62.0
57.8
55.8

28.6
20.8
24.3
26.1
26.2
38.0
42.2
44.2

0
0
12.2
13.7
13.7
-
-
-

Table 4. Chemical composition of PET surface after treatment in oxygen and nitrogen plasma for the exposure times
shown [14]

Ita Junkar et al. [14] also reported that plasma treatment had as expected altered the wettability
of PET surface. They found that treating the PET for 3 seconds resulted in a decrease in water
contact angle from 72° for the untreated polymer to 24° and 19° for nitrogen and oxygen plasma
treatments respectively. Longer treatment times resulted in a further enhancement in wetta‐
bility, particularly after oxygen plasma treatments, with a contact angle value of approximately
3°, obtained after 90 seconds of treatment.

In addition to the type of gas discharge plasma, amongst the other plasma parameters affecting
the wettability of polymer surfaces are treatment time and discharge power [61, 64]. Table 5
summarises the effect of discharge power and treatment time on the wettability of polyethy‐
lene (PE) using a microwave electron cyclotron resonance (ECR) plasma. From this table it is
clear that the oxygen plasma is more effective than the argon plasma at reducing water contact
angle. The authors also noted that both prolonged treatment times, as well as higher micro‐
wave power causes a deterioration in the polymer surfaces [61].
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Treatment
time (s)

Argon plasma treated
at microwave power

Oxygen plasma treated
At microwave power

100 W 150 W 200 W 100 W 150 W 200 W

0
60

120
180

66
64
62
58

66
57
51
47

0
60
120
180

66
64
62
58

66
57
51
47

0
60
120
180

Table 5. Water contact angle of PS and PE treated with Ar and O2 plasma [61]

2.2.1. Hydrophobic recovery

Plasma activated polymer surfaces generally undergo a phenomenon known as hydrophobic
recovery (aging); this involves a gradual increase in the water contact angle of polymers with
time [65]. Several mechanisms for these observed changes in surface properties during
hydrophobic recovery have been proposed, including the diffusion and reaction of free
radicals, the diffusion or reorientation of polar surface groups toward the bulk and the
recontamination of the plasma-cleaned surfaces. A longer and more intense plasma treatment
is helpful to stabilise the hydrophilic properties [66]. This aging behaviour is usually strongly
affected by environmental conditions. High temperature helps the polymer chain to move
freely and accelerate the surface rearrangement. In the case of high humidity, the water
molecules are adsorbed on the hydrophilic surface and these water molecules disturb the
rotation or diffusion of polar groups [67].

An example of hydrophobic recovery is shown in Figure 6 [46]. In this case involving the air
plasma treatment of polystyrene, almost complete hydrophobic recovery occurs one day after
polymer activation. This figure demonstrates the effect of varying the pulsed plasma cycling
time (PCT) on the water contact angle of polystyrene (PS) polymer. The PCT term determines
the effective duty cycle. For example, a PCT of 50% equates to 50% of the power that the power
supply can deliver for a given set voltage level [46]. The contact angle remained almost constant
at all treatments between 5 and 70% PCT. The contact angle value then decreased to lower
values with the more intense plasma obtained above 80% PCT values. After five days the water
contact angle gradually increases to close to that obtained for the untreated polymer of 83°.

2.2.2. Applications of plasma surface treatments

Polymers are widely applied in fields ranging from biomaterials to automobile components
[10]. Tailoring surface properties such as chemical composition, hydrophilicity, roughness,
crystallinity, lubricity and cross-linking density are required for the success in these applica‐
tions [60]. While polymers have excellent bulk material and mechanical properties they often
do not possess the surface properties needed for these applications. Plasma treatments are
therefore applied to enhance surface properties, examples include the following.
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2.2.2.1. Adhesion enhancement

A particular focus of research on plasma-treated polymer base materials is related to adhesion
enhancement [16, 68, 69]. The main factors affecting on the surface adhesion of polymer surface
are the polymer hydrophilicity and surface roughness [55]. Example of the effect of atmos‐
pheric He plasma treatment on the surface roughness of PET polymer is shown in Figure 7.

Figure 7. AFM analysis of untreated (left) and He plasma treated APET (right). The roughness (Ra) increased from 0.4
to 0.9 nm after the plasma treatment [25]

Figure 6. Polystyrene water contact angle (recovery; time 1 h, 1 d and 5 d) versus plasma cycling time (PCT) (%). Treat‐
ment conditions: PWM 25 kHz, air volume = 76.6 l min-1 and gap distance 16 mm [46]
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Zhiqiang Gao et al. [55] investigated the effect of atmospheric pressure plasma (13.56 MHz)
treatments of polyamids on their subsequent T-peel strength. As shown in Figure 8 it was
found that the peel strength increases with longer plasma treatment but appeared to reach a
maximum after approximately 120 seconds, under the conditions used. Other authors have
shown that over plasma treatment of polymers can result in loss in adhesion, due to thermal
damage of the treated surface [69].

Figure 8. Dependence of T-peel strength on He/O2 plasma treatment time [55]

2.2.2.2. Heat-sealing

In addition to the activation of polymers prior to adhesive bonding, a further application of
plasmas is to enhance heat-sealing efficiency. The basic sealing methodology is the bonding
together of two polymer surfaces by bringing them into intimate contact while they are in a
partially molten state [70]. Heat-sealed polymer trays are widely used for packaging food
products, particularly meat and fish [25]. The advantage of plasmas pre-treating the polymers
prior to heat sealing is a reduction in the required sealing temperature to achieve full bond
strength [71]. For example, treatment of amorphous polyethylene terephthalate (APET)
polymer used in food packaging using an atmospheric He plasma yielded up to a 25-fold
increase in the heat-sealed polymer peel strength, compared to that obtained for the untreated
polymer [25]. This was achieved at a temperature of 140°C, while normal heat-sealing takes
place at about 180°C.

2.2.2.3. Removal of contaminates

In addition to the activation of polymers, contaminant layers can also be removed. An example
is shown in Figure 9 where a thin layer of the mould release agent Frekote (approx. 8 nm thick)
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is removed from the surface of an epoxy composite [72]. Based on reflectance infra-red
measurements the cured Frekote was fully broken down after 5 seconds of air plasma treat‐
ment. No thermal damage to the composite surface was observed. For this application it is
critically important to provide sufficient energy to remove the organic contaminant but not to
damage the composite surface.

Figure 9. The reflectance FTIR spectra demonstrate the decrease in the intensity of the peaks associated with Frekote
on an epoxy composite, with duration of the air plasma exposure.

2.2.2.4. Biomedical

Plasma treatments have been used extensively to modify biomaterials [52]. An example of a
polymer that has been investigated using plasma treatment is polymethylmethacrylate
(PMMA). In a recent study Fatemeh Rezaei et al. [17] used an rf oxygen plasma to enhance the
antibacterial and wettability properties of (PMMA) polymer for biomedical applications,
especially ophthalmology. They investigate the antibacterial performance against Escherichia
coli ATCC 25922 by using a modified plate-counting method. Up to a 2 log reduction in bacterial
adhesion was observed on the plasma modified polymer. The effect of hydrophobic recovery
on the antibacterial performance of the polymer was however not investigated. This study
concluded that the bacterial adhesion mechanism is more highly dependent on the surface
wettability and hydrophilicity compared to the surface roughness.
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2.3. Plasma coating of polymer surfaces

Plasma polymerisation has been defined as the formation of polymeric materials under the
influence of plasma [29]. It refers to the deposition of polymer films through plasma dissoci‐
ation due to the excitation of an organic monomer gas and subsequent deposition and
polymerisation of the excited species on the surface of a substrate [3]. The process of plasma
polymerisation involves reactions between plasma species, between plasma and surface
species, and between surface species [71]. In plasma polymerisation, the transformation of low-
molecular weight molecules (monomers) into high-molecular-weight molecules (polymers) is
achieved due to the effect of energetic plasma species such as electrons, ions and radicals [52].
In this way plasma polymerisation is clearly chemically very different from conventional
polymerisation as it involves radicals and ions [52]. Plasma polymers do not comprise
repeating monomer units, but instead complicated units containing cross-linked, fragmented
and rearranged units from the monomers. Unlike the case of plasma activated polymer where
hydrophobic recovery causes increased contact angles to change with time after treatment, the
chemistry of the plasma polymerisation controls and fixes the water contact angle of the coated
polymer.

Polymeric thin films obtained using plasma-enhanced chemical vapour deposition (PECVD)
have several advantages over films produced by conventional polymerisation. The resulting
thin, pinhole-free films that are highly coherent and adherent to a variety of substrates may
be prepared from monomers not polymerisable by conventional means. The deposited films
can be tailored to exhibit properties such as chemically inertness, mechanically tough and
thermally stable. They have thus been used in a wide variety of electrical, optical and bio‐
medical applications [73]. Additionally, plasma polymerised surfaces have economical
advantage of a ‘‘green’’, environmentally benign, technology as compared to other processing
methods [74].

Siloxane monomers provide a large number of possible reactants for plasma polymerisation
reactions and are generally sufficiently volatile near room temperature, are nontoxic, non‐
flammable, commercially available, and exhibit safe handling besides being economical [71].
These compounds are preferentially used as monomers in low-pressure plasma deposition of
silica (SiO2) and non-stoichiometric SiOx films, whereby the latter may have varying hydro‐
carbon contents [75, 76]. Besides silane (SiH4), commonly used monomers for the PECVD of
SiO2 or SiOx films include tetraethoxysilane (TEOS), tetramethoxysilane (TMOS), tetrame‐
thylsilane (TMS), hexamethyldisiloxane (HMDSO) and hexamethyldisilazane (HMDS) [77,
78]. The presence of at least one organic group attached to the silicon atom (e.g., Si-CH3)
facilitates the transition between a ‘soft’ polymeric surface and SiO2 by controlling the
deposition process conditions. The carbon-silicon bond is very stable, nonpolar, and in the
presence of an alkyl group it gives rise to low surface energy and hydrophobic effects [71].

The plasma polymerisation process is carried on usually in a low pressure, low temperature
plasma such as those generated using direct current (dc), rf glow discharge (rfGD) and electron
cyclotron resonance (ECR) sources [79, 80]. These plasma sources can generate large area
uniform discharges with a well-controlled electron density [52]. An example of an oxygen rf
plasma study to deposit silicon oxide films was that reported by K. Teshima et al. [80]. The
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precursor was tetramethoxysilane and it was found that by heating the substrate to 50°C
enables carbon-free silicon oxide films to be deposited. Without this heating, during deposition
carbon impurities which existed as Si-CH were obtained in the deposited films.

Plasma polymerised coatings have been extensively deposited on polymers in order to tailor
surface energy, wettability and friction coefficient [79]. Many potential applications exist for
these films in optics (antireflection coatings), food packaging gas diffusion barrier films and
biomaterials engineering with respect to protein adsorption. A widely applied application of
the silica films is their use for gas barriers applications in food packaging [81]. As a result there
has been a strong demand for silica coatings on packaging polymers such as polyethylene
terephthalate (PET), oriented polypropylene, polyethylene and oriented nylon. K. Teshima et
al. [81] deposited silica films on PET, by low pressure low temperature PECVD using a mixture
of tetramethoxysilane (TMOS) and oxygen. They reported that with the presence of active
oxygen species, many types of contaminants in the film were largely eliminated, with the result
that a dense silica film was obtained. Due to their good gas-barrier properties, applications
include not only the manufacture of food packaging products, but also of organic electrolu‐
minescence displays and semiconductor devices.

2.3.1. Atmospheric plasma polymerised coatings

The precursors used for the low pressure deposition of plasma polymerised coatings can also
be used to deposit coatings at atmospheric pressure. As outlined earlier the advantages of the
atmospheric plasma source are ease of use, with the absence of a requirement for a deposition
chamber. A disadvantage for the coating deposition is that the control of coating chemistry
can be somewhat more complicated due to the formation of the discharge containing the
precursor in air. Nevertheless by selecting appropriate siloxane and fluorinated siloxane
precursors, it has been demonstrated that coatings exhibiting controlled water contact angles
(θ) ranging from hydrophilic (θ < 5°) to superhydrophobic (θ > 150°) can be obtained using
these plasmas [82]. This is demonstrated in Figure 10 where coatings were deposited in a He
jet discharge using TEOS, HMDSO, tetramethylcyclotetrasiloxane (TC) and perfluorooctyl‐
triethoxysilane precursors (FS). In addition to precursor type influencing the resulting water
contact angle and surface energy, further deposition parameters that were important in
influencing coatings chemistry and roughness were the precursor flow rate, jet source to
substrate distance and discharge power.

In addition to fluorosiloxanes, fluoropolymers monomers have been extensively investigated
as plasma polymerisable precursors for modifying material surfaces, due to their ability to
control surface energy (and wettability), friction coefficient, chemical inertness, low dielectric
constant and interactions with biological systems [71, 83]. Jacqueline Yim et al. [84] used
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alkyl chain consisting of eight fluorocarbon (CF2 and CF3) groups. The properties of these
polymers can be enhanced by producing mixed siloxane / fluoropolymer coatings [85]. In one
study the anti-oil fouling performance of fluoropolymer/TEOS and fluorosiloxane/TEOS
coatings were tested for 30 days at 95 °C on stainless steel separator discs in the engine of a
passenger ferry [86]. In addition to demonstrating the good adhesion and durability of these
approx. 100 nm thick coatings, they also exhibited significantly reduced levels of engine oil
foulant adhesion onto the separator discs.

2.3.1.1. Superhydrophobic (SH) coatings

Due to their self-cleaning and antistick properties there are a considerable range of potential
applications of superhydrophobic surfaces. These properties are desirable for many industrial
and biological applications such as self-cleaning windshields for automobiles, anti-biofouling
paints for boats, antisticking of snow for antennas and windows, stain resistant textiles,
antisoiling architectural coatings, the separation of water and oil. A particularly important
potential application is in the textile industry such as in the manufacture of water-proof, fire-
retardant clothes [87].

Atmospheric pressure plasma have been used for the deposition of SH coatings, which
generally exhibit a low polar chemistry in conjunction with a high surface roughness, such as
the needle-like morphology shown in Figure 11 (right), the advantage of using plasmas for
this application is firstly the relative speed of SH coating deposition as generally only a single-
step deposition process is required [71]. Superhydrophobic properties can also be obtained
using non-fluorinated precursors. An example is the hexamethyldisiloxane (HMDSO)

Figure 10. Water contact angle and surface energy measurements of uncoated and plasma polymer coated silicon wa‐
fer substrates [82]
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precursor, which as demonstrated in Figure 11 can be deposited as a low surface roughness
hydrophobic coating (water contact angle 96°), or by tailoring the deposition conditions as a
superhydrophobic coating (water contact angle 153°). The difference of 15 and 152 nm
respectively in the coating roughness (Ra), as shown in Figure 11, was achieved by altering
the jet orifice to substrate distance [85].

Figure 11. Optical profilometry images of the HMDSO hydrophobic coating (contact angle 96° - left) and superhydro‐
phobic coating (contact angle 153° - right) [85]

2.3.1.2. Biomaterial applications

Plasma polymerised coatings are increasingly being investigated for use in biomedical
applications. These include surface modification of biomaterials to enhance implant integra‐
tion, the development of targeted drug delivery systems for more effective localised treatment
of diseases, as well as therapeutic applications such as wound healing and sterilisation [71].

When an implant material is placed within the body, there are a number of interactions that
occur. These interactions take place at the interface between the material surface and the
biological environment. As a result, low-temperature plasma modification offers a potentially
excellent route to alter the surface properties of an implant material to enhance integration,
while retaining the operational functionality provided by the bulk material [71]. Table 6 lists
some of the more common research areas and applications of plasma treatment in biomaterials.
Low pressure rf plasmas for example have been used for deposited diglyme films on the
medical grade polyurethane substrates in order to produce a water contact angle of 22°
compared with 85° for the polymer itself to improve the coupling of polyurethanes with the
living environment [88]. Atmospheric plasmas have also been used for the application of
biofunctional coating to reduce inflammation, which may result in the formation of biofilms
and bacteria and consequently cause the rejection of implant materials [71]. To enhance the
hemocompatibility of blood contacting biomaterials, it is often beneficially to reduce the
attachment of serum proteins, which can lead to the formation of thrombin, inflammation and
implant rejection [66].
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Blood-compatible surfaces - Vascular grafts, catheters, stents, heart-valves, membranes (e.g. for haemodialysis), filters
(e.g. for blood cell separation), biomolecules immobilised on surfaces.
Non-fouling surfaces - Intraoculars (IOLs), contact lenses, wound healing, catheters, and biosensors.
Tissue engineering and cell culture - Cell growth, antibody production, essays, and vascular grafts.
Biosensors - Biomolecules immobilised on surfaces.
Barriers coatings - Drug-release, gas-exchange membranes, device protection, corrosion protection, reduction of
leaches (e.g. additives, catalysts, plasticisers, etc.)

Table 6. Examples of the potential use of plasma technology in the biomaterials industry [52, 66]

It is widely reported that proteins tend to adsorb more favourably onto surfaces with hydro‐
phobic properties [26]. Thus by deposition of plasma polymer films with specific chemical
functionality, a reduction in the attachment of proteins, which can lead to biofilm formation,
can be achieved. Through the deposition of siloxane films with varying water contact angle,
it has been shown that cell attachment can be controlled as illustrated in Figure 12 [26]. For the
siloxane coatings investigated in this study, the optimum MG63 (osteoblast) cell adhesion was
observed at a water contact angle of approximately 64°. Surfaces which were more hydrophilic
or hydrophobic led to a progressive reduction in the level of cell adhesion. The ability of
superhydrophobic atmospheric plasma polymerised coatings to act as passive surfaces which
resist bacterial (S. Aureus) adhesion has also been successfully demonstrated [82].

Figure 12. Influence of the plasma polymerised siloxane coated polystyrene water contact angle on osteoblast cell
(MG63) cell adhesion [26]

For fluorinated siloxane coatings, the level of cell adhesion was found to be directly dependent
on the level of fluorination. For example, a 13-fold decrease in cell adhesion was observed for
the surface with a water contact angle of 155° compared with that obtained at 110° [26]. It is
concluded from this and other studies that adhesion was also significantly influenced by cell
type, and that compared with the surface roughness, the surface chemistry was found to exhibit
a greater influence on cell adhesion.
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A number of studies have highlighted the use of atmospheric plasma to deposit antithrom‐
bogenic coatings. For example, Osaka et al. [89] indicated that the TMCTS coated surfaces
prevented blood plasma leakage, while also providing an improved antithrombogenic surface.
Clarotti et al. [90] used a low-temperature plasma system to deposit fluorocarbon coatings on
polymer membrane material to improve material biocompatibility and hemocompatibility.
The thrombogenicity of the treated membranes was shown to reduce after fluorocarbon
coating, while the filtering properties of the membranes remained unaffected.

3. Summary

This chapter provided an overview of a range of treatments used to tailor the surface properties
of polymers. In order to address their low surface energy a range of different treatments
including flame, corona, low and atmospheric pressure plasmas have been successfully
applied. Due to their controllability and speed of processing, plasmas are increasingly being
selected as the method of choice for controlled industrial polymer surface treatments. The
effect of the plasma-only treatments can be to remove contaminants, to enhance surface
roughness and to produce ‘active’ polymer surfaces (i.e. generally oxygen rich). While these
treatments are widely applied prior to adhesive bonding, the polymers may undergo hydro‐
phobic recovery. For more stable surfaces, which avoid this problem, it is necessary to deposit
a plasma polymerised coating. These coatings have been extensively studied, and by tailoring
coating chemistry and roughness surfaces with water contact angles from <10° to >150° can be
obtained, the wettability being controlled by the deposited coating surface chemistry and
roughness. These plasma polymerised coatings even at thickness levels of only 100 nm, have
been shown to exhibit a surprisingly high level of robustness, particularly when mixed
precursor monomers are used for coating deposition.
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Abstract

The chemical vapor deposition technique is the most popular for preparing high-
quality graphene. Surface energy will dominate the nucleation process of graphene;
thus, the surface energy problems involved in thin film growth are introduced first.
The experimental tools to describe the growth process in detail are insufficient. So, a
mass of simulation investigations, which can give out a very fine description of the
surface atomic process, have been carried out on this topic. We mainly summarized
the density functional theory works in unearthing the graphene nuclei process and
mechanisms. In addition, some studies using molecular dynamics methods are also
listed. Such a summary will be helpful to stimulate future experimental efforts on
graphene synthesis.

Keywords: Surface energy, graphene, density functional theory, chemical vapor
deposition

1. Introduction

After the graphene has been prepared perfectly on a nickel surface by the chemical vapor
deposition (CVD) method, [1] the 2D crystal formation process on a perfect cleavage plane
suddenly becomes a very important issue that needs to be deeply understood and penetrated.
Similar to the general surface absorption phenomenon, the basic physical laws under gra‐
phene’s formation on a metal surface should be the minimization of surface energy. What’s
special is that the classic surface energy theory, to some extent, seems to be slightly “broad-

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
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brush.” To explain and describe the perfect morphology of the obtained graphene crystals on
a metal surface, we need to provide a very fine description of the process of graphene growth
on a metal surface using CVD technology. This description should contain two main aspects:

1. The real-time surface energy variations from the absorption of a single carbon atom on
the metal surface, to the nucleation of graphene, to the formation of a large-scale single-
layer graphene, and finally to the formation of multilayers of graphene

2. The stationary state on-surface atomic structures and morphologies of the carbon phase
on the metal surface, as well as the surface energies of the different surface carbon
morphologies.

The main results are listed in Table 1. The aim of this chapter is to introduce the specific surface
energy problems in the formation of 2D crystal graphene on metal surfaces, which are helpful
for materials selection and process optimization in the fabrication of 2D carbons and other
materials.

Classification Method Brief descriptions

Stationary state
researches

DFT Investigated the decomposition of CH4 on Cu, and declared the active species
should mainly be CHx for graphene growth [2]

DFT Identified a carbon atom approaching induced bridging-metal structure
formation on Cu [3]

DFT C atoms should be unstable on Cu surface but diffuse directly to the
subsurface [4]

DFT Chain configuration is superior and will dominate the Ni surface until the
number of C reaches 12 [5]

DFT Linear C chain owns 6 atoms should be the representative structure on copper
surface [6]

DFT With increased concentration, C atoms will undergo a sinking and up-floating
process on Cu surface [7]

DFT Graphene nucleation is very likely to start from the stepped regions, but can
easily grow over the step [8]

DFT Revealed an energetic preference for the formation of stable 1D carbon
nanoarches consisting of 3–13 atoms when compared to 2D compact islands of
equal sizes [9]

Real-time kinetic
researches

Exp. Analyzed the activation energy paths for graphene nucleation and growth
on Cu [10]

Theo. Paved the way for graphene growth on Cu based on Langmuir adsorption and
2D crystallization theory [11]

Exp. Using carbon isotope labeling, clearly verified that graphene growth on Ni occurs
by a C dissolving–precipitating process whereas it grows by a surface adsorption
process on Cu [12]

MD On Ni surface, high C concentration leads to the formation of graphene island
and at ~1000 K, the graphene quality can be significantly improved [13]
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for materials selection and process optimization in the fabrication of 2D carbons and other
materials.

Classification Method Brief descriptions

Stationary state
researches

DFT Investigated the decomposition of CH4 on Cu, and declared the active species
should mainly be CHx for graphene growth [2]

DFT Identified a carbon atom approaching induced bridging-metal structure
formation on Cu [3]

DFT C atoms should be unstable on Cu surface but diffuse directly to the
subsurface [4]

DFT Chain configuration is superior and will dominate the Ni surface until the
number of C reaches 12 [5]

DFT Linear C chain owns 6 atoms should be the representative structure on copper
surface [6]

DFT With increased concentration, C atoms will undergo a sinking and up-floating
process on Cu surface [7]

DFT Graphene nucleation is very likely to start from the stepped regions, but can
easily grow over the step [8]

DFT Revealed an energetic preference for the formation of stable 1D carbon
nanoarches consisting of 3–13 atoms when compared to 2D compact islands of
equal sizes [9]

Real-time kinetic
researches

Exp. Analyzed the activation energy paths for graphene nucleation and growth
on Cu [10]

Theo. Paved the way for graphene growth on Cu based on Langmuir adsorption and
2D crystallization theory [11]

Exp. Using carbon isotope labeling, clearly verified that graphene growth on Ni occurs
by a C dissolving–precipitating process whereas it grows by a surface adsorption
process on Cu [12]

MD On Ni surface, high C concentration leads to the formation of graphene island
and at ~1000 K, the graphene quality can be significantly improved [13]
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Classification Method Brief descriptions

MC Showed the morphological evolution process of graphene growth on
Pt surface [14]

DFT, density functional theory; MD, molecular dynamics; MC, Monte Carlo; Exp., experimental characterization; Theo.,
theoretical analysis.

Table 1. Summarization of researches on the surface process of graphene growth

By the present experimental technologies, it is still a great challenge to obtain the abovemen‐
tioned knowledge especially under high-temperature conditions. So, it naturally becomes the
best choice to investigate the graphene on-surface growth process by the accurate, reliable
theoretical approach: the density functional theory (DFT). [15] Except for some controllable
numerical approximations, the DFT approach can be recognized as a rigorous accurate theory,
and since it is based on the maximum advanced of physical theory today, the results obtained
by the DFT approach is of great reliability. Using the DFT approach, the graphene on-surface
growth process can be described even at the level of electron distribution. In recent years, DFT
researches on this aspect have been in full swing and some key progresses have been obtained,
e.g., the surface energy evolution curve with the carbon atom number increases during the
graphene growth on cupper surface has been revealed in detail by Li et al. [6] Parts of these
theoretical results have been verified in experiments, and thus can provide reliable guides to
optimize the preparation of graphene.

In this chapter, the surface energy problems involved in thin film growth will be first intro‐
duced from the aspect of the classic surface energy theory. Then, we will introduce the
approaches that have been exploited in describing the graphene CVD growth process from
the energy aspect using the DFT approach. Thirdly, we will review the achievements using
these approaches on the growth process of graphene.

2. Surface energy problems in thin film growth

2.1. General fundamentals of surface energy

Consider the atoms in the bulk and surface regions of a crystal, the atoms in the bulk possess
lower energy since they are more tightly bound, while the ones on the surface will possess
higher energy since they are less tightly bound. The sum of all the excess energies of the surface
atoms is the surface energy. Therefore, surface energy is generally defined as the excess energy
needed when a new surface is created. [16]

For a liquid, the surface energy density is identical to the surface tension (force per unit length),
e.g., water has a surface energy density of 0.072 J/m2 and a surface tension of 0.072 N/m (the
units are equivalent). For a solid, if we cut a body into pieces, it will consume energy. Under
the hypothesis that the cutting process is reversible, according to the conservation of energy,
the energy consumed by the cutting process will be equal to the energy inherent in the two
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new surfaces created. Therefore, the unit surface energy of a solid material would be half of
its energy of cohesion. In practice, this is only an approximate description. Surfaces often
change their form away from the simple "cleaved bond" model implied above, and readily
rearrange or react to reduce their energy.

Surface energy is the essence of “energy.” According to statistical thermodynamics, the surface
energy can be described by the Gibbs isotherm. [17] From the expression of Gibbs free energy
in differential form, dG ≡ −SdT +VdP + γdA, it can be defined as γ ≡ ( ∂ G

∂ A )T ,P . Therefore, surface
energy can be considered as a criterion at equilibrium. When a system is reaching the equili‐
brium state, it tends to reduce its free energy. In some cases, this stable state is achieved by the
reduction of the surface energy. This principle of surface energy determines many physical
phenomena. For example, the smaller drops will aggregate into larger ones; in the absence of
gravity, a droplet will tend to become spherical to reduce its surface energy.

Most importantly, the relative magnitude of surface energy determines the wettability of one
material on another material. A material having very low surface energy can easily wet a
material having high surface energy and form a uniform adhesive layer on it. Conversely, if
the deposition material has a higher surface energy, it readily forms an atomic group on the
substrate with lower surface energy. Such a function of the surface energy has a wide range
of practical applications. We can coat surface-modified materials (e.g., pigments) on the surface
of buildings, automobiles or mechanical components to modify their surface energy and thus
adapt to the working environment. A good example is waterproofing. Since organic material
has low surface energy, coating wax on the surface of a vehicle can prevent the formation of
water film when the automobile is wet with rain. Another important application, which is
mainly discussed in this chapter (i.e., wettability), is that it determines the process of thin film
growth and the quality of the samples obtained. This will be discussed in detail in Section 1.1.3.

2.2. Determination of the surface energy

To measure the surface energy of a liquid, commonly, there are two methods. The first one is
the so-called stretching film method, as illustrated in Figure 1. By this method, the surface
energy is measured by stretching a liquid membrane (which increases the surface area and
hence the surface energy density). In that case, in order to increase the surface area of a mass
of liquid by an amount, 2δL (the liquid membrane has two surfaces), a quantity of work, Fδ,
is needed. The increase of the surface energy is 2γδL (where γ is the surface energy density of
the liquid). So, 2γδL = Fδ, the surface energy density can be calculated by γ = F/2L.

The other commonly used method to measure the surface energy of a liquid is the capillary
tube method, as illustrated in Figure 2. When inserting a capillary tube of greater surface
energy into the liquid, the adhesive force of the liquid to the tube wall will point upward. Thus,
to reduce the amount of energy, the liquid will rise along the tube till a new equilibrium is
reached: f cosθ =mg . f is the adhesive force, which is equal to 2πRγ (R is the radius of the
capillary, γ is the surface energy density of the liquid). θ is the contact angle between the liquid
and the capillary. mg is the gravity of the liquid column, which equals to πR2hρg (h is the height
of rise in the capillary and ρ is the density of the liquid). Therefore, the equality can be rewritten
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as 2πRγcosθ = πR2hρg, then the surface energy of the liquid can be calculated by γ = Rρgh /
2cosθ.

Figure 2. Illustrations for the capillary tube method in measuring the surface energy of a liquid.

For the measurement of the surface energy of a solid, the above two methods cannot be used.
But there exists one way which is approximate to the capillary tube method in the case of
liquids. This is called the zero creep method. At some high temperatures, the solid creeps and
even though the surface area changes, the volume remains approximately constant. If over‐
hanging a cylindrical line of radius r and length l, at equilibrium, the variation of the total
energy vanishes and we have

( ) ( )E g l rdr r ldl rdl ldr2 2d 1 / 2 2 2 2 0r p pg= + - + =

where ρ is the density, and γ is the surface energy density of the solid line. Since the volume
of the solid line remains constant, the variation of the volume is zero, i.e.

( ) ( )r l r dr l dl22p p= + -

From these two equations, the expression of the surface energy for a solid can be deduced as
γ = rρgl/2, which is similar as that of the liquid deduced from the capillary tube method. So,

Figure 1. A liquid membrane stretched by an external force.
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the surface energy density of the solid can be obtained by measuring the radius and length of
a cylindrical line, at equilibrium.

This method is only valid for isotropic solids, whose surface energy is the same in all orienta‐
tions. Such a condition can be strictly satisfied only for amorphous solids. If the sample is a
metal or made by powder sintering (like ceramics), isotropy is also a good approximation. In
the case of single-crystal materials, which are obviously anisotropic, this method will become
invalid. In addition, since the measurement conditions for the surface energy of a solid requires
high temperature, the obtained results sometimes will be inaccurate and thus unreliable in
practical applications. So, in determining the surface energy of a solid, theoretical methods are
of special importance. The traditional theoretical methods in estimating the surface energy of
a solid include the thermodynamics calculation and mechanical calculation methods.

In the thermodynamics calculation method, the surface energy of a solid at a given temperature
is derived by the thermodynamic relations from the measured value under a melting state. So,
the calculated surface energy is also only valid for isotropic solids. In the mechanical calcula‐
tion method, the surface energy of a solid is related to its Young's modulus. But since the
Young's modulus for many materials is nearly the same, the obtained values are quite coarse
with about six to seven multiples of errors. Additionally, both the thermodynamics and
mechanical calculation methods can’t reflect the relationships between the surface energy and
the crystallographic orientations. So, they are mostly used for some particular systems or in
cases that require less precision.

The third theoretical method is called the atomic calculation method. In this method, the
surface energy is determined by multiplying the energy of one bond and the number of
bonds being broken. According to the different approaches in obtaining the energy of one
bond, this method can be split into two branches. In the first one, the energy of one bond
is estimated by the sublimation energy. For the crystal  owning one mole (NA) atoms, at
least  0.5  NA  bonds  will  be  formed.  In  consideration  of  the  coordination  number  Z,  the
number of bonds in one-mole crystal will  be 0.5 NA*Z.  So, the average energy per bond
can be estimated as ε =

ΔH s

0.5N A*Z . ΔHs  is the molar enthalpy of sublimation. In the other one,
the energy of one bond is calculated by the interatomic potential, which can be calculat‐
ed using the modern molecular simulation method or the first principle method. Take the
FCC crystal as an example, the coordination number of every atom is 12. While the atoms
at the (111) plane only possess nine coordination atoms. This means that 3 bonds per atoms
are broken during the formation of a (111) plane in the FCC crystal. So, the energy required
to form one surface atom can be given as: E(111) =  ε*3≡

ΔH s

2N A
. The surface energy γ can be

defined  as  γ ≡ E (111)×number of surface atom / surface area.  For  the  (111)  plane  in  FCC
crystal, the number of surface atom / surface area equals 4

3a0
2 . So, γ =

ΔH s

2N A
( 4

3a0
2 ) =

ΔH s

3N Aa0
2 .

2.3. Thermokinetics process in thin film growth

During the thin film growth process, an old surface will be covered and a new surface will be
created. Thus, this process should be mainly controlled by the surface energy theory. There‐
fore, the growth thermokinetics as well as the quality of the obtained samples will be controlled
by the surface energy. In the first, the critical size of the surface nucleation in thin film growth
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and the nucleation rate are determined by the surface energy. In this section, the thermody‐
namic process of thin film growth on the flat surface is illustrated to introduce this determi‐
nation relationship.

In order to study step generation on a flat surface, we consider the case of forming a disc with
radius r and height a (an atomic layer), as illustrated in Figure 3. We assume that the material
of the disc is the same as the flat surface and the disc is grown epitaxially, the additional surface
energy caused by the formation of the disc is only the surface energy on the side region of the
disc,

E rad 2p g=

This increased surface energy will exert a compressive force on the disc,
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    Figure 3. (a) The disc nucleation on flat surface with height a and radius r; (b) schematic cross-sectional view of the
disc (the side of the disc exerts a compressive force on it).
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where A is the surrounding area of the disc. Under such a compressive force, the energy of
each atom in the disc will increase
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r
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where Ω is the atomic volume. Due to the energy increase, the atoms in the disc become much
easier to sublimate than those in the flat substrate. The sublimation rate can be written as
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where N0 is the number of atoms being absorbed on the flat surface per unit area, υs is the RMS
velocity of atoms on the flat surface, ΔGdes is the activation energy during the desorption
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process of the surface atom. At a given temperature, Jc
' and J0 are both proportional to the

pressure, so the pressure ratio on the disc and the flat surface is

p
p rkT0

Ωexp gæ ö
= ç ÷

è ø

From this equation, the energy changes per atom from the gas phase to the solid phase can be

calculated as Δμ =kT ln( p
p0

), thus the sublimation heat per unit volume ΔEs can be calculated

by ΔEs = Δμ
Ω .

Consider the energy change from the gas phase to the solid phase during the disc growth,
including the surface energy being increased and the sublimation heat being released,

E E V E ra r a E ra r a2 2
s s s2 2 mp g p p g p D

D = - D = - D = -
W

From this equation, the critical size (here means the critical radius rc) of the surface nucleation

can be defined. Let dΔE
dr =0, we can obtain

rc
g

m
W

=
D

If the radius of the disc reaches rc, the energy change ΔEc will equal

E r ac cp gD =

This energy is defined as the nucleation activation energy, which determines the nucleation
rate

E a
kT kT

2
cnucleation rate exp exp p g

m
æ öæ öD W

µ - = -ç ÷ç ÷ ç ÷Dè ø è ø

In the second, the growth mode of thin film means that the layered growth or island growth
is also controlled by the surface energy. Such control is illustrated in the heteroepitaxial growth
of a thin film on a flat substrate, taking the (001) facet growth of simple cubic crystal as an
example, and only the nearest-neighbor interactions are considered. Let thin film of material
A grow on surface B, the interaction potential between two A atoms and two B atoms is
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indicated by UAA and UBB, respectively, and the interaction potential between atoms A and B
is indicated by UAB. According to the definition of the surface energy, the surface energies of
material A and B, and the interface energy between material A and B can be calculated as

u a
u a

u u u
a a a

2
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2
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/ 2
/ 2
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where a is the lattice constant (the same for A and B). If uAB≥uAA, which means γB≥γA + γAB (the
film growth will reduce the energy of the system), the material A will wet the surface of
material B completely, which results in a layered thin film growth process. If uAB <uAA, which
means γB <γA + γAB (the film growth will increase the energy of the system), material A can’t
completely wet material B, which results in an island thin film growth process.

In the initial stage of the thin film growth, there are only very few atoms. The concept of surface
energy, which is a collection quantity for a given material, seems too big to be used in analyzing
the growth process. So, in practice, for fine studies on the thin film nucleation process, energy
evolution on the atomic and even on the electric level based on the theoretical method (specially
the molecular simulation technology) is always used.

3. Approaches from energy aspect in investigating graphene growth

Graphene is the first truly 2D crystal ever observed in nature,[18] as shown in Figure 4. This
is remarkable because 2D crystals were predicated to be unstable and thus inexistent in the
past, due to the Mermin–Wagner theorem. This theorem states that a 2D crystal will melt at
any temperature but zero due to thermal fluctuations. From its discovery, graphene has
grabbed appreciable attention due to its exceptional electronic and optoelectronic properties:
it is reported as one of the best electronic materials. The reported properties and applications
of graphene have opened up new opportunities for future devices and systems.
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Because of the great application potential of graphene, investigations on the synthesis of single
sheets of graphene have also attracted a large number of researchers and companies. Till now,
the synthesis routes of graphene can be broadly categorized into five main different sec‐
tions[19]: the exfoliation and cleavage route, the chemical vapor deposition techniques,
thermal decomposition of SiC or other substrates, unzipping CNTs, and chemical methods.
Among them, the chemical vapor deposition technique is the most popular for preparing large-
scale and high-quality graphene samples. Most of the chemical vapor deposition growth of
graphene uses nickel, iron, and copper foils as the substrate. While nickel and iron have great
carbon solubility, the graphene growth will go through a carbon dissolving and precipitating
process. [12] Therefore, on nickel and iron foils, the obtained graphene films are often inho‐
mogeneous with many defects and multilayer flakes. Such disadvantage can be overcome by
using copper foil as the substrate due to its low carbon solubility. The growth process of
graphene on copper foil is self-limited, thus large-scale high-quality single-layer samples can
be obtained. So, here, we focus on the formation of graphene on copper substrate. To investi‐
gate the nucleation and growth mechanism of graphene on copper surface systematically is of
great importance for exploiting and optimizing the fabrication of graphene by the chemical
vapor deposition technique.

i ii
iii

iv

Figure 5. Growth mechanism of graphene on Cu surface. Methane is adsorbed on the surface and then decomposed to
carbon adatoms. When the supersaturation of the carbon adatoms reaches a critical value (Cnuc), graphene begins to
nucleate and grow step by step.

Through experimental method, by characterizing the graphene nuclei grown on copper for
different growth temperatures and times by high-resolution scanning electron microscope,
Kim et al. [10] have analyzed the nucleation and growth mechanism of graphene on copper
substrates (as shown in Figure 5). Methane molecules are first chemisorbed on the copper
surface. Such adsorbed methane can be decomposed to carbon adatoms. The concentration of
these carbon adatoms, Ccu, increases with time increases, until a critical point, i.e., the super‐
saturation of the carbon adatoms reaches a critical value (Cnuc). Now, graphene begins to
nucleate. Such process and the growth of the nuclei will deplete the carbon surrounding them.
So, Ccu decreases quickly. In this decreasing process, the nucleation rate becomes negligible,
while the growth of formed nuclei continues. Till the Ccu is reduced to a stable level, Ceq, the
equilibrium between graphene, surface carbon, and CH4/H2 will be reached.
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Figure 5. Growth mechanism of graphene on Cu surface. Methane is adsorbed on the surface and then decomposed to
carbon adatoms. When the supersaturation of the carbon adatoms reaches a critical value (Cnuc), graphene begins to
nucleate and grow step by step.

Through experimental method, by characterizing the graphene nuclei grown on copper for
different growth temperatures and times by high-resolution scanning electron microscope,
Kim et al. [10] have analyzed the nucleation and growth mechanism of graphene on copper
substrates (as shown in Figure 5). Methane molecules are first chemisorbed on the copper
surface. Such adsorbed methane can be decomposed to carbon adatoms. The concentration of
these carbon adatoms, Ccu, increases with time increases, until a critical point, i.e., the super‐
saturation of the carbon adatoms reaches a critical value (Cnuc). Now, graphene begins to
nucleate. Such process and the growth of the nuclei will deplete the carbon surrounding them.
So, Ccu decreases quickly. In this decreasing process, the nucleation rate becomes negligible,
while the growth of formed nuclei continues. Till the Ccu is reduced to a stable level, Ceq, the
equilibrium between graphene, surface carbon, and CH4/H2 will be reached.
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Analyses based on the experimental characterizations can give the framework of graphene
growth similar to the existing theories for two-dimensional nucleation and growth of thin
films. However, encumbered by the growth conditions of graphene and the lack of effective
characterization methods, some fine messages, like the exact nature of the active carbon species
adsorbed on the Cu surface, the adsorption and desorption energy of the carbon species on
the Cu surface, the surface diffusion energy barrier, as well as the bonding process of the carbon
species, cannot be well obtained yet. These messages are of great importance. The first-
principle method, especially the density functional theory (DFT), is much suited for the
investigation of such messages. By this method, a lot of simulation studies have been carried
out on the atomic process of graphene growth on copper substrates.

DFT is a computational quantum mechanical modelling method, which is among the most
popular and versatile methods available in physics, chemistry, and materials science. With this
method, the properties of the system are determined by using functionals, i.e., functions of
another function, which in this case is the spatially dependent electron density. DFT has broad
applications in the chemical and material sciences for the interpretation and prediction of
complex system behaviors. Specifically, DFT computational methods are applied for the study
of systems exhibiting high sensitivity to synthesis and processing parameters. In this section,
we will briefly introduce the primary approaches that have been exploited in investigating the
growth mechanisms of graphene on copper surface.

3.1. The approaches that have been exploited in investigating graphene growth

As mentioned above, the system tends to reduce its free energy as it reaches the equilibrium
state. So, the most direct approach in investigating the growth process of graphene is the so-
called geometry optimization approach, to study the geometry configuration evolution of the
system with carbon atoms on copper surfaces by minimizing free energy. By DFT technology,
during such evolution processes, the bond breaking and formation can be presented virtually,
and the optimized configuration close to the real nucleation form can be obtained. For example,
through carrying out configuration evolution calculations on the system containing 4–6 carbon
atoms on the copper(111) surface, Li et al. [6] found that, at the very first stage, linear chains
will be formed and dominate the copper surface, as illustrated in Figure 6.

Figure 6. Top and side views for the stable configuration of system containing 4–6 carbon atoms on copper(111) sur‐
face.
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It is easy to imagine that, if several carbon atoms are absorbed on the copper surface, there will
be some different nucleation forms, e.g., four carbon atoms will have four different forms as
illustrated in Figure 7. These four configurations are obtained by geometry optimizations
starting from different initial configurations with carbon atoms arranged on different locations.
Depending on the laws of statistical thermodynamics, the occurrence probabilities of these
different configurations will be dramatically determined by their configuration energy. So,
calculating and comparing the stable energies of different possible configuration is also the
commonly used approach in investigating the graphene growth process.
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The growth process of graphene is a dynamic chemical reaction process, thus it is not only
determined by the energies of the reactants (initial configurations) and products (stable
configurations), but also deeply influenced by the activation energy. The transition state search
technology in DFT method can offer these messages quite well. For example, Wu et al. [3] have
used the climbing image nudged elastic band method to search the transition state of a 1 + 1
(the bonding of two carbon atoms on Cu(111) surface) reaction, and identified the minimum
energy path (MEP) of this reaction, as shown in Figure 8. First, the carbon atom remaining on
the surface (carbon B) rotates around the bridging Cu to its neighboring site (Figure 8c), with
a 0.51 eV barrier. Then, it rotates further toward carbon A with an activation energy of 0.64
eV. Finally, by conquering a 0.37 eV barrier, carbon B drags carbon A to the surface and forms
a dimer (Figure 8e). This MEP with several barriers thus gives a very rugged part of the two-
adatom potential energy surface.

To reveal the realistic nucleation process of graphene on copper surface, the quantum me‐
chanics/molecular mechanics (QM/MM) method should be more suitable than the above
approaches since it can consider the real reaction temperature and model the growth kinetics
and nonequilibrium processes. However, since it contains quantum mechanics calculations,
the computational efficiency is very low and thus this method can’t handle large systems and
can’t model long enough times to reproduce the real reaction process. So, till now, few reports
[2] using such approaches have been found.

The next best approach in revealing the dynamics nucleation process of graphene is the
molecular dynamics (MD) method, based on empirical atomic force field. The MD method can
simulate the real physical movements of every atom in a system of interacting atoms. The
movement trajectories of every atom are determined by solving Newton's equations of motion
numerically, where the interatom forces are defined by interatomic potentials (atomic force
field). The precision and reliability of the MD method is much lower than the DFT method
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The growth process of graphene is a dynamic chemical reaction process, thus it is not only
determined by the energies of the reactants (initial configurations) and products (stable
configurations), but also deeply influenced by the activation energy. The transition state search
technology in DFT method can offer these messages quite well. For example, Wu et al. [3] have
used the climbing image nudged elastic band method to search the transition state of a 1 + 1
(the bonding of two carbon atoms on Cu(111) surface) reaction, and identified the minimum
energy path (MEP) of this reaction, as shown in Figure 8. First, the carbon atom remaining on
the surface (carbon B) rotates around the bridging Cu to its neighboring site (Figure 8c), with
a 0.51 eV barrier. Then, it rotates further toward carbon A with an activation energy of 0.64
eV. Finally, by conquering a 0.37 eV barrier, carbon B drags carbon A to the surface and forms
a dimer (Figure 8e). This MEP with several barriers thus gives a very rugged part of the two-
adatom potential energy surface.

To reveal the realistic nucleation process of graphene on copper surface, the quantum me‐
chanics/molecular mechanics (QM/MM) method should be more suitable than the above
approaches since it can consider the real reaction temperature and model the growth kinetics
and nonequilibrium processes. However, since it contains quantum mechanics calculations,
the computational efficiency is very low and thus this method can’t handle large systems and
can’t model long enough times to reproduce the real reaction process. So, till now, few reports
[2] using such approaches have been found.

The next best approach in revealing the dynamics nucleation process of graphene is the
molecular dynamics (MD) method, based on empirical atomic force field. The MD method can
simulate the real physical movements of every atom in a system of interacting atoms. The
movement trajectories of every atom are determined by solving Newton's equations of motion
numerically, where the interatom forces are defined by interatomic potentials (atomic force
field). The precision and reliability of the MD method is much lower than the DFT method
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since they dramatically depend on the force field, which is fixed and thus cannot take the
chemical conditions of atoms into account. While, just because of the coarse graining of the
MD method compared with the DFT method, it can deal with systems consisting of a vast
number (tens of thousands) of atoms. Using MD simulation based on the ReaxFF force-field,
Ding et al. [13] have found that after 100 ps MD simulation at 1000 K, high C concentration
leads to the formation of graphene islands, as shown in Figure 9.

Figure 9. Initial and final structures obtained in 100 ps MD simulations at 1000 K for 32 carbon atoms.

Figure 8. Minimum energy path of the 1 + 1 carbon atom reaction on copper(111) surface.
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In summary, upon investigating the nucleation behaviors of carbon atoms to form graphene,
four main approaches have been exploited. These approaches can provide intuitive images in
the nucleation process of graphene, and some very useful messages in analyzing the surface
reaction path. Besides these four approaches, the Monte Carlo simulation method[14, 20] has
been also used. Since the Monte Carlo method provides similar messages as the DFT method
with less accuracy, we did not discuss it here.

4. Achievements on investigations of graphene growth

4.1. The exact nature of the active carbon species in graphene growth

Hydrocarbon decomposition is the first step in the growth of graphene on copper surface,
which determines the exact nature of the active carbon species. By the DFT calculations, Zhang
et al. [2] investigated the decomposition process of CH4 on a five-layer p(3 × 3) copper slab by
the transition state search technology. The initial state is an adsorbed CH4 molecule, and the
final product is a C atom plus four H atoms on the surface. There are three intermediates,
namely, methyl (CH3), methylene (CH2), and methylidyne (CH). As shown in Figure 10, all
four dehydrogenation steps are endothermic, and the corresponding activation energy barriers
are about 1.0–2.0 eV. The final product C + 4H is already 3.60 eV higher in energy than the
adsorbed CH4, which suggests that atomic carbon is energetically very unfavorable on Cu
surface. According to their results, the active species for graphene growth on the copper surface
should not be carbon atoms but mainly CHx (especially CH). This is quite different from the
case of other active metal surfaces, such as Pd, Ru (where the decomposition of CH4 is
exothermic), and Ni (decomposition of CH4 is slightly endothermic).

Zhang’s work is quite helpful to understand the growth mechanisms of graphene at the very
initial stage. While, in spite of these insights, in most DFT investigations on the nucleation of
graphene, atomic carbons are used. Surely, one of the main reasons for using atomic carbons
is for simplicity (the situations will become very complicated if CHx is used as the active
species). Besides, the more reasonable reason for using atomic carbons as the active species in
graphene growth is that it is still hard to determine certain active carbon species for graphene
growth on copper surface: since there exist complex surface morphologies on real copper
substrates in experiments, the active site for the dehydrogenation of CHx might not be located
at the plane copper surface but perhaps near the step regions, which should introduce
significant influences on the dehydrogenation energy. In addition, to grow graphene on copper
surfaces, dehydrogenation should finally be completed. To determine the exact nature of the
active carbon species in graphene growth, further investigations are quite necessary.

4.2. The stable configuration of 1-2 carbon atoms on the copper surface

By experimental methods, the growth mechanism of graphene on copper substrate has been
demonstrated to be a surface adsorption process. So, naturally, the carbon atoms should be
more stable on the surface than in the bulk of the copper lattice. However, by comparing the
absorption energy of carbon atoms on different locations in the 4 × 6 copper(111) slab, as shown
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in Figure 11, Riikonen et al. [4] found that the HCP adsorption site is unstable. The FCC and
BRI are also metastable sites; at finite temperatures, carbon diffuses directly to the subsurface
A site. According to their analysis, the stabilization of carbon interstitials in the copper
subsurface area can be understood with a few simple arguments. They state that, the copper
atoms at the topmost layer are easily pushed toward the vacuum due to their low coordination
numbers. Such greater flexibility of the topmost copper atoms compared with the bulk ones
opens a gate to the carbon atoms, which can thus sink into the subsurface and form octahedrally
symmetric copper surroundings.

The occurrence of sinking carbon atoms on the copper subsurface has been also found in the
work of Wu et al. [3] through transition state searches for two next nearest neighboring carbon
atoms to form a dimer on the surface (Figure 8). In their report, an almost linear C-Cu-C
configuration (Figure 8b) was formed. They named it the bridging-metal (BM) structure.
Through geometry optimization for the system having two carbon atoms on the Cu(111)
surface, Li et al. [7] also found this so-called BM structure, as shown in Figure 12.

In conclusion, despite the growth mechanism of graphene on copper substrate being a surface
adsorption process, the carbon atoms still have a chance to penetrate into the subsurface (solve
in copper), especially under very low carbon atom concentrations. This means that under
special process conditions, carbon atoms can also be implanted into the copper foil. Thus,
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graphene can be formed by following high-temperature annealing, which results in the
migration of implanted atoms to the surface and eventually bonding to each other. Such a
technique has successfully been used.

In the usual fabrication process of graphene by CVD technology, such a “sinking” of carbon
atoms into the copper subsurface will have nearly no influence on the surface adsorption
growth of graphene, firstly because dimer formation and the subsequent graphene growth is
by far the most favorable reaction in both energetic and kinetic terms. [12]. Secondly, Li et al.
[7] have investigated the following behavior of the sunken carbon when more carbon atoms
are absorbed around it. They found that, the sunken carbon atom will spontaneously form a
dimer with one of the newly adsorbed carbon atoms, and the formed dimer will up-float on
the top of the surface again, as shown in Figure 13.

(c)

Figure 11. The Cu(111) surface, top (a) and side (b) views; carbon energetics and minimum energy paths on the
Cu(111) surface, subsurface and in the bulk (c). The small green and dark spheres denote the surface and octahedral
adsorption sites, respectively. Surface adsorption sites contain four inequivalent styles: FCC, HCP, TET, and BRI. BRI′
is a neighboring equivalent site to BRI.
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Figure 13. Geometry optimization paths for the system with one carbon atom absorbed near the BM structure.

4.3. Configuration selectivity of the initial carbon clusters

Through DFT calculations, Gao et al. [5] have investigated the stable configurations of carbon
clusters containing 1 to 24 atoms on the Ni(111) surface. For different configurations of the
carbon clusters with the same size, they analyzed their stability by comparing the absorption
energies (so-called formation energy), as given in Figure 14. They found that, within the entire
size range of their calculations, carbon chains on the Ni(111) surface are always more stable
than ring configurations of the same size. The crossover between the carbon chains and the C-
sp2 network occurs at N = 12, beyond which the energy difference between chain and sp2
configurations becomes larger and larger. This means that, during the graphene growth on
Ni(111) surface, until N = 12, the C chain configuration is superior and will dominate the metal
surface. A ground state structural transition from a C chain to a C-sp2 network (graphene
island) occurs at N = 12.

Figure 12. Geometry optimization paths from two on-surface carbon atoms to the BM structure. The deformation elec‐
trodensities are mapped to characterize the bonding situations.
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Figure 14. Formation energies of chains, rings, and most stable sp2 networks on the Ni(111) surface versus the number
of carbon atoms.

For the case of copper surfaces, Li et al. [6] have investigated the graphene nucleation path by
importing carbon atoms step by -step. At every step, they exhausted all possible configurations
and discussed their stability. Based on careful configuration and energy analyses, an overall
path of graphene nucleation has been proposed in Figure 15. At the very first stage, the linear
chains containing 4 to 10 carbon atoms will be formed and dominate the copper surface, while
both the Y-type and circular carbon species are energetically repelled. Then, the growth of the
carbon cluster encounters an energy barrier at about 0.25 eV. By conquering such a barrier, the
carbon clusters will present Y-type (furcate) structures. Then, by adsorbing new carbon atoms
step by step, ring-containing carbon structures and graphene nuclei will be formed, with
energetic preference. Their results suggest that, it will be difficult to form furcate and ring-
containing carbon structures at the very initial stage of graphene nucleation, but it should be
formed when the linear chains have grown to some length.

Based on analysis of the deformation electrodensity maps of the linear carbon chains contain‐
ing 4 to 10 atoms (Figure 16), Li et al. [6] have also discussed the bonding situation between
the linear chain and the copper surface. The green color in Figure 16 indicates that net electrons
remain and stable chemical bonds are formed. Through bonding situation analyses, they point
out L6 should be a representative structure. In the linear carbon chains, when the number of
carbon atoms is less than 6, not only the end- but also the mid-carbon atoms bond stably with
the copper surface; if the number of carbon atoms reaches 6, the mid-carbon atoms are
completely detached from the copper surface, and thus an arc is formed.

4.4. Continuous growth of graphene over steps

In the chemical vapor deposition fabrication of graphene on copper surface, it has been found
that the growth of macroscopic pristine graphene is not limited by the underlying copper
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structure. Haider et al. [21, 22] have characterized the surface morphology of the copper
substrate and the graphene grown by scanning tunneling microscopy (STM), as shown in
Figure 17. They revealed that the atomic arrangement of graphene was not affected by the
morphology and atomic arrangement of the copper substrate. This feature implies practical
value for the mass production of high-quality graphene on rough copper substrates.

Inspired by this experimental phenomenon, Li et al. [8] have investigated the coalescence of
carbon atoms over a copper monatomic step by the DFT calculations. They constructed a
monatomic step as shown in Figure 18a, and carefully explored how the carbon atoms bond
together over the step. Firstly, they put some carbon atoms on and under the steps separately.

Figure 15. Energy evolution curve of the overall nucleation path of graphene growth.

Figure 16. Deformation electrodensity maps for the linear carbon chains.
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In some special cases, as shown in Figure 18b, after geometric optimizations, the separated
carbon atoms can successfully bond together. Additionally, this over-step coalescence of the
carbon atoms is spontaneous as the energy evolution curve descends monotonically through‐
out all the geometry optimization steps. They attributed this success to the energy barrier
preventing the bonding of the two carbon atoms, which is reduced significantly, since the two
copper atoms between them are both shared by three carbon atoms and thus have weak
interactions with the two bonded carbon atoms. However, the dimer formed finally moves up
to the upper terrace but is not located on the over-step position. In their following DFT
calculations, by importing another carbon atom to the “left hole” of the atom being drawn up
to the upper terrace, they found that this over-step coalescence process is unrepeatable (Figure
18c). As a conclusion, the direct over-step coalescence of the carbon atoms separated by the
steps is very difficult, and thus should not be the main pattern of graphene’s continuous
growth over the steps.

By importing additional carbon atoms between the existing ones separated by the steps, they
found that the main way in which graphene grows over the steps continuously is that the
carbon atoms, adsorbed additionally on the locations between the already existing ones which
are separated by the steps, link them (these carbon atoms separated by the steps) together.
They first imported one additional carbon atom, as illustrated in Figure 19a. The obtained
configurations after geometry optimization show a positive trend to a successful over-step
coalescence of carbon atoms. Then, one more carbon atom is imported again in the optimized
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During the calculations of the absorption energies, they found that the adsorption energy of
the single carbon atom near the steps (5.91–6.48 eV) is about 1.0 eV higher than that adsorbed
on a flat copper surface (5.13–5.17 eV). This indicates that carbon nucleation should be very
likely to start from the stepped regions. The thermodynamic reason is that around the step
regions on the substrate, the surface energy is higher than that on the flat regions.
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Figure 17. (a) STM topograph of a highly corrugated region of the sample. (b) Atomic resolution STM topograph over
a copper monatomic step.
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Figure 18. (a) Side view of Cu(111) surface separated on terraces by monatomic steps. (b) Energy evolution curves and
corresponding key configurations during the direct over-step coalescence of the carbon atoms. (c) The direct over-step
coalescence of the carbon atoms is unrepeatable.

(a)

(b)

Figure 19. (a) Initial and optimized configurations after importing one additional carbon atoms on the step. (b) Those
after importing the second additional carbon atoms on the step.
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4.5. Molecular dynamics simulations on graphene growth

Since graphene’s growth is typical of a kinetic and nonequilibrium process. Molecular
dynamics is a powerful tool to explore such processes at the atomic level. Based on the reactive
force-field (ReaxFF), Ding et al. [13] have investigated the evolution of carbon structures and
the growth kinetics of graphene on Ni(111) surface. Taking into account that the carbon
concentration is raised gradually during the chemical vapor deposition experiments on
graphene growth, they firstly investigate the effect of carbon concentration on the nucleation
of graphene, as illustrated in Figure 20. By arranging 16 and 32 carbon atoms on the Ni surface,
namely, 1/8 and 1/4 monolayers, they found that at the low concentration (16 carbon atoms),
the carbon monomers readily enter the subsurface, which is identical to the DFT results above.
As the carbon concentration increases, after 100 ps annealing, nearly all of the carbon atoms,
which are arranged coincidentally to contain long chains or large polygonal rings, eventually
form a sp2 network of pentagons, hexagons, and heptagons. As a summary, low concentrations
do not allow the formation of large sp2 network, and high concentrations are required to induce
the formation of graphene islands.

Figure 20. Initial and final structures obtained in 100 ps MD simulations at 1000 K for C16 and C32. Cyan and orange
spheres represent Ni and C atoms, respectively.

Then, they turned to the influence of temperature on the formation of carbon structures. Under
high carbon concentrations with 64 carbon atoms on the Ni surface, they analyzed the final
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configuration (Figure 21) after 100 ps molecular dynamics simulation at four temperatures 800,
1000, 1200, and 1400 K. They summarized the number of i-membered rings (MRs) (i = 3, 4,…,
9) in the C structures formed at different temperatures in Table 2. With the increases in
temperature, the fact that the number of 3- and 4-MRs are greatly reduced indicates that they
are very unstable; the increased numbers of 5-MRs and 7-MRs show that they are very stable.
The number of 6-MRs denotes the quality of graphene fabricated. According to their simula‐
tion, the number of 6-MR reaches the maximum at 1000 K and decreases as the temperature
further increases. Their results indicate that the optimal growth temperature of graphene
should be around 1000 K, as most CVD experiments of graphene growth were applied.

0K 800K 1000K 1200K 1400K

Figure 21. Equilibrium configurations at 0, 800, 1000, 1200, and 1400 K.

Table 1. Numbers of various polygons in the equilibrium configurations 

Table 2. Number of various polygons in the equilibrium configurations

Through simulating the growth of graphene islands by adding carbon atoms around it, they
found that graphene islands can grow larger by capturing deposited C atoms and forming
more hexagons on the edge with its self-healing capabilities during growth.

5. Summary

The fundamental theory of surface energy and the corresponding problems involved in thin
film growth have been briefly introduced in this chapter. For the special issue of graphene
growth on metal surface under the frame of chemical vapor deposition technology, the growth
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process and the quality of samples obtained is also determined by the surface energy theory.
But due to the high-temperature growth conditions of graphene and the lack of effective real-
time characterization methods, the fine messages of key importance in analyzing the thermo‐
kinetics process of graphene growth are difficult to obtain by experimental measurements.
Therefore, DFT investigations on the nucleation process of graphene under chemical vapor
deposition growth have been carried out very prosperously. The key approaches being
exploited in describing the graphene CVD growth process have been introduced. And some
main achievements, on investigating the growth process of graphene, using the DFT method
and the molecular dynamics method, have been reviewed. Till now, in spite of high-quality
graphene samples being fabricated successfully using the chemical vapor deposition technol‐
ogy, to develop a wider range of applications, the preparation of graphene with special
structures, like single crystal graphene sheets, graphene nanoflakes, graphene nanoribbons,
graphene nanomesh, and graphene quantum dots, still needs further investigations on their
growth mechanisms. We hope the above contents are helpful for the improvement in the
fabrication and application of graphene.
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Chapter 7

Modern Methods (Without Determining the Contact
Angle and Surface Tension) for Estimating the Surface
Properties of Materials (Using Video and Computer
Technology)
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Additional information is available at the end of the chapter
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Abstract

In the study of surface phenomena including nanotechnology, the main and only
instrumentally determined parameters are the surface tension and the contact angle.
These indicators have been introduced over 200 years ago, and any new inventions
in this area do not exist anymore. In line with this, we have developed a new method
and device for determining the surface activity.

The basis of the method and the device makes use of video cameras to record the
droplet size and changes in the surface layer of the known thickness of the liquid
droplets from the impact of surfactant substances (surfactants). Committed changes
are then processed by computer programs and calculated parameters, which can be
characterized by the surfactant, the surface where the liquid is and the liquid itself.
Determining the surface tension or contact angle is not necessary.

Exploring the possibility of estimating the surface properties of bulk and powdered
materials, without determining the surface tension and contact angle, moving
particles that are conventionally divided into six groups have been detected. The
possibility of moving objects to glow is suggested by a possible mechanism of
movement and glow through air oxidation of the organic compounds used as
surfactants in the experiments. Score particle velocity indicates that they may move
at a speed of 10 - 15 and 100 - 150 mm / sec. The results of the evaluation of the surface
properties of the particulate material were obtained without measuring the contact
angle and surface tension.

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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1. Introduction

1.1. Determination method of surface activity indicators that move liquid surfactants [1]

Surface activity indicators when using this method and the device are:

1. The amount of liquid which can move one kilogram of surfactant. The value of this
parameter varies from tens up to hundreds of thousands of units. The indicator can be
converted to units of energy - joules.

2. The amount of fluid retained in the surface per unit time is calculated based on the first
index and the surfactant supplements characteristic may be indicative of the characteris‐
tics of the surface and the liquid.

3. The velocity of propagation of capillary and microwaves. This indicator complements the
first two.

A new method for determining the surface activity is carried out on the installation (see. Figure
1). [2]

Sheme 1. General scheme of installation. 1. A table with an adjustable horizontal; 2. Object - preparation (surface un‐
der study); 3. The camcorder recorded the size of the drop; 4. The camcorder recorded changes in the surface of the
object - the drug; 5. Pipette; 6. Indicator mesh; 7. Lights

On the table with an adjustable level of the horizontal surface of the stack 1 of the plate material
properties 2, the surface of which should be investigated (Scheme 1 indicates how an object is
prepared). For the retention of the investigated liquid on a surface layer with 0.1-1 mm
thickness, the material deposited on the circumference of a hydrophobic material depends if
the liquid is polar or not, or if the liquid are solutions of various substances. The effect of which
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should be further investigated. Then, the camera or film camera 4 is set so that the boundary
line and the center of the bounding figures were clearly visible in the viewfinder and on the
possibility of occupying the entire frame (Image sharpness adjustment). After setting up the
sharpness, the line is set with a scale of 1 mm, and the camera fixed for subsequent scaling
measurements. The line is set perpendicular to the optical axis of the lens fixing process
chamber 4 exactly at the diameter of the circle. After that, the line is removed.

In limited hydrophilic or hydrophobic substance circles, the test liquid is measured in an
amount necessary to produce the liquid layer thickness selected by the researcher.

Exactly over the center of the bounding shapes, such as circles, a calibrated weight drop was
established at the diameter of the capillary pipette tip 5 so that the drop fell from it as accurately
as possible at the center of the figure. The edge of the pipette tip was mounted at a height of
4-30 mm. Illuminator 7 display grid 6 is set so that the reflection from the surface of the liquid
in the image grid locking chamber 4 was clearly visible.

The camera captured an image at the same time to determine the volume of a drop at the
moment of separation from the capillary pipette including 3 cameras that captured a larger
scale, drop, and surfactant solution or sample liquid that was introduced into the center of the
circle. To fix the process of the moving fluid, the film footage was consistently studied to
determine the distance from the center of the drop to the ground "wave motion" and in
accordance with the scale that converted the results into units of length. Similarly, the droplet
diameter at the time of separation from the capillary pipette was determined.

Figure 1. Measurements: A - B range displaced liquid layer. A - C size scaling
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If it is necessary to define or map out the properties of the surfactant, one can use the "standard"
surface, which are heat-resistant hydrophobic films or writing paper, or surface-modified
paper, for example with gelatin.

When working with paper, it is applied to the circumference of the necessary internal diameter
of the hydrophobic dye. The line width of the bounding figure is 5 - 6 mm. The damaged part
of the paper with her bounding figure (object - a drug) is soaked in a solvent (for example
water) for a certain time (for example 10 minutes) and placed on a table or laid on a plane-
parallel plate (thick glass). In this straightened paper, because it is removed from air extruded
by a glass tube with rounded ends, (for example a diameter of the pipette 10 - 15 mm) or other
device, (for example a roller or roller glossing pictures for unfolding and adhering wallpaper).
In the area of the paper, you applied bounded by lines (circle, square). The test liquid is applied
in an amount necessary to produce the layer thickness that is determined by experimental
conditions. In the center of the pipette tip, the locking chamber is included and applied to the
center of the bounding shape of the object - a drop of solution of the test drug surfactant.

2. Determination of the amount of the liquid conveyed surfactant

To determine the amount of fluid displaced in the scan frame, the frame corresponded to the
maximum radius (diameter) of the displaced fluid layer using standard computer programs
to measure it. Figure 1 shows an example of the measurement. After finding the radius
determined by

the amount of moving water, its density is given. For example, the volume of the displaced
fluid was found to be 9.4 x 10-7 m3, the water depth was 5.0 x 10-4 m, and the weight of
displaced fluid was 0.00094 kg. When the surfactant concentration is 5 kg/m3, the diameter is
0.00229 m, and the droplet amount of the surfactant is equal to 3.15 x 10-8 kg, then, the specific
liquid transfer amounts to 29,688.55 kg. One kg of surfactants is able to move the 29.7 tons of
water. This is consistent with the work produced in J 7106.37.

Fig. 2 shows the results of a study based on the effect of these parameters on the amount of
fluid displacement surfactants. Figure 3 shows the results of the determination of the perfect
work in moving liquid surfactants.

From these results, it is evident that one kilogram of surfactant with a great deal of movement
implements 110,000 joules, and it depends on the area of the movement. The greater the radius
of the bounding area of a circle, the more work is done. The quantity of the displaced fluid is
enormous given that 1 kg of the liquid surfactant mass moves in 370000 kg., and one of the
surfactant molecules can move 3500000 water molecules [4]. It can be assumed that the
distribution of the surfactant on the surface is liberated in the form of a film, which pushes
their hydrophobic boundary forming a hydrophilic water wave motion (see Fig. 9, wave
movement is marked С).
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Figure 3. The change in the specific operation when water is moving and a surfactant "equalizer", depending on the
content of the surfactant and the confining diameter of the circle (layer thickness 0.005 m). Bounding circle radii
(curves upward) 0.04; 0.05; 0.06; 0.07; 0.08 m [1].

Change in the diameter of the displaced liquid layer during the movement is shown in Figure
4. It can be seen that the diameter increases rapidly passing through the maximum point and
then decreases slowly.

Increase in the diameter occurs almost in a straight line (see Figure 5). A reduction in the
diameter is well described by a second degree polynomial shape and is very close to the
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Figure 2. The change in the specific amount of water transferred and surfactants "balancer", depending on the content
of the surfactant and the confining diameter of the circle (the layer thickness of 0.0005 m). Bounding circle radii (curves
upward) 0.04; 0.05; 0.06; 0.07; 0.08 m. [1,3]
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exponent (Fig. 6). From the above results, it can be seen that the performance can be considered
to characterize a surfactant, wherein the range considerably exceeds the measurement range
of the contact angle (0 to 180) and the range of values of the surface tension (20 to 480 [5]). This
has been determined for we have studied a range of values from tens to hundreds of thousands
of units [1].
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to a frame moving with the largest radius was determined. To know the frame rate, the time
between frames is multiplied by the number of frames to achieve the greatest range of fluid
movement. Then, multiply the result with the time to reach the maximum displacement of the
liquid, the number of displaced kilogram of surfactant liquid finding surface. The results are
shown in Fig. 7.

Figure 7. The change of parameters depending on the surfactant concentration: 1. The specific amount of fluid dis‐
placement (kg liquid / kg of surfactant) 2. The specific amount of fluid displacement per unit time ((kg liquids / kg
surfactant) * sec)
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Figure 6. Reducing the diameter of the displaced fluid layer
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From these results, it is seen that the amount of fluid displaced is changed, passed through a
maximum, which is a concentration of 4 kg/m3. Perhaps, this is due to the properties of
surfactant solutions, which vary significantly with increasing concentration and the formation
of micellar nanostructures.

4. Defining the properties of the fluid

The liquid can be characterized by the methods given above. At the same time, we observed
the regularity of occurrence and propagation of microwaves, which can also be used to
characterize the surface properties of the fluid [6].

To determine the distribution ranges of microwaves, reflection display grids were used, which
is clearly seen on the surface of the liquid in the video. The excitation of the surface of the liquid
carried the water droplets drop at a height of 0.02 m on the surface of the water and poured
in a circumscribing circle on the paper surface. The different amount introduced into the circle
bounded the fluid to change the thickness of the layer from 0.0002 m to 0.001 m on the surface
of the flooded paper.

Changes occurring in the interaction of water droplets to the surface layer of water were
recorded with a video camera. Then, on a frame scan, selected images in which measurements
were recorded changed. For this purpose, standard computer programs were used. Similarly,
the effect of surfactant concentration on the velocity of the waves was included in the study.
It has been shown that the water droplets in contact with the surface of the water formed
microwaves first (see Fig. 8) and then moved over the water surface substantially at a constant
speed (70 - 75)*10-2 m/s (see Figure 10). With the passage of the microwave image, the grid
display disappears. The resulting large waves then move on to the liquid surface at an average
rate of 32*10-2 m/s (see Figure 8). The increase in the thickness of the water layer in area C
increases the distance of propagation of the microwaves. Considering the studies of American
astronauts, it can be assumed that microwave oscillations are produced by the surface film
having a thickness of 0.00015 m [7]. Their height (amplitude of oscillation) may not exceed the
double thickness of the film but interaction of the drops of surfactant solution with the water
also causes the appearance of these two types of waves. However, the larger wave, starting
from the center of the dropping, and then moved to the edges of the bounding circle is already
under the action "move fluid wave". (See fig. 9 mark C).

She seemed to be pushed in front of the wave, and the trailing edge of the wave becomes
steeper. This wave slows down when approaching the edge of the bounding circle and its
movement initially opens the surface of the liquid (see Fig. 9. mark A) and the "boundary layer"
of liquid (see Fig. 9). In the notation, the line indicating the mesh is clearly visible, under the
influence of a force field where the liquid surface is. Moreover, at low concentrations of
surfactants and a strong interaction with the liquid lying below the surface of the "wave motion
of the liquid", the “boundary layer” is rolled on the surface. It was great all the time and zone
A was determined to have an observed free liquid. The introduction of surfactants somewhat
reduces the velocity of the propagation of large capillary waves (Without the surfactant
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average speed is 32*10-2m/s capillary wave and with surfactants, it is 20.5*10-2 m/s). Moreover,
the microwaves are observed on the surface of large waves because the indicator on the surface
of the liquid keeper is not visible (Figures 8 and 9). A large wave of "moving fluid" slows down
when approaching the edge of the circle to this limit: (13-15)*10-2 m/s. The speed of microwaves
remains almost constant at the range of 65 – 75*10-2 m/s. This speed can be detected only two
times during the passage of the microwaves on the investigated surface. Furthermore,
microwaves quickly reach the circle limit.

Figure 8. Microwaves (area B) and capillary movement (area A) on the surface of the liquid. In the area of microwave
indicator net disappears.

Figure 9. View of the water layer after exposure to drops of surfactant.

The effect of opening the boundary layer fluid wave motion can be used to estimate and
visually observe the thickness of the boundary layers. Also, the properties of microwaves to
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increase the range of the spread with increasing thickness in the liquid layer can be used to
estimate the thickness of the layer of water associated with the surface on which the liquid is
present and to evaluate the interaction energy of the liquid with the surface [6]. In the method
of the moving fluid, a surfactant is proposed for use due to its characteristics and surface
properties in surfactant identification, including metrology and nanomaterials.

Figure 10. The changing speed of microwaves on the surface from the impact of a drop of water.

Figure 11. The change in the speed of the capillary wave action due to the drops of surfactant. The water depth is
0.0005 m.

Studies have shown that in a limited space, microwaves do not change their speed, while the
larger capillary waves significantly reduce its speed when approaching the limiting barrier.
This can serve as a basis for concluding that occurs due to fluctuations in the microwave surface
of the liquid film. A wave of migration has a pulsating speed like bumping and the surfacing
of the boundary layer, slowing down and crashing "surfacing" acceleration.

Microwaves can be used to determine the thickness of the boundary layers created on the
surface, study the increasing the thickness of the layers of water, and expose small water
droplets on the surface dropping them from a small height.
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After recording a video, defined images, in which the measurements of the amount of liquid
transfer and the range of wave propagation, which are the characteristics of the surfactant
properties of liquids and surfaces, can be seen frame by frame. At the same time, the images can
determine the thin, visible layer of liquid. Figure 12 shows a view of the exposed surface of the
surfactant layer of liquid. Figure 12 shows three clearly visible that are staggered. Zone A - is
the surface (substrate) excepted from the liquid, zone B – is the tampering surfactant interfa‐
cial layer of liquid, and zone C – is free (not bound to the substrate) and fluid displacement.

Figure 12. Three zones. Surfactant - "equalizer" with a concentration of 3 kg/m3. The diameter of the circle bounding
0.144 m: A - surface freed from water; B - surface boundary layer; C - moving layer of fluid

Figure 13. Izmenenie microwaves spread on the water surface depending on the thickness of the substrate - the paper
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Since there is liquid on the surface layer bordering the air and the volume of liquid, it is possible
to conclude that the thickness of the liquid on any surface exceed the total thickness of the
surface layers and that the interfacial layer of the rest of the liquid will be "free". US astronauts
conducting experiments in space determined that a double layer of water in the air interface
when there is no free liquid is equal to 300 microns (0.0003 m). Consequently, a single layer is
equal to 0.00015 meters, and the thickness of the liquid layer above the value property of this
layer should undergo changes. We believe that the easiest way to define these changes is that
it can serve as a distance propagation of microwaves on the surface of the liquid layer of known
thickness. In this paper, we change the thickness of the liquid layer from 0.0002 to 0.0006 m.

Figure 14. The dependence of the radial propagation of the microwaves on the surface of its layer thickness.

The determination of microwave range is carried out by the disappearance of the indicator
grid lines on the surface of the water (see. Fig. 15). The results of the measurements are shown
in Figure 13, which illustrates the sharp increase in the area of microwave propagation
beginning with 0.0003 mm. Perhaps, this is the thickness of the water layer in which the surface
layer and the boundary layers start to move away from each other. Then, when the surface
layer has a thickness of 0.15 mm, the boundary layer will have a thickness of 0.3 minus 0.15 =
0.15 mm. Approximately, the same value is obtained when considering the radial distribution
of microwaves (see Fig. 4). Direct drawn through the experimental points intersects at the
horizontal axis at 0.12 mm. In other words, given the zero value of the radius of the microwaves
on the propagation of the liquid layer with 0.12 mm thickness, the liquid layer is bonded to a
substrate.
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Figure 15. The type of surface water layer with a thickness of 0.4 mm. The distribution of microwaves on the surface is
observed by the disappearance of the grid display.

Thus, the method for moving the liquid surfactant can be used to characterize the boundary
layer thickness.

5. Contactless displacement liquid surfactants

In the study of fluid displacement, it was observed that microwaves begin to form when the
surface of the water droplet is at a small distance in drip surfactants. Consequently, using
surfactant with high volatility can cause a slide on the surface layer of water from the gas phase
surfactant [8].

For the experiment, in the method described above, the only investigated material were a small
square and a thickness of 1 mm. They were placed in the center of the bounding shape (a circle)
and the amount of water is taken. Having regard to the volume of the test material, a layer of
water with a predetermined thickness was generated on it. The objects of the study used were
duralumin discs, silicon hereinafter - the "silicon", and LiNbO3 of the "Lithium". The capillary
pipette was placed at different heights (from 1.5 to 4mm) from the surface being studied, on
which the fluid (water) was located. Also, there was a change the thickness of the liquid layer
from 0.3 to 0.6 mm. The measurement results are shown in Table 1.

Observations have shown that a decrease in the height of the capillary over the studied surface
purifying it from the liquid is more intense. The surface on which the liquid was, is cleared of
the water layer quickly. A thickness of 0.3 mm in the water displaces the surfactant on the
surface being studied for 6-7 seconds. Table 1 with a reduced thickness of the liquid cleansing
surface is faster. The greatest speed of moving liquid is observed on silicon, and the smallest
on the paper. One can assume that the communication between the water surface and the paper
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is higher than the surface of lithium and silicon wafers. At the same time, the thickness of the
water layer, which can still be displaced under the action of the surfactant, is less in paper
plates than to silicon and lithium. The paper limited the thickness of the water layer at 0.4 mm,
silicon between 0.5 to 0.6 mm, and lithium. This effect is used to evaluate the thickness of the
boundary layer of water on the surface of the materials investigated [9]. However, there is a
contradiction. Lower speed happens in thin layers of water, which may be due to surface
roughness. The average value of surface roughness in micron samples obtained on the
instrument "Profilers - 296" is : paper - 4.55 ; Li - 1.16 ; and silicon - 0.75. The physical nature
of this indicator is that the larger the value, the greater the difference between the highest and
the lowest point on the surface (vertical drop), therefore, the greater roughness. Consequently,
the roughest paper will then be lithium and silicon. In the reverse speed of the fluid buildup,
with a correlation coefficient of - 0.999 and the same parameters (height above the surface of
the capillary pipette and the thickness of 3.5 mm to 0.3 mm) fluid velocity of the liquid will
move: paper - 2.62; Li - 16.49 ; and silicon - 18.9 mm3/sec. At first glance, these results confirm
the conclusion about the effect of roughness on the velocity of the fluid. However, this aspect
requires a more detailed study. For example, if one adopts the hypothesis about the impact on
the speed of the fluid, the strength of the molecules of the liquid from the surface under study,
it turns out that the paper bond strength liquid is higher than the surface of silicon wafers and
lithium. Therefore, the rate of fluid movement across the paper surface is less than the surface
of the silicon wafer and lithium. But, as we have noted above, the movement and penetration
of the liquid occurs on the investigated surface with a liquid layer of different thicknesses. For
the paper, the value of the minimum thickness of the fluid at which there is a breakthrough of
the liquid layer is 0.4 mm to 0.6 mm, and lithium-silicon is 0.5mm [9]. This means, lithium and
silicon binds more water than paper. According to fluid handling associated with more water
and logically, paper - the stronger of the coupling, the smaller will move liquid per unit of time
(for more details see below).

Object

The height

above the

surface of

the object,

mm

The water

depth, mm

Breakthrough

time the total

thickness of the

water layer, sec

The diameter of

the layer of fluid

displaced by 20

frames (4

seconds), mm

The volume

of the

displaced

fluid mm3

Time
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onset of

exposure,

sec

The speed of

movement

through fluid 20

frames (4

seconds), mm3/s

The speed of

movement from

the start of

exposure,

mm3/s

lithium

3,5 0,3 1,4 16,7 65,99 5,4 16,49 12,22

3,5 0,4 6,8 17,05 91,32 10,8 22,83 8,45

2,0 0,5 0,6 13,12 67,61 4,6 16,90 14,69

silicon

3,5 0,3 2,0 17,91 75,61 6,0 18,90 12,60

2,5 0,5 0,8 17,05 114,15 4,8 28,53 23,78

2,0 0,5 0,8 17,52 120,55 4,8 30,13 25,11

paper
3,5 0,3 8,2 6,67 10,51 12,2 2,62 0,86

3,0 0,3 5,0 9,74 22,36 9,0 5,59 2,48
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2,5 0,3 1,6 7,86 14,54 5,6 3,64 2,6

2,0 0,3 1,0 7,54 13,41 5,0 3,35 2,68

1,5 0,3 0,4 8,32 16,34 4,4 4,08 3,71

Table 1. The influence of parameters on the movement of water surfactants from the gas phase.

During the experiment, it was observed that erodible ring structure appear at the surface layer
of the water, which later disappears. (see Figs. 16 and 17)

Figure 16. Position of the edges forming a ring structure.

Figure 17. Position of the edges of the ring structure formed from structure.

In Figure 16, arrows 1 and 2 indicate that the position of the edges formed a ring structure.
Arrow 3, on the other hand, shows the emergence of a new ring structure. In Figure 17, arrows
4 and 5 show the position of the edges of the ring structure formed, which is marked by the
arrow 3 in Figure 16. Arrow 6, then, shows the emergence of a new ring structure. There are
several explanation of this effect:
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1. This stratified destruction layer are associated with the studied surface water, thus, water
layers in the associated liquid layer have varying degrees of communication between
them.

2. The impact of the electric potential between the capillary pipette and the surface is being
studied.

3. This "microdroplets" evaporating surfactants spreads over the surface of water.

The first explanation is the most acceptable. In previous studies on the movement of a drop of
liquid surfactant, the free liquid displacement is observed on the surface of the water bound
to the gelatin layer and then destroys the boundary layer. Below are the data from this work.

The movement to the peripheral areas of liquid drug is slow and comes in two stages. The first
stage is under the influence of highly concentrated surfactant solution (80 kg / m3) "sulphonol"
located above the moving fluid bed bound. After a while, the fluid begins to move associated
with the gelatin layer of water, freeing the surface and causing it to become dull. (see Figs.
18-20)

The time taken for the movement of fluid may be determined by the number of frames from
the starting points. Since the beginning of the movement, it is necessary to frame up to № 10.
The movement of “free” liquid ends at frame 43 (Fig. 18). At a frequency of shooting 24 frames
per second on the move, 1.375 sec have been spent. Without noticeable changes in the layer,
"bound" water was up to the frame number 60 in 0.7 seconds. Further movement of the
associated layer to frame 215 occurred within 6.45 sec.

Figure 18. View of the water surface after movement of the "free" liquid on the surface of the water associated with
gelatin frame 43. A - bound fluid layer; B - bound (shaft) move "free" liquid.

Figure 19. The start of the movement associated with the liquid layer on the surface of the gelatin block 81. A - bound
fluid layer; B - bound (shaft) move "free" liquid; C - free gelatin surface.
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3. This "microdroplets" evaporating surfactants spreads over the surface of water.

The first explanation is the most acceptable. In previous studies on the movement of a drop of
liquid surfactant, the free liquid displacement is observed on the surface of the water bound
to the gelatin layer and then destroys the boundary layer. Below are the data from this work.

The movement to the peripheral areas of liquid drug is slow and comes in two stages. The first
stage is under the influence of highly concentrated surfactant solution (80 kg / m3) "sulphonol"
located above the moving fluid bed bound. After a while, the fluid begins to move associated
with the gelatin layer of water, freeing the surface and causing it to become dull. (see Figs.
18-20)

The time taken for the movement of fluid may be determined by the number of frames from
the starting points. Since the beginning of the movement, it is necessary to frame up to № 10.
The movement of “free” liquid ends at frame 43 (Fig. 18). At a frequency of shooting 24 frames
per second on the move, 1.375 sec have been spent. Without noticeable changes in the layer,
"bound" water was up to the frame number 60 in 0.7 seconds. Further movement of the
associated layer to frame 215 occurred within 6.45 sec.

Figure 18. View of the water surface after movement of the "free" liquid on the surface of the water associated with
gelatin frame 43. A - bound fluid layer; B - bound (shaft) move "free" liquid.

Figure 19. The start of the movement associated with the liquid layer on the surface of the gelatin block 81. A - bound
fluid layer; B - bound (shaft) move "free" liquid; C - free gelatin surface.
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Bound liquid layer on the surface of the gelatin is not destroyed by the surfactant concentration
of 5 g / cm3. Movement of the "free" liquid only occurred on the surface of the "bound".

Figure 20. The type of surface bound gelatin layer of water moving frame 215. A - bound fluid layer; B - bound (shaft)
move "bound" liquid; C - matt exempt from bound water surface layer of gelatin.

The surface of the paper layer of bound water is destroyed under the action of a surfactant and
a small concentration of 5 kg/m3.

It is possible that ring structures will form in a contactless displacement fluid given a scenario
similar to the one above. The observed circular formations change their dimensions slowly.
Therefore, we assume that this is the most likely scenario of the destruction process of
boundary layers.

The second assumption about the nature of electricity does not exclude, but rather comple‐
ments the first scenario. More so, only after grounding the tripod holding capillary dropper
measurement results in our experiments stabilized.

The third assumption, in principle, is unlikely, as it implies a rapid condensation of the
evaporated molecules in microdroplets. Evaporation or not molecular, and cluster. We are
assuming that the surfactant molecules at the water surface form a monomolecular film that
is moved by the water. The highest measured diameters of the annular formations (see Fig. 16
and 17) are calculated using the table data area and the height of surfactant molecules on their
surface. Measurements and calculations showed that the diameter of the "microdroplets" with
the observed size of the circular formations may be within 0.00020245 m. 2,82743E + 13 contains
more than molecules. The droplet size is large enough. Therefore, it can be assumed that the
surfactant molecules at the surface either does not fit into a continuous film upon evaporation
or is the molecules and the clusters containing few molecules are detached from the total
weight. The first assumption is most likely because the calculations carried out the work of
Karbainova, A.N. [4] It was shown that one molecule surfactant can move 3.5 million molecules
of water. If you use this value to calculate the number of surfactant molecules needed to move
the volumes of liquid, which are shown in Table 1, it turns out that the greatest number of
molecules that moved will be equal to 1,15233E+15 and the smallest is 1,00465E+14. A number
of the above-mentioned droplet size must be delivered to the first surface 41 in the second case
4. Naturally, the number of droplets is significantly larger and significantly smaller in droplet
size, possibly approaching nanoscale.
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The measurement of the contact angle (wetting angle) showed that the contact angle of water
droplets on lithium (45o) is lower than silicon (55 °)(See drawings on the left and right). That
is, lithium is more hydrophilic than silicon and accordingly, the rate of water movement on
lithium is less than silicon. Water molecules bind more strongly to the surface of lithium, so it
is necessary to expend more energy for their movement and other things being equal, the
amount of water transferred will be smaller. For example, when the height of the capillary is
2.0 mm, the volume rate of water transferred to lithium is 67.61 mm3, 16.9 mm3/sec and silicon
is at 120.55 mm3, 30.13 mm3/sec)(Tab. 1). When the value of the difference in contact angle is
10o between silicon and lithium, the volume rate of water movement between the surfaces is
practically twice of that of the silicon. Consequently, new hydrophilic indicators give a more
differentiated picture.

The change in the surface properties of the skin treatment processes was also investigated. A
sample size of 4x4 cm was glued to a sheet of paper, coated thereon the limit line as a circle,
and treated sequentially with water, aqueous acids and salt, an aqueous solution of a chromi‐
um tanning agent. After completing these processes, the speed of the movement of the water
layer with thickness of 0.2 mm on the surface of the samples is determined. After exposure to
water, the travel speed was found to be - 2.05 mm/sec for samples after exposure to acid and
salt; 3.37 mm/sec after exposure to chrome tanning agent; and 6.86 mm/sec. The results showed
that during the treatment, there is an increase in the velocity of the fluid, i.e. water-repellency
at the surface of the skin as a consequence of reducing the surface water connection and
therefore increases the speed of movement. This corresponds to the theoretical concepts of the
science of skin.

Thus, studies have shown the possibility of estimating the properties of different surfaces by
the use of non-contact displacement fluid. It is shown that the movement of the liquid
surfactant influences the surface roughness and the strength of molecular interaction with the
surface of the liquid.

The study of fluid motion on the surface of duralumin has shown that there are several features
that can be seen only on light reflecting surfaces. Studies were therefore conducted as set forth
above.

The process of moving the non-contact liquid surfactant consists of several stages. At the
beginning of travel, a surfactant element removes water from the surface layers of the
molecules that are fixed in this layer due to the interaction with the molecules of air between
them. During the experiment, it was observed that erodible ring structures appear on the
surface layer of water, which disappears over time (see Fig. 21).

In our opinion, this layering destruction of water is bound to the surface under the study.
Therefore, the layers of bound water in the liquid layer have different degrees of communi‐
cation between them. Furthermore, the water layer is structured on one side with air on the
other side of the surface where the liquid is located. With the structure status stored in the
interaction of the surface of the water with a surfactant, which is embedded in the layer
structure and the stability limit is exceeded, new created surfactant molecules embedded
structure begins its destruction and the movement of the liquid layer. This altered state
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structures, with embedded surfactant molecules, are maintained long enough, which, accord‐
ing to our measurements, is more than 20 seconds.

Figure 22. Formation of dark spots.

It is possible that the formation of dark spots before the breakthrough of the liquid layer on
the duralumin becomes a specific interest (see Fig. 3). We assume that this is due to a decrease
in the thickness of water for up to 3 - 5 nm or less than the wavelength of light [10]. And the
moving layer of water can "roll" in the study water to the surface film thickness of the dark
spots. Figure 14 shows the formation of a water film (marked by an arrow) which is then
collected in the droplet.

It is possible that the formation of a dark film was due to depressions in the surface of
duralumin. Then, this effect can be used to assess mechanical defects on surfaces with almost
nanometer thickness. The figure also shows the optical transition to deepen or to a defect or
when not to manifest itself. At any rate, the reflection capillary is not changed. To detect this
defect by optical methods, a special instrument base and an increase in size is required.

Figure 21. The formation of the ring structures (arrows) in the water layer of 0.4 mm thickness on a paper surface.
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Figure 23. The sequence of frames showing the formation of a thin film of water at dark moving surfactant-ohm, which
is later collected in a drop (marked by an arrow).

The method of moving the liquid surfactant was used to assess the particulate materials,
including water-soluble measurement results that are shown in Table 2. For studies, particulate
materials are mixed with water and were made into a pattern in which the material surface is
leveled. The template was placed in the center of the bounding figure and above the layer of
water creating a thickness of 0.2 mm. Capillary with isobutyl alcohol surfactants are over the
patterns. The camcorder was then turned on. It was then seen that the capillary was fed
vertically to the surface of the template.

Fluid
movement

speed, mm /
sec

Disperse powder and granular water-soluble

SiO2 Fe2O3 CaOH2 ZnO MgO CuO NaCl NaHCO3

58,50 7,64 10,69 12,06 17,29 85,1 74,18 57,0

Table 2. The speed of the liquid (water) on the surface of particulate materials.

The table shows that the velocity of the liquid material on the surface can serve to characterize
the extent of water interaction with the material. For example, the reaction of water with the
surface of the copper oxide is insignificant as the moving speed of 85.1 mm / sec is much greater
than on the surfaces of other materials - sand, iron oxide, lime, and others, but is very close to
the speed of movement over the surface of table salt. Therefore, their surface is more hydro‐
phobic [10, 11].

6. Moving particles [12]

Studies of particulate materials by fluid displacement are possible to detect moving objects
using silicon oxide.

We explored the possibility of estimating the surface properties of powder and granular
materials, without determining the surface tension and wetting angle [4]. We found that with
the interaction of the surfactant with the liquid layer above the surface of the sand amd after
bringing the surfactant in the sand into contactthe camcorder recorded self-propelled objects
of different types.
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Conventionally, these are the six types:

1. Large objects resembling a UFO (Fig. 24)

2. Underwater objects (Fig. 25); Fast-moving underwater (Fig. 30)

3. Large objects resembling agglomerates particle (Fig. 26)

4. Objects to perform cyclic motion picture (Fig. 29)

5. The rod-shaped figure. (Fig. 29)

6. Point black.

Figure 24. The first type of moving objects. Large objects resembling a UFO. Getting traffic frame 698, continued
frames 708 - 718. The arrows marked the position of the object. The speed of movement of the object is 10-15 mm/sec.
Its size is larger than 5 mm. (moving from right to left, top) In the shade (to 698), a bright object is seen on a dark
background. And on a light background is a dark object (to 708 and 718). This can be interpreted as the illumination
object. Similar changes were observed for the other types. See Fig. 29. Frames 178, 189, 198, 276, 292, 328.

From Figure 24, the movement of the object causes display grid lines curves to be reflected
from the surface of the water. This indicates that the object is moving on the water surface.
But, there are objects moving in the water beneath the surface. (see Fig. 25).

Figure 25. Underwater object. Changes in the display grid lines (moving from right to left, top). Movement is seen be‐
neath the surface. The speed of movement of the object is 10-15 mm/sec. Its size is approximately 4 mm.

From figure 25, the object moves from left to right and slightly upwards. Speed estimation is
approximately 10 - 15 mm/sec. It is sufficient, in principle, to quickly notice the object with an
unaided eye movement.

Given that the thickness of the surface layer of water on the air interface is 0.15 mm [7], it can
be assumed that the object moved at least at this depth. It follows that the movement of the
objects does not only affect surface forces. In principle, there were hopes to explain the
observed motion of the objects.

Large objects, in the form of agglomerates, obviously also moves under the water surface (see
Fig. 26) as reflected by the changes in the surface mesh of the indicator observed.

Modern Methods (Without Determining the Contact Angle and Surface Tension) for Estimating the Surface…
http://dx.doi.org/10.5772/61041

199



Figure 26. The third type of moving objects - shapeless aggregates. The speed of movement of the object is about 35 -
40 mm / sec (the trajectory 3 in Fig. 27).

For the experiment, the recorded moving agglomerates were characterized by the emergence
of many objects. Fig. 27 shows the trajectories of some objects.

Figure 27. The trajectories of the objects

From the observation of the movement of objects, it was noted that in the beginning, a moving
black circular object in shots 17 - 39 (path 4) has initiated. Then, it continues to become an
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agglomerate (path 3) and, following the black object, both come to a single point (see Fig. 26)
(Frame 34 - 84). At this point, there is intense movement of the objects in a small volume. From
this point, after a while, the new black object starts to move quickly (frames 85 - 100 trajectory
5). Along with the sinter, a noticeable movement was produced but in reverse, which was
showed by the dark object in frames 64 - 74 (milestone trajectory 6). Another dark object (path
7 shots 69 - 78) was seen moving together with other large agglomerates. Initially, the agglom‐
erate is not noticeable and suddenly appears near this point object and continues to move
together. At the bottom, starting with frame 58, two objects are substantially on the same
trajectory at first and then a large object is shown(1 and 2 of the trajectory).

Moving objects change their size and position. It can be assumed that this is due to the addition
and elimination of particles that make up the objects or the rearrangement of it. Before the
experiment, the sand used in the experiment was sifted through a sieve with 1 mm openings.
The observed objects have the same parameters, significantly exceeding this size. Consequent‐
ly, the objects, themselves, are formed during the experiment.

Figure 28. The trajectories of the cyclic objects. The direction of movement is indicated by the arrows.
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In our point of view, the time of passage of the objects in the shadow of the device unit is
important. In general, the moving objects appear darker than the surrounding background
(there is light merging with the general background). However, objects remain visible and
lighter than the shade behind the shadow of the devices. In our opinion, this indicates that the
objects glow. Indeed, the cyclically moving objects in the original frames show that the objects
marked by the arrows in Figure 28 had a yellow gold color (like light).

Figure 29. The successive frames of the cyclic movement of objects (path 1 frames 168-207. Trajectory 2 frames 215-328
Fig. 28)

It is believed that the water in the seas and lakes by chemiluminescence illuminates during the
oxidation of organic substances with oxygen. Moreover, the luminescence observed depends
on the ultrasound and the purity of the water that can be suppressed. The purer the water, the
less intense is the glow [13]. Possibly, the ultrasound destroys the self-organizing structure of
the particles, leading to a decrease in the luminescence. In purer water, the smaller particles
can be united and pushed downward for the oxidation of organic substances. With regard to
our experience, these facts suggest that the association of the particles into larger agglomerates
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causes the acceleration of the oxidation reaction. Any association and creation of complex
structures in itself contribute to the acceleration of electrons, which causes the glow and helps
create movement. At the same time, it can be assumed that the particles are oxidation catalysts
and as a result, have a visible glow.

The fourth type of moving objects performs cyclic movements (Fig. 29). On the frames 281,
292, and 328, large arrows labeled objects rod type 5. In frames 178, 189, 198, 204, 273, 276, 281,
292, and 328, moving objects are in the shade and have a bright appearance that may shine.

We also recorded fast-moving underwater objects (see Fig. 30). Their speed is 100 - 150 mm/
sec. A total of four frames recorded the motion of this particle.

It is possible that there are particles moving with an even higher speed. But they could not be
fixed, due to the technical capabilities of the equipment.

Figure 30. A fast-moving underwater object.

These results show that research in this area are the prospects in the creation of sufficiently
large, even visible to the naked eye, objects moving independently of nanoparticles in water.
It is then necessary to understand the principles that unite and move the newly created objects.
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Chapter 8
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Abstract

A computational  model  to  solve  the  coupled transport  equations  with chemical

reaction and phase change for a liquid sessile droplet or the contact and spread of

a  sessile  droplet  between  two  approaching  porous  or  non-porous  surfaces,  is

developed.  The  model  is  general  therefore  it  can  be  applied  to  toxic  chemicals

(contact hazard), drug delivery through porous organs and membranes, combus‐

tion processes within porous material, and liquid movements in the ground. The

equation of motion and the spread of the incompressible liquid available on the

primary surface for transfer into the contacting surface while reacting with other

chemicals  (or  water)  and/or  the  solid  substrate  are  solved in  a  finite  difference

domain with adaptive meshing. The comparison with experimental data demon‐

strated the model is robust and accurate. The impact of the initial velocity on the

spread topology and mass transfer into the pores is also addressed.

Keywords: Liquid spread in porous materials, gaseous spread in porous mate‐
rial, evaporation in porous material, phase change in porous materials, multi-
phase process in porous materials, multi-species process in porous materials
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1. Introduction

Many hazardous chemicals are dispersed in their liquid phase as droplets and reside on the
surface of the liquid shortly after dispersion. In this state they are referred to as sessile droplets.
Many coupled processes commence after this stage, resulting in different forms of threats,
depending on the surface and physical properties of the liquid droplet. For nonporous surfaces,
if the vapor pressure of the liquid is high, the threat of exposure is through the respiratory
system, and if the vapor pressure is low, a percutaneous or direct contact hazard can be
expected. Furthermore, should liquid droplets enter a chemical reaction with the surface, the
products or the remaining reactants can reduce or augment the threat. In general, the following
processes can be expected on a nonporous surface:

a. Surface evaporation

b. Chemical reaction or adsorption at the contact surface only

c. Formation of liquid bridge when a secondary surface come into contact with the sessile
droplet on the nonporous or primary surface

d. Spread of the liquid bridge as the gap between the two surfaces closes.

For porous surfaces the following processes can be simultaneously present:

a. Surface evaporation

b. Capillary transport

c. Evaporation through the pores referred to as secondary evaporation

d. Chemical reaction and adsorption inside the pores

e. Possible formation of liquid bridge when a secondary surface comes into contact with any
possible sessile droplet left due to capillary transport on the primary substrate in the
postcontact phase

f. Spread of the liquid bridge if the conditions for its formation are met

g. Transfer of chemicals from the primary surface to the contacting surface occurs when the
droplet on the primary substrate is observable or nonobservable. Therefore, contact
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long after the droplet has disappeared from the surface. Therefore, an additional coupled
process, which is mainly physical (liquid bridge spread), can be added to the above processes.
The end result of all these processes determines the available chemical for atmospheric
transport in the form of vapor or percutaneous hazard on surfaces available for transfer to a
secondary surface upon contact.

When a wetting fluid is introduced into a porous medium, in the absence of external forces,
the distribution of the liquid in pores is influenced by pressure differential, capillary, gravita‐
tional, and viscous forces. The main driver for the spread of this wetting fluid is capillary
pressure. As the porous medium imbibes the liquid, the liquid flow rate decreases due to the
domination of viscous forces, causing a reduction in the flow capillary number. The spread
dynamics are influenced by the porous medium thickness, where two- and three-dimensional
flows occur. For thin porous media, the liquid flows in a radial direction and can be modeled
by the method of “common-lines” [1, 2]. In these solutions, two parameters need to be
experimentally determined. In thick porous media, the flow becomes three-dimensional,
although a cylindrical symmetry has been assumed in the past [3, 4] The experimental results
of Denesuk et al. [5] verified this three-dimensional nature of the flow. Holman et al. [6] studied
the surface spread in a porous medium as a function of permeability and have demonstrated
that the surface spread is the dominant mechanism as compared to droplet penetration
dynamics. In the above studies, a well-defined interface between the wetted and nonwetted
volumes existed. It is known that spread dynamics becomes more complex when the saturation
is less than unity, as demonstrated via MRI experiments by Mantle et al. [7]

When a droplet spreads into a porous substrate, saturation gets distributed between 0 and 1,
necessitating a multiphase flow approach. Therefore, the governing equations need to account
for the presence of all the phases [8, 9]. In these equations, two additional transport parameters
are present: a relative permeability and a capillary pressure function that includes the
interaction parameters between phases as shown by Chen et al. [10]. The relative permeability
can be modeled using a power function as indicated by Brooks and Corey, [11] or van
Genuchten equations, [12] in which each equation has a large number of parameters expressing
the relative permeability. The capillary pressure is often modeled using the Leverett [13]and
Udell [14] J-function.

In solving the droplet spread on or into a porous substrate, the shape of the droplet on the
porous substrate surface (droplet free volume) and the shape of the wetted porous substrate
imprint must be determined. Starov et al. [2, 15] have solved the governing equations to obtain
the shape of a droplet free volume that spreads into a thin porous medium where he found a
large variation of the droplet base radius. Using full numerical calculations for a three-
dimensional porous medium, Alleborn et al. [4] have come to a similar conclusion. In respect
to the imprint shape, the spread of the droplet is usually modeled by clearly separating the
fully saturated and non-saturated regions. However, the spread dynamic is more complex due
to the existence of partially saturated regions and varying transport parameters within the
pores as indicated by Lenormand et al. [16]

The change of the flow mechanism, and the formation of partially saturated regions, requires
solving the droplet spread into porous medium as a multiphase problem for which the
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multiphase flow parameters have to be determined. The multiphase parameters depend on
the type of process and the predominance of gravity, viscous, or capillary forces. [16] Valava‐
nides and Payatakes [17] summarized these influences on the multiphase parameters, where,
in addition to phase content or phase saturation and emerging forces, solid–fluid contact
angles, ratios of phase viscosities and flow rates, and the flow history (e.g., drainage or
imbibition) altered the behavior of multiphase parameters. Discrete pore network models
provide an alternative approach to elucidate the transfer phenomena and to evaluate transport
parameters. In network models, an actual porous medium is represented as a network of pores
that are connected by throats. [18] The phase progression is set using a potential threshold and
the flow pattern is determined thereafter, as outlined by Prat. [19] From the phase distribution,
the multiphase parameters are calculated (see, e.g., Constantinides and Payatakes [20]).

Further studies using a discrete pore network split the flow into primary and secondary
regimes. The primary flow occurs when the volume of the sessile drop is greater than zero and
the secondary flow happens after the sessile droplet volume becomes zero [21, 22, 23, 24]. In
the secondary flow regime, the flow front at the surface becomes an irregular flow front,
forming a heterogeneous porous medium at the surface. [25]

In spite of all previous progress in the field of porous media flow, there was still a need for a
production code (or model) that included all the physiochemical processes in order to calculate
the amount of a hazardous liquid droplet that poses a threat. The first problem encountered,
in a realistic scenario, is the evaporation of a sessile droplet that is deposited onto an imper‐
meable surface and exposed to outside wind conditions. This is called “convective evapora‐
tion” and its driving force is the outdoor wind velocity. As mentioned previously, a convective
evaporation (laminar or turbulent) model needs to be developed in the absence of all other
processes, i.e., for non-permeable non-reacting surfaces. An evaporation model for a sessile
droplet on a non-porous surface with stagnant air above it is discussed by Popov [26]. Hu et
al. [27] used finite element method to mesh the domain and then solved the mass conservation
equations for the vapor concentration to find the evaporation rate. The above models assume
no motion of air above the sessile droplet eliminating the convective effects. Baines et al. [28]
developed a very simple convective evaporation model that did not compare with experi‐
mental results very well and in some cases overpredicted the evaporation rate by 90%.

A comprehensive literature review of the existing models is presented by Winter et al. [29] All
of the previous studies focus on capturing the physics of evaporation and do not address the
role of turbulence on evaporation. The effect of turbulence on evaporation of droplets that are
moving in the core flow has been addressed by Navaz et al. [30] and Ward et al. [31] for spray
combustion problems where high density and temperature gradients will reduce the evapo‐
ration time to the scale of turbulence fluctuations. However, for smaller or more moderate
temperature gradients, the turbulence time scale will be smaller than the evaporation time
scale. Therefore, a new approach should be developed to examine the effects of turbulence on
evaporation of sessile drops. There are numerous works that examine atmospheric turbulence.
The effect of the free stream Reynolds number on shear stress and friction velocity at a wall
under outdoor conditions is discussed by Metzger and Klewicki. [32] Their study was
performed on the Great Salt Lake Desert and spans over Re=2000 – 5e6 or Re=2000 - 5× 106. There
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is also a dataset for friction velocity measured over a period of several months compiled from
the outdoor wind data of Klinger et al. [33]. It has been mentioned by Weber [34] that the main
scaling parameter in similarity theory of atmospheric boundary layer is friction velocity. He
concludes that there could be a significant difference in friction velocity depending on the type
of air flow. Several studies have focused on the varying turbulence intensity in wind-driven
flows under outdoor conditions [35, 36]. Their approach relies on the validity of some wall
function that relates the friction velocity to the mean free stream velocity and height. Upon
knowing the friction velocity, the shear stress and turbulence intensity are correlated. For the
evaporation problem, the previous studies have correlated the free stream velocity (or
Reynolds number) to the friction velocity. However, they have not addressed conditions where
turbulence intensity can change while the mean free stream velocity stays constant, or the
turbulence intensity can be altered without changing the free stream velocity (or mean velocity
in a channel flow).

Once a droplet spreads into a porous substrate, secondary evaporation (from the porous
substrate) occurs. This mass transport and vapor diffusion is hindered by granules of the
porous medium, and the vapor may face liquid parcels of the agent that act as additional
obstructions. These obstructions greatly alter the transport properties of the vapor inside the
pores and the transport rate toward the surface. Basically, the transport properties for the vapor
phase become a function of porosity and saturation. These properties are yet to be determined.

As mentioned earlier, capillary transport of sessile droplet of a chemical agent on a porous
substrate can be further complicated by the presence of chemical reaction. The chemical
reaction can occur between the chemical agent and the constituents of a porous substrate or
the chemical agent and pre-existing chemicals inside the pores, such as water or other
chemicals. It is known that some chemical agents undergo hydrolysis reaction when they
encounter moisture in the soil or sand, as it will be shown later. A simple set of one-dimensional
mass and energy equations for a medium with no motion (conductive only) with chemical
reaction was solved by Sadig [37, 38] who also demonstrated how the local properties are
affected by chemical reaction, as the composition of constituents vary in time. Xu et al., [39]
Lichtner, [40] and Steefel [41] have solved a very simple reactive flow with diffusion in
geological settings dealing with ion transport. To have a general-purpose model, it is required
that the conservation equations for all the phases (solid, liquid, and gaseous) and existing
constituents, in forms of reactants and products with a chemical reaction, be solved simulta‐
neously in time. The variation of species concentration in any of the existing phases will alter
the local properties of liquid, gas, or solid mixture. Furthermore, the production or destruction
of any solid phase will also change the local porosity of the medium.

A low-volatile chemical in its liquid form poses a threat upon contact with skin or other
materials (vehicles, etc.). Mass transfer to the secondary surface occurs during this process.
However, the contact may occur before a sessile droplet completely sinks in the primary
substrate, if porous, or after a sessile droplet is not observable on the surface. In the first case,
a liquid bridge is formed between the two approaching surfaces and may spread depending
on the surface properties. Furthermore, if the primary surface or substrate is non-porous, a
liquid bridge is definitely formed and spreads as the distance between the approaching
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surfaces decreases. The forces applied by liquid bridges connected to static supporting surfaces
were studied extensively by Butt et al. [42] However, in many applications, it is common that
at least one of the bodies is moving, and thus, the motion of the solid body may be influenced
by the forces associated with the liquid bridge [43, 44, 45]. Pitois et al. [46] studied the forces
applied by a liquid bridge connecting two spheres moving at a constant speed relative to each
other. Similarly, Meurisse and Querry [47] studied the effects of liquid bridges connecting two
parallel flat plates, moving perpendicularly to the plane of the plates, at a constant speed, or
at a constant force applied on the liquid. Both Pitois et al. [46] and Meurisse and Querry [47]
observed a rapid change from an attractive force due to capillary effects to a repulsive force
due to viscous effects for the case of surfaces approaching each other at a constant speed. De
Souza et al. [48] studied the effect of contact angle hysteresis on the capillary forces in the
absence of significant viscous forces and obtained good agreement between the experimental
data and the existing models. The capillary force measurement of liquid bridges was examined
and shown to be a reliable method for estimating advancing and receding wetting angles.

The absorption of chemical into the skin is of primary interest due to threat from contact with
hazardous materials. Experimental studies of Ngo, O’Malley, and Maibach [49] have attempt‐
ed to quantify mass absorption into the skin. This is a complex problem because skin chemistry
and perspiration rate may vary between individuals affecting the absorption rate. Although
some simplified models based on linear regression exist to estimate the absorption rate, a more
comprehensive and scientifically sound approach provides the solution of coupled equations
for multi-species systems, as discussed hereinafter.

However, there was still a need for a model that can predict the available threat from a liquid
chemical toxicant release. This issue has been addressed by Kilpatrick et al. [50], Savage [51,
52], and Munro et al. [53], and prompted the Department of Defense (DoD), Edgewood
Chemical and Biological Center (ECBC), and Defense Threat Reduction Agency (DTRA) to
initiate a comprehensive research project called Agent Fate Program that was geared toward
chemical agents of warfare. This project led to the development of the first-generation
production code COMCAD (COmputational Modeling of Chemical Agent Dispersion) by
Navaz et al. [54, 55], and the next generation for contact hazard MOCHA (Modeling Of Contact
HAzard) codes. [56] Since the model is general, it can not only be applied to chemical agents
of the warfare, but also any other liquid that can be disseminated into the environmental
substrates in a sessile droplet form (e.g., pesticides, toxic industrial chemicals (TICs), and toxic
industrial materials (TIMs)). This chapter summarizes the result of this research and its
application to a variety of problems.

1.1. Mathematical model

The species mass and momentum, and energy equations for a multicomponent system in a
porous medium with all phases being active is rather complex and are given in Navaz et al.
[57], Navaz et al., [55] Vafai, [9] Navaz et al., [58] and Kuo. [59] The continuity equation for a
multicomponent system for all phases includes any loss of mass due to surface and secondary
evaporation, and cross-over mass due to chemical reaction, phase change, and adsorption. The
momentum equations in porous media are considered for liquid and gaseous phases. Local
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thermal equilibrium is considered for the energy equation. That is to say that the local
temperatures of all phases are equal (Ts =Tℓ=Tg). Note that the solid phase is stagnant, but the
porosity will be changing in time if any solid constituent is formed due to phase change or
chemical reaction. The continuity equation for the porosity is eliminated, but the porosity is
updated in each time step (lagged by one time step). Although for an open system under the
usual atmospheric conditions the gaseous phase pressure normally stays at the environmental
conditions, the pressure term is included in the equations to extend the applicability of the
model for the future applications, in which the pressure may change (closed systems or
existence of explosions). All the conservation equations are solved explicitly on a finite
difference mesh as will be described later. The sub-models describing the source terms (e.g.,
evaporation), chemical kinetics, and adsorption models are described in separate sections. We
start with explaining the evaporation rate term.

Mass Conservation for Multiple Solid System (Substrate – Solid "k " )

Adsorptionsk s
sk skt

r j
w w

¶
= - -

¶
& &Reaction (1)

Mass Conservation for Multiple Solid System (Liquid " i " )

( ) ( ) ( )    i i Secondary Evaporation Surface Evaporation Adsorption
i i i i i i i

s
s V

t
jr

jr r r w w
¶

+Ñ = - - - -
¶
l l

l l l l l l l

r
& & & &Reaction (2)

( ) ( )

1 1

1

         ,  
N Liquids N Liquid

i i
mixture i i i iN

i i
i i

i

sC C Mass Fraction s s
s

r
r r

r
-

= =

=

= = = =å å
å

l l
l l l l l l

l l
(3)

( )i
i i i i

KkV P gsr
m

= - Ñ -l
l l l l

l

r
(4)

( ) ( ) ( )   
, -gj g Secondary Evaporation Adsorption

gj g gj g j mix j i j gj gj

j
s

s V D C
t

jr
jr r r w w- =

¶
+ Ñ = Ñ · Ñ + -

¶ l

r
& & &

Mass Conservation for  Multiple  Gaseous  System  (Gas" ")

Reaction
(5)

( )-gj
gj gj gj g j mixture gj

g

Kk
V P gs D Cr

m ®= - Ñ - Ñ
r

(6)

Relative  Permeability to   constituent of the gas phasegjk jth=

A General-Purpose Multiphase/Multispecies Model to Predict the Spread, Percutaneous Hazard, and...
http://dx.doi.org/10.5772/60807

211



( )

1
(gas   mixture  viscosity) ,

M Gases

g gj gj
j

Cm m
=

= å (7)

Density of   constituent of the gas phase

Velocity  component of   gas  phase  constituent
gj

gj

jth

V jth

r =

=
r

where

( ) ( )

1
1 and

N Liquids M Gases

g i g gj
i j

s s r r
=

= - =å ål (8)

   j mixD Effective Diffusion Coefficient of  gas species "j" into the mixture- =

  gj
j

g

C Mass Fraction
r

r
= = (9)

* (Capillary Pressure)i ci iP P P ghr= - +l l (10)

( )

* Local height of the droplet as a function of time (hydrostatic pressure)
Inter-Phase  Chemical  Species production  or  destruction
Saturation  permeability

    Relative permeability is a f

h

K
k k s

w
=

=
=

= l

&

l
( )

2unction of the local saturation

, , ,   Local porosity is a function of local density of the solid phasesk

s

x y zj j r

=

=

l

( )21 2 3gjk s s= + -l l (11)

Energy Equation

( )
( ) ( )

1 1 1
0

liquidssolids solids

s s s g g g

g g g g mn n mng ng

NN N

g s i s i gi gi s gi s gi
i i i

H H H P
t

H V H V V V

g g h h h

¶ r j r j j r
¶

r j r j

r u u r r r- - - - - -
= = =

é ù+ + - +ë û

+Ñ · +Ñ · + +Ñ · - -

é ù- - + D + D + D =ë û å å å

l l l

l l l l l l

l l l l l

r r r rv vv v&

& & &

q t t (12)

Surface Energy212



( )

1
(gas   mixture  viscosity) ,

M Gases

g gj gj
j

Cm m
=

= å (7)

Density of   constituent of the gas phase

Velocity  component of   gas  phase  constituent
gj

gj

jth

V jth

r =

=
r

where

( ) ( )

1
1 and

N Liquids M Gases

g i g gj
i j

s s r r
=

= - =å ål (8)

   j mixD Effective Diffusion Coefficient of  gas species "j" into the mixture- =

  gj
j

g

C Mass Fraction
r

r
= = (9)

* (Capillary Pressure)i ci iP P P ghr= - +l l (10)

( )

* Local height of the droplet as a function of time (hydrostatic pressure)
Inter-Phase  Chemical  Species production  or  destruction
Saturation  permeability

    Relative permeability is a f

h

K
k k s

w
=

=
=

= l

&

l
( )

2unction of the local saturation

, , ,   Local porosity is a function of local density of the solid phasesk

s

x y zj j r

=

=

l

( )21 2 3gjk s s= + -l l (11)

Energy Equation

( )
( ) ( )

1 1 1
0

liquidssolids solids

s s s g g g

g g g g mn n mng ng

NN N

g s i s i gi gi s gi s gi
i i i

H H H P
t

H V H V V V

g g h h h

¶ r j r j j r
¶

r j r j

r u u r r r- - - - - -
= = =

é ù+ + - +ë û

+Ñ · +Ñ · + +Ñ · - -

é ù- - + D + D + D =ë û å å å

l l l

l l l l l l

l l l l l

r r r rv vv v&

& & &

q t t (12)

Surface Energy212

where

( ) ( ) 2 2 2 21 , , 1 ,s gs s V u wj j j j j j u= - = = - = + +l l l (13)

2

Heat   flux , Latent  heat  of  phase  change     

rate  of  phase  Change  Total enthalpy     
2

Specific  heat Shear  stress tensor given by:

eff

p

p

q k T h

VH c T

c

r

t

= = - Ñ D =

= = = +

= =

&

&
vv

22 ,       ,     
3

22 ,      
3

2, 2
3

xx xy yx

xz zx yy

yz zy zz

u u w u
x x y z y x

w u u w
x z y x y z

w w u w
z y z x y z

u ut m t t m

u ut t m t m

u ut t m t m

é ùæ ö é ù¶ ¶ ¶ ¶ ¶ ¶
= - + + = = +ê úç ÷ ê ú¶ ¶ ¶ ¶ ¶ ¶ê úè ø ë ûë û

é ùæ öé ù¶ ¶ ¶ ¶ ¶ ¶
= = + = - + +ê úç ÷ê ú¶ ¶ ¶ ¶ ¶ ¶ë û ê úè øë û

é ù¶ ¶ ¶ ¶ ¶ ¶
= = + = - + +ê ú¶ ¶ ¶ ¶ ¶ ¶ë û

é ùæ ö
ê úç ÷
ê úè øë û

(14)

1.2. Evaporation models

When surface evaporation of a sessile droplet on a non-porous substrate occurs, one or both
of the following mechanisms determines the topology of the sessile droplet. Either surface
evaporation takes place with the droplet’s base area (radius) remaining constant while the
height of the droplet decreases, or the surface evaporation causes the shrinking of a droplet
while the ratio h/r remains constant. It has been observed that for the evaporation of nerve
agents (HD, VX, and GD) the process starts with the first mechanism and when the contact
angle reaches about 12°, the second mechanism is initiated.

Irrespective of the evaporation mechanism (r=const. or λr= h/r =const.), the volume and surface
area of a sessile droplet in a form of a spherical cap is given by:

2 2 21 1(3 ) (3 )
3 6
2

s

s

h R h h r h
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p p

p

" = - = +

=
(15)

The dynamics and topology of this model is shown in Figure 1. where the evaporation is
initiated with the first mechanism and then is switched to the h/r=const. case.

Having the mass rate of evaporation (ṁ) equal to the negative change of the mass (m) left on
the surface at time (t) and it can be written as:
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where ( ρℓ ) is the liquid density. From Equation (16) the height of the droplet is calculated as:
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Figure 1. Schematic for the Topology and Dynamics of HD Evaporation on a Non-Permeable Surface.

The instantaneous droplet height can be obtained by integrating Equation (17), provided that
the forcing function ṁ is known. There are numerous expressions in the literature for the
evaporation rate ṁ given by researchers in spray combustion field [58, 59, 60, 61] for spherical
droplets following a gas trajectory in a rocket engine. The current model follows the same
process with a few exceptions. Toxic chemicals are generally tested in small wind tunnels
mainly for better control of contamination. The flow in these wind tunnels is basically a channel
flow and a boundary layer plate cannot be installed (due to size constraints) to create a scalable
model to the open air scenarios. To overcome this issue, the Reynolds number in Equation
(18) was based on the friction velocity instead of the free stream velocity. Embedded in the
friction velocity is the impact of turbulence on evaporation. This is discussed by Navaz et al.
[57] and is the focus of Section 1.3. Further modification was necessary to define a new transfer

number, B. The transfer number in combustion is defined as: 
cp(Tg −Tboiling point)

h fg
where hfg is the

latent heat of evaporation. Although this definition will work in a combustion chamber, it does
not apply to the evaporation of toxic chemicals under environmental conditions that mainly
involve the vapor pressure of the sessile droplet and convective mass transfer. It is assumed
that the evaporation process takes place isothermally and any minimal change of temperature
at the interface and its conduction through the sessile droplet can be ignored. Two different
length scales are defined depending on the droplet topology. [57] The following surface
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evaporation model, Equation (18), provides the source term (ρ̇ℓsurface evaporation) in Equations (2)

and (5) for sessile droplets, which is derived, calibrated, and used for this study.
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where:  is the mass of liquid species "  t each node
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The evaporation model for flow through the pores is also based on the methodology discussed
by Navaz et al. [55, 58]. A numerical investigation of this process on hot surfaces has been
published by Nikolopoulos et al. [62] However, in the context of finite difference or finite
volume framework, a new model needs to be developed. It is assumed that the liquid phase
at each node is spherical and the instantaneous length scale is found by knowing the mass and
density of each liquid species at this node. The evaporation rates in the species continuity
equation (Eq. 2) are obtained as indicated by Equation (19).
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1.3. Scalability of surface evaporation model

As mentioned earlier, the Reynolds number in the evaporation model is based on friction
velocity. This is due to the fact that a similar solution can be found for all cases involving the
evaporation of a sessile droplet. Furthermore, the turbulence also speeds up the evaporation
and it was postulated that the turbulence effects will be embedded in the friction velocity.

The model from Equation (18) suggests that the evaporation is influenced by geometry
(because of the exposed surface to convective motion), convective transfer (turbulence and free
stream velocity), and driving force (temperature and/or mole fraction). Based on analysis
performed by similitudes, non-dimensional groups that lump all these effects and can
influence the evaporation rate were derived. It was further postulated that the characteristic
velocity representing the convective evaporation would be the friction velocity and not the
traditional mean flow velocity. Based on these analyses, a geometrical factor of V/r2 defining
the length scale was defined. Basically, a sessile droplet will “see” the friction velocity rather
than the mean velocity of the flow. Furthermore, the turbulence effect that has an impact on
evaporation rate is embedded in the friction velocity. Therefore, expressing the Reynolds
number, which is the driver for convective evaporation in terms of the friction velocity, seems
like a plausible proposition. Based on the similitude analysis that was explained earlier, a non-
dimensional time scale is defined as:
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1.3. Scalability of surface evaporation model

As mentioned earlier, the Reynolds number in the evaporation model is based on friction
velocity. This is due to the fact that a similar solution can be found for all cases involving the
evaporation of a sessile droplet. Furthermore, the turbulence also speeds up the evaporation
and it was postulated that the turbulence effects will be embedded in the friction velocity.

The model from Equation (18) suggests that the evaporation is influenced by geometry
(because of the exposed surface to convective motion), convective transfer (turbulence and free
stream velocity), and driving force (temperature and/or mole fraction). Based on analysis
performed by similitudes, non-dimensional groups that lump all these effects and can
influence the evaporation rate were derived. It was further postulated that the characteristic
velocity representing the convective evaporation would be the friction velocity and not the
traditional mean flow velocity. Based on these analyses, a geometrical factor of V/r2 defining
the length scale was defined. Basically, a sessile droplet will “see” the friction velocity rather
than the mean velocity of the flow. Furthermore, the turbulence effect that has an impact on
evaporation rate is embedded in the friction velocity. Therefore, expressing the Reynolds
number, which is the driver for convective evaporation in terms of the friction velocity, seems
like a plausible proposition. Based on the similitude analysis that was explained earlier, a non-
dimensional time scale is defined as:
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The model was used to calculate the evaporation rate and the normalized amount of mass left
as a function of the non-dimensional time shown in Equation (20) for a variety of droplet initial
volume, friction velocity, and initial contact angle (or base radius). The HD properties were
used for this study. Figure 1.3.1 shows the collective effects of this study and it is observed that
regardless of the droplet initial topology, air velocity, and turbulence intensity, a similar
solution exists. This verifies the validity of our earlier postulate about the friction velocity and
its ability to scale wind tunnel data to open air evaporation results. An identical experimental
study was conducted with HD and the same similar solutions were calculated and plotted
analogous to Figure 1.3.1 to create Figure 2.. It is observed that the experimental results verify
the results obtained by the mathematical model.

Figure 2. Similar solutions in the form of the percentage of mass left as a function of dimensionless time that is reduced
with respect to geometrical, convective, and driving force parameters.

The significance of this result is in identifying the similar solution that lumps the effects of free
stream momentum and turbulence (u*), the geometrical factor (r2/V), and heat or mass transfer
(transfer number) into a single scalable variable. The variation in the initial contact angle makes
a very small difference in the curve. Therefore, if experiments are conducted in different wind
tunnels with different droplet sizes and different transfer numbers (liquids), the same
evaporation rate curve should be obtained for all wind tunnels as long as the results are
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expressed in the non-dimensional time scales. In doing so, the friction velocity should be
measured in each experiment. This is an important conclusion and should be directly tested
to verify the results of Figures 2 and 3.

It is evident that the free stream velocity and turbulence intensity should be treated as
independent variables, i.e., one can be altered while the other remains constant. A series of
boundary layer measurement made at Caltech’s 6'× 6 ' wind tunnel altered the turbulence
intensity while the mean velocity was maintained constant. The turbulence intensity was
altered by the number of bungee cords in the wind tunnel. A schematic of the wind tunnel and
the cords for changing the turbulence level is shown in Figure 4. The wall shear stress was
measured by the oil film technique in which a drop of olive oil is placed on a surface under a
monochromatic light source. The combined reflection from oil and the glass surface create an
interference image pattern as shown in Figure 5. The fringe spacing growth rate can be

correlated to the wall shear stress as τw =
2nμ
λwave

dw
dt  where n is the index of refraction for oil, μ

is the dynamic viscosity, and λwave is the light wavelength.

The turbulence intensity was measured by hot wire anemometry. Particle image velocimetry
(PIV) can also be used to find the components of velocity fluctuations that will lead into the
turbulence intensity calculations. Table 1 shows the wall shear stress as a function of the free
stream velocity and turbulence intensity. The friction velocity (u * = τw /ρ) is calculated by

Figure 3. Similar solutions for the available experimental data in the form of the percentage of mass left as a function of
dimensionless time.
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finding the wall shear stress through interpolation from Table 1. The density can be obtained
from the pressure and temperature data.

19 

 

turbulence intensity calculations. Table 1.3.1 shows the wall shear stress as a function of the free 
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finding the wall shear stress through interpolation from Table 1.3.1. The density can be obtained 
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Figure 1.3.3 Schematic of Caltech’s 6ʹ x 6 ʹ Wind Tunnel 

 
Figure 1.3.4 Fringe Spacing Growth Rate for Oil 

In a group of wind tunnel experiments, HD droplet evaporation rates were measured for 
varying droplet volume, mean air speed, and temperature conditions. The turbulence intensity 
was estimated using the Edgewood Chemical and Biological Center (ECBC) wind tunnel data 
for the wall shear stress at the velocities that are mentioned hereinto. The wind tunnel tests were 
conducted for four different free stream velocities, u (m/s)={0.26, 1.77, 3.00, 3.66}, three initial 
droplet volumes, V(L)={1, 6, 9}, and five different temperatures, T(oC)={15, 25, 35, 50, 55}. A 
numerical procedure that solves the governing Equation (1.2.3) along with Equation (1.2.4) was 
developed. The scheme is based on the Runge–Kutta fourth order integration algorithm. For the 
sake of brevity, the model predictions are compared with the experimental data for nine  of 
approximately 60 cases in Figure 1.3.5. An excellent agreement is seen for all droplet sizes, air 
velocities, and temperatures. Detailed comparisons can be found in Navaz et al.54, 55 

The analysis revealed that there is a difference in how each parameter influences the 
evaporation rate. Having the analytical formulation validated, the model can be used for 

Figure 4. Schematic of Caltech’s 6' x 6 ' Wind Tunnel

Figure 5. Fringe Spacing Growth Rate for Oil

In a group of wind tunnel experiments, HD droplet evaporation rates were measured for
varying droplet volume, mean air speed, and temperature conditions. The turbulence intensity
was estimated using the Edgewood Chemical and Biological Center (ECBC) wind tunnel data
for the wall shear stress at the velocities that are mentioned hereinto. The wind tunnel tests
were conducted for four different free stream velocities, u∞(m/s)={0.26, 1.77, 3.00, 3.66}, three
initial droplet volumes, V(μL)={1, 6, 9}, and five different temperatures, T(°C)={15, 25, 35, 50,
55}. A numerical procedure that solves the governing Equation (17) along with Equation (18)
was developed. The scheme is based on the Runge–Kutta fourth order integration algorithm.
For the sake of brevity, the model predictions are compared with the experimental data for
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nine of approximately 60 cases in Figure 6. An excellent agreement is seen for all droplet sizes,
air velocities, and temperatures. Detailed comparisons can be found in Navaz et al. [54, 55]

The analysis revealed that there is a difference in how each parameter influences the evapo‐
ration rate. Having the analytical formulation validated, the model can be used for parametric
studies. To do this, the evaporation rate had to be calculated as the mean flow velocity and
turbulence intensities were changed independently. A small (V0=1 μL) and a large (V0=9 μL)
droplet were exposed to a constant mean boundary layer velocity as the turbulence intensity
varied from 0 (laminar) to 6%. Then the mean velocity changed and the same calculations were
repeated. Figure 7. (a and b) depict the results of this study and emphasizes the fact that that
turbulence intensity is a driving force in convective cooling and the most viable method to
account for its contribution is through friction velocity. A similar analysis was performed to
examine the significance of the free stream velocity on the evaporation by considering the
smallest and largest droplets as shown in Figure 7. (c and d). In this case, a free stream
turbulence intensity of 2% with a constant prescribed free stream temperature of 35°C showed
that if the free stream velocity is increased by a factor of about 14, the evaporation rate will
decrease by a factor of about 4. By the same token, each free stream velocity can be correlated
to the evaporation time.

In the last parametric study, the free stream velocity and turbulence intensity were maintained
constant for the two droplet sizes and the temperature was varied. It appeared the air tem‐
perature (T) had the most significant effect on evaporation as seen from Figure 7. (e and f). For
a 14% increase in absolute temperature, the evaporation rate is increased by a factor of 24 due
to the vapor pressure being a strong function of temperature (the vapor pressure of HD at 30°C
is about 0.25 mmHg).

There are two uncertainties that are encountered in the process of model validation with
outdoor data: pertinent free stream velocity and turbulence intensity of the atmospheric flow.
In the free atmospheric air flow, the wind velocity varies as a function of height (or vertical
direction) and time, i.e., V(y, t). Furthermore, two velocities can be used as the ‘free stream
velocity’ in the prediction of the droplet evaporation rate, one being the instantaneous wind
velocity at the specific height V(yspec,t), and the other the height (y) averaged velocity V̄ (t). In
the outdoor experiments, the instantaneous velocity data were taken at seven or eight vertical
locations up to approximately H=5 m high.

The instantaneous velocity profile was used to find the transient average velocity, which is
given by:

0

1( ) ( , )
H

V t V y t dy
H

= ò (21)

The same procedure was performed for the temperature profile and the graphical represen‐
tations of these averaged values are embedded in all figures related to the outdoor data.
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The second uncertainty encountered in model application is that the free stream turbulence
intensity levels could be a function of time. In the atmospheric flow, one expects the existence
of smaller turbulence intensity. In this work, the turbulence intensity for the outdoor experi‐
ments was assumed to be about 2% based on the “averaged” value of velocity measurements.
Note that the turbulence intensity is an independent variable and needs to be extracted from
the actual velocity measurement with high sampling rate.

Numerous model validations with open air test data are compiled by Navaz et al. [54, 55]. Two
of these cases are presented here and an excellent agreement between outdoor data and model
prediction are observed and summarized in Figure 8.(a and b).
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Figure 1.3.5 Surface evaporation model prediction compared with wind tunnel experimental 

data for the following HD droplet sizes, wind speeds, and temperatures: (a) 1 µL, 

1.77 m/s, 15
o

C, (b) 1 µL, 0.26 m/s, 35
o

C, (c) 1 µL, 1.77 m/s, 35
o

C, (d) 1 µL, 3.66 

m/s, 50
o

C, (e) 6 µL, 1.77 m/s, 15
o

C, (f) 6 µL, 3.00 m/s, 35
o

C, (g) 9 µL, 3.00 m/s, 

15
o

C, (h) 9 µL, 1.77 m/s, 35
o

C, and (i) 9 µL, 3.00 m/s, 55
o

C. 

Figure 6. Surface evaporation model prediction compared with wind tunnel experimental data for the following HD
droplet sizes, wind speeds, and temperatures: (a) 1 μL, 1.77 m/s, 15°C, (b) 1 μL, 0.26 m/s, 35°C, (c) 1 μL, 1.77 m/s, 35°C,
(d) 1 μL, 3.66 m/s, 50°C, (e) 6 μL, 1.77 m/s, 15°C, (f) 6 μL, 3.00 m/s, 35°C, (g) 9 μL, 3.00 m/s, 15°C, (h) 9 μL, 1.77 m/s,
35°C, and (i) 9 μL, 3.00 m/s, 55°C.
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1.4. Porous media models

The porous medium consists of solid inclusions with void spaces in between. The porosity is
the ratio of the void volume to the total volume. It is an averaged property of a porous medium
for “relatively” homogeneous substrates. For heterogeneous substrates, the porosity becomes
a local value expressed as ϕ =ϕ(x,y,z). Furthermore, in the presence of chemical reaction, the

Free Stream Velocity (m/s) Turbulence Intensity

0% 0.3–0.4% 2.6% 4.1–5.4%

τw (Shear Stress at the wall, Pascal)

0 0.0 0.0 0.0 0.0

2 0.0037 0.0249 0.0251 0.0253

5 0.0147 0.0626 0.0663 0.0723

10 0.0466 0.2048 0.2102 0.2483

15 0.0765 0.4096 0.4450 0.5115

Table 1. Wall Shear Stress Data as a Function of Turbulence Intensity and Free Stream Velocity

  

 

15 
0.0765 0.4096 0.4450 0.5115 

 
(a)                                               (b)             (c) 
 

 
  (d)         (e)            (f) 
Figure 1.3.6 Performing parametric study to explore the effect of turbulence intensity (a and 

b), free stream velocity (c and d), and air temperature (e and f) on evaporation. 

The instantaneous velocity profile was used to find the transient average velocity, which 
is given by: 


H

dytyV
H

tV
0

1 ),()(         (1.2.7) 

The same procedure was performed for the temperature profile and the graphical representations 
of these averaged values are embedded in all figures related to the outdoor data. 

The second uncertainty encountered in model application is that the free stream 
turbulence intensity levels could be a function of time. In the atmospheric flow, one expects the 
existence of smaller turbulence intensity. In this work, the turbulence intensity for the outdoor 
experiments was assumed to be about 2% based on the “averaged” value of velocity 
measurements. Note that the turbulence intensity is an independent variable and needs to be 
extracted from the actual velocity measurement with high sampling rate. 

Figure 7. Performing parametric study to explore the effect of turbulence intensity (a and b), free stream velocity (c and
d), and air temperature (e and f) on evaporation.
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a local value expressed as ϕ =ϕ(x,y,z). Furthermore, in the presence of chemical reaction, the

Free Stream Velocity (m/s) Turbulence Intensity

0% 0.3–0.4% 2.6% 4.1–5.4%

τw (Shear Stress at the wall, Pascal)

0 0.0 0.0 0.0 0.0

2 0.0037 0.0249 0.0251 0.0253

5 0.0147 0.0626 0.0663 0.0723

10 0.0466 0.2048 0.2102 0.2483

15 0.0765 0.4096 0.4450 0.5115

Table 1. Wall Shear Stress Data as a Function of Turbulence Intensity and Free Stream Velocity

  

 

15 
0.0765 0.4096 0.4450 0.5115 

 
(a)                                               (b)             (c) 
 

 
  (d)         (e)            (f) 
Figure 1.3.6 Performing parametric study to explore the effect of turbulence intensity (a and 

b), free stream velocity (c and d), and air temperature (e and f) on evaporation. 

The instantaneous velocity profile was used to find the transient average velocity, which 
is given by: 


H

dytyV
H

tV
0

1 ),()(         (1.2.7) 

The same procedure was performed for the temperature profile and the graphical representations 
of these averaged values are embedded in all figures related to the outdoor data. 

The second uncertainty encountered in model application is that the free stream 
turbulence intensity levels could be a function of time. In the atmospheric flow, one expects the 
existence of smaller turbulence intensity. In this work, the turbulence intensity for the outdoor 
experiments was assumed to be about 2% based on the “averaged” value of velocity 
measurements. Note that the turbulence intensity is an independent variable and needs to be 
extracted from the actual velocity measurement with high sampling rate. 

Figure 7. Performing parametric study to explore the effect of turbulence intensity (a and b), free stream velocity (c and
d), and air temperature (e and f) on evaporation.
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local porosity changes in time as any of the reaction products may appear in solid phase making
the porosity a function of time (or local solid phase density), i.e.. ϕ =ϕ(x,y,z,t) =ϕ(x,y,z,ρsk). For
the time-dependent porosity, the gradient of the porosity should be included in the governing
equations. This will make the equations more complex. However, since the reactions are
generally slow, the porosity distribution and change in time is lagged by one time step (taken
from the previous time step). This makes the algorithm less complicated and still very accurate.

Another property of the porous medium is the saturation permeability (K in Equation 10) that
needs to be known. It is a momentum transport property of the porous medium. It is basically
a measure of how “easily” fluid flows through fully saturated porous material. Therefore, this
permeability is referred to as single-phase permeability, saturation permeability, or simply
permeability. An experiment can be performed with any nonvolatile liquid including water
to measure this property. [54, 63].

We have measured the saturation permeability for different porosities using glass beads. This
was a necessary step for nonhomogeneous porous media. Saturation permeability is a function
of porosity and changes locally as the porosity will change, especially due to those chemical
reactions that produce an additional solid phase as a product. This relationship is:

( )( )10exp log , , , 22.67K x y z tj= - (22)

where K is the saturation permeability in m2or ft2 and ϕ is the instantaneous local porosity (0.3,
0.5, etc.). This equation is general and valid for porosities up to 60% or 0.60. This procedure is
detailed by Zand et al. [63]
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Numerous model validations with open air test data are compiled by Navaz et al.54, 55. 
Two of these cases are presented here and an excellent agreement between outdoor data and 
model prediction are observed and summarized in Figure 1.3.7(a and b). 

 
(a)                (b) 

Figure 1.3.7 Model predictions for real-time wind velocity and temperature data as compared 
with the measurements for 1 L average HD drop size. The embedded figures 
represent the instantaneous wind velocity and temperature. 

1.4 Porous Media Models 

The porous medium consists of solid inclusions with void spaces in between. The porosity 
is the ratio of the void volume to the total volume. It is an averaged property of a porous medium 
for “relatively” homogeneous substrates. For heterogeneous substrates, the porosity becomes a 
local value expressed as  =(x,y,z). Furthermore, in the presence of chemical reaction, the local 
porosity changes in time as any of the reaction products may appear in solid phase making the 
porosity a function of time (or local solid phase density), i.e..  =(x,y,z,t) =(x,y,z,sk). For the 
time-dependent porosity, the gradient of the porosity should be included in the governing 
equations. This will make the equations more complex. However, since the reactions are 
generally slow, the porosity distribution and change in time is lagged by one time step (taken 
from the previous time step). This makes the algorithm less complicated and still very accurate. 

Another property of the porous medium is the saturation permeability (K in Equation 
1.1.10) that needs to be known. It is a momentum transport property of the porous medium. It is 
basically a measure of how “easily” fluid flows through fully saturated porous material. 
Therefore, this permeability is referred to as single-phase permeability, saturation permeability, 

Figure 8. Model predictions for real-time wind velocity and temperature data as compared with the measurements for
1 μL average HD drop size. The embedded figures represent the instantaneous wind velocity and temperature.
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Contrary to the single-phase (fully saturated) flow, multiphase flow can occur when a fluid
phase prefers a specific path, thereby leaving some of the porous medium regions filled with
the originally present phase, e.g., vapor–air mixture. The measure of how “easily” a phase
flows through the porous medium in the multiphase flow is referred to as phase permeability.
The relative permeability for each constituent in liquid and gaseous phase (kℓi, kgj) is defined
as a ratio of the phase permeability to the saturation permeability and 0≤kℓi and  kgj ≤1 (zero for
immobile phase and one for fully saturated flow). We eliminate the index “i” and “j” for
simplicity, keeping in mind that these properties belong to each constituent in the liquid and/
or gas phase. Hence, it is evident that the relative permeability is a function of the phase content
or saturation, i.e.,kℓ =kℓ(sℓ) and kg =kg(sg).

A hybrid approach (combined modeling and experimental studies) was used to find expres‐
sions for relative permeability. [54, 55] This hybrid approach needs to be performed separately
for agents and the substrates of interest.
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The capillary pressure function (see Equation 10) is not known for sessile droplets. Therefore,
it is postulated that it has the following form:
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where σi is the surface tension, θi is the contact angle inside the pores, K is the saturation
permeability, sℓiis the saturation for each constituent, and f i( * ) is a function to be determined.
This form is based on the original equation proposed by Leverett [13] and Udell [14]. In
Equation (24), a geometrical scale is defined as K /φ, which is not necessarily the correct value
as capillary pressure can be scaled with a different geometrical scale. Therefore, the capillary
pressure is corrected for a potential error in geometrical scale using the function f i( * ).

Initially, the Buckingham theorem was used to identify the basic non-dimensional groups and
the computational model developed was utilized to combine these basic Π groups into a more
meaningful similar solution. A value of fi(*)=1 was assumed and numerical simulations were
carried out over a wide range of initial droplet volume and wetted area (maintaining a constant
initial contact angle), porous medium saturation permeability, liquid viscosity, and surface
tension. For a constant initial contact angle and a specific substrate, a similar solution can be
obtained with the following Π groups:
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where σi is the surface tension, θi is the contact angle inside the pores, K is the saturation
permeability, sℓiis the saturation for each constituent, and f i( * ) is a function to be determined.
This form is based on the original equation proposed by Leverett [13] and Udell [14]. In
Equation (24), a geometrical scale is defined as K /φ, which is not necessarily the correct value
as capillary pressure can be scaled with a different geometrical scale. Therefore, the capillary
pressure is corrected for a potential error in geometrical scale using the function f i( * ).

Initially, the Buckingham theorem was used to identify the basic non-dimensional groups and
the computational model developed was utilized to combine these basic Π groups into a more
meaningful similar solution. A value of fi(*)=1 was assumed and numerical simulations were
carried out over a wide range of initial droplet volume and wetted area (maintaining a constant
initial contact angle), porous medium saturation permeability, liquid viscosity, and surface
tension. For a constant initial contact angle and a specific substrate, a similar solution can be
obtained with the following Π groups:
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It should be noted again that the properties must be calculated for each constituent in the liquid
phase marked by subscript “i” earlier. In Equation (25) r and V represent the wetted radius
and the volume of the droplet left on the surface, respectively, and t is the time taken by a
droplet to disappear from the surface. Figure 9.(a) shows a family of similar solution for these
non-dimensional groups. Although this curve proves that the proposed non-dimensional
groups are correct scalable quantities, it becomes a singular function when Von the surface →0.
Note that the properties relate to each liquid constituent on the surface only.

The above functions were used in an alternate method to eliminate this singularity. Again, the
value f(*)=1 was kept, and the porosity and contact angle were changed to generate a family
of curves with returning the instantaneous volume and wetted radius to their initial values,
i.e., V Initial  and rInitial . Figure 9.(b) is a collection of modified Π1 group as a function of contact
angle for substrate porosity ranging from 0.1 to 0.9. The following procedure can be used to
find the unknown f(*). The details of this method and all the experimental results and valida‐
tions are compiled and discussed by Navaz et al. [64]. The process of finding f(*) is as follows:

• Measure the initial contact angle, and based on the value of porosity, find the modified Π1

group representing tref (reference time).

• Determine the function f(*) based on the following equation:

( ) 1

nondimensional  measured time for the droplet to disppear from the surface1
nondimensional  reference time (   Read from Figure 9b)*i Unknown

f
=

P (26)

• Using the calculated value from step 2 should yield the correct f(*) value that can be used
in Equation (24) for simulating any other scenario.

Table 2. shows the results of this study for five different liquids (including HD and VX, known
as Mustard and nerve agents, respectively). More validations for this method is compiled by
Navaz et al. [54]

Another transport property that needs to be known is the effective diffusion coefficient for the
gas phase as indicated in Equations (5) and (6). The evaporation of a liquid inside a porous
material generates a vapor phase concentration profile throughout the porous substrate, and
the transport is described by a specie diffusion equation. This equation requires the diffusion
coefficient as a transport parameter. In a porous medium, the molecular diffusion coefficient
needs to be reduced as the vapor transport is affected by a presence of solid and liquid phases.
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This results in a definition of an effective diffusion coefficient, which is a function of porosity
and saturation, as shown below:

( ), ,eff molecularD f D sj= l (27)

The molecular diffusion coefficient as a function of temperature and molecular structure was
taken from Treyball. [65] The function that describes how porosity and saturation attenuate
this quantity was derived experimentally and is detailed by Navaz et al. [54, 55]

The effective diffusion coefficient, as given by Equation (27), is measured on a porous substrate
bed where the boundary concentrations are given and transport takes place in the principal
direction L. With reference to Figure 10., if the vapor is traveling from the lower surface to the
upper surface (or vice versa), a one-dimensional diffusion problem governs this transport. The
measurement technique is based on the gas chromatography and mass spectroscopy (GC/MS)

  

 

 Measure the initial contact angle, and based on the value of porosity, find the modified 
1 group representing tref (reference time). 

 Determine the function f(*) based on the following equation: 
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 Using the calculated value from step 2 should yield the correct f(*) value that can be used 
in Equation (1.4.3) for simulating any other scenario. 

  
(a)                                                                       (b) 

Figure 1.4.1 Nondimensional groups and the similar solutions for the  groups (a), and the 
nondimensional reference time as a function of the initial contact angle and 
porosity (b). 

Table 1.4.1 shows the results of this study for five different liquids (including HD and VX, 
known as Mustard and nerve agents, respectively). More validations for this method is compiled 
by Navaz et al.54 

Table 1.4.1 Measured and calculated time for the disappearance of a droplet from the surface of 
a porous material 

Substance Experiment (time, s) – Extracted from Video Model (time, s) 
1-2 Propandiol 1.45 1.50 

Castor Oil 27.50 28.30 
Glycerin 12.30 11.95 

VX 1.50 1.45 
HD 0.90 0.87 

Figure 9. Nondimensional groups and the similar solutions for the Π groups (a), and the nondimensional reference
time as a function of the initial contact angle and porosity (b).

Substance Experiment (time, s) – Extracted from Video Model (time, s)

1-2 Propandiol 1.45 1.50

Castor Oil 27.50 28.30

Glycerin 12.30 11.95

VX 1.50 1.45

HD 0.90 0.87

Table 2. Measured and calculated time for the disappearance of a droplet from the surface of a porous material
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method when the steady state of one-dimensional diffusion is achieved. At steady state, a
constant evaporation rate is achieved, and therefore a constant slope mass loss or zero
derivative of mass loss in time (ṁ =dm / dt) should be observed. Then the equation in Figure
(23) is used to find Deff.
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Another transport property that needs to be known is the effective diffusion coefficient for 
the gas phase as indicated in Equations (1.1.5) and (1.1.6). The evaporation of a liquid inside a 
porous material generates a vapor phase concentration profile throughout the porous substrate, 
and the transport is described by a specie diffusion equation. This equation requires the diffusion 
coefficient as a transport parameter. In a porous medium, the molecular diffusion coefficient 
needs to be reduced as the vapor transport is affected by a presence of solid and liquid phases. 
This results in a definition of an effective diffusion coefficient, which is a function of porosity 
and saturation, as shown below: 
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The molecular diffusion coefficient as a function of temperature and molecular structure 
was taken from Treyball.65 The function that describes how porosity and saturation attenuate this 
quantity was derived experimentally and is detailed by Navaz et al.54, 55 

The effective diffusion coefficient, as given by Equation (1.4.6), is measured on a porous 
substrate bed where the boundary concentrations are given and transport takes place in the 
principal direction L. With reference to Figure 1.4.2, if the vapor is traveling from the lower 
surface to the upper surface (or vice versa), a one-dimensional diffusion problem governs this 
transport. The measurement technique is based on the gas chromatography and mass 
spectroscopy (GC/MS) method when the steady state of one-dimensional diffusion is achieved. 
At steady state, a constant evaporation rate is achieved, and therefore a constant slope mass loss 
or zero derivative of mass loss in time ( dtdmm / ) should be observed. Then the equation in 
Figure (1.4.2) is used to find Deff. 

 
 
 
 
 
 
 
 
 
 
 

Figure 1.4.2 Experimental concept for the effective diffusivity measurements. 

After the data reduction, the effective diffusion coefficient (Eq. 1.4.7) is obtained. 

                                                 
65 Treyball, R. E. (1980), Mass-Transfer Operation, McGraw Hill. 
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Figure 10. Experimental concept for the effective diffusivity measurements.

After the data reduction, the effective diffusion coefficient (Eq. 28) is obtained.

( ) ( ) ( ){ } ( )3 20.5855 1 0.4591 1 0.1264 1 , , ,j mix i i i MD s s s x y z t Dj    +  + l l l (28)

where DM is the molecular diffusion coefficient.

1.5. Contact dynamics and governing equations for the liquid bridge

Many parameters affect the amount or the concentration of transferred liquid into a secondary
surface coming into contact with a sessile droplet on a substrate. The approach velocity
between two surfaces affects the amount of mass transfer due to the resulting footprint after
the contact. The mass transfer between the two surfaces, after the contact, occurs through the
area of this footprint. There are basically two pathways by which a contact transfer can occur.
These are schematically shown in Figures 29 and 30.

In this document, the bottom and top surfaces are referred to as the primary and contacting
or secondary surfaces, respectively. The model is purely driven by the physiochemical
properties of the medium, solids, liquids, and gases. When a droplet is placed on a primary
surface (Figures 11a and 12a), capillary transport, surface evaporation (due to wind and
temperature), and chemical reaction with the surface or other preexisting chemicals in the
pores (such as moisture) are simultaneously initiated and the chemical available for transfer
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through contact is the end product or resultant of all these processes. We refer to this phe‐
nomenon as the precontact process. After this point, two possible scenarios could occur:
creation of a liquid bridge between the two surfaces and its spread as the two surfaces get
closer (Figure 11.b), or complete disappearance of the liquid droplet from the surface of the
substrate (Figure 12.b). The last stage or post-contact period is when both surfaces come
together and capillary transport occurs at the interface. The mass transfer to the contacting
surface always occurs regardless of which pathway is taken. It should be noted when the upper
surface comes into contact with or without the formation of the liquid bridge, chemical
reaction, and evaporation can also be initiated in the upper surface.

The upper surface moves according to Newton’s second law assuming constant acceleration.
The y-coordinate of the lower boundary of the upper surface (in motion) can be calculated by
the equation of motion:

2Equation  of  Motion:    
2

Coordinate system (Vertical)        Initial Velocity
Initial space between the two surfaces

Force exerted on the upper surface to move it down, 
mass of

o o

o

o

Fy t V t y
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=  the upper surface

(29)

Figure 11. Pathway 1: (a) Spread into the bottom surface, (b) contact dynamics, and (c) contact transfer
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where DM is the molecular diffusion coefficient. 
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Figure 1.5.1 Pathway 1: (a) Spread into the bottom surface, (b) contact dynamics, and (c) 

contact transfer 

             

Figure 1.5.2 Pathway 2: (a) Spread into the bottom surface, (b) contact dynamics, and (c) 
contact transfer 

In this document, the bottom and top surfaces are referred to as the primary and 
contacting or secondary surfaces, respectively. The model is purely driven by the physiochemical 
properties of the medium, solids, liquids, and gases. When a droplet is placed on a primary 
surface (Figures 1.5.1a and 1.5.2a), capillary transport, surface evaporation (due to wind and 
temperature), and chemical reaction with the surface or other preexisting chemicals in the pores 
(such as moisture) are simultaneously initiated and the chemical available for transfer through 

Figure 12. Pathway 2: (a) Spread into the bottom surface, (b) contact dynamics, and (c) contact transfer
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The liquid bridge has some free surface. It has been reported by Coblas et al. [66] that the shape
of the free surface and its evolution varies as a function of inertial effects. For hydrophilic liquid
bridges formed upon contact with small droplets (that is usually the case in chemical agent
contamination and spray of pesticides on common surfaces), the liquid bridge is influenced
by capillary flow and it generally assumes the shape of a hyperbloid when the velocity of
approach is not significantly high (Longley et al.) [67]. The shape of the free surface of the
liquid bridge (bulging in or out) has a very minimal effect on the amount of mass transfer into
the contacting surfaces. Rather, the footprint area of the liquid bridge defines the surface
available for the mass transfer. In the current work, this footprint is assumed to be in the shape
of a circle, although the algorithm developed here may be modified to explore other shapes.

The contact angle of this hyperboloid and the surfaces can be found through experiments,
although they will not affect the overall transfer of the mass. We have taken this angle to be
π/8. The mass transfer into the porous media is calculated in a time step. Then the remaining
mass of the liquid bridge is updated and its new volume is calculated. The separating distance
is known from the equation of motion. By knowing the volume and the height of the liquid
bridge, the contacting surface area (assumed to be circular) is calculated. The radius increase
in time will determine the spread rate. Figure 13. shows that the arc FMG revolves around the
C–C' axis to produce a hyperboloid. We need to find the volume of this body of revolution
analytically. If point A is the centroid of the surface engulfed by the arc FMG, the volume of
the partial torus shaped resulting from this revolution according to Pappus centroid theorem
is:

Volume of the partial torus = V pt =2πAOĀ where A is the area of the arc. Then the volume of
the liquid between the two surfaces will be:

( ) ( )2
Liq ptV r t h t Vp= - (30)

where t represents the time. Note that both the footprint radii and the liquid bridge height
both are functions of time and are calculated in each time step. Ifθ̂ =GBF , then from basic
trigonometry:
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The equation correlating instantaneous r(t) and h(t) with the liquid volume ∀Liquid Bridge (t) can
be obtained as:

( ) ( ) ( ) ( ) ( ) ( ) ( )
( )

( ) ( )

2 2
  2

2 2

tan
0

64cos 8cos
2 sin 2

Liquid Bridgeh t G h t G h t
r t r t

h t
G

b b b
pb b

b p b p b

"
- - + - =

= - - -

(32)

β is the contact angle between the surface and the liquid bridge. The droplet base radius
(footprint), r(t), is calculated from the above equation. Both domains, or media, are remeshed
and adapted to the new footprint of the liquid bridge. The remeshing is done after each time
step.

As the gap between the two surfaces is closing, the height will reduce. At the same time, the
liquid is absorbed into the porous media. Therefore, h(t) and ∀Liquid Bridge (t) are updated in
each time step. Then the new footprint radius is obtained by Equation (32). It should be noted
that when the height of the liquid bridge becomes less than a minimum threshold, the spread
is stopped. This minimum threshold is a function of surface roughness and viscosity of the
fluid. However, it is quite possible to assume a value of 10–100 μm for this minimum height.
At this point the radius of the footprint remains constant and the absorption is driven solely
by capillary pressure causing a reduction in h(t). This value of h(t) can be calculated by solving
the above equation again with the “final” liquid footprint radius remaining a constant. This
equation is given as:

( ) ( ) ( ) ( ) ( ) ( ) ( )3 2 2
  2 2

tan
0

6 8cos 4cos Liquid Bridge

G r t G
h t h t r t h t

p b b p bp p
b b

æ ö
- - + -" =ç ÷ç ÷

è ø
(33)

Figure 13. Schematic of the hyperboloid geometry
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Figure 13. Schematic of the hyperboloid geometry

Surface Energy230

This will be a cubic equation in h(t). As the absorption into the porous media occurs, the volume
of the very thin liquid bridge is updated and the new h(t) is calculated. In our model, this
switching occurs when h(t) < 0.08 mm. This value is a function of surface roughness and can
be specified by the user.

1.6. Chemistry model

The chemistry model is based on the Joint Army–Navy–NASA–Air Force (JANNAF) standard
methodology. This methodology has three components: a reaction rate processor, species
production destruction term calculator, and NASA thermodynamic file (provides specific heat,
enthalpy, entropy, and Gibbs free energy) as a function of temperature. [68, 69, 70] This is
shown in Equation (34). The outcome of this section will provide the term ω̇Reaction in the
governing equations.

2 3 41 2
3 4 5 6 72

2 3 4
5 6 81 4 7

2 32

2 3 4
5 61 2 7

3 4 92

2 3 4 5

2 3 42

pc a a a a T a T a T a T
R TT

a T a T aa a T a Th nTa a
RT T TT

a T a Ta a a Ts a nT a T a
R TT
g h s

RT RT R

= + + + + + +

= - + + + + + + +

= - - + + + + + +

= -

l

l
(34)

1.6.1. Bidirectional reactions

A general chemical reaction can be written in terms of its stoichiometric coefficients νij and νij
'

as:

'

1 1

NSP NSP

ij i ij i
i i

M Mn n
= =

Ûå å (35)

where M̄ i represents the i-th chemical species name (i=1, 2,...., NSP) and j represents the j-th
reaction (j=1, 2,..., L). These reactions proceed (forward or reverse) according to the law of mass
action, which states: “The rate at which an elementary reaction proceeds is proportional to the
product of the molar concentrations of the reactant each raised to a power equal to its stoi‐
chiometric coefficient in the reaction equation.”

Let M̄  denote the molar concentration of species i. The forward (left to right) reaction rate,
Ratej (L → R), for reaction j can be written as:

( )
1

ij

j

NSP

j f i
i

Rate L R k M
n

=

é ù® = ë ûÕ (36)
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where k f j
 is the forward reaction rate constant. For species i, νijmoles on the left side of the

reaction becomes νij
'  moles on the right side of the reaction. Consequently, the forward reaction

for reaction j yields a time rate of change in the molar concentration of species i as follows:

( ) ( )'

1

ij

j

NSPi j
ij ij f i

i

d M
Forward k M

dt

n

n n
=

é ùë û
é ù= = - ë ûÕ (37)

Similarly, the reverse reaction for reaction j yields:

( ) ( )
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NSPi j
ij ij b i
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n n
=

é ùë û
é ù= = - ë ûÕ (38)

where kbj
 is the backward reaction rate constant. Thus, the net rate of change in the molar

concentration of species i for reaction j (denoted by Xij) is as follows:

( )
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'

1 1
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j j
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ij ij ij f i b i

i i
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X k M k M

dt

n n

n n
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é ù é ùë û ê úé ù é ù= = - -ë û ë ûê ú
ë û
Õ Õ (39)

The “species production rate” is the time rate of change for the species density. For reaction j
the net species production rate for species i is Mwi Xij where Mwi is the molecular weight of

species i. Summing over all reactions gives the net species production rate ωi for the reaction

set

1

L

i wi ij
j

M Xw
=

= å (40)

The molar concentration of species i can be written as 
ρi

Mwi
, which is the species i mass density

divided by the species i molecular weight.

i i
i

wi wi

CM
M M
r r

é ù = =ë û (41)

It follows that in terms of species i mass fraction Equation (39) becomes:
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The reaction rate kj is from right to left (reverse) in the above equation and is often represented

by the Arrhenius form:

expjn j
j j
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k a T

RT
- æ ö-

= ç ÷ç ÷
è ø

(43)

where aj is the preexponential coefficient, nj is the temperature dependence of the preexpo‐
nential factor, and bj is the activation energy. The ratio of forward to backward rate, Kj in
Equation (42) is related to the equilibrium constant, Keql,by the following equation:
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The quantity |λj | + 1 is known as the order of the j-th reaction and the equilibrium constant

is:
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1.6.2. Third body dissociation recombination reactions

Reactions involving a third body have a distinct reaction rate for each particular third body.
Benson and Fueno [71] have shown theoretically that the temperature dependence of recom‐
bination rates is approximately independent of the third body. Available experimental
recombination rate data also indicates that the temperature dependence of recombination rates
is independent of the third body within the experimental accuracy of the measurements.
Assuming that the temperature dependence of recombination rates is independent of the third
body, the recombination rate associated with the k-th species (third body) can be represented
as:
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b
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(48)

where only the constant akj is different for different species (third bodies). Assuming that the
reference species (third body) whose rate is specified in the program input has index k = kref,

we may write:
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For the k-th species (third body) the stoichiometric coefficient is 1 on both sides of reaction j
giving:
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Summing over all third bodies k we get the total Xij:
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This is the standard production rate modified by the factor Mj, which is an effective third body
molar concentration. In terms of C̄ i we may rewrite Eq. (51) as:
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1.6.3. Unidirectional reactions

For unidirectional reactions the reaction only proceeds from left to right and has the assumed
form

1 1 2 2 .... n nB A A Ab a a a® + + + (53)

where the chemical species B̄ does not occur on the right side of the equation. Let B̄ have species
index K-UNI. A unidirectional reaction is obtained by setting the backward reaction rate
constant to zero, so that for reaction j:
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2. Numerical scheme and algorithm

The governing equations are transformed into the computational domain by rewriting them
into a vector form with U being the conserved variable vector, E, F, and H are the inviscid flux
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vectors, and Ev, Fv, and Hv the viscous fluxes in each three directions, respectively. Vector G
contains all source terms.

= 0
t x x y y z z

¶ ¶ ¶ ¶ ¶
¶ ¶ ¶ ¶ ¶

¶¶
+ + + + + + +

¶ ¶
v v vHU E E F F H G (55)

The following transformation is used to cast the conservation equations in the computational
domain of ξ, η, and ζ that correspond to x, y, and z.
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According to the chain rule of differentiation:
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With the norm of:

x y z x y z x y z x y z x y z x y zx h z x z h h z x h x z z x h z h x= - + - + -n (59)

Equation (55) will now be transformed into:
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The Jacobian of the transformation is:

( ) ( ) ( )x y z z y y x z x z z x y x yJ x h z h z x h z z h x h z z h= - - - + - (61)

The explicit form of all of the flux vectors are described by Navaz et al. [55,56]. The above sets
of equations are solved by finite difference method on a structured mesh. The explicit Runge–
Kutta integration algorithm was used to find the distribution of all variables (gas, liquid, and
solid concentrations, capillary pressure, velocities, etc.) in time. The program can accept
externally generated mesh by commercial software such as GRIDGEN™ [72] or can generate
a grid internally for one or two sessile droplet(s) residing on a porous on nonporous substrate.
In the presence of a liquid bridge and its spread, a built-in and automated adaptive mesh
generator is embedded in the computer model. The mesh or grid point distribution is based
on Coon’s Patch [73]. First, the mesh for the substrate is generated and then the mesh defining
the droplet(s) is overlaid on the substrate geometry. The mesh points defining the droplets are
collapsed on the surface of the substrate except in the area(s) that droplet(s) reside on the
surface. Figure 14 shows the top view of the adaptive mesh when liquid bridge expands during
the contact process. Figures 11 and 12 shows snapshots of the absorption process during the
contact. It displays the precontact and postcontact configurations.

Figure 14. Top view of the adaptive mesh when liquid bridge still expanding, until the conditions for Equation (33) are
reached.
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The calculations start with the specified initial conditions and then the continuity and mo‐
mentum equations are numerically integrated in time to find the distribution of liquid inside
the pores. The saturation is equal to unity (sℓ =1) at the interface between the droplet or liquid
bridge with the porous media. The hydrostatic pressure is also added to the capillary pressure
for more accurate calculations. That is, Pℓ = P − Pci + ρℓgh *where h* is the local height of the
droplet above the surface. Mass is being transported into porous medium according to (ρℓυ̃φ)/
J; where J is the Jacobian for the transformation and υ̃ is the contra-variant vertical velocity
given by: υ̃ =ηxuℓ + ηyυℓ + ηzwℓwith uℓ, υℓ, wℓ being the three components of the velocity and
ηx, ηy, ηz being the metrics of the transformation. The mass transfer is calculated in each time
step and the instantaneous remaining mass yields the liquid bridge volume. The remaining
mass divided by the liquid density will yield the instantaneous volume of the liquid bridge.
Since the distance gap or the height of the liquid bridge is known from the equation of motion
(Eq. 29), the temporal (or instantaneous) base or footprint radius can be found from Equa‐
tion(32). When the distance between surfaces become less than a threshold, the spread is
stopped, that is, the base radius stays constant at its last value and the capillary transport into
both surfaces continues, causing a reduction in the height of the liquid bridge. At this point
the instantaneous or temporal height of the liquid bridge can be calculated from Equation
(33). This process continues until the amount of liquid between the two surfaces becomes zero.

3. Test cases

The computational model developed is called modeling of chemical hazard—dispersion and
contact (MOCHA-DC). Test cases are designed to validate the physiochemical phenomena that
are formulated in this chapter. More details are available in Navaz et al. [55, 56]. A test case
describing the spread of VX nerve agent into sand is described. The capillary pressure, which
is the main driver for the spread and transport of liquid into porous media, was obtained by
the method outlined in Section 1.4.

3.1. Capillary transport and secondary evaporation

The topology of the penetration of a 6 μL VX droplet into the UK sand (ϕ = 0.44) after about
120 minutes is shown in Figure 15. VX has a very low vapor pressure at room temperature and
so evaporation could be ignored. The shape of the liquid front is obtained experimentally at
ECBC and is compared to the MOCHA-DC code prediction (saturation contours) in Figure
15. A comparison for the prediction of the depth of spread in time is observed from Figure
16. as compared with experimental data.

A similar validation was performed for the penetration of 1,2-propandiol, glycerin, and castor
oil into a ceramic tile (ϕ = 0.26), coarse sand (ϕ = 0.31), and glass beads (ϕ = 0.28). The penetration
was recorded after 2, 3, 5, 10, 20, 30, 60 minutes, for up to a week (for castor oil). The model
prediction was excellent and they are detailed by Navaz et al. [55]. A sample case for glycerin
spread into sand is shown in Figure 17.
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The secondary evaporation of several nerve agents are measured by Navaz et al.55. The
validation of the model was performed using data from Reis et al. [74] and Mantle et al. [7]
They studied the evaporation of water inside porous media using magnetic resonance imaging
(MRI). Figure 18. shows an excellent comparison for the evaporation of water in sand and 120-
and 400-μm diameter glass beads.
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Figure 3.1.1 Comparison of COMCAD prediction and experiment for VX on UK sand. 

 

 

 

Figure 15. Comparison of COMCAD prediction and experiment for VX on UK sand.
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Figure 16. Progression of depth in time for VX spread/transport through UK sand as predicted by the model and ex‐
periment
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Data collected in collaboration with Kiple Acquisition Science Technology Logistics &
Engineering Inc. (KASTLE), B.O.I.S.-Filtry, Brno, Czech Republic and VOP-026 Sternberk,
Brno, Czech Republic, was used to validate the model. The data was taken in open air and the
model was run under the same conditions (wind speed and temperature) for EDB (ethylene
dibromide). An excellent agreement between the model prediction and data exists, as can be
seen from Figure 19.
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evaporation. 

Figure 18. Model validation for the secondary evaporation of water inside sand and glass beads compared with MRI
data

41 

 

Figure 3.1.4 shows an excellent comparison for the evaporation of water in sand and 120- and 
400-m diameter glass beads. 

Data collected in collaboration with Kiple Acquisition Science Technology Logistics & 
Engineering Inc. (KASTLE), B.O.I.S.-Filtry, Brno, Czech Republic and VOP-026 Sternberk, 
Brno, Czech Republic, was used to validate the model. The data was taken in open air and the 
model was run under the same conditions (wind speed and temperature) for EDB (ethylene 
dibromide). An excellent agreement between the model prediction and data exists, as can be seen 
from Figure 3.1.5. 

 
Figure 3.1.4 Model validation for the secondary evaporation of water inside sand and glass 

beads compared with MRI data 

  
Figure 3.1.5 Model/experiment comparisons with Czech Data for 6 µL Ethylene Dibromide 

(EDB) droplet spread inside porous media (sand and glass beads) with secondary 
evaporation. 

Figure 19. Model/experiment comparisons with Czech Data for 6 μL Ethylene Dibromide (EDB) droplet spread inside
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Figure 3.1.2 Progression of depth in time for VX spread/transport through UK sand as 
predicted by the model and experiment 
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Figure 17. Penetration of glycerin into the coarse sand after 3 minutes (depth ~ 6 mm) and wetted pad from the experi‐
mental study
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seen from Figure 19.
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Figure 19. Model/experiment comparisons with Czech Data for 6 μL Ethylene Dibromide (EDB) droplet spread inside
porous media (sand and glass beads) with secondary evaporation.
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Figure 3.1.6 Model/experiment comparisons with Czech Data for 6 µL Malathion (MAL) 

droplet spread inside porous media with secondary evaporation. 

Wind tunnel test were performed for the evaporation of Malathion in dry concrete and glass 
beads. There was no (or minor) evaporation of Malathion inside dry concrete or glass beads due 
to the low vapor pressure of the species, as seen from Figure 3.1.6. However, it will be shown 
that in the presence of moisture or water this picture will change. 

3.2 Chemical Reaction in Porous Media 

In this section series of validation, test cases are presented that involve chemical 
reaction(s) in different phases. 

We chose to simulate two cases for a liquid interacting with a solid. The first case was a 
50 µL drop of sulfuric acid placed on a brick of solid sodium sulfide. The second case was a 50 
µL drop of sulfuric acid on a mixture of 75% sand and 25% sodium sulfide. In both cases the 
samples were open to the air to allow the product gas to escape. Mass loss was monitored and 
rates of product formation/reactant degradation inferred. Earlier experiments documented that 
during the time scale for these reactions the sulfuric acid did not react with the sand (100% sand 
case) and adsorption of atmospheric water was insignificant. Therefore, the mass change was due 
to the reaction alone. The reaction stoichiometric equation is given below. The model simulation 
of the liquid on the solid brick of sodium sulfide and the sand/sodium sulfide mixture are given 
in Figures 3.2.1a and 3.2.1b. Both results are validated with experimental data. 

Na2S (s)    +   H2SO4 (aq)       →   Na2SO4 (s)     +   H2S (g) 

(sodium sulfide  +  sulfuric acid  →  sodium sulfate  +  hydrogen sulfide) 

Figure 20. Model/experiment comparisons with Czech Data for 6 μL Malathion (MAL) droplet spread inside porous
media with secondary evaporation.

Wind tunnel test were performed for the evaporation of Malathion in dry concrete and glass
beads. There was no (or minor) evaporation of Malathion inside dry concrete or glass beads
due to the low vapor pressure of the species, as seen from Figure 20. However, it will be shown
that in the presence of moisture or water this picture will change.

3.2. Chemical reaction in porous media

In this section series of validation, test cases are presented that involve chemical reaction(s) in
different phases.

We chose to simulate two cases for a liquid interacting with a solid. The first case was a 50 μL
drop of sulfuric acid placed on a brick of solid sodium sulfide. The second case was a 50 μL
drop of sulfuric acid on a mixture of 75% sand and 25% sodium sulfide. In both cases the
samples were open to the air to allow the product gas to escape. Mass loss was monitored and
rates of product formation/reactant degradation inferred. Earlier experiments documented
that during the time scale for these reactions the sulfuric acid did not react with the sand (100%
sand case) and adsorption of atmospheric water was insignificant. Therefore, the mass change
was due to the reaction alone. The reaction stoichiometric equation is given below. The model
simulation of the liquid on the solid brick of sodium sulfide and the sand/sodium sulfide
mixture are given in Figures 21a and b. Both results are validated with experimental data.

Na2S (s) + H2SO4 (aq) → Na2SO4 (s) + H2S (g)

(sodium sulfide + sulfuric acid → sodium sulfate + hydrogen sulfide)

In the next test case, glass beads were chosen as the porous substrate and droplets of cyclo‐
hexanol and phosphoric acid were deposited about 1 mm apart. The reaction started when the
two droplets diffused together due to capillary forces, and the reaction proceeded thereafter.
Figure 22. shows the contours of remaining reactants and the amount of product (cyclohexene)
as predicted by the MOCHA-DC code from the initiation of the process (diffusion and
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reaction). The overall destruction of cyclohexanol is similar to experimental data and is
described in Figure 22..

The reaction of chemical warfare agents with water is of special interest in this section. This is
called a hydrolysis reaction. VX and Malathion are among the chemicals that react with water.
Water can be present as moisture in sand, concrete, and soil, or can be added to a preexisting
chemical agent in a dry porous medium as rain. The model is capable of simulating all possible
scenarios. The hydrolysis of VX proceeds as multiple chemical reaction processes that result
in several breakdown products. The evolution of these products and the spread of a droplet
therefore provide a reasonable validation of the interaction of the reaction and diffusion
functions in the code. A simulation of a 6 μL droplet of O-ethyl-s-[2-N,N-(diisopropylami‐
no)ethyl] methylphosphonothioate (VX) spread into sand with porosity of 35%. The hydrolysis
reaction rates were defined using those for VX in moist sand given in Brevett et al. [75, 76]
Brevett et al.’s [75, 76] work indicates that VX degrades into several products in the presence
of water. All of these reactions were taken as first order in VX, due to the reported 25-32 fold
molar excess of water present in the experiments. The droplet size was taken from the same
study. The porous field in the model extended beyond the region of droplet spread. All model
boundaries were set as impermeable, as the experimental study involved degradation under
sealed conditions. The quantity of VX and the appearance of breakdown products indicated
by the models throughout the simulation were consistent with data from the experimental
study. VX spread to a radius of 7 mm in the model, similar to the spread reported by Brevett
et al. [75, 76] and Wagner et al. [77] The match between the amount of VXH+ in the experiment
and in the model during the degradation process results from the model’s ability to handle
multiple reactions. The rate of production/destruction of each chemical species is a local event,
calculated at each node. Species concentration and, therefore, the reaction rate vary across the
saturation region within the sand, yielding a complex mixture of breakdown products. If the
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(a)                                                                   (b) 

Figure 3.2.1 Model/ experiment comparison for (a) 100% sodium sulfate and 50 L sulfuric 
acid reaction, and (b) 3:1 mixture of sand: sodium sulfate and 50 L sulfuric acid 
droplet 

In the next test case, glass beads were chosen as the porous substrate and droplets of 
cyclohexanol and phosphoric acid were deposited about 1 mm apart. The reaction started when 
the two droplets diffused together due to capillary forces, and the reaction proceeded thereafter. 
Figure 3.2.2 shows the contours of remaining reactants and the amount of product (cyclohexene) 
as predicted by the MOCHA-DC code from the initiation of the process (diffusion and reaction). 
The overall destruction of cyclohexanol is similar to experimental data and is described in Figure 
3.2.3. 

   

Figure 21. Model/ experiment comparison for (a) 100% sodium sulfate and 50 μL sulfuric acid reaction, and (b) 3:1
mixture of sand: sodium sulfate and 50 μL sulfuric acid droplet
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Figure 21. Model/ experiment comparison for (a) 100% sodium sulfate and 50 μL sulfuric acid reaction, and (b) 3:1
mixture of sand: sodium sulfate and 50 μL sulfuric acid droplet
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fluid motion predicted in the model was inappropriate it would lead to unrealistic local
concentrations, which would cause the local rates of production/destruction (based on local
concentrations in the reaction model) to be inappropriate. The agreement between the model
and the experimental data, therefore, demonstrates robustness in both the fluid motion and
reaction modeling methods. The result of this study is shown in Figure 24.

3.3. Contact hazard

In this section, some test cases are presented to illustrate the model prediction for a sessile
droplet spread dynamics between two moving nonporous or porous surfaces. The presented
test cases will examine the gas and liquid mass transfer and the effect of chemical reactions
during the droplet spread process.

In the first case, the spread of de-ionized water between a nonporous and porous glass plates
as a function of velocity of approach was examined. A linear stage actuator (Thorlabs™
LNR50SEK1) controls the distance between the two parallel plates and a load cell (Interface™
MB-LBF5) is designated for measuring the force acting on the solid body. Two optical windows
(Newport™ 20BW40-30) are used as the upper and lower plates as shown in Figure 25.. A

  

 

   

   

Figure 3.2.2 Development of reaction zone between cyclohexanol and phosphoric acid 

Modeled by the MOCHA-DC Code (from top left to lower right) t=0, t=12 s, 

t=144 s, t=3600 s. 

 

Figure 3.2.3 Comparison of destruction of cyclohexanol to experimental data 

The reaction of chemical warfare agents with water is of special interest in this section. 

This is called a hydrolysis reaction. VX and Malathion are among the chemicals that react with 

water. Water can be present as moisture in sand, concrete, and soil, or can be added to a 

Figure 22. Development of reaction zone between cyclohexanol and phosphoric acid Modeled by the MOCHA-DC
Code (from top left to lower right) t=0, t=12 s, t=144 s, t=3600 s.
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Figure 23. Comparison of destruction of cyclohexanol to experimental data

Figure 24. A 6 μL VX droplet undergoes hydrolysis in damp sand at 50°C. Both agent and breakdown product
amounts present in the sand, as measured in Brevett et al. [75, 76], are characterized by the model
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Figure 23. Comparison of destruction of cyclohexanol to experimental data

Figure 24. A 6 μL VX droplet undergoes hydrolysis in damp sand at 50°C. Both agent and breakdown product
amounts present in the sand, as measured in Brevett et al. [75, 76], are characterized by the model
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feedback control loop was created, connecting the load-cell force input, the actuator position,
and speed inputs and outputting the upper plate acceleration and speed. This feedback
enabled to simulate a freely moving solid body with a given mass, m1, reacting to external
forces and the force applied by the liquid bridge connected to a solid body with mass m2 →∞.
The plates were cleaned before each experiment using acetone, isopropanol, and nitrogen gas.
The advancing and receding wetting angles were estimated from quasi-static force measure‐
ments. The experiment utilized a 200 μL deionized (DI) water as a sessile droplet deposited
onto a fused silica optical window (an impermeable surface), and a porous glass (VykorTM

7930) was used as the permeable contacting surface. The physical properties of water are
μ =0.001Pa.s, ρ =1000kg / m 3, σ =0.072N / m. The porous glass had a porosity of 28% with
permeability of 2.08 × 10–19 m2/s (values provided by manufacturer). The surfaces were brought
into contact with constant relative speeds of 0.5, 1.5, 2.0, and 2.5 μm/s, and the liquid bridge
radius was measured in the experiment and compared to that calculated by the model (Figure
26). In all cases, there was a rapid initial change in geometry upon contact of the liquid with
both plates, and a transition from sessile droplet geometry to the hyperboloid geometry of the
liquid bridge. For smaller approach velocities, the absorption into the porous medium
proceeded faster than the radial spreading throughout the liquid penetration process, causing
a steady reduction in the footprint radius in time. However, for faster approach speeds (2 μm/
s and above) the radius of the liquid bridge was only reducing in the initial stages due to rapid
penetration into the porous medium. After some penetration of the liquid into the porous
medium, and thus increasing the viscous resistance of the flow, the liquid began to spread
radially and the radius of the liquid bridge increased with time. This finding demonstrated
that the depth of liquid penetration and the imprint radius of droplet into the porous medium
is determined by the speed of the approaching surfaces. We have also modeled two additional
approach velocities of 1.0 and 3.0 μm/s to demonstrate the consistency of the results (Figure
26.). The model and experimental results indicated that the spreading increases as the approach
velocity increases. This causes a larger footprint to be issued by the process.

An experiment conducted to measure the amount of mass transfer for two surfaces coming
into contact with a liquid droplet in between. A 20 μL glycerin droplet was deposited on a
porous media composed of play sand (porosity = 35%). Then a cloth at an initial distance of 11
cm with the speed of 35 cm/s was brought into contact with the glycerin. The amount of mass
absorbed during the contact process into the cloth was measures and is compared to the model
prediction. These tests were conducted with three additional chemicals and the results were
compared to the model’s response. These conditions are shown in Figure 27.a and the
agreement between the model and experimental data is seen to be excellent.

Another experiment was conducted with the same setup with the exception of varying the
time of the contact. The purpose of this experiment is to demonstrate that even after the
disappearance of the sessile droplet from the surface, mass transfer to a secondary porous
material will take place. That is to say, even though a hazardous liquid substance may not be
visible on a surface of a porous material, it can still pose a threat through contact. However,
kitchen tile (porosity of 24%) with a lower porosity was selected for this experiment to have
more control over the disappearance time of the sessile droplet from the surface. A wafer,

A General-Purpose Multiphase/Multispecies Model to Predict the Spread, Percutaneous Hazard, and...
http://dx.doi.org/10.5772/60807

245



fabricated in our laboratory from filter paper pulp, with a porosity of 60%, served as the
secondary surface. Five separate experiments (three repetitions for each experiment) were
conducted with a contact time to be, respectively, 1, 10, 20, 30, and 40 minutes after the droplet
is placed on the kitchen tile. Every experiment was repeated three times at an initial gap of 2.5
cm between the two surfaces and a downward force of 1 N. The two surfaces were brought
into contact. The amount of glycerin transferred into the secondary surface (wafer) was
measured and compared favorably with the model predictions (Figure 27.b). These compari‐
sons indicate that the model was fairly accurate in predicting the amount of mass being
absorbed into a contacting porous surface.

In order to provide data for cases where contact between two surfaces results in a chemical
reaction in one or both of the contacting surfaces, experiments were conducted measuring the
rate of formation of product where one reactant resides on one surface and the other on the
second, contacting, surface. Since there are many permutations for these types of experiments,
we began our investigation for a case where the primary surface is nonporous, a glass slide,
and the contacting surface is porous, an adsorbent pad. The reaction needed to be fast enough
so that the product formation could be measured accurately and in a relatively short time span
to avoid complications associated with evaporation of chemicals. The reaction chosen was
addition of bromine to alkenes, since the progress of this reaction could be monitored both
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Figure 3.3.1 The experimental setup: two fused-silica plates connected by a DI water liquid 
bridge. (a) Plates in fixture and (a*) a closeup view of the liquid bridge (b) shows 
the porous glass used in the experiment 

Figure 3.3.2 200 L of water on glass contacted by porous glass. The approach velocities of 
0.5, 1.5, 2.0, and 2.5 m/s are compared with the model. Two additional velocities 
of 1.0 and 3.0 m/s are also modeled. For lower velocities the absorption into 
porous glass is at a faster pace than the spread speed, causing a continuous 
reduction in radius in time. As the approach velocity increases, the spread will 
proceed at a faster pace than the absorption, causing a continuous increase of 
radius in time. It appears that at velocity of 1.5 m/s both processes take place at 
the same “speed” 

An experiment conducted to measure the amount of mass transfer for two surfaces 
coming into contact with a liquid droplet in between. A 20 µL glycerin droplet was deposited on 
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Figure 25. The experimental setup: two fused-silica plates connected by a DI water liquid bridge. (a) Plates in fixture
and (a*) a closeup view of the liquid bridge (b) shows the porous glass used in the experiment
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quantitatively and qualitatively. A 20 μL of styrene solution was placed on the surface of a
glass slide and an adsorbent pad saturated with 1 mL of bromine in carbon tetrachloride
solution was placed on top of the slide. The contact was stopped at various time intervals. The
reaction was quenched by addition of excess cyclohexene to the pad, after removal from the
slide, and adsorbent pad and the glass slide were each extracted with 2 mL of dichloromethane.
The solutions were then analyzed by GC/MS and GC/FID. No traces of styrene or the addition

Figure 26. 200 μL of water on glass contacted by porous glass. The approach velocities of 0.5, 1.5, 2.0, and 2.5 μm/s are
compared with the model. Two additional velocities of 1.0 and 3.0 μm/s are also modeled. For lower velocities the ab‐
sorption into porous glass is at a faster pace than the spread speed, causing a continuous reduction in radius in time.
As the approach velocity increases, the spread will proceed at a faster pace than the absorption, causing a continuous
increase of radius in time. It appears that at velocity of 1.5 μm/s both processes take place at the same “speed”
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Figure 3.3.3 (a) Mass transferred to contacting surface as a function of the type of chemical and 
comparison of the model prediction with experimental data for each case, and (b) 
mass transfer of glycerin, that was initially deposited on sand, to a contacting 
cloth, where the amount transferred was a function of the time elapsed between 
deposition and the contact, the figure also shows the model prediction for each 
case. 

In order to provide data for cases where contact between two surfaces results in a 
chemical reaction in one or both of the contacting surfaces, experiments were conducted 
measuring the rate of formation of product where one reactant resides on one surface and the 

Figure 27. (a) Mass transferred to contacting surface as a function of the type of chemical and comparison of the model
prediction with experimental data for each case, and (b) mass transfer of glycerin, that was initially deposited on sand,
to a contacting cloth, where the amount transferred was a function of the time elapsed between deposition and the
contact, the figure also shows the model prediction for each case.
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product were observed on the glass slide even for the smallest time step, indicating complete
adsorption into the pad. Figure 28. shows the model/experiment comparison of the product
form according to:

The styrene–bromine reaction is as follows: C8H8(L)+Br2(L) = C8H8Br2(L)
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Figure 3.3.4 Product formation in time for the styrene and bromine reaction from the 
experiment and as predicted by MOCHA-DC and the model showing the styrene 
droplet just prior to contact with the bromine saturated upper layer 

The second experiment is similar to the previous experiment but the glass substrate is replaced 
with permeable sand. A 60 L styrene droplet was placed on sand and after completely 
disappearing from the surface was contacted by filtered paper saturated by bromine. The mass 
exchange occurs at the interface such that the reaction takes place in both media. The results are 
shown in Table 3.3.1. The comparison is quite satisfactory and the model accurately predicts the 
mass transfer between the two contacting surfaces and the amount of product in both zones. 

Table 3.3.1 Data and model reactant and product mass comparison in two porous media 

 Styrene Sand Styrene Pad Product Sand Product Pad 

Figure 28. Product formation in time for the styrene and bromine reaction from the experiment and as predicted by
MOCHA-DC and the model showing the styrene droplet just prior to contact with the bromine saturated upper layer

The second experiment is similar to the previous experiment but the glass substrate is replaced
with permeable sand. A 60 μL styrene droplet was placed on sand and after completely
disappearing from the surface was contacted by filtered paper saturated by bromine. The mass
exchange occurs at the interface such that the reaction takes place in both media. The results
are shown in Table 3. The comparison is quite satisfactory and the model accurately predicts
the mass transfer between the two contacting surfaces and the amount of product in both zones.

Styrene Sand (mg) Styrene Pad (mg) Product Sand (mg) Product Pad (mg)

MOCHA-DC 44.50 7.12 4.90 1.75

Data 43.74 7.40 5.13 1.56

Table 3. Data and model reactant and product mass comparison in two porous media

In another test case, a 6 μL VX droplet is situated on moist sand (5% saturation). The reaction
occurs until a secondary moist porous medium (cloth) is brought into contact with the first
surface after about 0.5 hour. The remaining VX at the surface of the sand starts to react with
water content in or from the contacting surface. The reaction in both zones continues for about
3 hours. Figure 29. shows the amount of VX left and all products during this process in real
time. We do not have any experimental data to compare with these results, however; although
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In another test case, a 6 μL VX droplet is situated on moist sand (5% saturation). The reaction
occurs until a secondary moist porous medium (cloth) is brought into contact with the first
surface after about 0.5 hour. The remaining VX at the surface of the sand starts to react with
water content in or from the contacting surface. The reaction in both zones continues for about
3 hours. Figure 29. shows the amount of VX left and all products during this process in real
time. We do not have any experimental data to compare with these results, however; although
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there are no data available for this case, it is a very challenging case to run and it demonstrates
the robustness and generality of the code.

Figure 29. VX on wet sand and contact with another wet porous surface

In the following test case, liquid and vapor transport through a dual layer fabric is examined
when each of the layers has a different permeability. The layer with small permeability (pores
of 0.1 μm) is defined hereafter as the outer later and the layer with the larger permeability
(pores of 5 μm) is defined as the inner later. The first experiment started with a 40 μL de-ionized
water droplet on the inner-layer. Figure 30.a shows the saturation distribution and its migra‐
tion to the outer layer. In the second experiment the droplet was placed on the outer layer and
it did not penetrate to the inner layer as seen in Figure 30.b.

Computer simulations were performed with the same conditions. The evaporation module
was activated to monitor the vapor concentration as well as liquid saturation. The MOCHA-
DC prediction is shown in Figure 31. for the case of a droplet deposited on the low-porosity
outer layer. The model indicates the liquid spreads laterally, instead of continuing to spread
vertically, when it reaches the interface with the high-porosity inner layer. Due to the smaller
pores, the capillary pressure at the outer layer is greater than that of the inner layer. It is seen
that this spread pattern virtually eliminates the possibility of liquid passing through the higher
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porosity inner layer. Since the double layer material is thin, the aspect ratio of vertical direction
in these plots is taken to be eight times greater than other directions to make the visuals clearer.

On the other hand, when the droplet is placed on the inner layer as seen from Figures 30a and
32, its preferred direction for movement is vertical when it reaches the interface between the
layers, rather than spreading horizontally. In the top image of Figure 32., the droplet is initially
placed on the inner layer and gradually is transported vertically, due to capillary pressure,
toward the outer layer. The liquid keeps moving upward toward the outer layer saturating
the upper portion of the fabric. The fluid therefore travels through both the layers. This
behavior would facilitate the transport of fluid, such as sweat, through a garment constructed
of such a material. As inner layer fluids reach the outer layer, they might evaporate in the
surrounding environment. Conversely, when fluids contact the outer layer they do not reach
the inner layer surface, thus preventing contamination of the inner surface. This result suggests
it may be possible to eliminate the likelihood of hazardous liquid contact with skin if such a
fabric were used for protective clothing.

Figure 30. Sessile droplet positioned on the inner layer (a) and the outer layer (b) on a double-layered fabric. The outer
layer pore size is order of magnitude smaller compared with the inner layer. (Adapted from Gat et al. 2013.)

The vapor phase also followed the same pattern. Although a small amount of vapor was
predicted at the inner layer, it was significantly smaller than the amount of vapor present in
the outer layer. Figure 33. shows the distribution of mole fraction of water vapor inside both
layers. The vapor inside the bottom layer is one to two orders of magnitude less than the upper
layer, implying that the capillary pressure difference between the two layers can be utilized
as a tool to prevent volatile chemicals from reaching skin.

Given that the pore size influences capillary pressure, a range of porous glasses were coupled
to study the transport behavior. Figure 34. demonstrates the experimental and model predic‐
tion for all combinations of the two pore sizes for the evaporation of deionized water placed
on the bottom surface of the dual layer.
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Figure 31. Liquid transport and spread from the upper layer to the lower layer in the model. This time series shows the
saturation contours in the center plane of the domain as the droplet is absorbed and moves and spreads laterally, but
not into the lower layer of the dual layer fabric. The saturation within the lower layer remains zero.

Figure 32. Liquid transport and spread from the lower layer to the upper layer as progressed in time. The figures show
the saturation contours at the center plane of the domain. The top picture is the initial condition and as the droplet is
absorbed it moves toward the upper layer rather immediately and then spread laterally.

A General-Purpose Multiphase/Multispecies Model to Predict the Spread, Percutaneous Hazard, and...
http://dx.doi.org/10.5772/60807

251



Figure 34. Evaporation vs. time for 200 μL ethanol droplet, positioned on the inner layer, into various combinations of
nylon membranes (Scientific Tisch, TM) with 5 and 0.1 μm average pore size. Both model and experiment predict
smaller evaporation time for the smaller inner pore size. For all cases the droplet was placed on the lower surface.

Figure 33. Image of the vapor transport and spread in the upper and lower layers when a droplet is placed on the
upper surface. The vapor phase demonstrates a behavior similar to that of the liquid phase. The droplet is 40 μL water.
The evaporation occurs somewhat faster at the edges of the wetted region. The mole fraction of the vapor phase is
shown.
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When the outer (upper) layer’s pore size is an order of magnitude smaller than the inner (lower)
layer’s, the time for evaporation of a droplet on the lower surface was reduced by about
≈30−40%. This suggests that such a combination can be used to increase the liquid evaporation
rate from the inner side of a protective fabric so as to enhance the pass through of perspiration.
For the smallest outer layer pore size, the model predicts somewhat slower evaporation. This
could be due to the mesh size, which may need to be refined for faster processes. However,
since the results are fairly close to the experimental values, we decided not to repeat this
calculation and emphasize the fact that there are a number of values to the dual layer fabric
design that make it suitable for a variety of applications.

4. Nomenclature

4.1. General

As Surface area

a Pre-exponential coefficient

b Activation energy

C Mass fraction

cp Specific heat at constant pressure

D Diffusion coefficient

E, F, HFlux vectors in x, y, and z directions

F Force

f Gibb’s Free Energy

f(*) Unknown quantity for capillary pressure

GSource term vector

g Gravitational acceleration

h Height of apex of a sessile droplet

h̄ Molar enthalpy

h* Local height of the droplet

H Enthalpy

hfg Latent heat of evaporation

H Maximum vertical distance for boundary layer measurements

J Jacobian for the transformation

K Saturated permeability for isotropic medium
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Keql Equilibrium reaction rate

k Reaction rate

keff Effective conductivity

kg , kℓRelative permeability in gas or liquid phases

M Molecular weight

Molar concentration

m Mass

n Index of refraction

P Pressure

Pv Vapor pressure

q̇Heat flux

r Wetted area radius

R or Rs Radius of curvature

Re Reynolds number,u∗R / ν

S Entropy

s Saturation, fraction of the pore volume occupied by a phase (or state)

Sc Schmidt number

t Time

T Temperature

UConserved variables vector

u* Friction velocity

V Velocity

v and v’ Stoichiometric coefficients

υ̃Contra-variant vertical velocity

u, υ, wVelocity components

x, y, z Cartesian coordinate system

X Net rate of change in molar concentration

Greek Symbols

α Thermal diffusivity
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β Angle defined inFigure 12.

ϕ Porosity

λ or λr h/r

λj or λijReaction order

μ Viscosity

ρ Density

ρ̇Rate of phase change

σ Surface tension

τ Shear stress

∀Volume

ω Species production/destruction rate

 Contact angle

a Contact angle at which the evaporation topology changes

i Contact angle inside the pores

ξ, η, ζ Computational domain coordinates

Subscripts

A Air

b Backward

c Capillary

eql Equilibrium

f Forward

fg Fluid to gas (evaporation)

g Related to the gaseous phase

i Liquid phase constituent

j Gas phase constituent

k Solid phase constituent

ℓ, liq Related to the liquid phase

m, n, ℓRefer to xyz for shear stress tensor

M Related to mass transfer
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mix Mixture of liquid and gas phase

n Temperature dependence

o Initial

pt Partial torus

r Relative

s Surface of the droplet, or related to the solid phase

s −ℓSolid to liquid phase change

ℓ− gLiquid to gas phase change

s − gSolid to gas phase change

T Related to heat transfer

vap Vapor phase

∀Volume

w At the wall

∞Far field – Free stream

Superscripts

~ Vector

UNI Unidirectional

per unit time
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Abstract

Against a gallium-based liquid metal alloy, we report super-lyophobic surfaces that
have micro/nano hierarchical structures made of polydimethylsiloxane (PDMS) and
carbon nanotube (CNT) materials. The surface oxidation of the liquid metal is a
challenging problem to be utilized for various applications, as it wets most surfaces.
However, the micro/nano hierarchical structures of a fabricated-PDMS micro pillar
array with dual-scale surface texturing and a grown-CNT surface enable one to
minimize a contact area between the liquid metal droplet and the surface. Due to the
low contact area, a large static contact angle and a low contact angle hysteresis are
achieved, indicating super-lyophobic surfaces. Based on these super-lyophobic
surfaces, the gallium-based liquid metal alloy can be more widely utilized for
undeveloped applications that rely on the liquid metal’s mobility.

Keywords: Gallium-based liquid metal alloy, super-lyophobic, micro/nano hier‐
archical, contact angle, CNT, PDMS

1. Introduction

Gallium-based liquid metal alloy is a non-toxic liquid metal at room temperature. Recently, it
has been of interest as the gallium-based liquid metal shows higher thermal and electrical
conductivities, and lower vacuum pressure [1] compared to a toxic liquid metal, such as
mercury. Based on these favorable material properties, it has been utilized for various
applications including micro-cooling [2], electrical interconnector [3], 3D printing [4], tunable
frequency antennas [5-11], metamaterials [12, 13], and electrodes [14-18]. However, most of

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



these applications operate on the deformability of the liquid metal, not on the mobility. This
is because it has a very challenging problem that the liquid metal alloy is easily oxidized when
it is exposed to ambient air environment. Once it is oxidized, the surface becomes viscous and
it makes the liquid metal wet on the surfaces [19]. Thus, there are two ways to utilize the
oxidized gallium-based liquid metal alloy: 1) modifying or removing the oxidized surface of
the liquid metal and 2) creating the non-wettable channel surface.

There have been a few studies to modify or remove the oxidized surface of the liquid metal.
Zrnick and Swatik found that it was possible to remove the oxidized surface of gallium-based
liquid metal by treating the surface with diluted hydrochloric acid (HCl) [20]. We also
demonstrated that the HCl vapor even can modify the wettable Ga2O3/Ga2O to non-wettable
GaCl3/InCl3 [21]. Based on this method, the oxidized gallium-based liquid metal can be
controllable in the microfluidic channels composed of a gas-permeable PDMS [22]. Sivan et al.
reported that the liquid metal surface can be simply coated with nano-particles of insulators
(including Teflon and silica) and semiconductors (including WO3, TiO2, MoO3, In2O3, and
carbon nanotubes) [23]. Then, this liquid metal marble can also be non-wettable by covering
the oxidized surface. We also reported that the oxidized surface can be covered with ferro‐
magnetic micro-particles and it can be manipulated with an applied magnetic field [24]. Khan
et al. also investigated that the oxidized surface of the liquid metal in the presence of electrolyte
can be removed by applying a reductive potential [25].

Alternatively, if there is any surface where the oxidized liquid metal moves without any
wetting problem, it may enable one to utilize the liquid metal for new applications that rely
on constant and reliable motion of liquid metal. In order to utilize liquid metal’s mobility, the
surface should be non-wetting and super-lyophobic. The methods of making these surfaces
can be analogous to those of creating the well-known super-hydrophobic surfaces.

Over the past decades, super-hydrophobic surfaces have been tremendously investigated due
to its wide applicability for self-cleaning [26-28] and anti-icing effect [29, 30]. Conventionally,
there are two distinctive ways to engineer the surface to be super-hydrophobic. One way is to
make a rough surface to reduce the contact area between the liquid and the solid. The other
way is to coat the surface with low surface energy materials such as a fluorocarbon polymer.
From nature, one can find water-repelling surfaces such as shark scales and lotus leaves. Those
surfaces have one thing in common—that they have micro/nano hierarchical structures to
realize the rough surface [31]. This approach can also be applied to the oxidized liquid metal.
Thus, the contact area between the liquid metal and the surface can be as small as possible,
resulting in the super-lyophobic surface against the oxidized gallium-based liquid metal alloy.

In this chapter, the realization of super-lyophobic surfaces against gallium-based liquid metal
alloy, micro/nano hierarchical structure-based surfaces using different materials such as
polydimethylsiloxane (PDMS) and carbon nanotube (CNT) are discussed. Wetting phenomena
such as lyophobic/lyophilic concepts and wetting models such as Cassie and Wenzel states are
described. As demonstrations of super-lyophobic surfaces based on micro/nano hierarchical
structure, the lyophobicity of PDMS micro pillar array with surface texturing is characterized
by measuring static and dynamic contact angles and compared with those of the PDMS micro
pillar and ridge arrays without any surface texturing. In addition, the lyophobicity of CNT on
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PDMS is characterized by measuring static and dynamic contact angles, as well as bouncing
and rolling experiments under mechanical deformation.

2. Theory

Lyophobic/lyophilic is defined as a physical property of a molecule that is repelled from or
attracted to a mass of liquid. Therefore, the term ‘lyophobic or lyophilic’ needs to be used to
indicate a target liquid except when they are ‘hydrophobic/hydrophilic’ or ‘oleophobic/
oleophilic’, implying that the target liquid is water or oil, respectively. Therefore, ‘lyophobic/
lyophilic” is a superordinate concept to ‘hydrophobic/hydrophilic’ and ‘oleophobic/oleophil‐
ic’.

In order to characterize lyophobicity, the static and dynamic contact angles are important
parameters. The static contact angles can be measured by using a goniometer that can capture
the profile of a liquid droplet on a solid substrate. The static contact angle depends on the
surface tensions of liquid (liquid/gas interfacial energy), solid (solid/gas interfacial energy),
and liquid/solid interactions. As shown in Fig. 1a, the static contact angle is defined as an angle
formed by the intersection of the liquid-solid interface and the liquid-gas interface. Generally,
when the contact angle is smaller than 90° the solid surface is considered to be ‘lyophilic’,
which means wetting of the surface is favorable. When the contact angle is larger than 90° the
solid surface is considered ‘lyophobic’, which indicates the liquid minimizes its contact on the
surface and form a compact liquid droplet. In addition, when the contact angle is greater than
150°, the solid surface is considered to be ‘super-lyophobic’.

For dynamic contact angle measurements, the volume of liquid was increased or decreased
until the droplet had a maximum or minimum contact angle without changing the surface area
between the liquid and the solid substrate while the side view of a droplet was recorded. Each
of maximum and minimum contact angles is the advancing and receding contact angle,
respectively; and the advancing and receding contact angles were obtained from the frame of
the recorded movie just before the contact line is changed. The difference between the
advancing angle and the receding angle is the contact angle hysteresis. When the advancing
and receding contact angle of liquid on a solid substrate are close to each other (lower contact
angle hysteresis), it indicates the substrate is lyophobic to the liquid.

Theoretically, as shown in Fig. 1a, Thomas Young described in 1805 the contact angle of a liquid
droplet on an ideal solid substrate[32]. It is defined by the mechanical equilibrium of surface
tensions of three interfaces under the droplet:

cos SG SL

LG

g g
q

g
-

= (1)

where θ is the contact angle, and γSG, γSL , and γLG are surface tension of solid-gas, solid-liquid,
and liquid-gas interfaces, respectively. Equation (1) is usually referred as Young’s equation.
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Since Young’s equation only works with a flat homogeneous surface, the other expanded
approaches are needed to describe contact angle of a droplet on rough and heterogeneous
surfaces: Wenzel model [33] and Cassie model [34].

Figure 1. Schematics of different wetting regimes: (a) Young’s model, (b) Wenzel model, and (c) Cassie model.

As shown in Fig. 1b, when a liquid can fully wet the surface texture, the thermodynamic
equilibrium contact angle of a liquid droplet is described by the Wenzel model [33] as the
following equation:

cos cosW rq q= (2)

where θw is the apparent contact angle of the Wenzel model, θ refers to Young’s contact angle,
and r is a roughness factor, which is defined as the ratio of an actual area of a rough surface to
the flat, projected area. Droplets in this fully wetted Wenzel state typically display very high
hysteresis because the contact line of the droplets becomes severely pinned on surface
asperities.

On the other hand, when a liquid cannot penetrate into the surface texture, the droplet forms
a highly non-wetting regime known as a Cassie state (Fig. 1c). As the surface texture entraps
myriads of air pockets underneath the droplet, it can have low adhesive force. Therefore, the
droplet in the Cassie state displays a very high contact angle, as well as a low hysteresis,
resulting in easy rolling off of a droplet. If f S  is the fraction of the solid in contact with the
liquid, the Cassie equation can be represented by Equation (3) [34].

( )cos 1 cos 1C Sfq q= + - (3)

Therefore, in order to achieve a super-lyophobic surface, the liquid droplet on the roughened
structures should be in the Cassie state. It is well known that micro/nano hierarchical surface
textures are critically important for this effect.

3. Micro/nano hierarchical PDMS micro pillar array with surface texturing1

We studied super-lyophobicity of a micro/nano-sized hierarchical PDMS pillar array against
an oxidized gallium-based liquid metal alloy (Galinstan®) [35]. We first tested two types of
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surface textured PDMS micro arrays: micro pillar arrays and micro ridge arrays. The vertical
height of all PDMS micro textures was designed to be 45 μm. The fabrication of PDMS micro
pillar and micro ridge arrays started with spin coating of SU-8 2025 photoresist (PR) (Micro‐
Chem Corp.) on a thermally grown oxidized Si wafer to get approximately 45 μm-thick PR.
The PR was soft-baked on a hot plate at 65°C for 2 minutes, 95°C for 3 minutes, and finally
65°C for 2 minutes. Then, a UV exposure dose of 140 mJ/cm2 was applied by standard
photolithography to create an inverse pattern of the target structure, and finally a post bake
was applied with the same temperature and time of the soft bake. Finally, it was developed in
SU-8 developer (propylene glycol methyl ether acetate) for 3 minutes under gentle stirring
condition, and was cleaned with isopropyl alcohol and deionized (DI) water (Fig. 2a). After
developing, the PDMS was casted over the PR mold; then it was cured at room temperature
for a day to have flexible characteristics (Fig. 2b). After curing, PDMS was peeled off from the
mold and it replicated arrays (Fig. 2c). An 80 nm-thick fluorocarbon (FC) polymer was
deposited on top of the PDMS arrays to enhance lyophobicity (Fig. 2d).

PDMS micro pillar arrays had various dimensions including 25 μm pillar diameter and 25 μm
gap, 75 μm diameter and 25 μm gap, 75 μm diameter and 100 μm gap, 75 μm diameter and
150 μm gap, 75 μm diameter and 200 μm gap, and 75 μm diameter and 250 μm gap. PDMS
micro ridge arrays had various widths and gaps (25 μm width and 25 μm gap, 75 μm width
and 25 μm gap, 75 μm width and 100 μm gap, 75 μm width and 150 μm gap, 75 μm width and
200 μm gap). Fig. 3 shows scanning electron microscope (SEM) images of the micro pillar arrays
(Figs. 3a and 3b) and micro ridge arrays (Figs. 3c and 3d).

1 © 2013 IEEE. Portions reprinted, with permission from: D. Kim, D.-W. Lee, W. Choi, and J.-B. Lee, “A Super-Lyophobic
3D PDMS Channel as a Novel Microfluidic Platform to Manipulate Oxidized Galinstan,” IEEE/ASME Journal of
Microelectromechanical Systems, vol. 22, pp. 1267~1275, 2013.

Figure 2. Fabrication sequence of the super-lyophobic micro-textured PDMS surfaces: (a) patterned SU-8 mold, (b)
PDMS casting, (c) replicated PDMS, and (d) FC polymer deposition on the replicated PDMS micro arrays.
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Lyophobicity of textured surfaces was studied by measuring static and dynamic contact
angles. Fig. 4 shows the images of static droplets of 7.8 μL oxidized Galinstan® on micro pillar
arrays with the same pillar diameter (75 μm) but with various gap distances. Galinstan® droplet
is not spherical due to the viscoelastic oxidized layer on the surface. The droplet on a 225 μm
pitch distance (75 μm diameter and 150 μm gap) micro pillar array clearly formed a non-
wetting Cassie state, confirmed by the presence of air pockets underneath the droplet (Fig.
4a). We observed the droplets on all micro pillar arrays with gap distances smaller than 150
μm formed a Cassie state, as it becomes more difficult for a Galinstan® to penetrate between
micro pillars when the gap distance becomes smaller. On the other hand, the image of the
Galinstan® droplet on a micro pillar array with 250 μm gap distance showed that the droplet
penetrated between pillars, forming a fully wetted Wenzel state (Fig. 4c). We also found that
the droplets on any micro pillar array with gap distance larger than 250 μm showed Wenzel
state. There were intermediate transition states between the Cassie and the Wenzel states.
Figure 4b shows Galinstan® droplet on a 200 μm gap distance. The droplet penetrated into a
portion of the texture, but we could observe some intact air pockets as well. It was also found
that micro ridge arrays with gap distances smaller than 150 μm (75 μm ridge width) showed
Cassie state. Table 1 shows static contact angles for various pitch distances in the range of 50
to 225 μm.

Figure 3. SEM images of PDMS micro arrays: (a) micro pillar array and (b) a close-up, 15° tilted view of a micro pillar;
(c) micro ridge array and (d) a close-up side view of micro ridges.
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Since the contact area of the micro pillar arrays is smaller than that of the micro ridge arrays
for the same pitch distances, the static contact angle of the micro pillar arrays is relatively larger
than that of the micro ridge arrays. The static contact angle of 139.1° on a pillar array with 75
μm diameter and 150 μm gap distance (solid fraction = 0.087) is not remarkably high, consid‐
ering the extremely low solid fraction, due to the highly hysteretic behavior of the oxidized
Galinstan®.

Figure 4. A 7.8 μL oxidized Galinstan® droplet on (a) 150 μm gap micro pillar array showing a non-wetting Cassie
state, (b) 200 μm gap micro pillar array showing an intermediate transition state, and (c) 250 μm gap micro pillar array
(no air pockets) showing a fully wetted Wenzel state. The diameter of all micro pillars is 75 μm.

Table 1. Static contact angles for a 7.8 μL oxidized Galinstan® droplet on PDMS micro pillar and micro ridge arrays.
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The dynamic contact angles were measured in the same way as described in the previous
section. Table 2 shows dynamic contact angles of the oxidized Galinstan® droplet on micro
pillar arrays and micro ridge arrays with various dimensions. For the micro ridge arrays,
contact angles were measured from two different viewing directions when the droplet was
advancing/receding: across the ridges (X direction; see Fig. 3c) and along the ridges (Y
direction).

Table 2. Dynamic contact angles of the oxidized Galinstan® droplet.

For simple fluids, such as water or hexadecane, the contact angle hysteresis when a droplet
advances/recedes along the ridges (Y direction) is less than that on micro pillar arrays with the
same solid fraction as, for micro pillar array, the solid fraction near the contact line significantly
changes between advancing and receding droplets [36]. However, for Galinstan®, we found
that the contact angle hystereses on the micro ridge arrays in both directions (X and Y) are
larger than those on the micro pillar arrays. We suspect that the viscoelasticity of Galinstan®,
combined with its extreme wettability, causes the receding of the droplet from the top of pillars
and ridges virtually impossible, leading to the discrepancy between the conventional model
of hysteresis and the observed values. The pillar array with 75 μm diameter and 100 μm gap
distance showed the smallest contact angle hysteresis (82.6°) among all textured surfaces.
Nonetheless, the residue of the oxidized Galinstan® was still left on the surface after receding
even though the droplet formed the Cassie state (Fig. 5).

Although there was decrease in contact angle hysteresis from those of the various flat surfaces
to the surfaces textured with PDMS micro arrays, it turned out that the naturally oxidized
Galinstan® droplet did not completely dewet from all tested surfaces, regardless of the shape
and pitch distance of the PDMS micro arrays.
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To further improve lyophobicity of the PDMS micro arrays, we further studied lyophobicity
of multi-scale surface textured PDMS micro pillar arrays. The fabrication of multi-scale surface
textured PDMS micro pillar arrays started with triple-spin coating of AZP4620 PR (AZ
Electronic materials) on a thermally oxidized Si wafer to get approximately a 45 μm-thick PR.
The PR was intentionally under-baked in a convection oven at 88°C (typical soft-bake tem‐
perature is 110°C on a hot plate). Then, the PR was under-exposed with the exposure dose of
800 mJ/cm2 (typical exposure dose is > 1,600 mJ/cm2) [37]. After developing the PR with diluted
AZ400K (AZ Electronic materials) (Fig. 6a), the PDMS was casted over the PR mold and it was
cured at room temperature for one day (Fig. 6b). The replicated PDMS showed multi-scale
surface textured micro pillar array (Fig. 6c). The 80 nm-thick FC polymer was then deposited
on the replicated multi-scale surface textured PDMS micro pillar array to enhance the lyopho‐
bicity (Fig. 6d). Fig. 7 shows the SEM image of multi-scale surface textured PDMS micro pillar
arrays.

Figure 6. Fabrication sequence of the multi-scale surface textured PDMS micro pillars: (a) fabrication of AZP4620 mold
with multi-scale textures (under-baked and under-exposed), (b) PDMS casting, (c) replicated PDMS, (d) FC polymer
deposition on the replicated multi-scale surface textured PDMS micro pillars.

Figure 5. Advancing angle (160.5°), receding angle (77.9°), and residual state of the oxidized Galinstan® on the micro
pillar array with 75 μm diameter and 100 μm gap distance.
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Figure 7. SEM images of (a) multi-scale surface textured PDMS micro pillar arrays and (b) close-up view of a single
pillar that is textured with additional roughness.

The static and dynamic contact angles were studied on the multi-scale PDMS micro pillar
arrays for the naturally oxidized Galinstan® droplet. Fig. 8 shows static contact angles as a
function of pitch distance in the range of 50 ~ 225 μm for the multi-scale PDMS micro pillar
arrays as well as PDMS micro pillar and ridge arrays.

Figure 8. Contact angles of a 7.8 μL oxidized Galinstan® droplet on a multi-scale surface textured micro pillar array,
micro pillar, and ridge arrays.

The static contact angle of the Galinstan® droplet on the FC polymer-deposited flat PDMS
surface was 125.4°. The contact angle on the 100 μm pitch PDMS micro ridge array, on the
other hand, turned out to be 131.4°, showing only a small improvement in lyophobicity of the
surface. However, the contact angle of the Galinstan® droplet on the multi-scale surface
patterned PDMS micro pillar array was found to be substantially higher, to be close to the
super-lyophobic regime (> 150°). The 175 and 225 μm pitch distance multi-scale surface
textured PDMS micro pillar arrays showed contact angles of 156.9° and 148.7°, respectively.
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Regardless of the pitch distance, the static contact angle on the multi-scale surface patterned
micro pillar arrays is the highest compared to other textured surfaces. We believe that this is
attributed to the lower solid fraction (fs) based on the additional roughness of the multi-scale
surface pattern on the micro pillar arrays. The solid fraction of the multi-scale surface textured
micro pillar array cannot be directly calculated because the surface is irregularly patterned.
Therefore, the solid fraction of the multi-scale surface textured PDMS micro pillar array was
estimated by comparing static contact angles of the micro pillar arrays to those of the multi-
scale surface textured PDMS micro pillar arrays. The experimentally determined solid fraction
of the 175 μm pitch distance multi-scale surface patterned micro pillar array is 0.105 which is
much smaller than that of the micro ridge array (0.429) and of the micro pillar array (0.144).
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Fig.  9.  (a)  The  measured  advancing  and  receding  contact  angles,  and  (b)  contact  angle  hysteresis  of  multi‐scale 
surface patterned micro pillar  arrays, micro pillar  and  ridge arrays  as  a  function of  solid  fraction  (numbers  in  the 
graph indicates pitch distance  in μm). The colored dot  lines are  trend lines  for multi‐scale surface patterned micro 
pillar arrays, micro pillar and ridge arrays. 
 

 

Figure 9. (a) The measured advancing and receding contact angles, and (b) contact angle hysteresis of multi-scale sur‐
face patterned micro pillar arrays, micro pillar and ridge arrays as a function of solid fraction (numbers in the graph
indicates pitch distance in μm). The colored dot lines are trend lines for multi-scale surface patterned micro pillar ar‐
rays, micro pillar and ridge arrays.

Fig. 9a shows the advancing and receding contact angles as a function of the solid fraction of
micro pillar arrays, micro ridge arrays and multi-scale surface patterned micro pillar arrays.
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The advancing contact angles are larger than 150° for all micro arrays, but the receding contact
angles vary drastically as a function of the solid fraction. Of various micro arrays, the 175 μm
pitch distance (75 μm diameter pillar and 100 μm gap) multi-scale surface patterned PDMS
micro pillar arrays showed the largest advancing and receding contact angles of approximately
175° and 163° (Figs. 10a and 10b), respectively. Fig. 9b shows the contact angle hysteresis as a
function of the solid fraction for various micro arrays. The contact angle hysteresis increases
as the solid fraction increases. The smallest contact angle hysteresis (12°) was obtained on the
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individual CNT is nanometer scale, bundles of CNT forests have a micrometer scale creating
a micro/nano hierarchical surface. Using this property, the super-lyophobicity of CNT on
PDMS against the oxidized gallium-based liquid metal is reviewed in this section [38].

Fig. 11 shows the schematics of transferring CNT onto PDMS sheets. First, vertically aligned
multi-wall carbon nanotube (MWCNT) was grown by chemical vapor deposition (CVD)
process on an iron catalyst deposited by e-beam evaporation (Fig. 11a). Approximately 400
μm tall vertically aligned MWCNT was grown on a piece of Si wafer (9 mm x 13.5 mm) for 5
minutes at 780°C with C2H2, He, and H2 gas [39]. RTV 615 A and B (HISCO, Inc.) were mixed
in 10:1 volume ratio and the calculated volume (4.5 mL) of PDMS was poured to make
approximately 500 μm-thick PDMS on a Teflon substrate (9.5 cm x 9.5 cm) placed on a petri
dish. The poured PDMS was cured at room temperature for 24 hours in air environment. It is
known that the higher mechanical flexibility of PDMS can be obtained with lower curing
temperature [40]. In order to transfer the MWCNT onto the PDMS sheet, we utilized a nano-
imprinter (Obducat Nano-Imprinter NIL-2.5" Imprint). Even though the transferring of
MWCNT onto the PDMS can be simply achieved by stamping [41, 42], we applied force to
have more uniform contact so that the CNT can be well transferred. We flipped the CNT-grown
Si wafer upside down and placed it on top of 500 μm-thick flexible PDMS. Then, in order to
imprint, we applied a force of 400 N for 20 seconds. (Fig. 11c). After the Si wafer was removed,
we found that the CNT on Si was well transferred onto the PDMS sheet (Fig. 11d).

Figure 11. Fabrication sequence of the stretchable and bendable super-lyophobic CNT on PDMS sheet: (a) iron catalyst
on Si, (b) vertically aligned CNT growth on Si, (c) imprinting CNT onto PDMS sheet, and (d) transferred CNT on
PDMS sheet.

Fig. 12 shows optical and SEM images of the grown CNT on Si (Fig. 12a) and the transferred
CNT on PDMS sheet (Fig. 12b). The grown CNT on Si was vertically aligned and its average
height was 400 μm (Fig. 12c). The top-view SEM image of the grown CNT on Si clearly shows

2 © 2014 IOP. Portions reprinted, with permission from: D. Kim, D. Jung, J. H. Yoo, Y. Lee, W. Choi, G. S. Lee,and J.-B.
Lee, "Stretchable and bendable carbon nanotube on PDMS super-lyophobic sheet for liquid metal manipulation," Journal
of Micromechanics and Microengineering, vol. 24, p. 055018, 2014.
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micron-scale bundled MWCNT, while individual CNTs show nanoscale surface morphology
(Fig. 12d). After transferring, the height of the transferred MWCNT on the PDMS sheet, which
was still vertically aligned, shrunk from 400 μm to 60 μm (Fig. 12e). We found that even after
the transfer process, it maintained micro/nano hierarchical surface morphology (Fig. 12f) but
the size of micron scale morphology was reduced.

Figure 12. Optical and SEM images of CNT on Si and PDMS: optical images of (a) grown CNT on Si; (b) transferred
CNT on PDMS sheet; (c) side-view SEM image of the vertically aligned CNT on Si; (d) top-view SEM image of the
CNT showing micro/nano scale mixed morphology; (e) side-view SEM image of vertically aligned CNT after transfer
onto the PDMS sheet; and (f) top-view SEM image of micro/nano surface morphology after the transfer.

In order to study the lyophobicity of the transferred CNT on PDMS sheet under mechanical
deformation against the oxidized gallium-based liquid metal alloy (Galinstan®), we stretched
and bent the CNT on the PDMS sheet. PDMS is well known for its physical flexibility due to
its extremely low Young’s modulus (< 4 MPa) [43]. The CNT on PDMS sheet was stretched by
50% and 100% ratio and bent with a curvature of 0.1 mm-1 and 0.4 mm-1, respectively, as shown
in Fig. 13.

Fig. 14 shows the contact angle measurement of a liquid droplet on a lyophobic flat surface
and a negatively curved surface. The intrinsic contact angle (θil, θir) on the flat surface is formed
by a straight line tangential to the droplet at its left side (Lcl) or right side (Lcr) with a horizontal
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line (Lh). There is, however, no horizontal line for the contact angle measurement on a curved
surface. Thus, we assume the shape of the curved substrate to be a part of a circle whose center
is defined as ‘o’. We then identify the intersection point between the circle and the outline of
the droplet. Tangential lines drawn at the left and right intersection points are used as the
bottom lines to define the contact angles. The left contact angle (θcl) of a droplet on the curved
surface is the exterior angle formed by a tangential line (lcl) to the droplet at the left side and
the tangential line to the circle at the left intersection point (ltl). In the same manner, the right
contact angle (θcr) of a liquid droplet on the curved surface is determined.

Figure 14. Schematics of contact angle measurement of a liquid droplet on (a) a lyophobic flat surface and (b) a curved
surface.

Figure 13. Stretchable and bendable CNT on PDMS sheet: (a) Galinstan® droplet on CNT on PDMS sheet, (b, c) 50%
and 100% stretched CNT on PDMS sheet, and (d, e) bent CNT on PDMS sheet with a curvature of 0.1 mm-1 and
0.4mm-1.
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We measured static and dynamic contact angles to study the lyophobicity of various surfaces
against the oxidized gallium-based liquid metal alloy (Galinstan®): i) CNT grown on Si
substrate; ii) transferred CNT on PDMS sheet; iii) stretched CNT on PDMS with 50% and 100%
extension ratio; and iv) bent CNT on PDMS with a curvature of 0.1 mm-1 and 0.4 mm-1.

Fig. 15 shows static contact angles of ~7.8 μL oxidized Galinstan® droplet on various surfaces.
We found that all static contact angles were very close to or greater than 150°, which is a super-
lyophobic regime. This is attributed to micro/nano scale combined hierarchical structure of the
vertically aligned CNT. As shown in Figs. 12e and 12f, the transferred CNT on PDMS sheet
maintained a vertically aligned structure as well as micro/nano scale combined surface
morphology. As a result, on the transferred CNT on PDMS a very similar static contact angle
of 156.2 ± 5.8° compared to that of the CNT on Si substrate was obtained.

Comparing to that of the CNT on PDMS without stretching, the contact angles on the stretched
CNT on PDMS sheet with a 50% and 100% extension ratio were slightly decreased. We believe
that the vertically aligned CNT may be slightly tilted or collapsed down so that the surface
morphology was changed by stretching the PDMS substrate. However, the static contact angle
change before and after the stretching is in the range of error bar and there is no clear trend of
change in the static contact angle due to stretching. It is noted that they are still in the super-
lyophobic regime even with the decreased static contact angles. The contact angle of the
oxidized gallium-based liquid metal (Galinstan®) droplet placed on the negatively curved
surface with a curvature of 0.1 mm-1 was slightly decreased to 153.8 ± 5°. The contact angle on
the curved surface with a curvature of 0.4 mm-1, however, is essentially the same (156.8 ± 3.3°)
compared to that of the flat CNT on PDMS which is 156.2 ± 5.8°. Again, as those contact angles
are in the range of error bar, we can conclude that there is no significant change in hierarchical
micro/nano dual scale surface morphology of the CNT on PDMS by bending or stretching.

Figure 15. Static contact angle of ~7.8 μL oxidized Galinstan® droplet on various surfaces.
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In conjunction with static contact angle, dynamic contact angle is another important indicator
of lyophobicity, especially for the droplet manipulation. We measured dynamic contact angles
of the gallium-based liquid metal alloy (Galinstan®) on the CNT on Si substrate, as well as CNT
on PDMS with and without bending and stretching (Fig. 16). The red-colored circles indicate
advancing contact angles and blue-colored squares indicate receding contact angles, respec‐
tively. The advancing and receding contact angles of the oxidized Galinstan® droplet on the
CNT on Si substrate were 165° and 161° (optical images of the advancing and receding angle
measurement are shown in the left-side inset), respectively. As a result, the contact angle
hysteresis (advancing contact angle - receding contact angle) was found to be 4°. The lyopho‐
bicity seemed somewhat decreased after the CNT transfer process. The advancing contact
angles on the transferred CNT on PDMS sheet, the stretched and bent CNT on PDMS sheet
were all greater than 150°. The receding contact angles of the CNT on PDMS before and after
bending and stretching were in the range of 133° ~ 140°. The smallest contact angle hysteresis
of ~11° (optical images of the advancing and receding angle measurement are shown in the
right-side inset) was found on the 100% stretched CNT on PDMS sheet and the largest contact
angle hysteresis of ~22° was found on the 50% stretched CNT on PDMS sheet. The contact
angle hysteresis of the transferred CNT on PDMS was ~19°.

Figure 16. Dynamic contact angle of oxidized Galinstan® on various surfaces.

Based on the static and dynamic contact angle measurements of the oxidized Galinstan®

droplet, we expected that the transferred CNT on PDMS sheet can be used as a stretchable and
bendable super-lyophobic surface against the oxidized gallium-based liquid metal droplet. To
confirm this, we carried out a series of bouncing tests for the transferred CNT on PDMS sheet
with and without stretching.

The oxidized gallium-based liquid metal droplet (~7.8 μL) was dropped 3.5 cm above the
surface and impacted the substrate while the movement of the droplet was recorded using a
high-speed camera (Fastcam SA4, Photron Limited, Tokyo, Japan) with 1,000 frames per

Micro/Nano Hierarchical Super-Lyophobic Surfaces Against Gallium-Based Liquid Metal Alloy
http://dx.doi.org/10.5772/60984

281



second. Note that the oxidation of the droplet is nearly instant in ambient air environment that
the Galinstan® droplet becomes oxidized on the fly and it is already fully oxidized by the
moment of impact at the surface. Fig. 17 shows a series of time-lapse images of bouncing of
the oxidized Galinstan® droplet from the surface of the CNT on Si substrate, the transferred
CNT on PDMS sheet with and without stretching. Before the droplet hit the surface, the shape
of the droplet is not spherical due to its viscoelastic oxide layer. Nonetheless, after the oxidized
liquid metal droplet hit the surfaces, the droplet spread on the surfaces and readily bounced
off from all surfaces. The results from the bouncing tests indicated that these surfaces have
anti-wetting characteristics against the oxidized gallium-based liquid metal droplet. In
conjunction with the measured static and dynamic contact angles, this confirms that the
transferred CNT on PDMS sheet is a stretchable super-lyophobic surface against the oxidized
gallium-based liquid metal droplet.

Figure 17. A series of time-lapse images of bouncing of the Galinstan® droplet from the surface of (a) CNT on Si, (b)
transferred CNT on PDMS sheet without strain, (c) CNT on PDMS with 50% strain, and (d) with 100% strain.

To test anti-wetting characteristics of the bent CNT on PDMS sheet, we carried out rolling tests.
The CNT on PDMS sheet were bent to have negatively curved surfaces with curvature of 0.1
mm-1 and 0.4 mm-1 as shown in Fig. 13. On the curved surface with a curvature of 0.1 mm-1 and
0.4 mm-1, the oxidized liquid metal droplet with volume of ~7.8 μL and ~1.6 μL were utilized,
respectively, for rolling tests.

Fig. 18 shows a series of time-lapse images of the rolling Galinstan® droplet on the negatively
curved CNT on PDMS surfaces. The droplet was dropped from the left-end edge of the bent
CNT on PDMS. On the curved surface with a curvature of 0.1 mm-1 and 0.4 mm-1, the droplet
was readily moved to the right side of the curved surface with an average speed of ~11.9 and
~26.2 cm/sec, respectively, and it was stopped at the lowest point of the curved surface. After
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the rolling test, the surface of the CNT on PDMS was thoroughly inspected and it was found
that there was no oxidized liquid metal residue remaining after the rolling of the liquid metal
droplet.

Figure 18. A series of time-lapse images of rolling of Galinstan® droplet on the bent CNT on PDMS sheet with a curva‐
ture of (a) 0.1 mm-1 and (b) 0.4 mm-1.

5. Conclusions

We have reviewed concepts of ‘lyophobic/lyophilic’ and studied wetting phenomena on the
planar and roughened surfaces: Young’s relation and Cassie/Wenzel model. These theoretical
studies emphasize that micro/nano hierarchical structure can be attributed to the super-
lyophobicity against the oxidized gallium-based liquid metal alloy. As demonstrations of
micro/nano hierarchical structure-based surfaces, the PDMS micro pillar array with dual scale
surface texturing and CNT on PDMS are described.
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Abstract

The effect of ethylene oxide (EO) heterogeneous heterobifunctional acyclic oligomers
(HEHAO) on wetting represents a continuation of the review of the research partly
published by the author on ethylene oxide (EO) homogeneous heterobifunctional
acyclic oligomers (HOHAO). Heterogeneous polyoxyethylene chains obtained by the
anionic polymerization of EO (“anionic ring-opening polymerization”) with a certain
polydispersity degree are hydrophilic, flexible (specific spatial conformation),
biocompatible “bridges,” without toxicity. After the purification of polyethoxylated
higher alcohols (technical products), heteroderivatization performed by an adapted
classical reaction scheme led to the colloidally evaluated HEHAO series.

Keywords: Polyoxyalkylene ether acid with higher alkyl group, alkyl polyethoxy
carboxylate surfactants, carboxy propylated nonionic alkyl surfactants, wetting, eth‐
ylene oxide heterobifunctional acyclic oligomers

1. Introduction

Ethylene oxide heterogeneous heterobifunctional acyclic oligomers (HEHAO) represent a
class of relatively recent (ca. nine decades) “niche” surface-active compounds, if we refer only
to molecular architectures considered in this chapter for colloidal study. The material is a
continuation of the research partly published by the author and collaborators in the period

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



1968–2014 on ethylene oxide homogeneous heterobifunctional acyclic oligomers (HOHAO)
(Figure 1a). The difference between the two types of acyclic oligomers lies in the fact that
HOHAO [1] have in their structure “homogeneous” polyoxyethylene chains (with strictly
determined oligomerization degrees (n)), built by the adapted Williamson method [2–4], while
HEHAO (Figure 1b) have ”heterogeneous” polyoxyethylene chains [1] and oligomerization
degrees (n*), respectively, in a statistical distribution dependent on the operating parameters
accessed.

Figure 1. General structure of heterobifunctional acyclic oligomers of ethylene oxide

Interest in polyoxyethylene chains (PEO) was generated due to their conformational and
colloidal properties. The reactivity of the three-atom ether heterocycle (oxirane), also founded
on the ”ring tension theory,” favors the nucleophilic attack of organic compounds with
hydroxyl, thiol, primary and/or secondary amine, etc., function, with breaking of the C–O bond
of the oxirane ring [1,5–7].

A narrow-range ethoxylated alcohol, also called “packed ethoxylated” alcohol, has a distri‐
bution curve that is narrower than the equivalent standard alcohol ethoxylate and a consid‐
erably lower content of unreacted alcohol. Reactions of ethylene oxide with fatty alcohols
proceed in the presence of sodium metal, sodium hydroxide, and boron trifluoride and are
used for the synthesis of surfactants (including HEHAO) [1,4,5,7].

To facilitate text comments on HEHAO compounds, their chemical names have been abbre‐
viated. The main organic functions are symbolized by the initials of their chemical names (e.g.,
PN–propionitrile, PD–propionamide [3], PC–β-substituted propionic acids [3], EP–primary
ethylamine), the main hydrocarbon-chain homologues by the initials of their common names
(e.g., LM–lauryl/myristyl, CS–cetyl/stearyl), followed in parentheses by the ratio (7/3) signify‐
ing their relative distribution. The hydrocarbon chains attached later by synthesis are sym‐
bolized by the number of carbon atoms contained, for example, EC-1.1.16 [3] in the cationic
structure, where we find two methyl groups indicated by 1.1 and a hexadecyl chain.

The actual distribution of PEO chain homologues, and hence of the oligomerization degrees
(naverage), changes in the series naverage=3–18 from advanced symmetry for naverage≤8–9 to pro‐
nounced asymmetry for naverage≤9–18 [1,4,5,7].

Heterogeneous polyoxyethylene chains obtained by the anionic polymerization of ethylene
oxide (“anionic ring-opening polymerization”) with a polydispersity degree Mw/Mn<1.1 are
hydrophilic, flexible (specific spatial conformation), biocompatible “bridges” [1].
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For heterogeneous polyoxyethylene (PEO) chains, the statistical distribution quantitatively
expressed through equations: Natta, Weibull/Nycander/Gold, Natta/Mantica, Poisson, etc., is
accepted.

During our research, the results obtained contributed decisively to the confirmation of direct
participation of PEO chains in nucleophilic addition reactions (cyanoethylation, amidoethy‐
lation) [1,3,4] of polyethoxylated higher alcohols purified of free higher alcohols, polyethylene
glycols (PEGn) and water, when processing yields under similar conditions increase propor‐
tionally with the oligomerization degree (n*) of the PEO chain [1,3,4] (for further details, see
section 4).

An overview of the theoretical and practical colloidal competences regarding several catego‐
ries of classical ionic (anionic, cationic) and nonionic surface-active structures suggested the
idea of making a new class of hybrid surface-active compounds of the nonionic-ionic HEHAO
type with synergistic effects. For this purpose, a classical reaction scheme was followed
adapted to the HEHAO series [3,4].

The literature reports similar structures of the mainly nonionic–ionic type with a length of the
actual polyoxyethylene chain (n*=3). In this chapter, the range of HEHAO surface-active
structures is extended, using the reaction scheme not reported previously and higher poly‐
oxyethylene chains (n*=3–20) (Table 1) [8–20].

In the literature, 1939 is accepted as the year of the first reporting of β-alkyl (alkylaryl)-X
(oxygen, sulfur, nitrogen) polyethyleneoxy (n*=3–50) functional derivatives of saturated acids,
through the patent granted to H. Haussmann at I.G. Farben Industrie.

Traditional soap was gradually replaced in sanitation recipes with similar polyethyleneoxy
carboxylic surface-active structures, more soluble and unaffected by the hardness of washing
waters. For their synthesis, new methods have been accessed, reported primarily in the patent
literature [21-32,47,48].

2. Surface-active nonionic–ionic (anionic and cationic) colloids in the
HEHAO category

The research conducted focused exclusively on nonionic–ionic (anionic and cationic) surface-
active structures, where the “bridge” between the heterogeneous polyoxyethylene chain (PEO)
and the polar (hydrophilic) anionic or cationic group is represented by the hydrophobic moiety
R2 = ethyl/propyl.

In these molecular architectures, the fragment R1 (the determinant hydrophobic group) [33] is
the lauryl/myristyl (7/3) (LM) and cetyl/stearyl (7/3) (CS) radical, respectively, and the
fragment F2 (R2') as the hydrophilic ionic polar group includes functional groups [33].

In the reaction scheme accessed [5], heterogeneously polyethoxylated (n*=3, 6, 9, 12, 16, 20)
C12H25/C14H29 (7/3) (LM) higher alcohols and heterogeneously polyethoxylated (n*=3, 6, 9, 12,
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16, 20) C16H33/C18H37 (7/3) (CS) higher alcohols, respectively, were technical products obtained
by the base-catalyzed reaction of the higher alcohols above with ethylene oxide [3,40].

They are mixtures of statistically distributed PEO chain homologues along with non-ethoxy‐
lated higher alcohols, polyethylene glycols as by-products, and accidental traces of water.
These impurities possessing hydroxyl groups can unwantedly participate simultaneously in
the cyanoethylation or amidoethylation processes of heterogeneously (n*) polyethoxylated
higher alcohols, generating impurities and serious purification difficulties [4]: additional
consumption of acrylic monomer (AN), low useful nucleophilic addition yields, and finally
limited purity of the HEHAO obtained.

To eliminate these impediments, the raw materials (technical products) were purified [4] by
repeated liquid/liquid extractions in various solvent systems. In the synthesis of HEHAO were
accessed purified technical products [heterogeneous polyethoxylated (n*) higher alcohols].

Preliminary cyanoethylation attempts of higher alcohols (C12H25–C18H37) and of polyethoxy‐
lated (n*=3–20) higher alcohols (C12H25–C18H37) [3,4] revealed that the oligomerization proc‐
esses of the acrylic monomer, especially at temperatures exceeding 40°C, have a significant
share. Nucleophilic addition yields decrease considerably and the reaction tends to proceed
vehemently, highly exothermically, with the formation of brown-reddish resins (PPN), soluble
in polar solvents (water, acetone, etc.), or yellow solid products R(EO)n*PPN soluble in
medium-, low-polarity solvents [4].

Initially we worked without an acrylic monomer oligomerization inhibitor, in order to follow
the evolution of cyanoethylation and oligomerization yields. Afterward under the optimum
parameters established was introduced as an oligomerization inhibitor FeSO4 [3–5].

The content of oligomers increases with temperature and excess monomer. Compared with
cetyl/stearyl alcohol it is noted that cyanoethylation yields are higher at the same temperature
value, even below 45°C. This behavior suggests that the cyanoethylation reaction has a
reversible character, the polyethoxylated chain favors the addition, and the hydrocarbon chain
with its increase, reduces the cyanoethylation yields.

In the research, the formation of AN oligomers was avoided by introducing anhydrous ferrous
sulfate (FeSO4) as an inhibitor of the polymerization of the acrylic monomer. For 1% addition
of oligomerization inhibitor, the cyanoethylation yield of lauryl/myristyl alcohol (7/3) increas‐
es by more than 10%, without the formation of oligomers. Similar results are obtained in the
series of polyethoxylated (n*=3–20) higher alcohols (C12H25–C18H37).

By gradually adding polyethyleneglycols (PEGn*) (n*=9) in the cyanoethylation phase, it was
found that:

• -the increase of the oligomer content, because alkaline polyethyleneglycolates (n*=9), as
bidentate nucleophiles, have higher basicity than alkaline higher alkoxides;

• -the increase of the content of β-alkyl-(LM)-propionitriles, proportional to the quantity of
polyethyleneglycols added due to inter-phase catalysis [4].
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The polyethoxylated C12H25/C14H29 (7/3) (LM) (n*=3, 6, 9, 12, 16, 20) and C16H33/C18H37 (7/3) (CS)
(n*=3, 6, 9, 12, 16, 20) higher alcohols can be considered as monoderivatized polyethylenegly‐
cols (primary PEGylation fragment). There are many possibilities for modifying the determi‐
nant hydrophobic fragment between the C12H25/C14H29 and C16H33/C18H37 [40].

The inclusion of β-alkyl (C12H25/C14H29) polyethyleneoxy (n*) derivatives [3,4] in the category
of surface-active agents (HEHAO) involves the nomination of the hydrophilic (lipophobic)/
hydrophobic (lipophilic) polar/nonpolar (amphiphilic) domain, which next determines their
colloidal character.

Due to their composition, specific primary and secondary (conformational) structures,
HEHAO have a pronounced heterogeneous character. The idea of their basic colloidal
characterization becomes indicative, being the resultant of the colloidal manifestation of 24
unitary homologous structures (4 hydrophobic R series, each with 6 hydrophilic PEO series)
[1,3,4,40].

Synergistic cumulation in the same surface-active structural architecture of the ionic (anionic,
cationic) functional group (hydrophilic) with one or more polyoxyethylene chains (hydro‐
philic) with different oligomerization degrees (n*) led to the HEHAO [1,4].

3. Structure–hydrophilicity (wetting competences) correlations in the
HEHAO homologous series studied

The main colloidal characteristics of the surface-active compounds (technical products)
depend on their structure and heterogeneous composition [3,40]. Laboratory evaluations
performed on the homologous series (n*=0–20) of the two sets of HEHAO purified prior to the
synthesis fall into this casuistry.

Numerous industrial applications of HEHAO, due primarily to their varied composition and
structure, are based on several colloidal phenomena: wetting, colloidal (micellar) solubility,
adsorption, chemical reactions at the interface (chemosorption) and actual penetration into the
dirt or support. Determining the value of use of HEHAO is most often more important than
the classical chemical analysis, if we consider that most marketed products are mixtures with
a wide distribution of hydrocarbon-chain R and polyoxyethylene-chain PEO homologues.

Knowing the main surface-active properties [1], are suggested directions for the application
of the HEHAO synthesized, dependent on the structural elements of the respective homolo‐
gous series (the hydrophilic–hydrophobic index, HLB). The use of the most suitable surface-
active evaluation methods can generate some justified comments, both by the reproducibility
of recording the basic colloidal phenomenon, and by the lack of widely recognized, accepted
working practices. Therefore, the values commented have an indicative character, even though
they represent the result of the statistical processing of a large number of experimental
measurements. Were preferred standardized protocols supplemented with ISO recommen‐
dations, where applicable. For the estimation of the wetting effect [49], the data obtained
correctly characterize the physico-chemical aspect, but less so the mechanical aspect of the
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phenomenon, which differs most of the times through the wide variety of equipment employed
in the processing, but also by the nature of the supports or the difference between the artificial
and the natural polluted support. Laboratory measurements allowed the establishment of
structure–surface-activity correlations, following that the absolute, comprehensive assessment
on the scope to involve the investigation under conditions of actual equipment, support, float,
etc. The main surface-active properties previously considered [3,40] were: surface tension (σ)
and critical micelle concentration (CMC), foaming with its three aspects [foamability (F), foam
stability (FS), foam density (FD)], wetting effect (U), the softening–antistatic effect (LA) and
the washing effect (WE), respectively [1,3,4,7,18,19,33].

The HLB index, the balance between the hydrophilic (lipophobic) and hydrophobic (lipophilic)
properties of the HEHAO, and in particular its controlled modification by structural elements
allowed to obtain a wide range of HEHAO with directed potential of use.

Surface tension is dependent on the structural characteristics of the studied heterogeneous
HEHAO [1,40]. Increasing the oligomerization degree of the PEO chain (n>6) induces an
increased capacity of surface tension reduction, simultaneously with decreasing the effective‐
ness of adsorption at the water/air interface [1,40].

The evaluation of wetting competences in the homologous HEHAO series mentioned (Tables
1–3) enabled the formulation (by extrapolation) of structure–wetting competences correla‐
tions, knowing a priori the basic colloidal characteristics (surface tension, critical micelle
concentration, conformational behavior) [1,3,4,36–38,41–46]. Based on these in this chapter
could be proposed and subsequently argued mechanisms of action, suggestively presented
schematically (section 4).

Wetting, as an interface phenomenon indicating the magnitude and rapidity of establishing
contact between a support and the aqueous float, depends on the ability of the surface-active
structure to reduce under dynamic conditions the surface tension at the support–float interface,
the molecule’s mobility in the float and its capacity for adsorption at the interface. Since the
adsorption capacity is also a function of the nature of the support (dielectric constant), are
distinguished hydrophilic interfaces (dielectric constant lower than that of water, e.g.,
cellulose, cotton) easily wetted by water and hydrophobic interfaces (dielectric constant higher
than water, e.g., synthetic fibers) little wetted by water or polar fluids. Along with the nature
of the substrate, in the adsorption process can be distinguished two more parallel, concurrent
phenomena, dependent on superficial structure and the permittivity of the environment:
desorption (water adsorption at the interface) and the adsorption proper. The desorption is
accompanied by a decrease of the water concentration in the adsorption layer and the local
concentration of the colloidal solution is the more advanced as the hydrophilicity of support
is higher.

Interpreting the values obtained (Table 1), the following observations can be formulated: at
room temperature, on hydrophilic surfaces as such or mixed (B, B–FR, B–PES), due to high
desorption and adsorption at the interface, the wetting–lifting effect is pronounced (the
wetting power values are of the order of seconds); under the same environmental conditions,
on hydrophobic surfaces (PES, PNA, PES-Ac) the lower desorption and adsorption capacity
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No. R N*
Nature of
solution

Float concentration
(g/L)

Wetting time (sec.)
Textile
supportUntreated

support*

Treated support

20°C 40°C 60°C

1 12–14 3 HCOOH 2 148 5.8 5.6 3.5

PES
2 16–18 12 HCOOH 5x 148 5.5 5.4 3.3

3 12–14 6 AcOH 0.5 148 6.6 5.4 4.3

4 12–14 9 AcOH 2 148 6.8 5.6 4.4

5 16–18 3 AcOH 5 184 4.3 3.1 0.8

PES-AC
6 12–14 3 HCOOH 5x 184 4.5 3.4 1.2

7 12–14 6 HCOOH 2 184 4.6 2.4 1.3

8 12–14 9 AcOH 0.5 184 4.9 2.7 1.5

9 12–14 3 HCOOH 2 60 2.3 2.2 1.0

B
10 16–18 12 AcOH 5 60 1.4 1.1 0.8

11 12–14 3 HCOOH 0.5 60 1.8 1.1 0.9

12 12–14 6 HCOOH 5x 60 1.4 1.2 1.0

13 12–14 12 HCOOH 2x 78 3.9 2.7 1.5

B-PES
14 16–18 3 HCOOH 5x 78 4.2 3.0 2.9

15 16–18 6 HCOOH 0.5 78 4.1 4.0 2.8

16 16–18 9 HCOOH 0.5 78 4.9 3.8 2.7

17 16–18 12 HCOOH 5x 4200 11.2 11.0 10.8

B-FR
18 16–18 3 AcOH 2 4200 11.8 11.5 11.3

19 16–18 6 AcOH 0.5 4200 20.6 18.4 11.4

20 16–18 9 AcOH 5 4200 11.5 11.3 11.1

21 16–18 12 HCOOH 5 116 12.3 12.1 10.7

PNA
22 16–18 9 AcOH 5x 116 12.2 12.0 10.6

23 16–18 3 AcOH 2 116 12.0 9.9 9.7

24 12–14 9 AcOH 2 116 12.1 11.9 10.8

*float hardness 5 dG (German degrees)

**not cleaned of softening/antistatic and/or mercerization products

***PES – polyester; PES–AC – polyester acetate; B – cotton; B–PES – cotton polyester; B–FR – cotton frotir; PNA –
polyacrylonitrile.

Table 1. Wetting effect of β-alkyl polyethyleneoxy propionamides in formic and acetic solutions (Ac) [R-O-
(CH2CH2O)n*-CH2CH2CONH2]
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determines the decrease of the wetting effect. Increasing the temperature of the float reduces
both interface phenomena, but increases the mobility of HEHAO structures and their ability
to reduce surface tension [3,4], so that overall the wetting effect is optimized; concentrations
of HEHAO in the treatment floats below CMC provide a good wetting effect, especially at
elevated temperatures, since at 20°C the mobility of β-substituted propionamides is greatly
reduced.

β-Alkyl-polyethyleneoxy-propionamides in acetic solutions exhibit a greater wetting effect
than in formic solutions, due to the difference in solubility in the two organic acids (solvation
phenomena). Because β-substituted propionamides in acetic solutions have a better capacity
of surface tension reduction [3,4], the wetting effect is more pronounced. Increasing the length
of the polyoxyethylene chain increases the hydrophilicity, but lowers the wetting capacity by
increasing the hydration degree and reducing the mobility in the float. Increasing the hydro‐
carbon chain provides a good wetting effect by the advanced reduction of surface tension [4].
The hardness of treatment floats in the case of polyoxyethylene chains larger than 12 oxyethy‐
lene units (EO) does not affect the wetting effect both in the case of the formic and acetic
solution, due to the coordination phenomena of alkaline earth cations (Table 1).

The analysis of wetting characteristics (Table 2) in the category of nonionic soaps leads to
observations similar to those made for β-substituted propionamides. Are noted the optimum
wetting properties of the series of anionic–cationic structures of the β-lauryl/myristyl (7/3)
polyethyleneoxy (n*=3) ethylammonium β-alkyl (C12H25–C18H37) polyethyleneoxy (n*=3–20)
propionates [HLM–(EO)3

–EP+] type, probably due to the optimum capacity of surface tension
reduction correlated with the high degree of “packing” at the interface (good entropic factor).
Compared to the acetic or formic solutions of β-substituted propionamides, nonionic soaps
are more efficient in the wetting operation in the same conditions of environment and
structure, a fact that recommends them in washing (cleaning) operations.

The analysis of the wetting–lifting effect in these surface-active structures (Table 3) reveals
structure–effect parallelisms similar to those observed previously, namely that shifting the
polar hydrophilic group toward the center of the hydrocarbon chain R together with increasing
the length of the latter, through the unfavorable entropic factor, determines the decrease of the
wetting effect parallel with the surface tension reduction capacity.

Increasing the length of the polyoxyethylene chain increases the hydrophilicity, the hydration
degree, and drastically reduces the mobility in the float. Along with the unfavorable entropic
factor, it negatively affects the capacity under dynamic conditions of reducing the tension at
the support–float separation interface. Overall, though the quaternary salts presented are
better wetting agents than the nonionic–anionic structures analyzed, due to the affinity of the
cationic polar group toward supports with anionic character, independent of their degree of
hydrophobicity (cellulose, cotton, natural, or synthetic fibers), which secure the cationic
structure at the support–float interface and facilitates the reduction of surface tensions.

Surface Energy296



determines the decrease of the wetting effect. Increasing the temperature of the float reduces
both interface phenomena, but increases the mobility of HEHAO structures and their ability
to reduce surface tension [3,4], so that overall the wetting effect is optimized; concentrations
of HEHAO in the treatment floats below CMC provide a good wetting effect, especially at
elevated temperatures, since at 20°C the mobility of β-substituted propionamides is greatly
reduced.

β-Alkyl-polyethyleneoxy-propionamides in acetic solutions exhibit a greater wetting effect
than in formic solutions, due to the difference in solubility in the two organic acids (solvation
phenomena). Because β-substituted propionamides in acetic solutions have a better capacity
of surface tension reduction [3,4], the wetting effect is more pronounced. Increasing the length
of the polyoxyethylene chain increases the hydrophilicity, but lowers the wetting capacity by
increasing the hydration degree and reducing the mobility in the float. Increasing the hydro‐
carbon chain provides a good wetting effect by the advanced reduction of surface tension [4].
The hardness of treatment floats in the case of polyoxyethylene chains larger than 12 oxyethy‐
lene units (EO) does not affect the wetting effect both in the case of the formic and acetic
solution, due to the coordination phenomena of alkaline earth cations (Table 1).

The analysis of wetting characteristics (Table 2) in the category of nonionic soaps leads to
observations similar to those made for β-substituted propionamides. Are noted the optimum
wetting properties of the series of anionic–cationic structures of the β-lauryl/myristyl (7/3)
polyethyleneoxy (n*=3) ethylammonium β-alkyl (C12H25–C18H37) polyethyleneoxy (n*=3–20)
propionates [HLM–(EO)3

–EP+] type, probably due to the optimum capacity of surface tension
reduction correlated with the high degree of “packing” at the interface (good entropic factor).
Compared to the acetic or formic solutions of β-substituted propionamides, nonionic soaps
are more efficient in the wetting operation in the same conditions of environment and
structure, a fact that recommends them in washing (cleaning) operations.

The analysis of the wetting–lifting effect in these surface-active structures (Table 3) reveals
structure–effect parallelisms similar to those observed previously, namely that shifting the
polar hydrophilic group toward the center of the hydrocarbon chain R together with increasing
the length of the latter, through the unfavorable entropic factor, determines the decrease of the
wetting effect parallel with the surface tension reduction capacity.

Increasing the length of the polyoxyethylene chain increases the hydrophilicity, the hydration
degree, and drastically reduces the mobility in the float. Along with the unfavorable entropic
factor, it negatively affects the capacity under dynamic conditions of reducing the tension at
the support–float separation interface. Overall, though the quaternary salts presented are
better wetting agents than the nonionic–anionic structures analyzed, due to the affinity of the
cationic polar group toward supports with anionic character, independent of their degree of
hydrophobicity (cellulose, cotton, natural, or synthetic fibers), which secure the cationic
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Surface Energy296

No. R n* Nature of cation
Float
concentration
(g/L)

Wetting time (sec.)
Textile
supportUntreated

support**

Treated support

20°C 40°C 60°C

1 12–14 3 Na 5 148 3.2 2.6 1.5

PES
2 16–18 12 2x 148 3.3 2.4 1.1

3 12–14 6 Na 0.5 148 3.6 2.8 1.9

4 12–14 3 HLM-(EO)3-EP+ 2 148 1 1 1

5 12–14 0 Na 0.5 184 2.8 1.8 0.9

PES-AC
6 16–18 12 Na 2 184 2.3 1.7 0.8

7 12–14 20 Na 2 184 3.8 2.2 1.3

8 12–14 3 HLM-(EO)3-EP+ 2 184 1 1 1

9 16–18 0 Na 2 60 1.1 1 1

B
10 16–18 9 Na 2 60 1.9 1.1 1

11 12–14 9 HLM-(EO)3-EP+ 2 60 1 1 1

12 12–14 20 Na 5 60 2.3 1.3 1

13 12–14 20 Na 5 78 2.7 1.8 1.2

B-PES
14 16–18 0 Na 2 78 2.5 1.6 1.1

15 16–18 0 Na 0.5 78 2.3 1.4 1

16 12–14 12 Na 0.5 78 2.9 1.7 1.2

17 16–18 9 Na 2 4200 9.3 5.3 3.3

B-FR
18 16–18 9 Na 2 4200 10.4 5.9 5.5

19 16–18 0 Na 2 4200 7.5 6.0 4.8

20 12–14 20 HLM-(EO)3-EP+ 2 4200 1.6 1 1

21 12–14 3 Na 5 116 3.3 2.2 1.8

PNA
22 16–18 3 Na 2 116 10.5 7.5 5.8

23 16–18 6 Na 2 116 12.3 7.8 6.2

24 12–14 6 Na 0.5 116 4.5 2.3 1.4

xfloat hardness 5 dG (German degrees)

**not cleaned of softening/antistatic and/or mercerization products

***PES – polyester; PES–AC – polyester acetate; B – cotton; B–PES – cotton polyester; B–FR – cotton frotir; PNA –
polyacrylonitrile

Table 2. Wetting effect of alkali and ammonium β-alkyl polyethyleneoxy propionates [R–O–(CH2CH2O)n*–
CH2CH2COO-X+]
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No. R n* R1

Float concentration
(g/L)

Wetting time (sec.)

Textile supportUntreated
support**

Treated support

20°C 40°C 60°C

1 12–14 3 1 2 148 2.5 2.1 1.5

PES
2 12–14 9 4 5x 148 3.0 2.5 1.2

3 12–14 12 8 2 148 2.7 1.4 1.2

4 16–18 20 10 0.5x 148 4.0 2.8 1.7

5 12–14 3 4 0.5x 184 1.4 1.2 1

PES-AC
6 12–14 6 2 2 184 2.2 1.8 1.1

7 12–14 12 2 5 184 1.8 1.1 1

8 16–18 6 2 2 184 2.3 1.7 1

9 12–14 12 10 5x 60 1.6 1.4 1.2

B
10 16–18 9 4 5 60 1.5 1.3 1.2

11 16–18 12 16 0.5x 60 1.5 1.2 1.1

12 16–18 12 20 1 60 1.7 1.5 1.2

13 12–14 3 1 0.5x 78 1.5 1.0 1

B-PES
14 16–18 12 4 2 78 1.2 1 1

15 16–18 20 2 5x 78 1.0 1 1

16 16–18 9 2 0.5 78 1.5 1.1 1

17 12–14 3 8 0.5 4200 1.6 1.3 1.1

B-FR
18 12–14 9 2 5x 4200 1.2 1.0 1

19 16–18 6 4 2x 4200 1.7 1.5 1.3

20 16–18 9 1 0.5 4200 1.5 1.4 1.2

21 12–14 3 1 2 116 1.9 1.6 1.2

PNA
22 12–14 9 8 5x 116 1.7 1.5 1.0

23 16–18 9 12 2 116 1.9 1.7 1.3

24 16–18 12 20 5x 116 1.8 1.6 1.4

*float hardness 5 dG (German degrees)

**not cleaned of softening/antistatic and/or mercerization products

***PES – polyester; PES–AC – polyester acetate; B – cotton; B–PES – cotton polyester; B–FR – cotton frotir; PNA –
polyacrylonitrile.

Table 3. Wetting effect of N,N-dimethyl-N-alkyl (R1)-N-β-alkyl (R) polyethyleneoxyethylammonium chlorides
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No. R n* R1

Float concentration
(g/L)

Wetting time (sec.)

Textile supportUntreated
support**

Treated support

20°C 40°C 60°C

1 12–14 3 1 2 148 2.5 2.1 1.5

PES
2 12–14 9 4 5x 148 3.0 2.5 1.2

3 12–14 12 8 2 148 2.7 1.4 1.2

4 16–18 20 10 0.5x 148 4.0 2.8 1.7

5 12–14 3 4 0.5x 184 1.4 1.2 1

PES-AC
6 12–14 6 2 2 184 2.2 1.8 1.1

7 12–14 12 2 5 184 1.8 1.1 1

8 16–18 6 2 2 184 2.3 1.7 1

9 12–14 12 10 5x 60 1.6 1.4 1.2

B
10 16–18 9 4 5 60 1.5 1.3 1.2

11 16–18 12 16 0.5x 60 1.5 1.2 1.1

12 16–18 12 20 1 60 1.7 1.5 1.2

13 12–14 3 1 0.5x 78 1.5 1.0 1

B-PES
14 16–18 12 4 2 78 1.2 1 1

15 16–18 20 2 5x 78 1.0 1 1

16 16–18 9 2 0.5 78 1.5 1.1 1

17 12–14 3 8 0.5 4200 1.6 1.3 1.1

B-FR
18 12–14 9 2 5x 4200 1.2 1.0 1

19 16–18 6 4 2x 4200 1.7 1.5 1.3

20 16–18 9 1 0.5 4200 1.5 1.4 1.2

21 12–14 3 1 2 116 1.9 1.6 1.2

PNA
22 12–14 9 8 5x 116 1.7 1.5 1.0

23 16–18 9 12 2 116 1.9 1.7 1.3

24 16–18 12 20 5x 116 1.8 1.6 1.4

*float hardness 5 dG (German degrees)

**not cleaned of softening/antistatic and/or mercerization products

***PES – polyester; PES–AC – polyester acetate; B – cotton; B–PES – cotton polyester; B–FR – cotton frotir; PNA –
polyacrylonitrile.

Table 3. Wetting effect of N,N-dimethyl-N-alkyl (R1)-N-β-alkyl (R) polyethyleneoxyethylammonium chlorides
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4. Structure–hydrophilicity correlations (wetting competences) in the
homologous HEHAO series studied

To understand and coherently interpret the main experimental data (Tables 1–3), but also to
argue the structure–colloidal (wetting) competences correlations previously formulated, it is
necessary to consider several structural and colloidal features of the HEHAO evaluated.

4.1. The conformation of polyoxyethylene (PEO) chains and its consequences for the
colloidal behavior of HEHAO [40]

The main features of these spatial architectures with consequences for the study of heteroge‐
neous HEHAO are: dimensional flexibility; transfer mobility; the existence of ”meander,” ”zig-
zag,” ”helix” conformations with variable geometries; free C–C/C–O coaxial rotation, and
absence of ”ring tensions” specific to rigid structures [1,3,4,40].

Subsequent experimental facts [1,40] also confirmed for the first time the approximate
dimensions of the coordination ”helical cavity” (ca. 6 EO units/sodium cation and ca. 7 EO
units/potassium cation, respectively).

4.2. Adsorption of HEHAO at the aqueous solution–air interface; formation of micelles

HEHAO are lyophilic association colloids which group instantly in aqueous floats as macro‐
molecular associations (lyophilic micelles) at the value corresponding to the critical micelle
concentration (expressed as mol/L 10-5).

Surface tension as a form of free energy (expressed in N/m or dyne/cm) independent of the
shape of the interface separating two phases in a system, is a function of temperature, time,
and the structural characteristics of the HEHAO considered. Because the interface equilibrium
is established within a short period, the existence of static and dynamic surface tension is
accepted [1]. The latter manifests itself in aqueous floats of HEHAO and subsequently acquires
great practical significance in the process of their actual use. Two aspects can be distinguished:

• The capacity of HEHAO to reduce the surface tension, expressed as the concentration
required to achieve a certain effect of reducing the surface tension

• The effectiveness of HEHAO expressed by the minimum value which is capable of reducing
the surface tension

In the case of heterogeneous HEHAO, the diversity of composition, structure, and conforma‐
tions does not allow for such an approach, but only for the indicative evaluation of the
following surface-active parameters: HLB balance, surface tension (σcmc), and critical micelle
concentration (CMC).

In the homologous series of heterogeneous hydrophobic (R) and hydrophilic (PEO) chains of
HEHAO, subsequently, structure–surface activity correlations can also be indicatively
formulated.
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In aqueous solutions, cationic structures form colloidal associations (normal micelles) and in
organic solvents (reverse micelles), with a pronounced acidic character of the “cavity” of the
micellar site [3,4] (Figure 2). The difference is due to the fact that in water, cationic colloidal
electrolytes can dissociate as solvated ion pairs, while in non-aqueous solvents, with low
dielectric constant, the solvation phenomena decrease in proportion to its value, and the
cationic colloidal electrolytes exist as unsolvated ion pairs.

Figure 2. Scheme of the association mechanism of cationic surface-active agents and of micellar solubilization in polar
(water) and nonpolar (organic solvents) medium

Modification of the hydrophobic chain influences the mutual steric or electrostatic repulsions
through geometric coordinates and steric hindrance [1,4,40]. Corroborating the aforemen‐
tioned conformational data of PEO chains in the literature with the structure of various
HEHAO, in Figure 4 are presented several concrete instances of association at the hydrophobic
or hydrophilic separation interface (polar and nonpolar media) of HEHAO. Micellar architec‐
tures with polar and nonpolar cavities are thus structured as ”solubilization,” sequestration,
and transfer spaces of potential entities in the sanitation practice (Figure 3).
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Figure 3. Mixed HEHAO ”micellar architectures” with conformational (a), polar micellar (b), and nonpolar micellar (c)
solubilization ”cavities” (sites)

4.3. Adsorption of mixtures of heterogeneous HEHAO homologues at the aqueous solution–air interface;
formation of mixed micelles

Mixtures of two or more different homologues in the HEHAO series show positive or negative
“synergistic” interdependences [1,4,7,40]. The overall interfacial properties of the mixture of
homologues can be more pronounced than those of a “homogeneous” (unitary) HEHAO
structure.

4.4. Cumulated consequences of structural and colloidal characteristics of HEHAO

The major consequences of colloidal and conformational behavior of HEHAO studied for the
wetting operation can be summarized thus:

• The competence to sequester (coordinate) small molecular entities with mainly cationic
character and variable dimensions depending on the ”conformational flexibility” of the
heterogeneous polyoxyethylene (PEO) chains

• The possibility of orientation and directed adsorption at the separation interface of two
phases depending on their nature (specificity) and hydrophilic and/or hydrophobic
character (micelle, support, etc.) (Figure 5)

• The possibility of penetration, displacement, micellar solubilization, and transfer of entities
from the interface into its adjacent environment (Figure 6)
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Figure 4. ”Micellar architectures” of mixed HEHAO with conformational sequestration (solubilization) “cavities”
(sites) [3,4]
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Figure 4. ”Micellar architectures” of mixed HEHAO with conformational sequestration (solubilization) “cavities”
(sites) [3,4]
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Figure 5. Schematic representation of the orientation and adsorption processes at the hydrophilic interface cumulated
with the ”encapsulation” of metal cations in the matrix of monoderivatized polyoxyethylene (PEO) (n*=3, 8, 16) chains
[4]
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Figure 6. Schematic representation of the process of coordination and interphase transfer of some entities in the confor‐
mational ”cavity” of HEHAO polyoxyethylene (PEO) (n*=8) chains [4]

5. Conclusions

The present review of the more significant issues relating to the obtaining and characterization
of HEHAO in the category of β-alkyl (C12H25–C18H37) polyethyleneoxy (n*=3–20) ethyl/propyl
derivatives (Table 1) represents a novelty in the field of HEHAO. The material prepared
allowed an outline of an overall picture of the colloidal (surface-active) potential with possi‐
bilities of further controlled directing of their value of use in an extended HLB range (lifting–
antistatization, emulsification, micellar solubilization, coordination, interphase transfer,
washing, etc.). The beneficial synergistic cumulation of heterogeneous polyoxyethylene (PEO)
(n*=3–20) (nonionic hydrophilic) chains with polar ionic groups (anionic and/or cationic)
allowed the preliminary confirmation of this latent colloidal potential.

The binary and/or ternary directed (compatible) association in the perspective of various
HEHAO structures (including β-alkyl (C12H25–C18H37) polyethyleneoxy (n*=3–20) propioni‐
triles in acid and/or alkaline media) further extends the area of the application fields.

The biodegradability and advanced purity, along with the reduced toxicity of the raw materials
and final molecular architectures (absence of by-products), further recommends the continu‐
ation and furthering of the research.
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antistatization, emulsification, micellar solubilization, coordination, interphase transfer,
washing, etc.). The beneficial synergistic cumulation of heterogeneous polyoxyethylene (PEO)
(n*=3–20) (nonionic hydrophilic) chains with polar ionic groups (anionic and/or cationic)
allowed the preliminary confirmation of this latent colloidal potential.

The binary and/or ternary directed (compatible) association in the perspective of various
HEHAO structures (including β-alkyl (C12H25–C18H37) polyethyleneoxy (n*=3–20) propioni‐
triles in acid and/or alkaline media) further extends the area of the application fields.

The biodegradability and advanced purity, along with the reduced toxicity of the raw materials
and final molecular architectures (absence of by-products), further recommends the continu‐
ation and furthering of the research.
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Abstract

The investigations of superhydrophobicity and self-cleaning surfaces have been given
a lot of attention in the last few decades. The surfaces having water contact angle larger
than 90° are termed as hydrophobic surfaces and those which exhibit contact angle
higher than 150° are said to be superhydrophobic. Such surfaces were first observed
in nature in various plants and animals, for example, lotus leaf-like structures. Water
repellence of various materials have shown great influences on various applications
such as self-cleaning, anti-ageing, water-oil separation, water corrosion in electrical
industry, water proof textiles, controlled transportation of fluids, etc. Generally,
surface micro/nanostructuring combined with low surface energy of materials leads
to extreme anti-wetting properties. The hundreds of research articles and more than
450 patents on the subject of nature mimicking self-cleaning surfaces prove the
potential of this topic.

Self-cleaning property depends on both surface morphology and surface chemistry.
For achieving superhydrophobic surfaces, we can, typically, either increase the
roughness of the intrinsically hydrophobic material or tune desired roughness and
morphology on hydrophilic surfaces. Depending on such parameters a water droplet
on the surface attains either Wenzel or Cassie-Baxter state.

For the preparation of superhydrophobic surfaces, various physical and chemical
methods have been successfully used. Methods such as hydrothermal process, using
various templates, plasma surface modifications, physical and chemical vapour
deposition, layer by layer deposition, electrospinning and sol-gel processing have
been used for achieving desired roughness and surface chemistry on various

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



substrates. In this field of research, various fabrication methods have significant role
in deciding the extent of superhydrophobic behaviour of the surface, depending on
the material which is used for the processing. In this chapter, the most recent
developments in various methods used for fabricating superhydrophobic surfaces are
presented along with their advantages and limitations.

Keywords: Superhydrophobicity, natural mimics, self-cleaning, hierarchical struc‐
ture

1. Introduction

Wetting properties of various solid surfaces with various polar and non-polar solvents are
getting attention in recent decades because of the increased demand for them in various fields
of applications. Superhydrophilicity and superhydrophobicity are two important terms used
to explain the wetting behaviour of solid surfaces. Any surface which allows the spreading of
a water droplet to provide a contact angle value below 5° is called superhydrophilic surface,
whereas the criteria for the surface to be superhydrophobic is to get the water contact angle to
a value above 150° [1]. On the other hand, observed values of static contact angle measurements
depend on the used fitting mode [2]. For a proper comparison, one should repeatedly use the
same volume of water droplet since the volume can also affect the measurement results. In
addition, contact angle hysteresis needs to be taken into consideration because hydrophobic
surfaces are widely used for self-cleaning applications. Contact angle hysteresis is defined as
the difference between the advancing and receding contact angles. The lower the value, the
easier the drop will roll off from the surface.

The idea of hydrophobic surfaces came from nature itself —observing the self-cleaning ability
of plant leaves and animal wings to roll off water droplet from the surface, termed as lotus
effect. The naturally occurring hydrophobic surfaces achieve the high contact angle values
because of the rough surfaces coated with the low surface energy wax, which has high repelling
interactions with the polar solvents including water [3]. Many such surfaces have a coating
composed of particles with size ranging from 20-40 μm, with or without hierarchical structures
to provide additional surface area [4]. To explain the stability of the water drop on the surfaces
there are two major theories put forward in which the water exists in either Wenzel or Cassie
state. In Wenzel model, the water drop fit inside the grooves of the rough surface [Figure 1A]
and is described by equation 1,

( )lv w sv slCos r g q g g= - (1)

where w is the water contact angle, r is the roughness factor and γlv, γsv and γsl are the different
surface tensions involved in the system (liquid/vapour, solid/vapour and solid/liquid,
respectively) [5].
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In Cassie state, the droplet is stabilized on the top of a surface by the air pockets in between
the grooves (Figure 1B) following the equation 2,

( )
D

c s
LCos f Cos
l

2

1 1q q
-

æ ö
= - + +ç ÷

è ø
(2)

where θc is the contact angle correlated to the chemical heterogeneity, fs is the area fractions of
solid material, L and l are the upper and lower limits of fractal behaviour and D is the fractal
dimension [6].

Figure 1. Existence of water droplet on a rough surface: A) Wenzel state, B) Cassie state.

There are some reports which questions the co-existence of both Wenzel and Cassie states.
However, these two models are well accepted to explain the existence of solvent on a solid
surface [7].

2. Methods for generating superhydrophobic surfaces

The water repelling ability of various materials have shown great influence on various
applications such as self-cleaning, anti-ageing, water-oil separation, water corrosion in
electrical industry, water proof textiles, controlled transportation of fluids, etc. [2, 4, 8, 9].
Generally, surface micro/nanostructuring combined with low surface energy of materials leads
to extreme anti-wetting properties. Hundreds of research articles and more than 450 patents
on the subject of nature mimicking self-cleaning surfaces show the potential of this topic. For
the fabrication of superhydrophobic surfaces, various physical and chemical methods have
been used. Methods such as templating, plasma surface modifications, physical and chemical
deposition, layer by layer deposition, electrospinning, hydrothermal process and sol-gel
processing have been used for achieving desired roughness and surface chemistry on various
substrates. The texturing and coating are explained in short in the following text on the basis
of very recent articles in terms of application point of view to give the reader a general idea of
the field.
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Method Reference

Templating [3, 10-23]

Electrospinning [24-35]

Hydrothermal synthesis [38-44]

Sol-Gel [45-52]

Layer by layer method [45, 54-61]

Physical and chemical vapour deposition methods [4, 23, 62-70, 85-88]

Plasma etching [3, 45, 75-79]

Table 1. List of recent publications on various methods for creating anti-wetting surfaces

2.1. Templating

Templating method refers to the copying of a rough surface with superhydrophobic proper‐
ties. With this technique, a suitable 2D or 3D surface pattern is filled with certain soft material
as the first step, then the material is hardened and the template removed by a suitable method
keeping the replica intact [10]. The main advantage of this method is that it is very easy to copy
water repelling natural surfaces in a large-scale level. This method is comparatively cheap and
very suitable for patterning soft materials such as polymers where, in most of the cases, the
template can be recycled [10]. Feng et al. created fine superhydrophobic nano fibre structures
of poly vinyl alcohol (PVA) with aluminium oxide membrane as a template [11]. When the
PVA precursors were extruded in solution through the nano porous template membrane, the
polymer molecules underwent an alignment with the hydrophobic methylene groups pointing
towards the external environment. A number of factors, including intermolecular hydrogen
bonding, made it possible to attain a superhydrophobic surface of an amphilic material.
Superhydrophobic polymer materials, especially those that have large surface area, are
interesting for large-scale applications for separating hydrocarbon solvents from water, oil
from water sources, etc. [12]. By applying a suitable soft material we can directly replicate the
topography of various naturally occupying superhydrophobic surfaces. For example,
Xanthosoma Sagittifolium leaf template was used to create electroactive epoxy surface to
increase the water contact angle from 81° to 155° [13]. The comparison of the SEM images of
the template and the replica is presented in Figure 2.

On the other hand, heat and pressure-driven nanostructuring on the polystyrene substrate
with alumina template gave raise to specifically aligned nanoemboss, nanopost array with
embossed base and aligned polymer nanofibres. Such nanofibres with small aspect ratio
resembled the wings of Cicada orni, which has the self-dust cleaning capability achieved by the
sculptured nanostructures on the surface, whereas the nanofibres with reasonably high aspect
ratio showed self-cleaning ability towards water droplets. By using the same methodology,
with additionally applied pressure, polymer materials have been nanostructured to achieve
contact angle above 150⁰ [14]. Template-assisted methods are also known for designing 3D
ordered superhydrophobic microstructures from water insoluble materials (including
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polytetrafluoroethylene), which are promising as a host cage for various organic and inorganic
materials for nanostructuring [15].

However, the template removing step — especially for delicate materials including polymers
— can be really challenging since it is associated with high temperature processes or strong
chemical etch [15, 16]. Exposure to non-friendly chemicals or to very high temperature can
easily disorder the mesostructures or make unfavourable chemical changes to the polymer
chains. To avoid these complications, use of easily removable templates is preferred. The new
developments in the field focus on templates which undergo chemical changes and completely
disappear or are naturally removed from the replica into the reaction medium. For instance,
various metal oxide templates are utilized as a catalyst for the polymerisation process, where
the metal undergoes change in oxidation state with the progress of reaction and completely
converts into a water soluble form [17, 18]. These by-products are easily washed away. In some
other cases, the template is formed in situ as a complex which decomposes with the ion
consumption during the progress of the reaction [19]. Template-assisted micro and nanostruc‐
turing is also used for fabrication of superhydrophobic inorganic materials [20, 21]. Introduc‐
ing thermal annealing as another step into the assisted sol-gel process resulted in much higher
water contact angle of the 2D hierarchical structure replica due to heat deformation of the
template, prior to the process [22]. Using inexpensive template methods, both doubly and
triply scaled hydrophobic metal oxide as well as metal interfaces could be generated [21]. In
contrast, embedding of desired material into the template can be achieved also by non-wetting
methods. In a recent study, Ganesh et al. used sputtering at glancing angle to directly deposit
a metal into the aluminium template pores [23]. This method has significant control over the
morphology and distribution for the generation of nanorods of aluminium and tungsten
through the template and the length of the wires depend solely on the deposition time.

Figure 2. Schematic of the processing method and (a) Photograph of the Xanthosoma Sagittifolium leaves. (b) SEM image
of the leaf. (c) SEM images of the imprinted layers of composite showing a top view of the surface. (d) SEM images of
the imprinted layers of composite showing a cross-section view of the surface. [Reproduced with the permission of
American Chemical Society, Chem. Mater. 2011, 23, 2075-2083]
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2.2. Electrospinning

The process of electrospinning makes the practical use of electrostatic force to generate
continuous and fine filaments from melt, sol-gel or solutions of various polymeric materials.
The schematic of the process is shown in Figure 3. The main advantage of electrospinning is
that it allows the addition of suitable fillers, including clay or other inorganic particles, directly
into the solution to get a composite filament, while the diameter can be kept at around 10 nm
[24]. Moreover, electrospinning is a low cost process and can be easily scaled up for industrial
production. The surface energy and topological characteristics can be controlled by choosing
the right material and suitable process parameters [24]. The material which is released from
the needle tip gets deposited directly on the collector and there is no material loss during the
production. Electrospinning forms nanofibres, which provide a high degree of roughness on
the surface. In addition to roughness, surface tension can also be tailored by choosing the
appropriate material or adding sufficient amount of additives in to the spinning solution.
Appropriate combination of both effects gives superhydrophobic surface.

Figure 3. Schematic of the electrospinning process.

Electrospinning technique has been utilized to generate natural mimic surfaces. Lei et al.
developed the electrospun fibres composite with porous micro particles inside, which
imparted lotus leaf-like hydrophobic surface. The hierarchical structures generated by the
accumulation of the fillers on the surface resembled the branch like nanostructures on the top
of the micro papillae on the lotus leaf which imparted sufficient roughness to the surface to
stabilise the water droplet at a contact angle above 162° [25]. On the other hand, addition of
inorganic additives into the spinning solution made a nanocoating of the periphery of the fibres
and increased the surface roughness. Furthermore, the time required for the trapped solvent
to diffuse from the bulk of the deposited filament to its surface (drying procedure) can
influence the migration of the fillers towards the outer surface of the fibres [26]. However,
hydrophobic properties can be further improved by functionalising the silica before it is put
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into the spinning solution. For example, epoxy-siloxane modification of silica particles causes
a homogeneous self-assembly of the particles on the surface and provides better durability of
the hydrophobic surface [27]. As an alternative to additives, different spinning techniques are
also employed for increasing the surface energy of electro- spun materials. Changing the
spinning material to polymethylsilsesquioxane, the properties were not just restricted to
higher water contact angle, but the difference also improved solvent resistance and thermal
stability [28]. Hydrophobisation of electrospun fibres is even applicable for block copolymers.
Even with 20 mL volume of water, drops exhibit contact angle values high enough to satisfy
superhydrophobic behaviour on polystyrene-block-dimethylsiloxane fibres [29]. The existence
of the water droplet on the spun surface and SEM images of the spun fibres are as shown in
Figure 4.

Figure 4. SEM images of electrospun fibres. (a) PS-PDMS/PS sample 6000× magnification (scale bar 2 μm), (b) PS fibres
6000× magnification (scale bar 2 μm), C) Free-standing mat composed of the PS-PDMS/PS electrospun fibres with a
water droplet on it, D) several 20 mL water droplets on the mat, showing the superhydrophobicity. [Reproduced with
the permission of American Chemical Society, Langmuir 2005, 21, 5549-5554]

In addition to this, various advanced techniques such as coaxial electrospinning, electrospin‐
ning with a rotating disk, needleless electrospinning, etc. are used for improving the properties
of electrospun fibres [30]. For instance, recently designed multi-nozzle electrospinning set up
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has an advantage to create micro sized beads from one nozzle where the other one creates
fibre-like structures. The membrane maintains mechanical integrity and superhydrophobicity
[31]. For further improvement in the hydrophobic character of electrospun fibres, different
surface modifications are also found effective. But with many of the low energy polymeric
materials, hydrophobicity can be achieved without any secondary modifications [24, 32].

Electrospinning technology is even used for fabrication of superhydrophobic inorganic
surfaces. Such inorganic nanomaterials could be used in various fields including optoelec‐
tronics and sensing devices [33]. In most of the cases, precursor is created in the form of thin
nanofibres of the desired oxide and hydrophobised with suitable post treatments [34]. But in
certain cases, metal particles that are inserted into low energy polymers are directly used for
the required applications including acid corrosion resistance [35].

2.3. Hydrothermal synthesis

Many inorganic oxides are highly insoluble in water under room temperature. The insolubility
may be overcome by use of hydrothermal process which is employed with increased temper‐
ature and even pressure in certain cases. This method is very efficient in the preparation of
compounds of elements in oxidation states that are difficult to obtain otherwise, synthesis of
meta-stable states and varieties of crystals in high quality and good control over size and
morphology [36]. Although it is widely used even in material synthesis, very high production
cost and difficulty to monitor the crystal growth during the course of the process are some
disadvantages.

Hydrothermal synthesis can provide hierarchical structures which can provide both hydro‐
philic and hydrophobic behaviour after suitable modifications. The control over the morphol‐
ogy is governed by the reaction time and temperature [37]. Generation of highly rough flake,
flower-like or rod structures of metallic substrates are sufficient to provide enough roughness
for constructing superhydrophobicity [38]. But as in the case of sol-gel synthesis, suitable
surface modification is needed. Various polymeric supports, such as polyethylene glycol, are
typically used for the improvement of topological properties. These supports, when adsorbed
on the metal substrates, inhibit the crystal growth on certain spots and provide micro/
nanoroughness to the material [39]. Hydrothermal process with only ultra-pure water as the
reaction medium is a green technique and efficient in the production of complex biomimics
with rough textures directly on metal surfaces. With additional hydrophobisation with
suitable methods, hydrothermal process has been proven to be a great manner to protect
various metals from corrosion [40, 41]. Very recent reports showed some interesting hierarch‐
ical mixed metal oxide nanoarrays, in which the hairy-like structures out of ZnO was grown
on copper oxide nanowires by hydrothermal process followed by thermal oxidation as shown
in Figure 5. After silynization of the surface, the contact angle went to a value of about 170°.
These kinds of materials show a shift between Wenzel and Cassie state and are self-cleanable
[42]. Similarly, hierarchical structured topology is applied even for the inner and outer surfaces
of metallic cylinders for increasing the water repellence and thereby corrosion resistance and
iceophobic properties [43, 44].
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Figure 5. Component analysis of ZnO/CuO heterohierarchical nanostructure. (a) SEM image. (b) TEM image (Ni grid
used here). (c-e) O, Cu and Zn elemental mapping recorded from an individual heterohierarchical nanostructure, re‐
spectively. [Reproduced with the permission of American Chemical Society, Langmuir 2011, 27, 6193-6200]

2.4. Sol-gel

Sol-gel method is associated with the change of the state from colloidal suspension of solid
particles into a liquid dispersed in solid. During this transformation, the repelling particle
interaction has been changed into attractive interaction between the particles within the
colloidal state. Sol-gel processing can transmit multifunctional characteristics to the surface
because of the presence of more than single functionalities in the sol state. This is typically
carried out by hydrolysis and polycondensation in the presence of a suitable solvent. The
solvent must have desired polarity and gets trapped inside the solid particles and forms a gel
during the procedure [45]. Such gels can be easily applied on to the substrate, for example dip
or spray coating with or without additives, depending on the nature of the material and the
synthesised sol. The topological and chemical properties of so created surfaces largely depend
on the physical properties and chemical composition of the reaction mixture. The main
advantage of this method is that it is very easy to apply on to a large area of complicated
structures. The hydrophobicity of composites has been improved by the incorporation or
functionalization of the nanoparticles used for the processing or by various surface modifica‐
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tions, such as etching, to tailor the roughness [46]. Silica is one of the major nanocoatings for
hydrophobisation and can be easily synthesised by sol-gel method. However, silica particles
can behave as hydrophilic material because of the large amount of silanol groups on the
surface. Thus, in many studies silanol groups have been functionalized with non-polar chains
to induce better hydrophobicity [47]. But one disadvantage of such functionalization is that
the moisture absorption can be increased with surface contamination and ageing [48]. How‐
ever, metal oxides do not behave as hydrophobic surfaces without suitable functionalization
in most of the cases. In case of metal oxides, functionalization could be their treatment with
suitable acids and consequential surface conversion into salt, which provides improved water
repellence [49].

Figure 6. A) Possible structure of a synthesised supramolecular organosilane, B) Schematic of gelation with FT-IR spec‐
trum of the corresponding formed gel. [Reproduced with the permission of American Chemical Society, J. Am. Chem.
Soc.2004, 126, 4796-4797]

One of the important applications of the sol-gel method in the recent years is the coating of
fabrics of natural fibres with hydrophobic metal oxide colloids. This provides an open way for
the fabrication of water repellent textiles for mass production. Various organosilanes and
mono-carboxylic acid functionalised alumina were found very efficient [50, 51]. Such organi‐
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cally modified nanoparticle coating gives an additional benefit of UV blocking, and thus makes
this method more interesting for textile industries [51]. Sol-gel synthesis started to utilise
supramolecular assembly of long chain molecules, formed as a result of intra molecular
hydrogen bonding (Figure 6) [52]. Another advantage of this method is that it is easy to conduct
template-assisted sol-gel synthesis, which makes the replication much easier.

2.5. Layer by layer method

In this technique, the generation of one layer of material over the other is performed to get a
multilayer composite material surface. Techniques, typically used to achieve this, include dip
coating, spray coating or spin coating. The prominent application of this method is to combine
the properties of various nanomaterials with polymers, which are efficiently used in biological
applications [53]. Besides coating, supramolecular self-assembly can be used to generate
hydrophobic surfaces. This is mostly applicable to polyelectrolyte macromolecules because of
the ability of opposite charges to accumulate as layer. However, the other neutral type
nanoparticles can be deposited as different layers [54]. On the other hand, charged inorganic
materials along with polyelectrolytes are also employed in many cases which provide a simple
route for self-assembly on various substrates and avoid the requirements for using deposition
techniques [55]. Cheap scalable antifouling superhydrophobic coatings can be fabricated by
introducing a lubricant into the pores of the nanostructured surface.

Layer by layer techniques are often combined with other deposition techniques for achieving
higher contact angles. These deposition techniques are used for easier deposition of inorganic
particles on the self-assembled macroscopic layers. Combinations of such techniques have
been utilized for creating natural mimics [56]. One of the limitations for using highly charged
macromolecules is that it is highly influenced by the strength of the ions present in the solution,
which may result in the disassembly of the layers [57]. Such influences of the ionic concentra‐
tions can be excluded via covalent bonding of one layer over the other. Covalently bonded
molecules with very long non-polar tails can thus provide water contact angle above 150° and
in addition the extra stability. Other chemical interactions, such as hydrogen bonding, can also
be utilized for self-assembly of layers but these are not as strong as covalent bonds. To stabilize
such assemblies we need to provide additional stabilization methods such as incorporation of
electrostatic copolymer with suitable multivalent ions, or suitable thermal or radiation curing
of the films [58].

Recently, Huang et al. attempted a formation of assembled layers from colloidal dispersion by
incorporating highly rough, raspberry-type particles to obtain water pinning on oleophilic
surfaces [59]. Raspberry resembling films have been prepared from various micro- and
nanoparticles and employed in the layer by layer assembly procedures to achieve superhy‐
drophobicity [60]. These researchers made layer by layer method more convenient to apply
irrespective of the material compared to the other commonly used techniques. This makes the
method more promising for water-oil separation in industrial scale and functionalizing
complex porous and membranous structures. Multilayers of strippable silver generated in
lasagne-like structures took advantage of the protection from the top layer, and after modifi‐
cation water contact angle increased to 146° (Figures 7.1 and 7.2). Furthermore, after extreme
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exposure to the corrosives, the damaged layer can be removed and a fresh layer is exposed,
which gives regeneration property to the material [61].

Figure 7. 1) Schematic process of fabrication and layer-by-layer stripping of the modular assembly multilayer film. 2)
SEM images of the silver mirror multilayer films with three layers A), four layers (B), the cross-sectional view (C), and
a photo of lasagne D). [Reproduced with the permission of American Chemical Society, Langmuir. 2014, 30, 548−553]
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2.6. Deposition methods

2.6.1. Vapour depositions: PVD and CVD

Physical vapour deposition (PVD) and chemical vapour deposition (CVD) are the two major
vapour deposition techniques used for making very thin layer of coating on various substrates.
PVD utilizes the evaporated pure material whereas CVD utilizes a mixture of chemically
reactive components, which are deposited on the surface, leaving the desired thin layer of
coating. For the production of superhydrophobic surfaces, very low surface energy compo‐
nents’ vapours are applied on to the surface to form a thin layer of rough and water repellent
surface. For depositing such materials, various techniques including plasma, thermal evapo‐
ration or even both are used [62, 63]. Typically, plasma-assisted vaporization requires much
less thermal excitation, which is a special advantage [64]. The vapour deposition coatings can
be extended from inorganic metal oxides to various organic low energy materials, depending
on the requirement and the substrate to be coated. Recently, surface modified silica deposition
was achieved at a very low temperature of 40° C by implementing NH3 as a catalyst into the
processing chamber [65]. Developing such a low temperature processing is the best choice for
coating thermally unstable surfaces. CVD has significant achievements even to control the
crystallinity of the coated polymeric surfaces, tuned by controlling the deposition parameters
[66]. Such control over orientation of the polymer chain deposited can significantly affect the
topology of the surfaces.

Since carbon nanotubes and other graphene-related materials have excellent surface roughness
and low surface energy, they are used as intrinsic hydrophobic coating, applied for water-oil
separation [67]. Template-assisted vapour deposition of graphene is becoming popular for
improving the porous structure with better control over the morphology, although it needs to
be coated with non-polar polymer or other coatings for hydrophobisation [68]. On the other
hand, carbon vapour deposited nanotubes can show superoleophilicity without any further
modification [69]. Zwitter ionic deposition is another recent development for ant-fouling
surfaces, where the surface energy depends on the number of exposed zwitter ions and the
type of atmosphere that is exposed to the periphery, but has to be modified further to reach
higher contact angle values [70].

2.7. Plasma surface treatment

Gaseous plasma is by definition partially or fully ionised gas, but it can contain also neutral
gas which can be in excited state [71]. Plasma discharge can be achieved by different setups,
and the reader is encouraged to read more about them [72-74]. In general, plasma particles are
excited (ionised, metastabled) and even more energetic than neutral gas, and thus they can
physically or chemically react with treated material. The interaction can lead to etching or
deposition. Etching is achieved through physical sputtering by ions or chemical reactions with
the surface and desorption (i.e. oxygen neutral atoms chemically bond to a carbon on a polymer
surface and CO or CO2 molecule is desorbed). Deposition can occur through chemical bonding
of precursors from plasma to the surface or by plasma-activated chemical reactions of chem‐
icals that are on the surface.
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2.7.1. Plasma etching

Creating appropriate topography of the micro-rough surface for obtaining superhydropho‐
bicity can be a challenge. Akinoglu et al. investigated plasma etching mechanism by oxygen
plasma etching of polystyrene [75]. They used two setups: capacitive coupled RF low-pressure
oxygen plasma (CCP) and inductively coupled RF low-pressure oxygen plasma (ICP). In both,
ions and radicals and other energetically excited species contributed to the etching. Since ions
are charged particles, they are directed by the electric field. The ion contribution to etching is
then anisotropic, whereas the neutral species etch in isotropic manner due to diffusion
governed movement. Thus, the density ratio between charged ions and neutral oxygen atoms
influences the etching of the surface structure. The anisotropy in case of CPP was found to be
0.45, and in the case of ICP it was 0.21. Additionally, the etching in ICP setup was 1 order of
magnitude faster than in CCP.

Despite slower etching rates, Salapare et al. used low-pressure CCP RF oxygen plasma for
polytetrafluoroethylene (PTFE) treatment. They found a correlation between plasma power
and the time of treatment with the water contact angle. With higher power (400 W) and longer
time (5400 s) they managed to crate super-hydrophobic surface (151° contact angle). The FT-
IR and surface roughness measurements showed that only the geometrical shape contributed
to the surface energy, while the chemical composition of the surface remained the same.

PTFE was treated also with a mixture of oxygen/argon magnetron plasma [76]. With plasma
etching, micro-rough surface was established, and after 4h of treatment, leaf-like protrusions
were created. The contact angle changed from non-treated sample at 102° to super-hydropho‐
bic at 158° (Figure 8). The hydrophobicity was asserted to surface roughness and not surface
chemistry, which was confirmed by XPS and Raman measurements.

One has to be careful when using plasma etching, because it can also damage the surface and
deteriorate the hydrophobicity as demonstrated by Zylka [77]. He prepared samples from
silicone rubber with surface moulded by an acrylic paint template and left them exposed to
the outside weather conditions for 45 days. The water contact angle on this surface was 149°.
Then he treated the samples' surface with atmospheric air corona discharge for 100 h, and the
contact angle dropped to 119°.

However, superhydrophobicity can be achieved on silicon surface too. In [78] complicated
plasma etching procedure was used to create nanopillar and nanocone silicon surface. The
surface was additionally passivated by octadecyltrichlorosilane monolayer. In both cases
super-hydrophobic surface was achieved—contact angles were 150° for nanopillars and 165°
for nanocones.

Another way of obtaining superhydrophobic properties of a surface is to deposit a thin layer
on it and then modify this layers wettability. This challenge was addressed by Cai et al. who
created polymer composites with silica spheres [79]. Then they used reactive ion etching in
oxygen plasma to selectively etch the polymer and expose the silica spheres. Depending on
the time of etching, different extents of the spheres were exposed. This was not sufficient for
the hydrophobicity, so the liquid HF was used to etch the silica. In this manner they managed
to prepare a periodic pattern of voids with the precisely selected size in the surface, and thus
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control the roughness necessary for the hydrophobic effect. With addition of fluorosilane the
surface energy was further reduced and superhydrophobicity with contact angle of more than
150° was achieved.

2.7.2. Combination of plasma etching and deposition

To avoid many-step procedures and complicated setups, plasma etching and plasma deposi‐
tion can assist in producing superhydrophobic polymer surface. Plasma etching break
chemical bonds via high energy particle interaction with the surface and creates micro or
nanorough surfaces by taking out the pieces of degraded polymers atom-by-atom into volatile
molecules. This was nicely demonstrated for polymethyl methacrylate etched in helicon RF
plasma, where etching was controlled by ion flux [80]. The ion flux was adjusted with oxygen
pressure and ion energy by biasing the samples (Figure 9). The roughness was increased with
lower ion flux and with higher ion energy. When bias and pressure are set, time of plasma
treatment determines the RMS roughness. Additional deposition of CFx film passivizes the
surface, namely reduces the surface energy. The contact angle increases with etching time and
reaches maximum value of 150° after 2 min. Similar work was performed on polystyrene,
where first etching was performed with CF4 plasma and then CFx film was deposited by

Figure 8. Insets show the FESEM surface micrographs of: (a) TF0 (untreated), (b) TF2 (2 h plasma treated), (c) TF4 (4 h
plasma treated) and (d) TF5 (5 h plasma treated) PTFE samples. [Reproduced with the permission of Elsevier, Dielectr.
Electr. Insul. 2014, 21, 1183-1188]
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PECVD from C4F8 gas [81]. In this case, CCP plasma was used. Plasma etching at 50 W was the
most optimal for designing superhydrophobicity of the surface with the resulting contact angle
of almost 160°. This surface property might be due to the highest fluorine-to-carbon atomic
ratio on the surface after the deposition on this micro-surface structure. When the power was
raised, the ion flux to the surface increased, leading to increase in the roughness and decrease
in contact angle.

An interesting case is also treatment of paper (cellulose fibres) with plasma. Balu et al. used
CCP plasma with grounded electrode for treatment as well as substrate heating to 110 °C. First,
the etching was carried out with low pressure O2 plasma, followed by deposition of fluoro‐
carbon film from pentaflouroethane-monomer [82]. The fluorocarbon film reduced the surface
energy of the surface, whereas the etching increased the roughness of the fibres' surface with
nanometer-scale features. This contributed to the increase in hydrophobicity, which manifest‐
ed in larger contact angle (more than 160°) compared to the samples on which only fluorocar‐
bon film was deposited (more than 130°).

Treatment

Contact angle/°C

Water Decane m m

Flat Porous Flat Porous

Untreated 116 146 46 Wicks

O2 plasma 131 153 55 Wicks

Plasma polymer 131 144 83 115

O2 plasma + Plasma polymer 148 152 92 133

Table 2. Probe liquid contact angles for flat and porous PTFE substrates [Reproduced with permission of American
Chemical Society, Langmuir. 2007, 23, 12984-12989]

With a combination of plasma etching and deposition one can tailor the surface properties in
the way that, in addition to superhydrophobicity, increased repellence of non-polar liquids is
achieved at the same time. Coulson et al. tailored surface morphology by low pressure
inductively coupled oxygen plasma, and surface chemistry by deposition and polymerisation
of 1H,1H,2H,2H-heptadecafluorodecyl acrylate in the same system [83]. The substrate was
either flat or porous PTFE foil. The surface microstructure exhibit hydrophobicity, and
polymer prevented potential capillary effect. This increased the repellence even for decane
(Table 2). In this case, Cassie-Baxter relationship seemed much better to describe the system
than Wenzel’s theory.

Sometimes one would need hydrophobic and hydrophilic surface on same kind of sample for
different use. Ruiz et al. demonstrated that with the appropriate selection of polymer deposi‐
tion one can tune the wettability [84]. In their work they deposited photoresist on a flat surface.
Then they used inductively coupled SF6 plasma for etching and creating micro-structured
surface of the photoresist leading to the increase the fluorine-to-carbon atom ratio on the
surface (Figure 9a and 9b).
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Figure 9. a) Elementary concentration obtained from XPS measurements, b) roughness and contact angles and c) con‐
tact angles with or without coatings for the SF6 etched photoresist coated silicon surfaces. [Reproduced with permis‐
sion of American Chemical Society, Langmuir. 2007, 23, 12984-12989]

Then they coated the etched surface with CF plasma, and afterwards they deposited polya‐
crylic acid (PAA) by capacitively coupled plasma. The etching already caused the superhy‐
drophobicity, which was then slightly increased by the CF coating. However, the PAA
drastically changed the surface energy and caused surface superhydrophilicity (Figure 9c).

2.8. Plasma deposition

Plasma deposition is an efficient process to deposit material with low surface energy and
effectively improve hydrophobic properties. The deposited films can contribute to increase in
the hydrophobicity with their structure. Most of the effects that lead to surface energy
modification were already described before.

Typically, highly polar material gets deposited in a way that the surface is nanorough.
Examples are atmospheric pressure plasma polymerization of the toluene/HMDSO [85],
expanding plasma arc deposition of Teflon [86], pulsed CCP RF plasma deposition of fluoro-
carbon films from C6F6 monomer precursor [87] and ICP plasma deposition of perfluorooctyl
acrylate film [88] that all cause the superhydrophobicity.

3. Conclusions

In this chapter various methods were introduced on how to deal with the surface energy
modifications. There are three major aspects for this, either by modifying the surface mor‐
phology in the way to mimic natural structures, which are effective for water repelling (lotus
effect), by functionalization of the surface by non-polar group, or deposition of material with
low surface energy. It was also shown that the most successful way is a combination of the
techniques—deposition of the low surface energy material on the surface and creation of its
microstructure, which can additionally increase the water contact angle.

Methods such as sol gel are very simple route to achieve the high water repellence and scaling
up of the process is easily achievable. Herein, many techniques for the modification of surfaces
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or deposition of different low energy materials are presented, which easily lead to superhy‐
drophobicity of surface. The future challenge has now shifted towards beneficial properties of
the surfaces or the deposited thin layers like transparency, flexibility, electrical conductivity,
catalytic properties, etc. without losing the superhydrophobic affiliation. Creation of anti-
bacterial and anti-fungal surfaces for bio-medical applications are also very promising
applications of such surfaces.
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Abstract

This chapter is dedicated to wetting and fracturing processes involving molecular
phospholipid films and high-energy solid surfaces. In these systems, wetting of planar
surfaces occurs in an aqueous environment by means of self-spreading of phospho‐
lipid membranes from artificially generated lipid sources, which range from manually
deposited single sources (multilamellar liposomes) to liposome suspensions of
different particle sizes, which are directly pipetted onto the substrate. The most
prominent of the molecular lipid films is the phospholipid bilayer, which constitutes
the fundamental structure of the biological cell membrane. Lipid membranes have
peculiar characteristics, are highly dynamic, feature two-dimensional fluidity, and
can accommodate functional molecules. Understanding the interactions of lipid films
with solid interfaces is of high importance in areas like cell biology, biomedical
engineering, and drug delivery.

Keywords: Phospholipid bilayer, phospholipid double bilayer, phospholipid monolayer,
supported bilayer, lipid self-spreading

1. Introduction

This chapter highlights recent advances in wetting of solid surfaces by the self-spreading of
phospholipid biomembranes upon deposition of lipid reservoirs [1, 2]. It should provide
researchers with the necessary material to understand and evaluate spontaneous propagation
of lipid monolayers [2, 3] and double bilayers [2, 4] on solid supports, which occurs when lipid
reservoirs are brought in contact with low- and high-energy surfaces, respectively, in an
aqueous environment. The first section provides a brief introduction of surfaces and interfaces,
the second section is dedicated to the mechanism of interaction of lipid films with the sup‐

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



porting surface during wetting, and the third section introduces the formation of ruptures in
double bilayers caused by that interaction.

Biological membranes organize cellular complexity, and thus establish and promote structure
in the living world [5]. They compartmentalize the cell, form transport networks, organize
proteins, serve as a smart barrier for molecules and ions, and establish the chemical identity
of the cell. The fundamental structure of the cellular membrane is the phospholipid bilayer,
consisting of a large number of individual phospholipid molecules, which organize themselves
spontaneously in a self-assembly process. The membrane has peculiar characteristics, is highly
dynamic, and features two-dimensional fluidity [6]. It can accommodate proteins and other
functional molecules which fulfil important functions such as recognition, signal transduction,
and transport of chemical entities through the membrane.

Biomembrane models, designed to capture some of the features of the cell membrane in a
simplified setting, have become a popular research subject [7, 8]. They are naturally less
complex than their biological counterpart, but can be relatively easily assembled, for example,
on suitable flat solid surfaces (supported membranes), or as spherical membrane compart‐
ments, often referred to as vesicles or liposomes [9]. In the past few decades, a large number
of model systems of increasing sophistication have been introduced, often with the purpose
to identify and study the role and function of lipids and other membrane components in the
cell [7, 10]. In particular, the two-dimensional fluidity of the membrane and their ability to
harbour proteins have been in the centre of attention.

Although self-organization of lipid molecules to lipid membranes occurs spontaneously,
which is frequently exploited to assemble membranes from lipid mixtures in solution in
experimental settings, controlled assembly and preparation of stable, well-defined phospho‐
lipid films on supporting surfaces, such as glass, metals and metal oxides, are still challenging
engineering tasks.

The deposition of lipid reservoirs onto various solid surfaces leads to formation of self-
spreading surface-supported lipid films [1, 11]. Lipid reservoirs range from manually depos‐
ited single sources (multilamellar liposomes) to liposome suspensions of different particle sizes
[10, 12], which can be directly transferred onto the substrate, either manually with glass
microneedles [13] or by means of sophisticated microfluidic instrumentation [10, 14]. The
following chapter is dedicated to the formation of lipid mono- and bilayer membranes by
means of self-spreading from a lipid source. The result of lipid spreading is typically a solid-
supported self-assembled membrane, i.e., a continuous supramolecular structure with two-
dimensional fluidity. Each of the three forms of supported membranes mentioned above
represents a real biological structure. Monolayers surround lipid droplets in cells, which are
small stocks of lipid molecules regulating lipid metabolism of the cell [15]. Single bilayers are
– in terms of composition – simplified versions of the plasma membrane of cells, which resides
on top of the cytoskeleton. Spreading double bilayers are reminiscent of spreading cell
membranes, which in addition to a lipid membrane contain actin filaments [16]. Accordingly,
each of the supported membrane types can be utilized in experimental studies to address
different questions. The supported bilayer is the most commonly used model system, as it
directly resembles the membrane of the biological cell. Supported bilayer structures can be
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easily prepared in an aqueous environment on available surfaces that are compatible with
microscopy experiments, such as glass, mica, or sapphire plates. Nowadays, with microfabri‐
cation and micromanipulation equipment being commonplace, a greater variety of surfaces is
available, for example, silicon or aluminium oxide coated glass, which opened pathways for
the generation of self-spreading double bilayers from lipid reservoirs. In particular, amor‐
phous fluoropolymers and the epoxy photoresist SU-8, which can be utilized to coat and
pattern a variety of surfaces with nanoscopic polymer films [17, 18], have enabled experiments
where single reservoirs are manually deposited, allowing for the controlled generation of self-
spreading lipid monolayers. Table 1 gives an overview over the most relevant publications
[19 - 54] in the area of lipid film research from 1985 to present. It covers fabrication, biophysical
characterization, and utilization in, for example, membrane protein studies.

Article title Authors Source title Year Reference Key points

1
Wetting: Statics and
dynamics

De Gennes,
P.G.

Rev. Modern
Phys.

1985 [19]
One of the first articles in
wetting of liquids on solid
substrates, cited 3700 times

2

Translational and rotational
drag coefficients for a disk
moving in a liquid
membrane associated with a
rigid substrate.

Evans E. And
Sackmann S.

Journal of Fluid
Mechanics

1988 [20]

First theoretical framework of
spreading/wetting membranes
and relation to friction (drag)
coefficient; supports the current
model explained throughout
the chapter.

3
Phenomenology and kinetics
of lipid bilayer spreading on
hydrophilic surfaces.

Rädler J. et al. Langmuir 1995 [2]

Pioneer study, kinetics of lipid
wetting via self-spreading lipid
reservoirs: bilayer, double
bilayer membranes

4
Supported membranes:
scientific and practical
applications.

Sackmann, E. Science 1996 [8]

First examples of polymer
cushioned protein incorporated
bilayers, double bilayers,
supported lipid bilayer-based
biosensors

5

Wetting films of lipids in the
development of sensitive
interfaces. An
electrochemical approach.

Kochev V. And
Karabaliev M.

Advances in
Colloid and

Interface Science
2004 [21]

Review of basic principles
underlying the techniques of
formation, as well as the
conditions of the films stability.

6

Growth of giant membrane
lobes mechanically driven by
wetting fronts of
phospholipid membranes at
water-solid interfaces.

Suzuki K. and
Masuhara H.

Langmuir 2005 [22]
Multilayer self-spreading lipid
bilayers
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Article title Authors Source title Year Reference Key points

7
Wetting fibers with
liposomes.

Borghi N. et al.
J. of Colloid and

Interface Sci.
2005 [23]

Coating fibers with lipids
through lipid wetting

8

Following the formation of
supported lipid bilayers on
mica: A study combining
Afm, Qcm-D, and
ellipsometry.

Richter R.P. et al.
Biophysical

Journal
2005 [24]

Study of bilayer formation
dynamics by a combination
approach of different analytical
surface techniques

9

On the kinetics of adsorption
and two-dimensional self-
assembly of annexin A5 on
supported lipid bilayers.

Richter R.P. et al.
Biophysical

Journal
2005 [25]

Supported membrane protein
studies

10
Formation of solid-supported
lipid bilayers: An integrated
view.

Richter R.P. et al. Langmuir 2006 [26]
Study of bilayer formation
dynamics

11

Supported lipid bilayer
self-spreading on a
nanostructured silicon
surface.

Furukawa K. et al. Langmuir 2006 [27]
Self-spreading in combination
with nanostructured surfaces

12

Direct immobilization of
cholesteryl-TEG-modified
oligonucleotides onto
hydrophobic SU-8 surfaces.

Erkan Y. et al. Langmuir 2007 [28]
Lipid monolayer self-
spreading/wetting

13
Controlled formation and
mixing of two-dimensional
fluids.

Czolkos I. et al. Nano Letters 2007 [3]
Lipid monolayer self-
spreading/wetting

14
Supported lipid bilayer/
carbon nanotube hybrids.

Zhou X. et al. Nature Comm. 2007 [29]
Lipid wetting over single-
walled carbon nanotube
transistors

15
Membrane lipids: where they
are and how they behave.

Van Meer G. it al.
Nature Rev.

Mol. Cell Biol.
2008 [30]

Review on plasma membrane
lipids: structure, phase
behavior, function

16

Plasma membrane area
Increases with spread area by
exocytosis of a GPI-anchored
protein compartment.

Gauthier N.C. et
al.

Mol. Biology of
the Cell

2009 [31]
Cell membrane spreading
similar to double lipid bilayer
spreading

17

Protrusive growth and
periodic contractile motion
in surface-adhered vesicles
induced by Ca2+-gradients.

Lobovkina T. et al. Soft Matter 2010 [11]
Double lipid bilayer self-
spreading/localized Marangoni
flow
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18
Fractal avalanche Ruptures
in biological membranes

Gözen I. et al.
Nature

Materials
2010 [4]

Double lipid bilayer self-
spreading, wetting through
rupturing

19

Quartz crystal microbalance
with dissipation monitoring
of supported lipid bilayers on
various substrates

Cho N.J. et al.
Nature

Protocols
2010 [32]

QCM-D as a measure of
wetting of solid surfaces by
lipid bilayers

20

Changes in wetting and
energetic properties of glass
caused by deposition of
different lipid layers.

Gołabek M.,
Hołysz L.

Applied Surface
Science

2010 [33]

Investigation of wetting and
energetic properties of different
lipid layers deposited on the
glass surface, carried out by
contact angles measurements
and determination of the
apparent surface free energy .

21
A Self-assembly route for
double bilayer lipid
membrane formation

Han X. et al.
ChemPhysChe

m
2010 [34]

Bilayer on bilayer formation
using fusogenic reagents

22
Evolution of supported
planar lipid bilayers on step-
controlled sapphire surfaces

Isono T.,
Ikeda T., and

Ogino T.
Langmuir 2010 [35]

Supported bilayer wetting on
varying topology

23

Templating membrane
assembly, structure, and
dynamics using engineered
interfaces

Oliver A.E. and
Parikh A.N.

Biochim.
Biophys. Acta -
Biomembranes

2010 [36] Monolayer/bilayer/interfaces

24

Calcium-ion-controlled
nanoparticle-induced
tubulation in supported flat
phospholipid vesicles

Gözen I. et al. Soft Matter 2011 [37]
Lipid wetting is tuned with
Ca2+ ions, leading to tubulation

25

Control of dynamics and
molecular distribution in a
self-spreading lipid bilayer
using surface-modified metal
nanoarchitectures.

Nabika H. et al.
Phys. Chem.
Chem. Phys.

2011 [38]
Self-spreading bilayers on
nanostructures

26

Using patterned supported
lipid membranes to
investigate the role of
receptor organization in
intercellular signaling

Nair P.M. et al.
Nature

Protocols
2011 [39]

Protocol supported bilayer,
SUV rupture
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Article title Authors Source title Year Reference Key points

27
Mechanism of lipid
nanodrop spreading in a case
of asymmetric wetting.

Mohamad, S. et al.
Physical Review

Letters
2012 [40]

Involves surface-enhanced
ellipsometric contrast
microscopy to observe the
spreading of egg
phosphatidylcholine
nanodroplets on a hydrophilic
substrate

28

Instrumental methods to
characterize molecular
phospholipid films on solid
supports

Gözen I. and
Jesorka A.

Analytical
Chemistry

2012 [41]
Review on characterization
methods and tools for surface-
supported membranes

29
Evidence for membrane flow
through pores in stacked
phospholipid membranes

Gozen I. et al. Soft Matter 2012 [42]
Wetting of proximal bilayers
via rupturing of distal bilayers

30
Mechanical feedback between
membrane
tension and dynamics

Gauthier N.C. et
al.

Trends in Cell
Biology

2012 [43] Cell spreading

31
Glycans pattern the phase
behaviour of lipid membrane.

Subramaniam
A.B. et al.

Nature
Materials

2013 [44]

How self-spreading model
membranes can be used to
understand membrane-
mediated transport processes.
Findings indicate an intimate
coupling between cellular
lipidomes and glycomes.

32

Multiplexed biomimetic lipid
membranes
on graphene by dip-pen
nanolithography

Hirtz M. et al. Nature Comm. 2013 [45]
Lipid bi-/multilayer wetting
using dip-pen lithography

33
Repair of large area pores in
supported double bilayers

Gözen I. et al. Soft Matter 2013 [46]
Different cause of bilayer-on-
bilayer wetting

34
Mechanics of spreading cells
probed by atomic force
microscopy

Pietuch A., and
Janshoff A.

Open Biology 2013 [47] Cell spreading

35

Lab on a Biomembrane:
Rapid prototyping and
manipulation of 2D fluidic
lipid bilayer circuits

Ainla A. et al.
Scientific
Reports

2013 [10]
Printed/spreading bilayers
deposited by a microfluidic
pipette

36
Spatial organization of
cytokinesis

Nguyen P.A. et al. Science 2014 [48]
Supported bilayers used to
study the effect of (artificial)
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signaling reconstituted in a
cell-free system

centrosomes, an application
example

37

Effective Brownian ratchet
separation by a combination
of molecular filtering and a
self-spreading lipid bilayer
system.

Motegi T. et al. Langmuir 2014 [49]

Nanofabricated obstacle-based
molecular filtering of self-
spreading lipid bilayer
membrane

38

Arrayed lipid bilayer
chambers allow single-
molecule analysis of
membrane transporter
activity

Watanabe R. et al. Nature Comm. 2014 [50]

Lipid wetting from a lipid
reservoir, this time not onion-
like but dissolved lipids in
solvent used for single-
molecule studies

39
Solvent-assisted lipid
bilayer formation on
silicon dioxide and gold

Tabaei S. et al. Langmuir 2014 [51]
Impact of solvent in membrane
wetting type

40

Nanopatterning of mobile
lipid monolayers on electron-
beam-sculpted teflon AF
surfaces

Shaali M. et al. ACS Nano 2015 [52]
Precise patterning of self-
spreading monolayers using E-
beam lithography

41

Discovery of the migrasome,
an organelle mediating
release of cytoplasmic
contents during cell
migration

Ma L. et al. Cell Research 2015 [53]
Plasma membrane dewetting
on solid support during cell
migration

42
A versatile nano display
platform from bacterial
spore coat proteins

Wu, I.-L. et al. Nature Comm. 2015 [[54]]
Solid support as micron-size
silica beads (spherical) instead
of flat surfaces

Table 1. Selected publications in the field of lipid self-spreading/wetting

2. Surfaces and interfaces

Supported lipid membranes form on solid surfaces, where many of the membrane properties
are depending on the properties of the underlying surface, including material and composi‐
tion, surface charge, roughness, and surface tension. The wetting phenomena observed in
double bilayers only occur on solid high-energy surfaces, such as silicon oxide, or aluminium
oxide films. In contrast, the wetting phenomena leading to lipid monolayers occur exclusively
on low-energy hydrophobic polymer surfaces. The surface tension is a central concept, that is,
in principle, a measure of how much energy is associated with a surface per unit area. If in a
thought experiment a cube with the side length a, consisting of a solid material, is split into
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two parts of identical size, work of cohesion W must be exerted, equal to the difference in free
energy G2–G1, which characterize the system before and after the split. If A = a2 is the area of
the separation, then F = W/A is the surface free energy of the newly created surfaces. The surface
tension σ of the material can be defined, which is a measure of how much work is required to
create a surface of area A [55]:

FF A
A

s ¶
= +

¶
(1)

High-energy surfaces (σ > 500 Nm/m) are composed of atoms which are attached to each other
by covalent, ionic, or metallic bonds. Examples include metals, diamond, silica, glasses, and
ceramics. Molecules of low-energy surfaces, such as various polymers, are attached to each
other by the weaker van der Waals interactions or hydrogen bonds. It is evident that the
intermolecular forces which determine the surface energy of a material also determine latent
heat, melting, and boiling point. Materials with high boiling points (T > 2000°C) usually also
have high-surface energies.

In water (and likewise in other monomolecular fluids), the molecules in the bulk are sur‐
rounded by other water molecules, where they are energetically indistinguishable. Only at
solid and gas interfaces (e.g., the walls of a container, or the water vapour/water interface in
an open container), there are molecules which experience different forces. The resulting
energetic differences with respect to the bulk molecules are reflected by the interfacial tension
of the solid–liquid interface σSL , and the surface tension of the liquid σLV  at the liquid–vapour
interface. Accordingly, the surface tension of a solid in equilibrium with a liquids vapour is
σSV . A typical value of σLV   for water is 73 mN/m [56, 57]. Temperature increase and added
solutes lead to a noticeable decrease in surface tension. At a contact line between liquid, solid,
and fluid at equilibrium (e.g., a fluid droplet in saturated air on a planar surface), the three
interfacial tensions are force-balanced. The Young equation describes this force balance, and
introduces a contact angle ϑ between the fluid/vapour and fluid/solid interface as a convenient
measure of surface hydrophobicity/hydrophilicity:

 cosSV SL LVs s s J- = (2)

Hydrophobic (or high-energy) surfaces feature small contact angles of ϑ < 90 °, since the system
is minimizing its free energy by spreading the droplet across the surface. The dynamics of
wetting and spreading of fluids on solid surfaces have been extensively reviewed in other
publications [58] and will not be further discussed here. However, the Young equation allows
only direct observation of σLV  and ϑ. Direct comparison of solid surfaces by means of their
surface tensions is not possible, since these values cannot be obtained in a straightforward
manner. By introducing the concept of a critical surface tension σc, at which complete wetting
occurs (cos ϑ = 1), solids can be well compared with respect to their wetting behaviour.
Materials with strong cohesion, such as oxides and metals, can be categorized under high
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critical surface tension materials (σc >> 100 mN/m), whereas polymers and other organic films
typically feature low critical surface tensions (σc < 50 mN/m). The nature of lipid films formed
on such surfaces depends very much on the surface energy.

In addition, the roughness of a surface is of considerable importance to its wetting properties,
which was discovered by Wenzel in 1936 [59]. In nature, topographical surfaces with regular
or irregular features on the micro- or nanoscale have a water-repelling function. The most
prominent examples are the leaves of the Sacred Lotus, which has a nanopatterned surface to
protect it from water, and the skin of sharks, which give the animal the ability to move faster
in water. These superhydrophobic surface features, which are characterized by very large
contact angels of ϑ > 150°, cannot be described by the Young equation, but by the Cassie-Baxter
surface model [59]. According to that model, which is applicable to extreme surface texture,
water droplets cannot wet the surface, since they are forced to remain on top of the structures.
The prominent topographical features prevent wettings, because the surface would have to
bend down into the gaps, which would result in high local curvatures and high Laplace
pressures, but also in an increased surface-to-volume ratio. Both surface energy and roughness
have an influence on the wetting properties of lipid material when it comes in contact with the
surface. For example, fluorocarbon films, generated by plasma decomposition and deposition
of perfluorinated hydrocarbons, are more hydrophobic than epoxy polymer films, but their
greater roughness makes them comparatively less suitable for large area spreading of lipid
monolayers [60].

3. Lipid self-spreading

A lipid reservoir brought into contact with a solid substrate leads to wetting of the surface by
lipids in the form of a molecularly thin phospholipid film. Lipid reservoirs can be considered
as stocks of phospholipid molecules and can exist in various forms. Rädler et al. have used
“solid lipid sources” as reservoirs, which they have described as irregularly wrapped (entan‐
gled) layers of lipid bilayers [2]. The reservoirs have been referred to as “lipid lumps” in a few
other studies and illustrated as liquid drops in which the individual lipid molecules are
randomly oriented [22]. Multilamellar vesicles (MLVs) containing several hundreds of lipid
bilayers packed in a compact sphere can also be employed as lipid reservoirs [4, 11]. Because
of their dense, layered structure, such vesicles are also referred to as “onion shell vesicles” [61].
The internal molecular structure of such lipid reservoirs can be complex and the mechanisms
of initiation of wetting from such reservoirs have not yet been fully understood. We will further
comment on the potential impact of the lipid reservoir structure on wetting dynamics in the
later paragraphs of this chapter.

Due to wetting, individual lipids originating from a lipid source self-assemble on a solid
surface as a planar lipid film, extending the surface area over a distance of several tens to
hundreds of microns. The wetting motion of lipids on solid substrates is therefore commonly
referred to as “lipid spreading”. Since the spreading is generally not initiated due to an external
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stimulus, but begins rather spontaneously, ensuring energetically the most favourable
conditions, the spreading is further defined as “lipid self-spreading”.

In context of this chapter, lipid wetting of a solid substrate occurs in biologically relevant
conditions, e.g., in water-based physiological buffers. Let us consider the spreading of a lipid
monolayer. When a lipid source is deposited on a hydrophobic substrate in the presence of an
aqueous solution, surface tension at two interfaces may play a role in wetting. One is the
tension at interface of lipids with the solid substrate (σL ), the second is the tension at the
interface of aqueous buffer (σA) with the solid substrate. In other words, the surface can be
wetted by either phospholipids emerging from the lipid source or by the water molecules in
the buffer. Lipid spreading will initiate spontaneously if the surface free energy of the system
would be reduced during spreading. This is possible if σL  is lower than σA. Accordingly, lipids
would migrate from the lipid source to wet the substrate.

Structure of the wetting lipid film depends on the nature of the solid surface, e.g., if it is of high
or low energy, a hydrophilic or hydrophobic substrate. Single bilayers tend to form on
moderately hydrophilic substrates such as glass. Double bilayer wetting can be observed on
silicon oxides and multiple metal oxide surfaces which are generally considered to be high-
energy substrates. On hydrophobic surfaces like fluoropolymers or the epoxy SU-8, lipids
spread as monolayers, i.e., as a single leaflet of a lipid bilayer. This can be expected since the
hydrocarbon chains of lipid molecules would tend to face towards the hydrophobic surface.

The mechanism of interaction with the surface during wetting varies, depending on the nature
of the substrate. The monolayer lipids form due to the hydrophobic interactions with the
surface. Spreading monolayers screen along the buffer–surface interface, establishing a direct
contact with the hydrophobic substrate (Figure 1a). During single bilayer spreading on glass
or mica, there remains a thin (few nm) lubricating layer beneath the membrane (Figure 1b).
The bilayers spread by “sliding” on top of the water layer. The interaction between the bilayer
and the surface is governed by hydration and the van der Waals forces. Double bilayer
spreading on highly oxidized silica or other metals is mostly under the influence of electrostatic
interactions. Physiological buffers have high ionic strength and contain multivalent ions, for
example, Ca2+ or Mg2+. These positively charged entities in the ambient solution act as “fuso‐
genic agents” and establish bridging connections between the negatively charged phospholi‐
pid headgroups and the negatively charged surface (Figure 1c). This facilitates the spreading
of lipid films on oxidized surfaces. Concentrations of only a few mM/L [62] of divalent cations
and 10–5 M of trivalent cations have a dramatic effect on surface potentials. For instance, they
can neutralize a negatively charged surface and even start to accumulate positive charges [62].
A few studies have reported on multi-bilayer spreading featuring up to seven bilayers on
Si/SiO2 surfaces [22, 63], but very little is known about the spreading dynamics.

Self-spreading of multilamellar vesicles on solid substrates leads to circular lipid patches
(Figure 1d). The main reason for the circular geometry lies in the spreading dynamics which
is characterized by Darcy flow. Briefly, the spreading front can be described by the same
equation that is used to describe a Saffman-Taylor instability (a specific form of Darcy flow),
but with the opposite sign. Therefore, any perturbation from a circular shape during spreading
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spreading on highly oxidized silica or other metals is mostly under the influence of electrostatic
interactions. Physiological buffers have high ionic strength and contain multivalent ions, for
example, Ca2+ or Mg2+. These positively charged entities in the ambient solution act as “fuso‐
genic agents” and establish bridging connections between the negatively charged phospholi‐
pid headgroups and the negatively charged surface (Figure 1c). This facilitates the spreading
of lipid films on oxidized surfaces. Concentrations of only a few mM/L [62] of divalent cations
and 10–5 M of trivalent cations have a dramatic effect on surface potentials. For instance, they
can neutralize a negatively charged surface and even start to accumulate positive charges [62].
A few studies have reported on multi-bilayer spreading featuring up to seven bilayers on
Si/SiO2 surfaces [22, 63], but very little is known about the spreading dynamics.

Self-spreading of multilamellar vesicles on solid substrates leads to circular lipid patches
(Figure 1d). The main reason for the circular geometry lies in the spreading dynamics which
is characterized by Darcy flow. Briefly, the spreading front can be described by the same
equation that is used to describe a Saffman-Taylor instability (a specific form of Darcy flow),
but with the opposite sign. Therefore, any perturbation from a circular shape during spreading
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will be rapidly damped. We will explain thoroughly why membrane flow is a form of Darcy
flow in the next section.

The overall tension (σS) during lipid wetting is expected to be:

S A Ls s s= - (3)

Figure 1. Lipid self-spreading. Illustrations showing in a side view the cross-sectional edge profiles of a spreading (a)
monolayer, (b) single bilayer, and (c) double bilayer. The spreading monolayer is directly in contact with the substrate.
The single bilayer exhibits sliding motion on a thin lubricating water layer. During double bilayer spreading, positive‐
ly charged ions bridge the proximal (lower) bilayer to the surface, where the distal (upper) bilayer slides on a layer of
water trapped in between the two layers. ζ indicates the region where the friction is effective during spreading. v is
the velocity of the spreading membrane. (d) Laser scanning confocal micrograph of a self-spreading double bilayer
(top view). The bright spot at the centre of the circular patch is the multilamellar lipid reservoir, from which lipid ma‐
terial is drawn.

Lipid self-spreading is therefore considered to be a form of Marangoni flow, which is the mass
transfer between two fluids along an interface in a surface tension gradient. During spreading,
there is mass transfer of lipids towards the buffer solution along the solid substrate.

The lipid reservoir has also an internal tension (σ0) which will resist the spreading. The
spreading power (S) can thus be formulated as the difference between overall interfacial
tension and the tension of the reservoir:

0 0S A LS s s s s s= - = - - (4)

Note that the terms in Eq. (3) and (4) may not fully represent the single and the double bilayers.
As described above, during monolayer spreading the lipids replace the water molecules on
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the surface; therefore, terms σL  and σA are appropriately describing the driving forces in lipid
monolayer spreading. For the other two types of spreading, more complicated surface
interactions may play a role. For instance, because of the existing lubricating water layer
between the surface and the membrane during single and double bilayer spreading, the water
molecules are not essentially replaced by lipids. Therefore, σS  can simply be defined as the
adhesion energy between the membrane and the surface, instead of the surface tension
differences of σA and σL .

Different wetting modes of phospholipids can be distinguished by a kinetic spreading
coefficient, β ; which is directly related to velocity (v) of the spreading membrane:

( )v t
t
b

= (5)

The spreading power (S), which quantifies the driving force for the spreading process, is
composed of the spreading and the friction coefficients (ζ):

2
Sb
z

= (6)

Next, we will formulate the spreading coefficients for different modes of lipid self-spreading
on solid supports. These modes include monolayers, single bilayers, and double bilayers. We
will first adapt a one-dimensional model which had been originally proposed by Rädler et al.
for single lipid bilayer spreading [2].

We make two main assumptions to establish our model, which would be valid for all three
types of lipid spreading:

i. membrane flow can be described by a two-dimensional Stokes equation:

2v vz s m= Ñ - Ñv v (7)

where μ is the membrane viscosity (10–3 dyn s cm–1) [64] and v is the membrane velocity. The
first term describes the frictional forces and the second term the viscous shear forces. The
viscous forces are only influential in membrane dynamics if the length of the membrane is
below 30 nm. We will discuss in the next section in detail how the critical length (L c), at which
the impact of viscous forces is comparable to the frictional forces, has been determined. Since
the lengths of the supported membranes are way above 30 nm, we now eliminate the second
term in Eq. (7) and take into account only the first term:

 dv v
dx
sz s z= Ñ Þ =v (8)
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This means that the tension gradient (∇σ) which drives the spreading process is balanced by
the frictional stress. For a monolayer or a single bilayer, ζ applies to the region between the
surface and the lipid film. For a double bilayer membrane, ζ is effective between the proximal
(lower) and the distal (upper) bilayers. This is due to the tank-thread-like motion of the double
bilayer. In this type of motion, the proximal layer is immobilized as soon as it is fused to the
surface via the multivalent ions and the distal bilayer slides over the proximal bilayer and lays
onto the substrate. This is why the self-spreading double bilayer has been called by Rädler et
al. “a rolling bilayer” [2].

ii. To a first degree of approximation, lipid membranes are incompressible [20].

0 0dvv
dx

Ñ = Þ =
r (9)

Combining Eq. (8) and (9) leads to:

2

2 0d ax b
dx
s s= Þ = + (10)

σ(R)=σs, where σs is the tension due to the adhesion to the surface. σ(0)=σ0 is the tension of the
lipid reservoir.

0
0

s x
R

s s
s s

-
= + (11)

Combining Eq. (10) and (11) leads to:

0
0ors

sv vR
R

s s
z z s s

-
= = - (12)

This means that the membrane flow caused by the tension difference over a radius R is
dissipated by the friction. The velocity at the spreading edge of a double bilayer (vR) will be
half the velocity of the membrane (v) since the spreading edge exhibits rolling motion, where
only half of the membrane material is laid upon the substrate. The membrane velocity of a
monolayer or a single bilayer will be equal to the velocity at the spreading edge since such
rolling motion is not performed. Because of this distinction among the spreading dynamics of
different types of membranes, we will explain the model from this point on under two groups:
(1) monolayer and single bilayers, (2) double bilayers. The equations for the calculation of β
for group 1 will be denoted as “a” in the left column, and for group 2 as “b” for the right column.
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The membrane velocity with respect to the velocity at the spreading edge at a distance R from
the center is:

One-dimensional monolayer/single bilayer

(a)

One-dimensional double bilayer

2 (b)

dRv
dt

dRv
dt

=

=

(13)

Eq. (12a) and (12b) can be inserted into Eq. (12), which leads to:

0

0

(a)

(b)

One-dimensional monolayer/single bilayer

One-dimensional double bilayer

2

s

s

dR R
dt

dR R
dt

z s s

z s s

= -

= -

(14)

During spreading, the radius of the circular lipid patch would grow from R0 (the reservoir
radius) at time t0 to R(t) at time t . Integrating the left side of Eq. (13a) and (13b), from R(0) to
R(t) and the right side of the equations from time t =0 to t  gives:

2
0

2
0

One-dimensional monolayer/single bilayer
1 ( ) ( ) (a)
2

One-dimensional double bilayer
( ) ( ) (b)

s

s

R t t

R t t

z s s

z s s

= -

= -

(15)

The radius of the spread at t = 0 is R (0) = 0. Rearranging Eq. (14a) and (14b) gives:

0

0

One-dimensional monolayer/single bilayer
2( )

( ) (a)

One-dimensional double bilayer
( )

( ) (b)

s

s

tR t

tR t

s s
z

s s
z

-
=

-
=

(16)
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The derivative of R(t) in Eq. (15a) and (15b) with respect to t  is the velocity of the membrane
v :

0

0

One-dimensional monolayer/single bilayer
( )

(a)
2

One-dimensional double bilayer
( )

(b)
4

s

s

dRv
dt t

dRv
dt t

s s
z

s s
z

-
= =

-
= =

(17)

As mentioned above, the spreading power S =σs −σ0, is the product of the spreading coefficient
and the friction coefficient:

(6)
2
Sb
z

=

Inserting Eq. (6) into Eq. (16a) and (16b) will provide the spreading coefficient β for monolayer–
single bilayer and double bilayer spreading, respectively.

One-dimensional monolayer/single bilayer

(a)

One-dimensional double bilayer

(b)
2 R

v
t

v v
t

b

b

=

= =

(18)

After determining the spreading coefficient with regards to membrane velocity by adapting a
one-dimensional model, we will now determine the relationships for a two-dimensional
model. The two-dimensional model would provide more insights for lipid self-spreading in
correlation with experiments, since the two-dimensional wetting of a lipid membrane can be
monitored experimentally, for example, via confocal microscopy (Figure 1d). In such experi‐
ments, a self-spreading membrane doped with a membrane-attached fluorophore can be
observed from top view as a circular patch with quite a distinct circumference (Figure 1d). On
this circular patch, we imagine an arbitrary ring with an inner radius r1 and the outer radius
r2 (Figure 1). During the spreading of an incompressible membrane, the number of lipid
molecules within this ring should be constant. The law of mass conservation would require
the flux – rate of lipid flow per cross-sectional area – at distance r1 (J1) and r2 (J2) to be equal.

1 2J J=
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The lipid molecules coming from the reservoir will pass through r1 with velocity v1, and
subsequently r2 with velocity v2 :

1 21 22 2r rr v r vp r p r=

where ρ is the particle density. Note that we had earlier assumed the membrane to be incom‐
pressible, thus ρ is constant. Therefore, rvr  is constant. This means that the velocity vr  of the
lipid molecules at any arbitrary circle with radius r  can be related to the velocity vR of the lipids
at the spreading edge as following:

r Rrv Rv= (19)

We will initiate the formulation of our two-dimensional model by rearranging Eq. (19):

vr = R
r vR. As explained above, during the determination of the one-dimensional model, the

dynamics of spreading monolayers-single bilayers and the double bilayers will be formulated
separately due to the variations in the spreading edge velocity. We will use notation “a” for
the equations defining the monolayers/single bilayers and “b” for the equations defining the
double bilayers.

Two-dimensional monolayer and single bilayer

(a)

Two-dimensional double bilayer

2 (b)

r

r

R dRv
r dt

R dRv
r dt

=

=

(20)

The velocity of the spreading edge of the double bilayer membrane is again half the velocity
of the membrane (vr). The radial tension gradient drives the spreading process and it is
balanced by the frictional stress (Eq. 7):

 r
dv v
dr
sz s z= Ñ Þ =v

Inserting Eq. (19a) and (19b) into Eq. (8) gives:

Two-dimensional monolayer and single bilayer

(a)

Two-dimensional double bilayer

2 (b)

r

r

R dR dv
r dt dr

R dR dv
r dt dr

sz

sz

= =

= =

(21)
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Integrating Equations (20a) and (20b) from R0 (the reservoir radius at time t0) to R (the radius
of the growing circular lipid film at time t) gives:

0
0

0
0

(a)

(b

Two-dimensional monolayer and single bilayer

( )  

Two-dimensional double bilayer

2 ( )  )

s

s

dR RR ln
dt R

dR RR ln
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z s s

z s s

= -

= -

(22)

The spreading power (S =σs −σ0) is the product of spreading coefficient and friction coefficient.
Eq. (21a) and (21b) are therefore rearranged as following to obtain the two-dimensional
spreading coefficients:

0

0

0

0

Two-dimensional monolayer and single bilayer

( )  2 (a)
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( )  2 (b)
2

s

s

dR RR ln
dt R

dR RR ln
dt R

s s
b

z

s s
b

z

-
= =
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(23)

By monitoring the self-spreading of a fluorescently labelled monolayer on a SU-8 surface over
time under a microscope, β has been calculated to be 1−3  μm 2 / s. [3] Note that SU-8 is a
hydrophobic epoxy polymer that is commonly used as substrate, due to its favourable
processing properties [3, 60]. In content of the same study, Eq. (22 a/b) have been solved
numerically and shown to yield a good fit with the experimental data. The tension of the
reservoir is considered to be on the order of the lysis tension of a single bilayer membrane
(6  mN / m). “Lysis” can be thought of as the process of breaking down a single bilayer. Since
a multilamellar reservoir consists of several bilayers, monolayer spreading can only be
initiated by the lysis of a single bilayer within the reservoir. The spreading power S  is the
difference in the adhesion energy at the membrane-SU-8 interface (σS) and the reservoir (σ0):
 σS −σ0. For simplicity, S  has been assumed to be in the order of the reservoir tension. Taking
β ≈3  μm 2 / s and S  as 6  mN / m, ζ for monolayers spreading on a SU-8 has been estimated to
be ∼109  Pas / m. This value is comparable to the friction coefficients estimated between the
monolayer leaflets within a bilayer (∼108−109  Pas / m) [3, 65].

Rädler et al. have reported the experimental values of β for a sliding bilayer to be up to
43  μm 2 / s. [2] The high β values indicate a much faster spreading motion compared to the
monolayers. This is predictable since the presence of the lubricating water layer (25  Å)
enhances the sliding by reducing friction.
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The friction coefficient, which characterizes the lower monolayer leaflet of the distal bilayer
and the upper monolayer leaflet of the proximal bilayer during bilayer rolling (double bilayer
spreading), has been experimentally determined to be 5x107  Pa.s / m. [4] However, a spreading
coefficient for double bilayers has not yet been revealed. This may be due to the relatively
complicated spreading dynamics of double bilayer membranes. The few assumptions we have
made above to develop a theoretical model for the calculation of spreading coefficients may
not necessarily be fully satisfied for double bilayers. For example, we assumed that the tension
of the reservoir was constant at all times during spreading. However, there is evidence
confirming that the inter-bilayer defects naturally exist or spontaneously form in such
reservoirs [42, 66]. In this case, the reservoir tension would be expected to vary, as it cannot be
maintained. Similarly, Rädler et al. have reported ceasing of double bilayer self-spreading due
to the exhaustion of the lipid source [2]. Another variable parameter during double bilayer
spreading would be the thickness of the water layer, on which the distal bilayer slides. During
the spreading of single bilayers, the inter-bilayer distance is regulated by the hydration forces
and van der Waals interactions, as mentioned above. For a distal bilayer sliding on a proximal
bilayer, no such forces apply. Additionally, surface roughness, irregularities or defects may
cause the thickness of the water layer to alter, which would in turn influence the magnitude
of friction.

4. Lipid membrane rupturing

In the previous sub-chapter, we described the details of the spreading motion of lipids on solid
supports in various forms, without reporting on the eventual outcome of such spreading.
Spreading continues until the reservoir is depleted, or exhausted due to defects. This will cause
termination of lipid supply from the source to the spreading membrane, so that the spreading
motion will slow down and eventually almost stop. In the meantime, the adhesion energy
remains constant. This means that regardless of the insufficient lipid supply, the spreading
edge of the membrane will favour lipid wetting and tend towards adhering. Note that a lipid
membrane cannot stretch more than 5% of its surface area [67]. The fate of the spreading from
this point on will differ depending on the type of the surface and corresponding spreading
mode.

When the reservoir is completely consumed and the spreading velocity reaches zero, the
circumference of a spreading monolayer starts to “evaporate” [68]. Evaporation occurs when
the hydrophobic tails of individual lipids lay open and completely adhere to the substrate. If
the membrane is tagged with fluorophores, the evaporating rim of the membrane can be
observed as a fuzzy edge rather than a distinct one. The driving force for the evaporation of
monolayers is the increase in entropy which in turn minimizes the Gibbs free energy.

Similarly, single bilayer spreading simply comes to an end when the reservoir is depleted. It
has recently been shown that an additional stock of lipids can be provided to a supported
bilayer lacking a reservoir, by using a microfluidic pipette device for continuous supply [10].
Briefly, at the tip of the microfluidic pipette, a virtual flow cell provides a steady hydrody‐
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namically confined flow, featuring a low Reynolds (Re) and a high Péclet (Pe) number. This
flow cell can therefore deliver liquid cargo locally to a surface under highly controlled laminar
flow conditions. By using the microfluidic pipette, it is possible to supply and fuse small
unilamellar lipid reservoirs (vesicles ~100  nm) into an existing lipid bilayer patch. This can
lead to interesting wetting behaviour. If the new supply of lipids are zwitterionic with a net
charge of zero (e.g., POPC), no further effect in wetting is observed and the size of the bilayer
lipid patch remains constant over time. If the lipid stock provided to the single bilayer patch
consists of cationic transfection lipids (e.g., DOTAP), the single bilayer starts to further wet the
substrate. This is possible due to the intercalation of DOTAP lipids into the membrane, which
are exposed via the microfluidic pipette. By means of the microfluidic device, spreading of
membranes can be precisely controlled, and patches of desired size and composition can be
easily generated. This provides a means of prototyping supported membranes in a rapid and
reproducible fashion.

For a double bilayer membrane, the free energy can further be minimized, if the distal bilayer
ruptures and adheres on the substrate. Rupturing of the distal membrane is possible if the
tension of the membrane increases due to the continuous adhesion of the membrane edge to
the substrate, and exceeds the lysis tension. In 2010, two forms of ruptures occurring in the
distal bilayer of spreading double bilayer membranes have been reported. The “floral”
ruptures, named after pore morphologies resembling flowers, can be observed mostly at the
centre of a circular lipid spread propagating towards its periphery (Figure 2a). Such pores
continuously grow until the double bilayer membrane entirely transforms into a single bilayer
membrane on the solid support. The second rupture type appears in “fractal” patterns, most
frequently at the circumference of the lipid patch, and develops inwards in the form of
avalanches (Figure 2b). Within the fractal ruptures there remain “islands”, the entrapped
regions of the distal membrane which are strongly pinned to the proximal bilayer. Except for
the islands, the lipid material of the upper bilayer migrates towards the edges (cf. Figure 1c)
and is deposited on the surface in the same manner as during floral rupturing. Since the fractal
ruptures propagate in form of avalanches, the wetted area on the surface increases step-wise
over time. Both types of rupture formation are spontaneous, and occur when the lipid reservoir
is exhausted. Discrimination among the two rupture types has been attributed to the amount
of pinning between the two bilayers. The pinning can be established by means of Ca2+ or other
multivalent cations present in the ambient buffer. A high number of pinning sites is assumed
to favour fractal morphology. Precise control of the number and location of pinning sites
during spreading/rupture experiments has not yet been achieved.

We want to dedicate this sub-chapter to membrane ruptures, as the displacement of the
membrane on the surface during rupturing is a form of wetting of the solid substrate, and also
a simultaneous form of de-wetting of the proximal bilayer membrane (Figure 2c). Next, we
will describe a mathematical analogy between the dynamics of floral ruptures and the
dynamics of flow in conventional “porous media”. A porous medium can be depicted as a
fluidic compartment packed regularly with particles, for example, micron-size beads. Such
fluidic media can consist of, for example, glycerol, oil, or water. If now a secondary fluid of
lower viscosity is pushed through the porous medium to displace the existing fluid, a mor‐
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phologically instable interface between the two immiscible fluids is formed. Common injection
fluids in flow experiments in porous media are water and air. Water can be injected only into
liquids with higher viscosity, e.g., glycerol, but is often used as the main medium itself, if the
injected fluid is air. The instability at the boundary of two immiscible fluids formed during
the flow in a porous medium exhibits complex, finger-like patterns, therefore, is referred to as
“viscous fingering” [69]. Membrane ruptures highly resemble these fingering instabilities. A
membrane flow causing edge instabilities is comprehensible since the lipid membranes are
considered as two-dimensional fluids. One interesting aspect regarding the similarities
between the viscous fingering and the membrane pore edge instabilities is the difference in
length scales: membrane ruptures are of micrometer size where fingering patterns is in the
order of centimetres.

Viscous fingering instabilities can be observed in a “Hele-Shaw cell”, which is an experimental
set up explicitly designed to simulate the flow in a three-dimensional porous media in a two-
dimensional environment. The cell consists of two flat glass plates, positioned in parallel and
separated with an infinitesimally small distance h . If h  is very small, the flow inside the cell
becomes incompressible (∇v→ =0). Eq. (7), which describes the force balance for spreading solid-
supported membranes, is in fact mathematically identical to the Brinkman equation used to
describe flow in porous media. Correspondingly, a characteristic length scale L c, which can
be determined from Eq. (7), is equivalent to the Brinkman length scale.

Eq. (7), which describes the membrane flow (ζv→ =∇σ), is the same as the Hele-Shaw equation,
a form of the Darcy equation specific to the Hele-Shaw flow. This flow can be expressed as:

2

12
hv P
h

= - Ñ
r (24)

where v→  is the velocity field. This vector mathematically describes the motion of the fluid where
the length of the vector field is the flow speed, h  is the distance between the two plates, η is
the viscosity of the fluid, and ∇ P  is the pressure gradient. η may depict the viscosity of the
existing in the Hele-Shaw cell (η1) or the subsequently introduced fluid (η2).

The inviscid edge at the moving boundary of the fluids is balanced by the pressure of the
invading liquid:

LP cg= - (25)

where P  is the pressure, γL  is the surface tension of the boundary, and c is the edge curvature.
If the viscosity of the injected fluid, such as air, is significantly lower than the viscosity of the
accommodating liquid, e.g., water or oil. In practice, the fluid can be considered to be inviscid
(zero viscosity). When a pore opens in the membrane, the water in the ambient buffer pene‐
trates into the ruptured areas of the membrane. However, mainly the friction influences the
flow dynamics of a supported membrane and the effect of water viscosity is considered to be
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insignificant. Hence, the opening of a pore in the membrane is equivalent to air injection to a
Hele-Shaw cell. At the boundary of a rupture, the membrane tension σ is balanced by the line
tension γ :

cs g= (26)

where c is the edge curvature of the rupture. The line tension emerges when lipids curve at
any membrane edge to avoid the exposure of the hydrophobic fraction of the lipids to the
aqueous environment.

The instability of a membrane pore edge, where the pore void represents an inviscid fluid, is
mathematically analogous to a Saffman-Taylor instability [69]. A periodic membrane edge
modulation can be expressed as u=ε  (t)sin(qx), where for a wavelength of L , ε is the peak
amplitude of the modulation. If Eq. (7) and (26) are solved with this boundary condition, where
∇v→ =0, the resulting wavelength gives the dynamics picture equivalent to the Saffman-Taylor
instability observed in a Hele-Shaw cell. The growth rate of an amplitude ε(q) with wave
number q =  2π

L  therefore is:
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Here, γ is the edge tension of the pore which corresponds to γL . V  is the mean velocity of the
interface at the pore edge.

In  a  basic  Hele-Shaw  cell  the  porosity  is  regular.  An  inhomogeneous  porosity  can  be
introduced into the cell by placing grains, e.g., glass beads at random locations. This leads
to  irregular  permeability  where  the  capillary  forces  become  significantly  effective  and
eventually cause fractal displacements termed invasion percolation clusters.  The percola‐
tion clusters form when invading fluid chooses the “path of least resistance”, entrapping
islands of the displaced fluid. This can be achieved, for example, by injecting air into water.
The displacements appear in characteristic bursts with a broad size distribution, known as
Haines jumps, which are similar to the avalanches observed during fracturing of the lipid
membranes. The islands within the clusters are comparable to the islands surrounded by
the fractal ruptures. Another similarity is the fractal dimension (D) of the ruptures: 1.71.
This is lower than the theoretically estimated dimension of a percolation cluster D = 1.83,
but equal to typical experimental values (1.70–1.71) [70].

A Hele-Shaw cell contains particles or beads which provide the effect of porosity. In between
the proximal and the distal membranes, there are no particles, but a corresponding effect is
established by “pinning”. The pinning can be due to the Ca2+ ions which bridge bits of the two
bilayers together [71]. The pinned regions become visible during formation of floral ruptures
in forms of thin threads at the pore edges [4]. The pinning points, where the fluidity is reduced,
act like solid particles and play the role of grains in a Hele-Shaw cell. One other reason for
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pinning can be the surface structure. Nanometer-sized grains of silicon dioxide (SiO2) are
known to create incisions in solid-supported lipid membranes. The granules of surface
therefore can punch through the proximal bilayer and act like particles placed in between the
two bilayers. The flow of lipids during rupturing is therefore considered to be through a porous
medium.

A clearly defined analogy between the fractal ruptures and the invasion percolation instabil‐
ities, as we have previously shown for the floral ruptures and the Saffman-Taylor instabilities,
has not yet been established. However, it is possible to estimate a characteristic length scale
for membrane pores, within which they are not expected to exhibit instabilities.

Free standing membranes produce circular pores with straight edges [72]. An instable pore
edge in such a membrane can be pictured as a wave or a modulation. The excess energy of an

instability compared to a straight edge (u = 0) over one wavelength is E =γ∫
0

L

dx 1
2 ( du

dx )2 =π 2γ ε 2

L .

The instable membrane pore edge will over time relax to a straight edge due to dissipation
which emerges from the two-dimensional Stokes flow of surfactants in the membrane. This
means we have to take into account the membrane viscosity (μ) regarding dissipation of the
excess energy at a pore edge. The dissipation scales as T Ṡ ~μ L 2 ( V

L )2 ~μV 2 ~με̇2. This has been
obtained by integrating over one wavelength L, the second term of the dissipation function of
spreading membranes (Eq. (32)), on which we will elaborate in the paragraphs further down.

Balancing the excess edge energy with dissipation (T Ṡ + Ė=0) leads (on a scaling level) to
ε̇ ~ 1

τ ε. Therefore, the relaxation time (τ) is:

~  Lmt
g

(28)

In a supported membrane, τ is much longer and increases rapidly with the wavelength of the
modulation: the dissipation due to sliding friction, over one wavelength L, scales as T Ṡ  =

∫dA 1
2 ζv 2 ~ζL 2ε̇2, where ζ   is the friction coefficient between the proximal and the distal

bilayers.

Balancing the dissipation and the excess energy of the instability gives:

3~  Lzt
g

(29)

A rupture propagating at velocity v exposes a membrane edge length L  in time τ = L
v . By

inserting τ into Eq. (29) gives a characteristic length (L c):
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= (30)

For modulations larger than L c, the ruptures will propagate before the edge shape modulation
can possibly relax. v   has been determined from experimental observations of fractal rupture
[4] to be 20−30  μm

s . Taking γ ≈  10 pN and ζ ~5x107 Pa.s
m , [4] L c is calculated as 0.1  μm. Above

this length, pore edge dynamics is too slow to secure a stable pore edge. The size of fractal
ruptures is in the order of several tens of micrometers and is therefore in agreement with the
prediction.

Biological cells can also spread their membrane material on solid supports, often in order to
be able to migrate. In some instances, a 200-nm thick lamellipodial sheet protrudes from the
cell body onto the substrate. [73] The sheet includes a double layer of plasma membrane in
addition to actin filaments sandwiched in between the layers. The detailed mechanism of
cellular wetting is a subject still under debate. Whether the proceeding edge is rolling or sliding
driven by actin polymerization is not yet known. The lamellipodia-based cellular wetting,
however, have been found to follow a similar power law as discussed in Section 1.3. [73]
Spreading of cells can also be promoted by introducing trivalent ions to the substrate, for
example, Eu3+ ions onto SiO2. [4] In such conditions, Chinese Hamster Ovary (CHO) cells
continuously adhere onto the substrate. Interestingly, the adhesion leads to the formation of
fractal ruptures [4] as well as the islands, in distal plasma membrane of spreading CHO cells.
Upon rupturing, the wetted area on the substrate suddenly increases in a step-wise manner,
similar to the fractal ruptures of the self-spreading double bilayers. The plasma membranes
are connected to the underlying scaffolding layer (cytoskeleton) via linking molecules. The
membrane flows around the linkers; the plasma membrane flow on cytoskeleton, therefore,
can be considered as a two-dimensional porous media flow, i.e., Darcy flow. The tension
causing the ruptures is still moderate and in the range of plasma membrane adhesion to the
cytoskeleton, or membrane–membrane adhesion, suggesting that such ruptures can in fact
occur in vivo.

Another form of lipid wetting on solid substrates involving ruptures is accommodated by
inter-membrane “defects” or “fusion pores” (Figure 2d). The fusion pores are nanometer-sized
circular conduits connecting two membranes in the shape of an hour-glass. The dimension of
pores (~  nm) makes direct observations with the current microscopy technologies tremen‐
dously challenging. An alternative way is to study the flow phenomena, indirectly, by the
fluorescent intensity-based wetting area analysis of membranes. [42] In the following para‐
graphs, we will talk about double bilayer membranes, 1% of which consist of fluorescently
tagged lipids. From the top view, such fluorescent distal membranes emit twice as intensely
as the proximal membranes; therefore, the two bilayers can be easily distinguished.

The double bilayer membranes mentioned above exhibiting floral or fractal ruptures consists
of two bilayers which are intact, performing a rolling motion. In some occasions, the proximal
and distal bilayers split along the circumference. After splitting, the proximal bilayer continues
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to wet the surface, which can be observed by increasing the wetted area on the substrate. The
area of the distal bilayer membrane remains unchanged over the time period of a few minutes,
followed by sudden decreases caused by instant avalanche ruptures. The decrease in the area
of the distal bilayer simultaneously causes an increase in the wetted area by the proximal
bilayer. This supports the notion of a physical connection among the two bilayers, through
which the lipids are transferred. The outer border of the distal membrane does not expand
along the peripheries upon rupturing, as occurs for the floral and fractal ruptures, indicating
that the distal membrane is not dragged by the proximal membrane along the circumference.
The stretching and eventual rupturing of the distal membrane can therefore be caused by the
downwards lipid flow towards the proximal bilayer, most likely through narrow vertical
channels. [42]

Defects among lipid membranes may have already formed during swelling of MLVs or form
dynamically during spreading as a response to physical or chemical cues. We had briefly
mentioned in Section 1.3 the defects existing in onion vesicles or MLVs. Since the lipid layers
packed in the reservoir later spreads on the surface, these defects can be transferred to the
supported membranes. Additionally, changes in membrane tension may cause instantaneous
(~  nanoseconds) formation of defects in membranes. Fusion is a thermally agitated process
and alterations in line tension can promote the formation of fusion pores. Formation of defects
can also be induced by the presence of multivalent ions, e.g., Ca2+, in the ambient buffer. 2 mM
of Ca2+ has been reported to advance the formation of defects among myelin sheaths of neurons,
80% of which consists of lipid material. The lipid transfer among the bilayers can as well be
enhanced by hemi-fusion pores through which the dynamics change from bilayer sliding to
monolayer sliding. As we had mentioned in Section 1.3, the sliding friction coefficient for
monolayers is much higher than bilayers. Furthermore, the transformation of hemi-fusion to
fusion pores is very energy-intensive and complex. For the simplicity of calculations, we will
only assume defects to be in the shape of fusion pores in this section. We will discuss the
monolayer sliding among the bilayers further in this section in another context.

The dynamics of lipid transfer via a fusion pore can be characterized semi-quantitatively via
a “dissipation” function. Our model consists of a circular proximal bilayer, a circular distal
bilayer and as an initial assumption: a single fusion pore with a diameter of 10 nm connecting
these two membranes. Lipids flow from distal to proximal bilayer through the 10 nm defect,
driven by the continuous adhesion of proximal bilayer to the substrate (Figure 2d). In this flow,
there would be two separate forms of energy loss (dissipation). The first one is friction. The
friction applies to the region (1) in between the proximal bilayer and the surface, (2) in between
two bilayers since distal bilayer is de-wetting the proximal bilayer. The second form of
dissipation is due to the viscous flow around the fusion pore. The lipid flow is expected to be
different in remote areas of the membrane compared to the proximity of the pore. This is
because the pore is small and the surfactants flowing through the pore collide with each other
more intensely than they would in distant areas. Next, we will quantify and compare these
two types of dissipations. If the magnitudes are compatible in relevant time scales, we will
conclude that a single pore of 10 nm is sufficient to accommodate such a flow in between the
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membranes. If viscous flow (Stokes flow) cause dissipation that is much stronger than the
frictional, this will indicate that several pores are required.

This brings us back to Eq. (7), where the difference of frictional and viscous forces determines
the tension gradient across the membrane. A characteristic length scale where the frictional
forces are of the same order as the viscous forces can be obtained based on Eq. (7) as:
ζV ∼μ V

L 2 . V  is the characteristic velocity to determine the characteristic length scale. The

cross-over length scale L c = μ
ζ  can help us to compare the viscous forces to the frictional forces.

One can think of L c as the “Reynolds number” of fluid mechanics, which is the ratio of inertial
forces to viscous forces within a fluid. Low Reynolds numbers indicates laminar, high
Reynolds numbers the turbulent flow. Similarly, above L c the frictional forces are dominating
membrane flow dynamics, whereas below L c, the viscous forces are effective. In the following
we will estimate L c   in order to be able to confirm that it is rational to take into account the
viscosity, considering a membrane flow around a pore of 10 nm.

The friction coefficient is:

w

wd
h

z = (31)

where ηw is viscosity and dw is the thickness of the water layer on which the bilayer is sliding.
There may be two bilayers sliding on a water layer under the spreading conditions described
above: the distal bilayer slides on the proximal and the proximal slides on the surface. If we
take ηw as 8.9 × 10–3 dyn s cm–1 and dw as 1  nm, we can determine L c to be ~30  nm. The thickness
of the water layer between the bilayers can be slightly higher than the one between the surface
and the proximal bilayer. With increasing dw, the order of magnitude for L c would not change.
Above L c = 30 nm, the sliding friction dominates over viscosity. Since we assume the pore size
to be ∼10  nm, it can be concluded that the pore vicinity will high likely be under the influence
of the viscous forces.

For two-dimensional incompressible flow of the membrane, Eq. (7) leads to the following
dissipation function [20]:
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vi, vk are the components of velocity and xk , xi are the components of position, where i and k
change from 1 to 2 in a two-dimensional membrane. We assume that the membrane flow is

radially symmetric, where v =
rp

r vp around a pore with a membrane velocity of vp in the pore
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channel. Integrating Eq. (32) from the pore radius rp to the radius of the distal membrane island
patch R (Figure 2d) leads to:
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The integral Eq. (33) converges rapidly when R increases. This means that the viscous dissi‐
pation is intense in the pore area and is not as significantly effective in remote areas of the
membrane. Taking into account the dissipation on both the proximal and the distal bilayer
side of the pore, we obtain T Ṡ =8πμvp2, which is the total dissipation due to the viscous flow
around a circular pore. The membrane viscosity μ is in the order of water viscosity
(μ =η  (water  viscosity)x1  μm).

The dissipation caused by the sliding friction is composed of two parts: The sliding between
the two bilayers (ζ) is expressed by the first term and the sliding of the proximal bilayer on the
surface (ζ s) by the second term of Eq. (34):
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Rs is the radius of the proximal bilayer (Figure 2d). Unlike viscous flow, the dissipation due
to sliding friction is not local and depends logarithmically on the size of the membrane patch.
ζ (5 × 105 Pa.s.m–1) and ζs (5 × 107 Pa.s.m–1) are not material constants and their values depend
on the amount of water trapped between the bilayers, as well as on the degree of adhesion.
Assuming ζ  =5x105  Pa.s

m , ζs =5x107  Pa.s
m , Rs =100  μm, R =10  μm and rp =10  nm the viscous

dissipation around a 10 nm defect turns out to be spatially localized and high, but it is not
expected to exceed the dissipation due to the sliding friction of the membrane. As a result, only
a single pore can be sufficient to accommodate the rapid lipid transfer.

One can think of opening of large area pores in distal membranes as the process of de-wetting
of the proximal bilayer. It is possible to reverse de-wetting by treating the pores with chemical
‘repair’ agents. When pores open in the membrane, the multivalent ions in the ambient buffer
such as Ca2+ can penetrate through the pore edges and eventually pin fractions of the upper
and lower bilayers together. At this instant, chelators such as 1,2-bis (o-aminophenoxy)ethane-
N,N,N',N'-tetraacetic acid (BAPTA) can be introduced to the ambient buffer to target and
deplete the Ca2+ ions. The chelators can bind to Ca2+ with high affinity and remove them from
the pore edges and from the surface. This in turn frees the pore edges and reduces the overall
membrane tension. Eventually, the membrane ruptures heal due to the pore edge tension (γ)
and the distal membrane completely re-wets the proximal membrane. The lipid material
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sealing the pores originates from the reservoir and re-locates around the pore area by means
of two different mechanisms. In the following, we will explain these mechanisms in detail.

The large area pores can form at different locations in the distal membrane. A fraction of the
ruptures appear towards the edges of the distal bilayer as we had described above (Figure 2
b,e). There, one side of the pore edge maintains a physical connection to the MLV through the
distal bilayer. The sealing of pores becomes possible through “bilayer-on-bilayer sliding” from
the reservoir towards the pore region. Alternatively, rupturing may occur around the MLV
(Figure 2a,f). In this case, there remains no direct contact of the distal bilayer to the lipid

Figure 2. Biomembrane ruptures as a cause of wetting. Confocal fluorescence micrographs of (a) floral (b) fractal mem‐
brane ruptures (top view). The double bilayer membrane areas can be visualized as twice as intense as the single bilay‐
er areas. Darker regions are the proximal membrane which is visible through the ruptures in the distal membrane. (c)
Cross-sectional schematic view of a rupturing distal membrane, representing (a) or (b). (d) Cross-sectional schematic
view of a fusion pore connecting proximal and distal bilayers. ζ and ζs are the friction coefficients which apply to the
region between the bilayers and between the proximal bilayer and the surface, respectively. Pore/rupture repair via (e)
bilayer sliding (f) monolayer sliding. In (e), there is a direct connection of the distal membrane to the lipid reservoir. In
(f), the pore is around the reservoir which does not have any direct connection to the distal bilayer. The lipid transfer
to the pore region can be via inter-monolayer sliding through the inverted micelle like defects (inset to the left) or sim‐
ply by reverse sliding of the inner monolayer leaflet. The latter is represented by the inset to the right, in which the
sliding monolayer is depicted in blue.
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reservoir. The re-location of lipids towards the pore area can only be through the proximal
bilayer. The free positive surface charges in the areas which are not wetted by the lipid
membrane are mostly removed by BAPTA. This means depletion of fusogenic agents and
termination of spreading. On the other hand, the access into the confined region between the
proximal bilayer and the surface is impeded and chelation of the ions in the region above
surface and underneath the membrane is expected to take significantly longer time. The total
wetted area of the membrane on the solid substrate therefore can remain constant over several
hours, confirmed by the experimental analysis [42]. While the edges of the spreading patch is
pinned, reverse bilayer rolling becomes unlikely and one can presume the monolayer sliding
to be the dominant flow mechanism for repair of such pores (Figure 2f).

To calculate the dissipation (T Ṡ) during bilayer-on-bilayer sliding, we can neglect the second
term in Eq. (32), and integrate the friction term from rp to Rc. It is complicated to calculate
dissipation regarding a pore at an arbitrary position in a circular spread since in that case the
flow field would not be radial. Thus, we assume that the pore is centred, and consider Rc   as
the cut-off characteristic length scale. Rc is comparable to the size of the spread  RS . The integral

will give πζrp
2 ṙ p

2   ln (
Rc

rp
), where ζ is the sliding friction coefficient between the distal and the

proximal bilayers, v is the velocity of the sliding distal bilayer.

The dissipation (T Ṡ) caused by the bilayer-on-bilayer sliding friction will be balanced by the
edge tension energy Ė  of the pore: (2πγṙ p) [74]:

ÿ
2   ( ) 2c
p p

p

Rr r ln
r

z g= - (35)

where rṗ =
d rp

dt . Integrating the left side of Eq. (35) from Rp (pore radius at t = 0, i.e., initial pore
radius) to rp =  0 (when the pore is closed), and the right side of the equation from 0 to τ   (the
time required to relax the pore) leads to:
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The radius of the proximal membrane Rs in Eq. (36) is only a logarithmic factor. This means
that the size of the membrane spread on the surface does not determine the pore relaxation
time and τ is rather highly depending on the initial pore size Rp. Note that Eq. (36) is a different
form of Eq. (29) and can therefore be used to describe pores in cell membranes.

Now we will calculate the dissipation for the second scnerio, where the membrane flow
towards the pore area is through the monolayer sliding. The monolayer sliding occurs between

Surface Energy364



reservoir. The re-location of lipids towards the pore area can only be through the proximal
bilayer. The free positive surface charges in the areas which are not wetted by the lipid
membrane are mostly removed by BAPTA. This means depletion of fusogenic agents and
termination of spreading. On the other hand, the access into the confined region between the
proximal bilayer and the surface is impeded and chelation of the ions in the region above
surface and underneath the membrane is expected to take significantly longer time. The total
wetted area of the membrane on the solid substrate therefore can remain constant over several
hours, confirmed by the experimental analysis [42]. While the edges of the spreading patch is
pinned, reverse bilayer rolling becomes unlikely and one can presume the monolayer sliding
to be the dominant flow mechanism for repair of such pores (Figure 2f).
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the two leaflets within a bilayer and will be opposed by friction. The friction coefficient (ζm)
can be calculated by rearranging the first term of Eq. (32) as below:

2 21 1
2 2m I m II

I II

TS dA v dA vz z= +ò ò& (37)

Here, index I refers to the surface area of the proximal bilayer; index II of the distal bilayer. v
is the velocity of the sliding monolayer. Integrating the first term of Eq. (37) from RL  (effective
radius of the lipid source, RL ~ R0) to RS  (radius of the spread) and the second term from rp

(pore radius) to RS  gives:
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where rṗ =
d rp

dt . Balancing Eq. (38) with the line tension energy of the pore (T Ṡ  = Ė) gives
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Based on experimental values inserted into Eq. (39), ζm  has been calculated to be 105   to  106 Ns
m .

This friction coefficient is at least two orders of magnitude lower than typical values reported
in the literature: 108   to  109 Ns

m  [3, 65]. This means that a possible inter-leaflet monolayer sliding
in the experimental conditions described above is occurring at much faster speed. Even though
unlikely circumstances where a monolayer can slide under such rates have been previously
simulated [75], alternatively, the “hemi-fusion pores” or stalks can accommodate the relocation
of surfactants via monolayer sliding. One can think of hemi-fusion pores as intermediate forms
of fusion pores where the two merged bilayers are continuous but have not yet evolved into
an aqueous connection. A portion of pore closure mechanisms based on monolayer sliding can
be assisted by hemi-fusion pores or defects resembling inverted-micelles (Figure 2f). Mono‐
layer sliding in some areas may also be complemented by bilayer sliding which can explain
the relatively low sliding frictions observed.

5. Summary

Research on model membranes has been conducted for decades, and the understanding of the
dynamics of lipid films has reached advanced levels. However, enabled by the rapid advances
in micro- and nano-technologies and analytical capabilities, new phenomena are frequently
discovered, such as the occurrence of the fractal membrane ruptures in double bilayer
membranes, which created a new, exciting link between solid materials and the biological soft
matter world. The discovery of this rupture phenomenon was closely related to the sponta‐
neous wetting of high-energy surfaces, which was experimentally established in a microen‐

Lipid Self-Spreading on Solid Substrates
http://dx.doi.org/10.5772/61584

365



vironment under the microscope. This and the other wetting phenomena described in the
previous sub-chapters are feature-rich and have possible implications not only for future
technological advancements, such as membrane protein studies, cell migration, but also for
very advanced applications such as chemistry confined to two dimension. The double bilayer,
which was at the heart of these investigations, can be easily classified as a new membrane
model, which adds to the mono-, bi-, and cushioned bilayers. One can perhaps also view it,
on one hand, as a self-cushioning bilayer, but on the other hand, it is essentially a flat giant
unilamellar vesicle, with an approximately 10 nm thin water layer encapsulated between the
two bilayer sheets. The thus encapsulated volume is on the order of a few hundred femtoliters.
It bears a richness in possibilities for application in nanofluidics and artificial cell models, and
potentially allows through its spreading an rupturing dynamics greater insights into, for
example, the membrane-related mechanisms of cell migration and chemotaxis. We have
provided in this chapter an overview over the wetting and rupturing properties and features
of phospholipid monolayers and double bilayers on solid support, which should provide the
foundation for the design of new experiments, and in many cases the prediction of their
outcome. The dynamics of pores in membranes and associated materials transport phenom‐
ena, which are also accompanied with wetting phenomena, are also discussed. There are some
particular points where further research is required. For example, attempts to establish a
relationship for the spreading coefficient to quantitatively describe the spreading dynamics of
double bilayers have so far been unsuccessful, which leaves the spreading approach to lipid
film formation in this case still not entirely predictable.
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