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Alternative energy sources have become a hot topic in recent years. The supply of fossil 
fuel, which provides about 95 percent of total energy demand today, will eventually 

run out in a few decades. By contrast, biomass and biofuel have the potential to 
become one of the major global primary energy source along with other alternate 

energy sources in the years to come. A wide variety of biomass conversion options 
with different performance characteristics exists. The goal of this book is to provide 

the readers with current state of art about biomass and bioenergy production and 
some other environmental technologies such as Wastewater treatment, Biosorption 

and Bio-economics. Organized around providing recent methodology, current state of 
modelling and techniques of parameter estimation in gasification process are presented 

at length. As such, this volume can be used by undergraduate and graduate students 
as a reference book and by the researchers and environmental engineers for reviewing 
the current state of knowledge on biomass and bioenergy production, biosorption and 

wastewater treatment.
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Preface 

The fossil fuels that are principally used to provide energy today are in limited 
quantity, they are diminishing at an alarming rate, and their worldwide supplies will 
eventually be exhausted. Fossil fuels provide approximately 60 percent of the world’s 
global electric power. Carbon dioxide levels in the atmosphere will continue to rise 
unless other cleaner sources of energy are explored. Biomass has the potential to
become one of the major global primary energy source in the years to come. Biomass is
the source of bioenergy which is produced by burning biomass or biomass fuels and
provides cleanest energy matrix. Biomass, currently the most important  source of 
energy, is organic matter which can be in the form of leaves, wood pieces, grasses, 
twigs, seeds and all other forms that plants and animals can assume whether living or 
recently dead. Often biomass has to be converted to usable fuel. This book addresses 
the challenges encountered in providing biomass and bioenergy. The book explores 
some of the fundamental aspects of biomass in the context of energy, which include: 
biomass types, biomass production system, biomass characteristics, recalcitrance, and 
biomass conversion technologies. The natural resistance of plant cell walls to microbial 
and enzymatic breakdown together is known as biomass recalcitrance. This
characteristic of plant contributes to increased cost of lignocellulose conversion. Some
of the articles included here address this issue. Besides exploring the topics of biomass 
and bioenergy, the book also deals with such diverse topics as biosorption, waste
water treatment, fuel production including ethanol and hydrogen, and bio-economics. 

The book is divided into seven sections which contain different number of chapters.
Section I includes papers on Gasification and pyrolysis. The first Chapter by Jernej 
Mele presents a cold-flow model of FICFB biomass gasification process and its scale-
up to industrial pilot plant. In Chapter 2, B. Fakhim and B. Farhanieh focus on Second
Law analysis of bubbling fluidized bed gasification. Chapter 3 written by Milan 
Hrabovsky elucidates some new results on the production of syngas through thermal
plasma technique, using gasification as well as pyrolysis. Chapter 4 authored by Jiri 
Jenista provides a numerical investigation of hybrid-stabilzed argon-water electric arc 
used for biomass gasification.

The Section II of the book covers biomass production and includes two chapters. In 
Chapter 5 Janis Abolins and Janis Gravitis present a simple analytical model for 
remote assessment of the dynamics of biomass accumulation. H. Viana, D. Lopes 
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XIV    Preface

and J. Aranha, in Chapter 6 suggest a methodology for assessment of forest above 
ground biomass and dynamics using remote sensing and geostatistical modelling.   

Section III which contains three chapters deals with Metal Biosorption and Reduction. 
Chapter 7 by J. F. Cardenas-Gonzalez and I. Acosta-Rodriguez describe a technique of 
removal of hexavalent chromium using a strain of the fungus Paecilomyces sp. Chapter 
8 presents a comprehensive review of biosorption of metals by R.C. Oliveira and C. 
Palmieri which includes general features of the biosorption phenomenon as well as 
potential applications for environmental and technological processes. Chapter 9 
authored by Zhu Guocai examines reduction of manganese ores using biomass as 
reductant. Section IV that deals with Wastewater treatment contains two chapters. 
Chapter 10 by Nima Badkoubi and H. Jazayeri-Rad attempts to investigate the 
parameters of wastewater treatment plant using extended Kalman filters (EKF) and 
some constrained methods. In Chapter 11 Dr. P. Vega discussed different control 
strategies for wastewater treatment. Section V, a large section, devoted to 
Characterization of biomass, pre-treatment, recovery and recalcitrance, comprises of 
seven chapters. Chapter 12 written by Yufu Xu, Xianguo Hu, Wendong Li and Yinyan 
Shi provides an elaborated review on Preparation and Characterization of Bio-oil from 
biomass. The investigation on bio-oils led to the conclusion that the bio-oils present 
bright prospects as an alternative renewable energy source instead of the popular 
fossil fuels. In Chapter 13 S. Adena-Elena focuses on Combined microwave-acid 
pretreatment of the biomass. Chapter 14 by Olfa Bouzaiane investigates the 
relationships of C, N and DNA content of municipal solid waste during the 
composting process. In Chapter 15 Hale Sütcü characterizes activated carbon 
produced from Oleaster stones. In Chapter 16 by A. Wijanarko, the effect of 
substituted urea and ammonia in the growth medium on the lipid content of Chlorella 
is investigated.  

Chapter 17 by E. Fumoto, T. Tago and T. Masuda focuses on the recovery of ammonia 
and ketones from biomass waste. Recovery of ammonia is achieved through adsorption 
while that of ketones through catalytic cracking process. Chapter 18 written by O. 
Senneca characterizes biomass as nonconventional fuels by thermal techniques and 
presents a comprehensive protocol for the same. Section VI contains articles on Fuel 
production: ethanol and hydrogen. In Chapter 19 V.P. Obade, D.E. Clay, C.G. Carlson, K. 
Dalsted, B. Wylie, C. Ren and S.A. Clay provide the Principles and Applications of using 
remote sensing of nonharvested crop residue cover. In Chapter 20 Elisabeth Schröder 
discusses activated carbon production from waste biomass. In Chapter 21 M. 
Sveinsdottir, M.A. Sigurbjornsdottir and J. Orlygsson deal with the production of 
ethanol and hydrogen using thermophilic bateria from sugars and complex biomass. 
Harun Razif and M.K. Danquah  in Chapter 22 focus on the analysis of process 
configuration for bioethanol production from microalgal biomass. Chapter 23 by R. 
Heard and C.R. Ozansoy reviews the Microbial conversion of biomass concentrating on 
microbial fuel cells.  

Preface XI

Section VII contains one Chapter on Bio-economics. Chapter 24 written by D.V. 
Filatova and M. Grzywaczewski presents structural and parametric synthesis of bio-
economic models using stochastic differential equations. Estimation procedures 
involved Monte Carlo simulation.  The strength of the book rests more or less on all 
the contributions, my sincere thanks are due to all the authors for providing their in 
depth individual studies or comprehensive overviews of their research areas and the 
state-of-art in their fields and meeting the various deadlines. 

I would like to express my gratitude to the faculty members of the Institute of 
Environmental Studies, University of Karachi and to postgraduate students and Prof. 
Dr. Moinuddin Ahmed (Foreign Faculty) of Ecological Research Laboratory, Federal 
Urdu University, Karachi, for some useful discussions and moral support.  Finally, I
would like to thank Ms Ana Pantar, Publishing Process Manager and Mr. Niksa 
Mandić, Publishing Process Manager, InTech Open Access Publisher, Croatia for 
bearing with me with delays and being generously helpful throughout the process of 
putting this book together. 

May 2011 

Dr. S. Shahid Shaukat
Institute of Environmental Studies

University of Karachi, Karachi
Pakistan
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Scale-Up of a Cold Flow Model of FICFB 
Biomass Gasification Process to an Industrial 

Pilot Plant – Example of Dynamic Similarity 
Jernej Mele 

Faculty of mechanical engineering/Bosio d.o.o. 
Slovenia 

1. Introduction 
In this chapter we are introducing the research of particles hydrodynamics in a cold flow 
model of Fast Internal Circulating Fluidized Bed (FICFB) biomass gasification process and 
its scale-up to industrial pilot plant. A laboratory unit has been made for the purposes of 
experimental research. The laboratory unit is three times smaller than the later pilot plant. 
For a reliable observation of the flow process, similar flow conditions must be created in the 
laboratory unit and the pilot plant. The results of the laboratory model will be similar to 
those of the actual device if geometry, flow and Reynolds numbers are the same. Therefore, 
there is no need to bring a full-scale gasificator into the laboratory and actually test it. This is 
an example of "dynamic similarity". 
FICFB biomass gasification is a process for producing high caloric synthesis gas (syngas) 
from solid Hydrocarbons. The basic idea is to separate syngas from flue gas, and due to the 
separation we have a gasification zone for endothermic reactions and a riser for exothermic 
reactions. The bed material circulates between these two zones and serves as a heat carrier 
and a catalyst.  
While researching the 250kW fluidized bed gasification pilot plant certain questions 
concerning particle dynamics in gas flows control arose. There is a zone where fluidized bed 
conditions are made with superheated steam, pneumatic transport with hot air and a pair of 
secondary gas inlets of CO2. These particle flows are difficult to describe with mathematical 
models. This is the main reason why the three-times smaller cold-flow laboratory unit has 
been made. The hydrodynamics of particles will be studied in the air flow at arbitrary 
conditions. Flow conditions in the laboratory unit and pilot plant must be similar for a 
reliable evaluation of the process in the pilot plant. 

2. Laboratory unit 
The laboratory unit is a device three times smaller than the pilot plant. Its main purpose is to 
simulate the hydrodynamic process of FICFB gasification in a cold flow. It is made from 
stainless steel and in the case of the parts that are of greatest interest to the present study is 
made of glass, so that the particle behaviour may be observed. Fig. 1 shows a model of 
laboratory unit. Its main elements are: 
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experimental research. The laboratory unit is three times smaller than the later pilot plant. 
For a reliable observation of the flow process, similar flow conditions must be created in the 
laboratory unit and the pilot plant. The results of the laboratory model will be similar to 
those of the actual device if geometry, flow and Reynolds numbers are the same. Therefore, 
there is no need to bring a full-scale gasificator into the laboratory and actually test it. This is 
an example of "dynamic similarity". 
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separation we have a gasification zone for endothermic reactions and a riser for exothermic 
reactions. The bed material circulates between these two zones and serves as a heat carrier 
and a catalyst.  
While researching the 250kW fluidized bed gasification pilot plant certain questions 
concerning particle dynamics in gas flows control arose. There is a zone where fluidized bed 
conditions are made with superheated steam, pneumatic transport with hot air and a pair of 
secondary gas inlets of CO2. These particle flows are difficult to describe with mathematical 
models. This is the main reason why the three-times smaller cold-flow laboratory unit has 
been made. The hydrodynamics of particles will be studied in the air flow at arbitrary 
conditions. Flow conditions in the laboratory unit and pilot plant must be similar for a 
reliable evaluation of the process in the pilot plant. 

2. Laboratory unit 
The laboratory unit is a device three times smaller than the pilot plant. Its main purpose is to 
simulate the hydrodynamic process of FICFB gasification in a cold flow. It is made from 
stainless steel and in the case of the parts that are of greatest interest to the present study is 
made of glass, so that the particle behaviour may be observed. Fig. 1 shows a model of 
laboratory unit. Its main elements are: 
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- Reactor (A), 
- Riser (B), 
- Cyclone (C), 
- Siphon (D), 
- Chute (E), 
- Gas distributor (J1 and J2), 
- Auxiliary inlets (I1 and I2). 
 

 
Fig. 1. 3D model of laboratory unit 

Firstly, let us look at the process. There are two gas distributors at the bottom of the reactor 
and riser, through which air is blown vertically. The pneumatic transport of the particles 
takes place in the riser, where they are separated from the air flow in cyclone and finally 
gathered in siphon. The second auxiliary inlet acts to fluidize the gathered particles and 
transport them to the reactor. Here, the fluidized bed is created with the upward blowing 
air. From here, the particles are transported to the riser through the chute and the speed of 
transportation is regulated by means of the first auxiliary inlet. 
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 Laboratory unit Pilot plant 
Dgas,1 [mm] 100 300 
Dgas,2 [mm] 190 600 
Dcomb [mm] 50 150 
Hcomb [mm] 1500 4500 

Table 1. Main dimensions of laboratory unit and pilot plant 

We are primarily interested in how to establish a stationary and self-sustainable process. In 
the laboratory unit there are glass parts through which the process in course can be directly 
observed. However, in the hot flow model we will not be able to see what happens inside 
the pilot plant, and therefore our control system must be able to initiate the process, keep it 
in a stationary state and halt it on the basis of measured data such as relative pressure and 
flow velocities. For this mater, our laboratory unit consists of 7 pressure and 2 flow velocity 
measuring points. Fig. 2 details the positions of the pressure places.  
 

 
Fig. 2. Openings for the measuring of relative pressure 
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Trough experiments on the laboratory unit the effectiveness of elements will be studied so 
as to enable the correction and improvement of any construction flaws they contain. Fig. 3 
shows the laboratory unit that will be used for studying the flow process. There are 7 places 
for pressure, 2 for temperature and 2 for gas flow measurements. For the proper operation 
of our solid flow system it is vital that the particles are maintained in dynamic suspension as 
settling down the particles can clog both the measuring openings and injection nozzles. 
Thus it is essential to design such systems with special care. All measurements involving the 
risk of clogging the measuring opening must be taken outside the solid flow zone if possible 
– gas flow velocity measurements with the Pitot tube must be taken in the gas pipeline 
before gas enters thru distributor. It is highly desirable for all measuring openings to be 
small and positioned rectangular to the direction of flow (Nicastro & Glicksman, 1982).  
 

 
Fig. 3. Laboratory unit 

2.1 Distributor 
For the distributor 3 metal nets with openings of 225 μm have been used, with ceramic wool 
of 8mm placed in between as shown in fig. 4. We tried to achieve a sufficient pressure drop 
as to attain equal flow through the openings. According to Agarwal recommendation (Kunii 
& Levenspiel, 1991; Nicastro & Glicksman, 1982), the pressure drop across distributors must 
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be 10 % of the pressure drop across the bed, with a minimum of 35 mm H2O. With this we 
are in approximate agreement. At higher pressure drops across the distributor we get more 
particulate or smooth fluidization with less channelling, slugging and fluctuation in density. 
The pressure drop across the distributor is shown in fig. 5. 
 

 
Fig. 4. Distributor structure 
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Fig. 5. Pressure drop across the distributor with blowing of air 

2.2 Cyclone 
In our case, the cyclone separator is placed behind the riser to separate the particles from the 
air flow. It has to be able to separate particles larger than 50 μm. For these conditions these 
particles are considered large as cyclones are often used for the removal of particles of about 
10 μm diameter or larger from air streams. Our model is shown in fig. 6. 
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air flow. It has to be able to separate particles larger than 50 μm. For these conditions these 
particles are considered large as cyclones are often used for the removal of particles of about 
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Fig. 6. The characteristic dimensions of cyclone 

We dimensioned our cyclone according to Perry (Perry, 1988). Dp,50 is the particle size at 
which 50 % of solids of a given size are collected by the cyclone. 
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By rearranging the equation (1), we obtain the following expression: 
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The width of the cyclone entering the opening and the characteristic diameter are correlated 
by the following expression: 

 
4
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D

B =  (3) 

The diameter of our cyclone is 150 mm. Smaller particles, which are not separated in cyclone 
are being collected in a filter placed on the cyclone gas exit. 
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3. Basic equations for describing the fluidized state and similarity of flows 
3.1 Reynolds number 
The goal herein is to compare flows in the laboratory unit to those in the pilot plant. In order 
for the two flows to be similar they must have the same geometry and equal Reynolds 
numbers. When comparing fluid behaviour at homologous points in a model and a full-
scale flow, the following holds: 

Re(laboratory unit) = Re(Scale-up pilot plant) 

The Reynolds number of particles can be determined by the following equation (Kunii & 
Levenspiel, 1991): 

 Re p g g
p

g

D v ρ
η
⋅ ⋅

=  (4) 

For achieving the required similarity, the following conditions must be also fulfilled: 
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3.2 Minimal fluidizing velocity 
The fluidization state starts when the drag force of by upward moving gas equals the weight 
of the particles (Oman, 2005) 
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By rearranging equation (7), for minimum fluidizing conditions we find the following 
expression (Kunii & Levenspiel, 1991), 
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Voidage in fluidized bed εmf is larger than in the packed bed and it can be estimated 
experimentally from a random ladling sample. For small particles and low Reynolds 
numbers the viscous energy losses predominate and the equation simplifies to (Kunii & 
Levenspiel, 1991):  
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for Rep < 20 
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For large particles only the kinetic energy losses need to be considered: 
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for Rep > 1000. 
If ΦS and εmf are unknown, the following modifications suggested by Wen and Yu (Kunii & 
Levenspiel, 1991) are used: 
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Equations (9) and (10) can now be simplified to: 
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for Rep > 1000. 

3.3 Terminal velocity 
The upper limit of gas flow rate is approximated by the terminal (free fall) velocity of the 
particles, which can be estimated from the fluid mechanics (Kunii & Levenspiel, 1991):  
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There are spherical and non-spherical particle shapes in the bed and each of them has a 
different Cx value. If we combine equations (4) and (15) we get the velocity independent 
group: 
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An alternative way of finding vt for spherical particles uses analytical expressions for the 
drag coefficient Cx (Kunii & Levenspiel, 1991). 
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 10
Rex

p
C =    for    0,4< Rep <500 (18) 

 0,43xC =    for    500<Rep<200000 (19) 

But still no simple expression can represent the experimental findings for the entire range of 
Reynolds numbers, so by replacing these values Cx in equation (16) we obtain: 
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for 0,4 < Rep < 500 
and 
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for 500 < Rep < 200000. 

3.4 Determining density 
In the pilot plant we will have multiple gas mixtures at different temperatures due to 
chemical reactions. For our calculations the density for these mixtures will be determined by 
the following equation (Oman et al., 2006 ): 
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To calculate the density of the gas mixture at  an arbitrary temperature and an arbitrary 
pressure the density under normal condition must be calculated according to equation (24), 
with the obtained value being converted to density at the required parameters: 
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3.5 Pressure drops 
With increased gas velocity of the small solid particles across the bed a characteristic state 
occurs. Pressure drop starts to increase, reaching its maximum value Δpmf at minimum 
fluidization velocity vmf. At this point only part of the bed is fluidized. When the bed is fully 
fluidized (at vmff), the pressure drop is reduced to Δpmff and is almost constant until gas 
reaches terminal velocity. If the velocity is still increasing, the particles start transporting 
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pneumatically and pressure drop reduces rapidly to 0. By rearranging equation (8), we 
obtain the following expression (Kunii & Levenspiel, 1991):  

 ( )( )1mf mf s g mfp g Lε ρ ρΔ = − − ⋅ ⋅  (25) 

The expression can also be extended to the fully fluidized state (Kaewklum & Kuprianov, 
2008): 

 ( )( )1mff mff s g mffp g Lε ρ ρΔ = − − ⋅ ⋅  (26) 

 

 
Fig. 7. The change in pressure drop relative to gas velocity for Not-too-Small Uniformly 
Sized Particles (Kunii & Levenspiel, 1991) 

A somewhat different differential pressure characteristic occurs with a wide size 
distribution of particles, which are usually present in industrial processes. When the gas 
velocity increases through the bed of solids, the smaller particles start to fluidize and slip 
into the void spaces between the larger particles, while the larger particles remain stationary 
(Kunii & Levenspiel, 1991) (see Fig. 8). However, after a full fluidization of bed material 
(vg>vmff), with increasing air velocity, pressure drop mainly remains constant. 
 

 
Fig. 8. The change in pressure drop relative to gas velocity for Wide Size Distribution of 
Particles (Kunii & Levenspiel, 1991) 
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3.6 Mass flows and conservation of mass 
For a regular flow process we have to ensure proper gas flows at the inlets. Through 
defining minimal fluidizing and terminal velocities, we can estimate the mass flow of the air 
reactor and riser by applying the following relations: 

 
2

_ 4
tube

m g g g
Dv πϕ ρ ⋅= ⋅ ⋅  (27) 

 _
_

m g
V g

g

ϕ
ϕ

ρ
=  (28) 

It is extremely important to ensure that there are no mass losses between the ventilator and 
the reactor. It can be assumed: 
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,4 4

gas tube
g g ref

D Dv v
π π⋅ ⋅⋅ = ⋅  (29) 

4. Calculation analyses 
On the basis of the previously-mentioned equations, we can make an estimation of flow 
conditions in the reactor and riser. We have made a tabular comparison of physical 
properties between the laboratory unit and pilot plant in tables 2 and 3. The comparison is 
based on the established equality of Reynolds numbers. As mentioned in chapter 3.1. “In 
order for two flows to be similar they must have the same geometry and equal Reynolds 
numbers”. In the laboratory unit, flows will be made with upward-blowing air at room 
temperature whereas in the pilot plant the fluid bed will be made with inlet of superheated 
steam and pneumatic transport with hot air blowing at 550 °C.  
 

 Reactor 
 Laboratory 

unit 
Pilot plant 

Gas Air Steam / Syngas 
T [°C] 30 550 / 800 
Dp [μm] 200 600 
ρp [kg/m3] 8250 3025 
ρg [kg/m3] 1,204 0,288 / 0,192 
ηg [Pas] 1,8·10-5 3,1·10-5 / 4,6·10-5 
vRe<20 [m/s] 0,11 0,21 / 0,14 
vRe>1000 [m/s] 0,75 1,58 / 1,95 
Φm [kg/h] 6,4 158,9 
ΦV [m3/h] 5,4 548,5 
Rep 9,8 9,0 /4,9 

Table 2. Physical properties of gas in Reactor 

In the meantime endothermic chemical reactions of pyrolisys, a water-gas-shift reaction will 
take place in the reactor while exothermic combustion occurs in the riser. Flue gases will 
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pneumatically and pressure drop reduces rapidly to 0. By rearranging equation (8), we 
obtain the following expression (Kunii & Levenspiel, 1991):  

 ( )( )1mf mf s g mfp g Lε ρ ρΔ = − − ⋅ ⋅  (25) 

The expression can also be extended to the fully fluidized state (Kaewklum & Kuprianov, 
2008): 

 ( )( )1mff mff s g mffp g Lε ρ ρΔ = − − ⋅ ⋅  (26) 

 

 
Fig. 7. The change in pressure drop relative to gas velocity for Not-too-Small Uniformly 
Sized Particles (Kunii & Levenspiel, 1991) 

A somewhat different differential pressure characteristic occurs with a wide size 
distribution of particles, which are usually present in industrial processes. When the gas 
velocity increases through the bed of solids, the smaller particles start to fluidize and slip 
into the void spaces between the larger particles, while the larger particles remain stationary 
(Kunii & Levenspiel, 1991) (see Fig. 8). However, after a full fluidization of bed material 
(vg>vmff), with increasing air velocity, pressure drop mainly remains constant. 
 

 
Fig. 8. The change in pressure drop relative to gas velocity for Wide Size Distribution of 
Particles (Kunii & Levenspiel, 1991) 
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3.6 Mass flows and conservation of mass 
For a regular flow process we have to ensure proper gas flows at the inlets. Through 
defining minimal fluidizing and terminal velocities, we can estimate the mass flow of the air 
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It is extremely important to ensure that there are no mass losses between the ventilator and 
the reactor. It can be assumed: 
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4. Calculation analyses 
On the basis of the previously-mentioned equations, we can make an estimation of flow 
conditions in the reactor and riser. We have made a tabular comparison of physical 
properties between the laboratory unit and pilot plant in tables 2 and 3. The comparison is 
based on the established equality of Reynolds numbers. As mentioned in chapter 3.1. “In 
order for two flows to be similar they must have the same geometry and equal Reynolds 
numbers”. In the laboratory unit, flows will be made with upward-blowing air at room 
temperature whereas in the pilot plant the fluid bed will be made with inlet of superheated 
steam and pneumatic transport with hot air blowing at 550 °C.  
 

 Reactor 
 Laboratory 

unit 
Pilot plant 

Gas Air Steam / Syngas 
T [°C] 30 550 / 800 
Dp [μm] 200 600 
ρp [kg/m3] 8250 3025 
ρg [kg/m3] 1,204 0,288 / 0,192 
ηg [Pas] 1,8·10-5 3,1·10-5 / 4,6·10-5 
vRe<20 [m/s] 0,11 0,21 / 0,14 
vRe>1000 [m/s] 0,75 1,58 / 1,95 
Φm [kg/h] 6,4 158,9 
ΦV [m3/h] 5,4 548,5 
Rep 9,8 9,0 /4,9 

Table 2. Physical properties of gas in Reactor 

In the meantime endothermic chemical reactions of pyrolisys, a water-gas-shift reaction will 
take place in the reactor while exothermic combustion occurs in the riser. Flue gases will 
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have a the temperature of around 1000 °C on exiting the combustor and syngas a 
temperature of approximately 800 °C at the reactor’s point of exit. Gases in the pilot plant 
will have lower densities and higher viscosities than the air in the laboratory unit. The bed 
material will be Olivine with Dp = 600 μm. In order to establish similar conditions, we have 
to use smaller and denser particles. We have chosen brass particles with Dp = 200 μm . 
Simulation will also be tested with quartz sand and olivine. 
 

 Riser 
 Laboratory 

unit 
Pilot plant 

Gas Air Air / Flue gas 
Tg [°C] 30 550 / 1000 
Dp [μm] 200 600 
ρp [kg/m3] 8250 3025 
ρg [kg/m3] 1,204 0,61/0,294 
ηg [Pas] 1,8·10-5 3,8·10-5/4,7·10-5
vRe<0.4 [m/s] 10,1 15,7/12,6 
v0.4<Re<500 [m/s] 3,6 5,3/6,2 
v500<Re<200000 [m/s] 6,6 9,6/13,7 
Φm [kg/h] 47,7 154,2 
ΦV [m3/h] 39,6 524,5 
Rep 46,6 50,8 / 23,3 

Table 3. Physical properties of gas in Riser 

On the basis of studied flow velocities, mass flows, as well as pressure drops through air 
distributors and fluid beds at different points of the laboratory unit, we may anticipate the 
similar results in the pilot plant.  

5. Experimental work 
Firstly, we have to establish the fluidized bed in the reactor. The particles will fill the chute 
and the lower part of the riser. The chute is installed at the bottom of the reactor and riser 
and has an inclination angle. The fluidizing of the particles in the chute will then be started, 
along with the simultaneous initialization of the pneumatic transport of the particles. When 
sufficient material has been gathered in the siphon, the particles must be transported back to 
the reactor with the help of the first auxiliary inlet. The particles are now at their starting 
point. We must achieve a pressure at the bottom of the fluidized bed p2 which is larger than 
that at the point where the chute connects to the riser p6. The gas flow direction will be from 
the reactor to the riser, pushing the particles in the desired direction. At the top of the 
fluidized bed we have pressure p4 which has to be lower than p7, so the particles can now 
travel back to the reactor. But there has to be enough material in the siphon at all times in 
order to prevent the mixing of gases between the zones. Therefore, the siphon has to serve 
as seal gap for gases but not for material. The more gas goes through the siphon the lower 
the caloric value of the gas will be. Experiments will show how pressures are distributed 
across the system. Fig. 9 shows which measured pressures are of greatest interest for our 
purposes. 
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Fig. 9. Measuring scheme 

By way of example, we will look at the experiment with quartz sand.  The size of the 
particles used for simulation is shown in fig. 13. The particles have an average diameter of 
about 200 μm. A series of measurements were made and pressure drops at different bed 
heights taken. Fig. 10 represents a comparison of pressure drop across the bed in the reactor 
with the gas velocity for different bed heights.  
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Fig. 10. Pressure drops over fluidized bed 

In lower beds less aggregative bubbling occurs and results closer to calculated values are 
obtained. Nevertheless, still there is a lot of deviation between them. In addition, there is 
some leakage of gas from the reactor through chute to the riser and as the Pitot tubes are 
placed in front of gas entering each zone those velocities do not represent the real situation, 
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the reactor to the riser, pushing the particles in the desired direction. At the top of the 
fluidized bed we have pressure p4 which has to be lower than p7, so the particles can now 
travel back to the reactor. But there has to be enough material in the siphon at all times in 
order to prevent the mixing of gases between the zones. Therefore, the siphon has to serve 
as seal gap for gases but not for material. The more gas goes through the siphon the lower 
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In lower beds less aggregative bubbling occurs and results closer to calculated values are 
obtained. Nevertheless, still there is a lot of deviation between them. In addition, there is 
some leakage of gas from the reactor through chute to the riser and as the Pitot tubes are 
placed in front of gas entering each zone those velocities do not represent the real situation, 
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although the mass flow of air blown through unit is quite as predicted. However, gas 
velocity is almost impossible to measure within the laboratory unit because attempts to do 
so would inevitably lead to bed material clogging the measure openings in the device. 
Having said that, our assessment and purpose is to define and achieve a stationary process 
on the basis of the measuring system. The measured quantities are presented in table 4. 
 

Symbol  Value [unit] 
p1 34.4 mbar 
p2 11.3 mbar 
p3 0.2 mbar 
p4 0.1 mbar 
p5 6.2 mbar 
p6 3.9 mbar 
p7 3.2 mbar 
vgas 5.1 m/s 
vcomb 9 m/s 

Table 4. Measurements results 

Comparisons of error between calculations and experimental results of pressure drops are 
presented in fig. 11 and 12. Through the application of the mathematical models we find that 
pressure drops can be predicted within a 20 % error margin. For example let us compare 
results between calculated and experimental values of pressure drop across 100 mm bed of 
quartz sand at minimum fluidization conditions. Calculating pressure drop according to 
equation 23 gives us 12.5 mbar, where physical properties are as follows: ρp = 2650 kg/m3, ρg = 
1.204 kg/m3, εmf = 0.55, Lmf = 110 mm ang g = 9,81 m/s2. Bed height increases for 10 mm and 
so does consecutive voidage. A series of measurements gives us the average value for pressure 
drop which is p2,3 = 11.4 mbar. As follows from this, the error of our prediction was 8.8 %. 
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Fig. 11. The comparison of experimental and calculated Δpmf for 200 μm quartz sand 
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For calculating pressure drops across fully fluidized bed we use equation 26. The only 
difference comes with a little higher bed and voidage, which remain almost constant with 
increasing gas velocity to terminal velocity. So if we consider that Lmff = 115 mm and εmff = 
0.62 than pressure drop equals 11.4 mbar. With the comparison to the experimental value, 
which is 10.8 mbar, a 5.2 % error of prediction occurs. Error highly increases in aggregative 
and slugging mode of fluidization. 
 

 
Fig. 12. Comparison of experimental and calculated Δpmff for 200 μm quartz sand 

Relative pressures were measured at a stationary state. One of the experiments was made 
when testing the process with quartz sand where the average particle diameter was about 
200 μm. The stationary bed height in the reactor was 100 mm and the mass of sand used at 
simulation was 4.25 kg. When minimum fluidization conditions were obtained, the bed 
height increased by approximately 15 mm. A series of repeated measuring were carried out  
 

 
Fig. 13. The size of the particles used for simulation 
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and the average relative pressure at the bottom of the fluid bed was p2 = 11.3 mbar, with  
p3 = 0.2 mbar the average value at the top. As follows from this, the pressure drop across 
fluidized bed was p2,3 = 11.1 mbar. Air flow had an average temperature of 25 °C. Inlet gas 
velocity was about 5.1 m/s in the reactor and 9 m/s in the riser. We found a higher gas 
velocity for fluidization than calculated, due to a certain amount of air passing through the 
chute to the riser. This also provides the explanation as to why the measured terminal 
velocity in the riser was a little lower than anticipated, as the loss of air from the reactor 
helped increase the air speed in the riser – resulting in the aforementioned lower value. 

6. Comparison to the previously used methods 
Modern gasification is occurring in fluidized beds. Its advantage is using most fuels (wood, 
peat and coal) including agriculture “waste” such as straw, corn stover and manure. It has a 
potential to use municipal waste, such as garbage, it is quicker in response and it has shorter 
start up time. It lends itself to complete combustion applications which would allow it to use 
liquid wastes, such as used engine oil, non-recyclable plastics, junk mail & old shoes and 
garbage for the generation of heat. However, there is a problem of complex design. Still, 
nowadays most research efforts are being made on fluidization bed technology. 
We tested a system very similar to the one tested by G. Löffler, S. Kaiser, K. Bosch, H. 
Hofbauer (Kaiser S. et al., 2003) with a minor difference. Our reactor had an eccentric diffuser 
which proved not to be a successful idea (Mele, J. et al., 2010). That is why in future research 
we are planning to test a reactor with a conical bed similar to those used by Kaewklum and 
Kuprianov. Our mathematical model is based on the derivation of Ergun’s equation (Kunii & 
Levenspiel, 1991). L. Glicksman pointed out that for designing an accurate scale model of a 
given bed all of the independent non-dimensional parameters must be identical, such as 
considering the case where fluidized bed is operated at an elevated temperature of flue gas or 
at arbitrary conditions with air (Glicksman, 1982). Our work is also based on attaining similar 
non-dimensional parameters such as Reynolds and Euler numbers. The Freude number based 
on the minimum velocity, (vmf/dpg) has been proposed as the parameter to characterize the 
boundary between particulate and aggregative fluidization and the Archimedes number has 
been used to correlate a wide array of phenomena (Zabrodsky, 1966). 

7. Conclusions 
By observing the CFB processes in a three-times smaller laboratory unit with air flow the size 
and density of particles has been determined. The preferred option was to use brass powder 
with an average particle diameter of 200 μm. The assumption of particle flow similarity is 
based on a direct comparison of Reynolds numbers. In this case the Rep are 9.8 and 9.0 in 
reactor and 46.6 and 50.8 in the riser. There is a 10 % difference between Rep in both cases. 
Chemical reactions cause variations in temperature, density, and dynamic viscosity all of 
which affect Rep. If we compare Rep 9.8 and 4.9 at the reactor exit 46.6 and 23.3 at the top of the 
riser exit, we can see that Rep changes by 50 % and the similarity at this point is actually 
questioned. By way of example, the experiment carried out with quartz sand was presented. 
When the process is stabilized and a smooth circulation is established, then pressure drops are 
as follows: p2,3 = 11.2 mbar, p6,7 = 0.7 mbar, p2,6 = 7.4 mbar and p4,7 = -3.1 mbar. This result set 
can be characterized as p2 > p6 and p4 < p7. Pressures are as expected and gas flows are in the 
appropriate directions. Through the application of the mathematical models we have, pressure 
drops can be predicted to within a 20% error margin. The experiments highlighted one major 
problem, namely that the cylindrical tube and asymmetric enlargement of the tube didn’t 
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prove to be a successful construction for the reactor. With beds higher than 13 cm fluidized 
beds are in aggregative or bubbling fluidization states. In turn, at bed heights over 30 cm even 
a slugging state is attained. The solution at this point is a conical bed design in accordance 
with Kaewklum and Kuprianov, 2008. 

8. Symbols 
Ap Cross-section of particle [m2] 
At Tube cross-section [m2] 
Bcyc Width of rectangular cyclone inlet dutch [m] 
Cx Drag coefficient  
D cyc Characteristic cyclone diameter [m] 
Dcomb Riser diameter [mm] 
Dgas,1 Diameter of reactor upper segment [mm] 
Dgas,2 Diameter of reactor lower segment [mm] 
Dp Diameter of particle [μm] 
Dp,50 Particle diameter at which 50% of particles are collected by cyclone [μm] 
Dtube Inside tube diameter [mm] 
Fg_p Gravity of particle [N] 
g Gravity acceleration [9,81 m/s2]  
gc Conversion factor  [9,81gm m/s2 wt]  
Hcomb Riser height [mm] 
i Natural number  
j Natural number  
L Stationary bed height [m] 
Lmf Bed height at minimum fluidization condition [m] 
Lmff Bed height at minimum fully fluidized state [m] 
Ns Number of turns made by gas stream in a cyclone separator  
p Pressure [Pa] 
pg,ar Pressure at arbitrary conditions [Pa] 
pi Relative pressure in point i [Pa] 
pi,j Differential pressure between points i and j [Pa] 
pj Relative pressure in point j [Pa] 
pn Pressure at normal conditions [Pa] 
Rep Particle Reynolds number  
Tg,ar Temperature at arbitrary conditions [°C] 
Tn Temperature at normal conditions [°C] 
vcomb Gas velocity in riser [m/s] 
vg Gas velocity [m/s] 

vg,ref 
Gas velocity measured with pitot tube or orifice in tube before 
gas entering reactor [m/s] 

vgas Gas velocity in gasification zone [m/s] 
vmf Minimal fluidization velocity [m/s] 
vmff Minimal velocity of full fluidization [m/s] 
vt Terminal velocity [m/s] 
Δp differential pressure [Pa] 
Δpmf differential pressure at minimum fluidization [Pa] 
Δpmff differential pressure at full fluidization [Pa] 
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and the average relative pressure at the bottom of the fluid bed was p2 = 11.3 mbar, with  
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1. Introduction 
The management of refused derived fuel (RDF) is one of the most significant problems 
especially for developing countries. Technologies to convert biomass energy already exist as 
well. Gasification through a bubbling fluidized bed gasifier (BFBG) is discussed in this 
context. A BFBG is able to deal with wide variety of fuels due to the presence of inert bed 
material, in which bubbles mix turbulently under buoyancy force from a fluidizing agent 
like air or oxygen [1]. Under such violent bed conditions biomass waste particles are able to 
react fully to release volatiles as a result from high solids contact rate. Gases are released 
from the biomass particles and can then be used for producing electricity. In the literature 
there are several investigations on gasification processes from the thermodynamic point of 
view. Altafini and Mirandola [2] presented a coal gasification model by means of chemical 
equilibrium, minimizing the Gibbs free energy. The authors studied the effect of the 
ultimate analysis and the gasifying agents/fuel ratio on the equilibrium temperature 
(adiabatic case) in order to obtain the producer gas composition and the conversion 
efficiency. They concluded that the equilibrium model fits the real process well. Similar 
conclusions for biomass gasification are presented by the same authors [3], simulating the 
gasifying process in a downdraft gasifier, where the object of study was the effect of the 
biomass moisture content on the final gas composition assuming chemical equilibrium. 
Lapuerta et al. [4] predicted the product gas composition as a function of the fuel/ air ratio 
by means of an equilibrium model. A kinetic model was used to establish the freezing 
temperature, which is used for equilibrium calculations in combination with the adiabatic 
flame temperature. The biomass gasification process was modeled by Zainal et al. [5] based 
on thermodynamic equilibrium. They analysed the influence of the moisture content and 
reaction temperature on the product gas composition and its calorific value. Ruggiero and 
Manfrida [6] emphasized the potential of the equilibrium model considering the Gibbs free 
energy. This proceeding can be used under different operating conditions for predicting 
producer gas composition and the corresponding heating value. 
Many studies on the modeling of coal gasifers, in general, and coal gasification in bubbling 
fluidized beds, in particular, can be found in the literature. Nevertheless, thermodynamic 
modeling of the biomass gasification in bubbling fluidized beds has not been amply 
addressed. A few articles on the modeling of biomass bubbling fluidized bed gasifiers 
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(BBFBGs) can be found in the literature. In modeling the biomass gasification (with air) in 
bubbling fluidized beds (BFBG), Belleville and Capart [7] developed an empirical model 
which was successfully applied to the biomass gasifier of Creusot Loire in Clamecy (France). 
Fan and Walawender [8] and Van den Aarsen [9] reported two of the pioneering models, 
which are well known today; Corella et al. [10] modeled some non-stationary states of 
BFBBGs; Bilodeau et al. [11] considered axial variations of temperature and concentration 
and applied their results to a 50 kg/h pilot gasifier; Jiang and Morey [12,13] introduced new 
concepts in this modeling, especially related to the freeboard and the fuel feed rate; Hamel 
and Krumm [14] provided interesting axial profiles of temperature, although their work was 
mainly focused on gasification of coal and did not give many details of their model; 
Mansaray et al. [15,16] presented two models using the ASPEN PLUS process simulator. 
In this work the equilibrium modeling of BFBG has been applied for the biomass waste 
gasification. The model employs equilibrium constants of all constituent reactions, in 
addition, the effect of the fuel/air ratio, moisture content of the fuel and gasifying 
temperature on the mole fraction of product gases of RDF gasification and corresponding 
higher heating value of it. Moreover, the exergetic efficiency and cold gas efficiency of the 
BFBG has been evaluated. 

2. The model of the BFBG 
2.1 Energy analysis 
The idealized fluidized bed gasifier model is used with the following assumptions:  
(i) The chemical equilibrium between gasifier products is reached, (ii) the ashes are not 
considered and (iii) heat losses in the gasifier are neglected.  
The global gasification reaction can be written as follows: 

 2 2 2 1 2 2 3 2

4 2 5 4 6 2 7 2

( 3.76 )+ + + → + +

+ + + +
a b c d eC H O N S wH O m O N n H n CO n CO

n H O n CH n N n H S
 (1) 

In which the a b c d eC H O S N  is the substitution fuel formula which can be calculated by the 
ultimate analysis of the fuel and the mass fractions of the carbon, hydrogen, oxygen, 
nitrogen and sulphur. “m” and “w” are the molar quantity of air entering the gasifier and 
moisture molar fraction in the fuel, respectively. The variable “m” corresponds to the molar 
quantity of air used during the gasifying process which is entering the BFBG at the 
temperature of 120oC and the pressure of 45 bar and depends on the gasification relative 
fuel/air ratio and the stoichiometric fuel/air ratio relating to the biomass waste as a fuel[17] 

 1
rg st

m F F=  (2) 

And w is determined from the moisture content of the fuel 
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On the right-hand side, ni are the numbers of mole of the species i that are unknown. 
In a fluidized bed gasifier, nearly the entire sulfur in the feed is converted to H2S, which 
must be effectively removed to ensure that the sulfur content of the final gas is within 
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acceptable limits. In the case of fluidized bed gasifiers, limestone can be fed into the gasifier 
along with coal to capture most of the H2S produced within the bed itself. The limestone 
(CaCO3) calcines inside the gasifier to produce lime (CaO), which in turn is converted to 
calcium sulfide (CaS) upon reaction with the H2S inside the gasifier. 

 
3 2

CaCO CaO CO→ +  (4) 

 
2 2

CaO H S CaS H O+ → +  (5) 

The substitution fuel formula a b c d eC H O S N  can be calculated Starting from the ultimate 
analysis of the biomass waste and the mass fractions of the carbon, hydrogen, oxygen, 
nitrogen and sulphur (C, H, O, N, S), assuming a= 1, with the following expressions: 

 , , ,C C C C

H O N S

HM OM NM SM
b c d e

CM CM CM CM
= = = =  (6) 

Ultimate analysis of the biomass waste (RDF) used in this model is shown in Table 1.  
 

Waste 
Fuel C% H% O% N% S% Ash HHV(MJ/Kg)

RDF 44.7 6.21 38.6 0.69 0.00 10.4 19.495 

Table 1. Ultimate analysis of RDF (dry basis, weight Percentage) [18] 

From the substitution fuel formula, the specific molecular weight of the biomass waste, the 
molar quantity of water per mole of biomass waste, the stoichiometric fuel/air ratio and the 
formation enthalpy of the biomass waste can be calculated. 
Now for calculating the molar quantity of the product gases 7 equations are needed:  
From the molar biomass waste composition a b c d eC H O S N and the molar moisture quantity, the 
atomic balances for C, H, O, N and S are obtained, respectively 

2 3 5:C a n n n= + +  

1 4 5
: 2 2 2 4H b w n n n+ = + +  

 
2 3 4

: 2 2O c w m n n n+ + = + +  (7) 

6
: 2 3.76 2N d m n+ × =  

7
:S e n=  

There are now only 5 equations to calculate 7variables. To solve the system, two other 
equations should be added. From the first assumption, two equations in equilibrium can be 
used. Chemical equilibrium is usually explained either by minimization of Gibbs free energy 
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or by using an equilibrium constant. To minimize the Gibbs free energy, constrained 
optimization methods are often used which requires a realizing of complex mathematical 
theories. For that reason, the present thermodynamic model is developed based on the 
equilibrium constant. Therefore, the remaining two equations were obtained from the 
equilibrium constant of the reactions occurring in the gasification zone as shown below: 
In the reduction zone of the gasifier, hydrogen is reduced to methane by carbon 
(methanation reaction).  

 2 42C H CH+ ↔  (8) 

Methane formation is preferred especially when the gasification products are to be used as a 
feedstock for other chemical process. It is also preferred in IGCC applications due to 
methane’s high heating value. 
The equilibrium constant 1K relates the partial pressures of the reaction as follows: 

 4

2

1

( / )

( / )

CH total

H total

P P
k

P P
=  (9) 

Or as a function of the molar composition, assuming the behavior of the product gas to be 
ideal, 

 
1

5

2

1

totalk
n n

n
=

×
 (10) 

The second reaction, also known as the water gas shift reaction, describes the equilibrium 
between CO and H2 in the presence of water 

 2 2 2CO H O CO H+ ↔ +  (11) 

The heating value of hydrogen is higher than that of carbon monoxide. Therefore, the 
reduction of steam by carbon monoxide to produce hydrogen is a highly desirable reaction. 
The corresponding equilibrium K2 constant is obtained as follows: 

 2 2

2

2

( / ) ( / )

( / ) ( / )

CO total H total

CO total H O total

P P P P
k

P P P P
=  (12) 

Or as a function of the molar composition of the gas 

 1 3

2

2 4

n n
k

n n
=  (13) 

The values of the equilibrium constants K1 and K2 are calculated from the Gibbs free energy 

 ( )0exp /
p T u

K G R T= −Δ  (14) 

Where 0
TGΔ  is the difference of the Gibbs free energy between the products and the reactants: 
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 0 0 0

T
G H T SΔ = Δ − Δ  (15) 

Substituting the Gibbs free energy in Eqs. (5) and (8), the equilibrium constants are obtained 
as 

 ( )( )
4 2

0 0

1 , ,exp 2 /T CH T H uK G G R T= − −  (16) 

 ( )( )
2 2 2

0 0 0 0

2 , , , ,exp /T H T CO T CO T H O uK G G G G R T= − + − −  (17) 

With 

 ( )0 0 0

, ,298

298

T

T i f pG h C T dT Ts= Δ + −  (18) 

Where ( )
p

C T  is the specific heat at constant pressure in (J/mol K) and is a function of 
temperature. It can be defined by empirical equation below. 

2 3( )pC T A BT CT DT= + + +
 

In which the coefficients are obtained from the table 2 
 

2 3( )pC T A BT CT DT= + + +
(J/mol K) 

compound A  210B ×  510C ×  810D ×  

2
H  29.062 -0.82 0.199 0.0 

2
O  25.594 13.251 -0.421 0.0 

CO  26.537 7.683 -0.1172 0.0 

2
CO  26.748 42.258 -1.425 0.0 

4
CH  25.36 1.687 7.131 -4.084 

Table 2. Heat capacity of an ideal gas[19] 

Gasifying temperature 
For calculating K1 and K2, the temperature in the gasification or reduction zone must be 
known. It should be noted that in bubbling fluidized bed the bed, temperature will be in the 
range of 900-1200oK by which the equilibrium constants will be calculated. 

Enthalpy definition 
After defining the corresponding equations, Because of nonlinear nature of some of the 
equations the Newton-Raphson method has been used to calculate the values n1-n7. 
The enthalpy of the product gas is 
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CO  26.537 7.683 -0.1172 0.0 

2
CO  26.748 42.258 -1.425 0.0 

4
CH  25.36 1.687 7.131 -4.084 

Table 2. Heat capacity of an ideal gas[19] 

Gasifying temperature 
For calculating K1 and K2, the temperature in the gasification or reduction zone must be 
known. It should be noted that in bubbling fluidized bed the bed, temperature will be in the 
range of 900-1200oK by which the equilibrium constants will be calculated. 

Enthalpy definition 
After defining the corresponding equations, Because of nonlinear nature of some of the 
equations the Newton-Raphson method has been used to calculate the values n1-n7. 
The enthalpy of the product gas is 
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 ( )0

, ,i f i T i
i prod

h x h h
=

= + Δ  (19) 

where xi is mole fraction of species i in the ideal gas mixture and 0

f
h  is the enthalpy of 

formation and 
T
hΔ represents the enthalpy difference between any given state and at 

reference state. It can be approximated by 

 
298

( )
T

T p
h C t dTΔ =   (20) 

Table 3 shows some the value of 0

f
h   for some gas components. 

 

Compound 0

f
h (kJ/mol) 

2
H  0.0 

2
O  0.0 

CO  -110.52 

2
CO  -393.51 

4
CH  -74.85 

2
( )H O l  -285.84 

2
H S -20.501[21] 

2
SO -296.833[21] 

Table 3. Enthalpy of formation at the reference state [20] 

It should be noted that enthalpy of formation for solid fuel can be calculated as: 

 ,,

1
f if bm db i

i prodbm

h HHV h
M

ν
=

= + 


 (21) 

Where ( )0

f k
h is the enthalpy of formation of the product k under the complete combustion of 

the solid and HHV is the higher heating value of the solid fuel.  
Heat of formation of any biomass waste material can be calculated with good accuracy from 
the following  equation[22]: 

 ( / ) 0.2326(146.58 56.878 51.53 6.58 29.45)
C

H HHV KJ Kmol C H O AΔ = = + − − +  (22) 

Where C, H, O and A are the mass fractions of carbon, hydrogen, oxygen and Ash, 
respectively in the dry biomass waste. 
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2.2 Exergy analysis 
The entropy of ideal gas is represented by: 

 0

0 ln
T

p

T o

C P
S S dT R

T P
= + −

 (23) 

Where P is the pressure of the bubbling fluidized bed gasifier, and 0S is entropy at reference 
state. Table 4 shows some components 0S  
 

Compound 0S  (J/molK) 

2
H  130.59 

2
O  205.03 

CO  197.91 

2
CO  213.64 

4
CH  186.19 

2
( )H O l  69.94 

2
H S 205.757[21] 

2
SO 284.094[21] 

Table 4. Entropy at the reference state(at Tref =298.15K(250C),pref =1 bar) [20] 

The exergy of the product gas is comprised of two components: Exergy chemical exergy 
( )CHE  and physical exergy ( )PHE .Total exergy of the product gas is given as 

 
PH CH

pgE E E= +
 (24) 

The physical exergy is the maximum theoretical work obtainable as the system( here the 
product gas) passes from its initial state where the temperature is the gasifying temperature 
and the pressure equals the gasifier pressure to the restricted dead state where the 
temperature is T0 and the pressure is P0  and is given by the expression  

 
0( ) ( )PH

o oE H H T S S= − − −  (25) 

The physical exergy of gas mixture per mole is derived from the conventional linear mixing 
rule 

 PH PH

i ie x e=   (26) 
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The chemical exergy is the maximum theoretical useful work obtainable as the system 
passes from the restricted dead state to the dead state where it is in complete equilibrium 
with the environment. 
And chemical exergy of gas mixture is given by 

 
0, 0 lnCH CH

i i i i
i i

e x RT x xε= + 
 

(27)
 

Where ,
CH
o iε  is the standard chemical exergy of a pure chemical compound i which is 

available in Table 5 for some gas components. 
 

Substance 
0 ,

( / )
CH

i
kJ kmolε

2
H  238490 

CO  275430 

2
CO  20140 

2
( )H O g  11710 

4
CH  836510 

2
N  720 

2
H S 812000[21] 

2
SO 313.4[21] 

Table 5. Standard chemical exergy of some substances at 298.15K and p0[21] 

Special considerations apply for the gasifying products when evaluating the chemical and 
physical exergy. When a product gas mixture is brought to P0, T0, some consideration would 
occur: At 25oC, 1 atm, the mixture consists of

2 2 4 2
,, , ,H CO CO CH N , together with saturated 

water vapor in equilibrium with saturated liquid. So it would be required to calculate the 
new composition at the dead state including the saturated liquid. Then the oh and os  values 
required to evaluate the physical exergy and the product gas mole fraction at the dead state 
essential for evaluating the chemical exergy can be calculated. 
The exergy components and the total exergy for the moisture content of the fuel is obtained 

 2 ( )

0 0

, 0 ( )
l

PH

mois f liq H OE w h h T s s= − − −    (28) 

 
2 ( )

0 ,
L

CH CH

mois H OE w ε= ×  (29) 

 CH PH

mois mois moisE E E= +  (30) 

 
Second Law Analysis of Bubbling Fluidized Bed Gasifier for Biomass Gasification 

 

29 

Exergy for the fluidizing air entering the fluidized bed is defined with molar analysis of 
0.21% O2 and 0.79% N2 with the pressure of 45 bar and the temperature of 373 0K , by using 
equations 25 and 26 

 CH PH

air air airE E E= +  (31) 

For a biomass waste the chemical exergy is obtained as follows 

 
0,biomass biomassHHVε β=  (32) 

The factor β is the ratio of the chemical exergy to the HHV of the organic fraction of 
biomass waste. This factor is calculated with the following correlation [18]: 

 

[ ]1.0412 0.216( / ) 0.2499 / 1 0.7884 / 0.045 /

1 0.3035 /

H C O C H C N c

O C

Z Z Z Z Z Z Z Z

Z Z
β

+ − + +
=

−  
(33) 

, ,
O C H
Z Z Z and 

N
Z  are the weight fractions of oxygen, Carbon, Hydrogen and Nitrogen, 

respectively in the biomass waste. 
Therefore the total exergy of the biomass waste as a fuel can be defined: 

 0,fuel biomass fuelE nε= ×  (34) 

2.3 Heating value and efficiencies 
2.3.1 Heating value 
The heating value of the producer gas can be obtained as the sum of the products of the 
molar fractions of each of the energetic gases (CO, H2 and CH4) with its corresponding 
heating value (Table 6). 
 

LHV (MJ/kg mol) HHV (MJ/kg mol) gas 

282.99 282.99 CO 

241.83 285.84 H2 

802.34 890.36 CH4 

518.59 562.59 H2S 

Table 6. Heating value of combustible gases 

2.3.1 Evaluation of the efficiency 
It is assumed that the fluidized bed gasifier operates as adiabatic and pseudo-homogeneous 
reactor at atmospheric pressure. 
Gasification entails partial oxidation of the feedstock, so chemical energy of biomass waste 
is converted into chemical and thermal energy of product gas. 
The first law thermodynamic or cold gas efficiency can be defined as the relation between 
the energy leaving the gasifier i.e. the energy content of the producer gas, and the energy 
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It is assumed that the fluidized bed gasifier operates as adiabatic and pseudo-homogeneous 
reactor at atmospheric pressure. 
Gasification entails partial oxidation of the feedstock, so chemical energy of biomass waste 
is converted into chemical and thermal energy of product gas. 
The first law thermodynamic or cold gas efficiency can be defined as the relation between 
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entering the gasifier, i.e. the biomass waste and moisture. We assume the gas leaves the 
process at the reference temperature (25 oC), loosing the energy corresponding to its sensible 
enthalpy, and define the cold gas efficiency Cgη as  

 gas

biomass

Cg

HHV

HHV
η =  (35) 

Where HHVgas and HHVbiomass are the net heats of combustion (lower heating values) of gas 
and biomass waste, respectively. 
The exergetic efficiency may be defined as the ratio between chemical exergy as well as 
physical exergy of product gas and the total exergy of the entering streams i.e. the biomass 
waste and the moisture and fluidizing air. 

 pgout

in air mois fuel

Ex

EE

E E E E
η = =

+ +



   
 (36) 

In this work variations of the exergy efficiency, cold gas efficiency and product gas 
concentration will be investigated as a function of temperature, gasifying fuel/air ratio (Frg), 
and moisture content of the fuel (φ). 

3. Results and discussion 
3.1 Validation of the model 
The model presented in this article has been compared to the experimental work for the 
wood particles presented by Narvaez et al. [23]. By way of illustration the predicted HHV 
producer gas by the model and the results from the experiments are presented in Figure 1. 
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Fig. 1. Higher heating values of product gas at different temperatures for wood particles 
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3.2 Sensitivity analyses 
The effect of Frg on product gas composition and higher heating value for RDF gasification 
is presented in Figure 2. An increase in Frg brings about an increase in the concentration of 
H2 and CO and a substantial decrease in CO2 concentration in dry gas product. This is 
because of the decreasing role of the char combustion in the bed compared to its 
gasification reaction, which results in higher concentration of combustible gases and 
lower CO2. 
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Fig. 2. Concentration of product gases and higher heating value at different Frg values and 
Tbed = 1100°K. 

The effect of moisture content of the fuel on product gas composition and higher heating 
value for RDF gasification is presented in Figure 3. As shown in the figure, an increase in 
moisture content brings about an increase in the concentration of H2 and CH4 and 
decrease in the concentration of CO. This is because of the increasing role of the moisture 
content of the fuel and effect of the methanation reaction (equation8) and the water-gas 
shift reaction (equation11) in which the molar concentration of the CO decreases because 
of the reaction with H2O and production of H2, ‘ and resulting an increase in the molar 
quantity of CH4. Therefore the higher heating value will decrease as the moisture content 
increases. 
The effect of gasifying temperature on product gas composition is shown in Figure 4. The 
figure shows that an increase in temperature brings about an increase in the concentration of 
H2 and CO of RDF. This is because of the increasing role of the temperature in the 
equilibrium constants (16), (17) in which the equilibrium constant is dependent on the BFBG 
temperature, so an increase in temperature causes more production of combustible gases. 
The higher heating value in this temperature range at the constant Frg is to some extent 
constant that is valid according to experimental works [22].  
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3.2 Sensitivity analyses 
The effect of Frg on product gas composition and higher heating value for RDF gasification 
is presented in Figure 2. An increase in Frg brings about an increase in the concentration of 
H2 and CO and a substantial decrease in CO2 concentration in dry gas product. This is 
because of the decreasing role of the char combustion in the bed compared to its 
gasification reaction, which results in higher concentration of combustible gases and 
lower CO2. 
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Fig. 2. Concentration of product gases and higher heating value at different Frg values and 
Tbed = 1100°K. 

The effect of moisture content of the fuel on product gas composition and higher heating 
value for RDF gasification is presented in Figure 3. As shown in the figure, an increase in 
moisture content brings about an increase in the concentration of H2 and CH4 and 
decrease in the concentration of CO. This is because of the increasing role of the moisture 
content of the fuel and effect of the methanation reaction (equation8) and the water-gas 
shift reaction (equation11) in which the molar concentration of the CO decreases because 
of the reaction with H2O and production of H2, ‘ and resulting an increase in the molar 
quantity of CH4. Therefore the higher heating value will decrease as the moisture content 
increases. 
The effect of gasifying temperature on product gas composition is shown in Figure 4. The 
figure shows that an increase in temperature brings about an increase in the concentration of 
H2 and CO of RDF. This is because of the increasing role of the temperature in the 
equilibrium constants (16), (17) in which the equilibrium constant is dependent on the BFBG 
temperature, so an increase in temperature causes more production of combustible gases. 
The higher heating value in this temperature range at the constant Frg is to some extent 
constant that is valid according to experimental works [22].  
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Fig. 3. Concentration of product gases and higher heating value at different moisture 
content of the fuel at  Tbed = 1100°K and Frg=3. 
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Fig. 4. Concentration of product gases and higher heating value at various gasifying 
temperatures at  Frg=3 
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The effect of Frg with moisture content of the fuel on exergetic efficiency and cold gas 
efficiency for RDF gasification are presented (by line & flood contour type) in Figures 5, 6. It 
is shown that the exergetic efficiency of BFBG increases with rising fuel/air ratio because 
when less air is admitted to the process, the variations in mole fractions of product gases 
will influence the exergy of the product in comparison to exergy of the fuel. Higher moisture 
content will increase the exergetic efficiency because of its considerable effect on enthalpy of 
the product gases (figure5). An increase in Frg, as discussed before, brings about an increase 
in the concentration of combustible gases and higher heating value which yields an increase 
in cold gas efficiency and an increase in moisture content of the fuel, as discussed before, 
causes decrease in the concentration of combustible gases and higher heating value which 
yields a decrease in the cold gas efficiency (figure6). 
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Fig. 5. Exergetic efficiency of the gasifying process as a function of the gasifying relative 
fuel/air ratio and the moisture content 

The effect of Frg and the bed temperature on exergetic efficiency and cold gas efficiency for 
RDF gasification are presented (by line & flood contour type) in Figures 7, 8. It is shown that 
the exergetic efficiency of BFG increases with rising fuel/air ratio as discussed for figures 5 
and6. Higher temperature will increase the exergetic efficiency because of its considerable 
effect on enthalpy of the product gases (figure7). An increase in bed temperature, as 
discussed for figure 4, brings about an increase in the concentration of combustible gases 
and higher heating value which yields an increase in cold gas efficiency (figure8) 
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Fig. 3. Concentration of product gases and higher heating value at different moisture 
content of the fuel at  Tbed = 1100°K and Frg=3. 
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in cold gas efficiency and an increase in moisture content of the fuel, as discussed before, 
causes decrease in the concentration of combustible gases and higher heating value which 
yields a decrease in the cold gas efficiency (figure6). 
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Fig. 5. Exergetic efficiency of the gasifying process as a function of the gasifying relative 
fuel/air ratio and the moisture content 

The effect of Frg and the bed temperature on exergetic efficiency and cold gas efficiency for 
RDF gasification are presented (by line & flood contour type) in Figures 7, 8. It is shown that 
the exergetic efficiency of BFG increases with rising fuel/air ratio as discussed for figures 5 
and6. Higher temperature will increase the exergetic efficiency because of its considerable 
effect on enthalpy of the product gases (figure7). An increase in bed temperature, as 
discussed for figure 4, brings about an increase in the concentration of combustible gases 
and higher heating value which yields an increase in cold gas efficiency (figure8) 
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Fig. 7. Exergetic efficiency of the gasifying process as a function of the gasifying relative 
fuel/air ratio and the gasifying temperature  
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Fig. 8. Cold gas efficiency of the FBG as a function of the gasifying relative fuel/air ratio and 
the bed temperature 

4. Conclusion 
An equilibrium model was developed for the biomass waste gasification in the bubbling 
fluidized bed waste gasification. It was shown that higher moisture would decrease the 
product gas higher heating value as well as cold gas efficiency while increase the exergetic 
efficiency. Moreover, It was concluded that higher temperature and higher Frg would 
increase both the product gas higher heating value, cold gas efficiency and the exergetic 
efficiency. 

5. Nomenclature 

C mass fraction of carbon 

H mass fraction of hydrogen 

rgF  gasification relative fuel/air ratio 

stF  stoichiometric biomass waste/air ratio 

M molecular weight (kg/mol) 

BMM  biomass waste molecular weight (kg/mol) 
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N mass fraction of nitrojen 

m  molar quantity of air 

w  molar quantity of biomass waste moisture 
content 

pgE  Product gas total Exergy 

PHE  physical Exergy 

CHE  chemical Ecergy 

0

TGΔ  gibbs free Energy((kJ/mol) 

O mass fraction of oxygen 

HHVdb higher heating value in dry base 

P pressure 

S0 standard Entropy(KJ/mol K) 

S mass fraction of sulphur 

T temperature 

Greek symbols 
φ              moisture content of the biomass waste fuel 

Exη           Gasifier exergetic efficiency 
 

Cgη          Cold gas efficiency 
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1. Introduction 
Since the 1980s applications of thermal plasmas experienced an important increase. In the 
1990s fundamental research led to great progress in the understanding of the basic 
phenomena involved, and to a renewed interest in applying thermal plasmas to material 
processing and waste treatment. The application of plasma torches for environmental 
purposes is a relatively new process. Thermal plasma offers unique capability of carrying 
extremely high energy by small amount of plasma and ensures high heat transfer rates to 
treated materials. All materials can be decomposed if they are brought into contact with 
plasma.  
Generators of thermal plasma (plasma torches) operate simultaneously as a plasma-
chemical and a thermal apparatus. The electrical energy of the torches goes into the plasma 
which transfers its energy to the substances to be treated, thereby triggering a dual 
simultaneous reaction process in the plasmachemical reactor: the organic compounds are 
thermally decomposed into their constituent elements (syngas with more complete 
conversion of carbon into gas phase than in incinerators), and the inorganic materials are 
melted and converted into a dense, inert, non-leachable vitrified slag, that does not require 
controlled disposal. Therefore, it can be viewed as a totally closed treatment system.  
While decomposition of waste and dangerous materials in thermal plasmas has been 
intensively studied in the last decade and industrial scale systems for treatment of various 
types of waste has been installed, plasma gasification of biomass is newly appearing 
application. For this application, the principal goal of the technology is production of fuel 
gases, principally mixture of carbon monoxide and hydrogen, called syngas. Thermal 
plasma offers possibility of decomposition of biomass by pure pyrolysis in the absence of 
oxygen, or with steichiometric amount of oxygen (gasification) to produce high quality 
syngas, with high content of carbon monoxide and hydrogen and minimum presence of 
other components. As production of fuel gas is the main goal of the technology, an energy 
balance of the process is thus much more important than in case of waste treatment, where 
the principal goal is material decomposition. 
Gasification is a process by which either a solid or liquid carbonaceous material, containing 
mostly chemically bound carbon, hydrogen, oxygen, is reacted with air or oxygen. The 
reactions provide sufficient exothermic energy to produce a primary gaseous product 
containing mostly CO, H2, CO2, H2O(g), and small content of higher hydrocarbons. Heat 
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from external sources is usually supplied into the reactor to control the process and the 
reaction temperature, but most of heat for realization of the reaction usually comes from 
calorific value of biomass. In case when thermal decomposition of biomass is realized under 
the action of externally supplied heat and without any oxidant, we speak about pyrolysis. 
Especially pyrolysis is particularly well adapted to the valorization of lignocellulosic 
products such as wood or straw with good control of parameters of the process (gas 
composition, formation of tar) to maximize the production of hydrogen or syngas.  
Principal problem of common biomass gasification technologies, based on the reaction 
between a heated carbon source with limited amounts of oxygen, consists in production of 
tar, which is formed from complex molecules of hydrocarbons created during the process. 
The gas from low temperature gasification typically contains only 50% of the energy in 
syngas components CO and H2, while the remainder is contained in CH4 and higher 
aromatic hydrocarbons [Boerrigter 2005].  Moreover, the syngas is diluted by CO2 
produced by partial oxidation process. The possibility of control of syngas composition in 
classical technologies is limited. The necessity of production of clean syngas with 
controlled composition leads to technologies based on external energy supply for material 
gasification.  
Plasma pyrolysis and gasification for production of syngas is an alternative to conventional 
methods of biomass treatment. Plasma is a medium with the highest energy content and 
thus substantial lower plasma flow rates are needed to supply sufficient energy compared 
with other media used for this purpose. This results in minimum contamination and 
dilution of produced syngas by plasma gas and easy control of syngas composition. The 
process acts also as energy storage – electrical energy is transferred into plasma energy and 
then stored in produced syngas. The main advantages are better control of composition of 
produced gas, higher calorific value of the gas and reduction of unwanted contaminants like 
tar, CO2, CH4 and higher hydrocarbons. The other advantage of plasma is wide choice of 
treated materials. As energy for the process is supplied by plasma and chemical reactions in 
the reaction products are not primary source of energy, the process can be applied for wide 
choice of organic materials and biomass.  For evaluation of technical and economic 
feasibility of plasma treatment these advantages must be taken into account together with 
higher energy consumption of plasma technology.   
Plasma treatment offers better control of process temperature, higher process rates, lower 
reaction volume and especially optimum composition of produced syngas. Plasma pyrolysis 
or gasification exploits the thermochemical properties of plasma. The particles kinetic 
energy in the form of heat is used for decomposing biomass. In addition, the presence of 
charged and excited species renders the plasma environment highly reactive which can 
catalyses homogeneous and heterogeneous chemical reactions. The main advantage of 
plasma follows from much higher enthalpy and temperature of plasmas compared to the 
ones of gases used in conventional methods. Thus, substantially lower plasma flow rates can 
carry sufficient energy for the process and composition of produced syngas is not much 
influenced by plasma gas composition and moreover, substantially less energy is consumed 
to heating of plasma to reaction temperature. These advantages are especially noticeable in 
case of plasma generated in water stabilized plasma torches, which are characterized by 
extremely high enthalpies and low plasma mass flow rates. Compared to non-plasma 
methods the advantages of plasma gasification can be summarized as follows: 
- Energy for gasification is supplied by plasma rather than energy liberated from 

combustion and thus it is independent of the treated substances, providing flexibility, 
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fast process control, and more options in process chemistry. Broad range of biomass 
feedstock, incl. biodegradable fraction of waste, can be thus gasified. 

- No combustion gases generated in conventional autothermal reactors are produced. 
- The temperature in the reactor can be easily controlled by control of plasma power and 

material feed rate. 
- As sufficiently high temperatures and homogeneous temperature distribution can be 

easily maintained in the whole reactor volume, production of higher hydrocarbons, tars 
and other complex molecules is substantially reduced. 

-  High energy density and high heat transfer efficiency can be achieved, allowing shorter 
residence times and large throughputs. 

- Highly reactive environment and easy control of composition of reaction products. 
- Low thermal inertia and easy feedback control.  
- Much lower plasma gas input per unit heating power than the gas flow of classical 

reactors and thus lower energy loss corresponding to the energy necessary for heating of 
plasma to reaction temperature; also lower amount of gases diluting produced syngas. 

- Smaller plants than for conventional reactors due to high energy densities, lower gas 
flows, and volume reduction.  

2. Thermodynamic analysis of plasma gasification of biomass 
Principally all carbon and hydrogen atoms from biomass can be used for syngas production 
if biomass is heated to sufficiently high temperature. Maximum biomass to syngas 
conversion efficiency is achieved if all carbon is oxidized to CO. As most of biomass 
materials contain more carbon atoms than oxygen atoms, some oxygen has to be added to 
gasify all carbon. This can be done by addition of oxygen, air, steam or CO2.  
For the energy balance analysis, following three processes are taken into account: 
a. Gasification with addition of steichiometric amount of O2  

 ( )
22 22

C O
C H

n n
biomass O n CO n H

−
+  +  (1) 

b. Gasification with steichiometric amount of steam 

 ( ) ( )2 22C O C C OHbiomass n n H O n CO n n n H+ −  + + −  (2) 

c. Gasification with steichiometric amount of CO2 

 ( ) ( )
22 22C O C O Hbiomass n n CO n n CO n H+ −  − +  (3) 

where nC = c/MC, nH2 = h/2MH and nO = o/MO are molar concentrations of carbon, hydrogen 
and oxygen in biomass with mass fractions of carbon, hydrogen and oxygen equal to c, h 
and o, respectively.  
The power balance of the process can be written as  

 ( ) ( ) ( ) ( )out out out
r torch react r gas r sol r pl pl rQ W P T Q T Q T Q T TηΔ = − − − − ≥  (4) 

where ΔQr is power available for gasification, η is efficiency and Wtorch power of the torch, 
Preact power loss to the reactor wall, Qgas, Qsol and Qpl are power losses carried out of the 
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influenced by plasma gas composition and moreover, substantially less energy is consumed 
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case of plasma generated in water stabilized plasma torches, which are characterized by 
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methods the advantages of plasma gasification can be summarized as follows: 
- Energy for gasification is supplied by plasma rather than energy liberated from 
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fast process control, and more options in process chemistry. Broad range of biomass 
feedstock, incl. biodegradable fraction of waste, can be thus gasified. 

- No combustion gases generated in conventional autothermal reactors are produced. 
- The temperature in the reactor can be easily controlled by control of plasma power and 

material feed rate. 
- As sufficiently high temperatures and homogeneous temperature distribution can be 

easily maintained in the whole reactor volume, production of higher hydrocarbons, tars 
and other complex molecules is substantially reduced. 

-  High energy density and high heat transfer efficiency can be achieved, allowing shorter 
residence times and large throughputs. 

- Highly reactive environment and easy control of composition of reaction products. 
- Low thermal inertia and easy feedback control.  
- Much lower plasma gas input per unit heating power than the gas flow of classical 

reactors and thus lower energy loss corresponding to the energy necessary for heating of 
plasma to reaction temperature; also lower amount of gases diluting produced syngas. 

- Smaller plants than for conventional reactors due to high energy densities, lower gas 
flows, and volume reduction.  

2. Thermodynamic analysis of plasma gasification of biomass 
Principally all carbon and hydrogen atoms from biomass can be used for syngas production 
if biomass is heated to sufficiently high temperature. Maximum biomass to syngas 
conversion efficiency is achieved if all carbon is oxidized to CO. As most of biomass 
materials contain more carbon atoms than oxygen atoms, some oxygen has to be added to 
gasify all carbon. This can be done by addition of oxygen, air, steam or CO2.  
For the energy balance analysis, following three processes are taken into account: 
a. Gasification with addition of steichiometric amount of O2  

 ( )
22 22

C O
C H

n n
biomass O n CO n H

−
+  +  (1) 

b. Gasification with steichiometric amount of steam 

 ( ) ( )2 22C O C C OHbiomass n n H O n CO n n n H+ −  + + −  (2) 

c. Gasification with steichiometric amount of CO2 

 ( ) ( )
22 22C O C O Hbiomass n n CO n n CO n H+ −  − +  (3) 

where nC = c/MC, nH2 = h/2MH and nO = o/MO are molar concentrations of carbon, hydrogen 
and oxygen in biomass with mass fractions of carbon, hydrogen and oxygen equal to c, h 
and o, respectively.  
The power balance of the process can be written as  

 ( ) ( ) ( ) ( )out out out
r torch react r gas r sol r pl pl rQ W P T Q T Q T Q T TηΔ = − − − − ≥  (4) 

where ΔQr is power available for gasification, η is efficiency and Wtorch power of the torch, 
Preact power loss to the reactor wall, Qgas, Qsol and Qpl are power losses carried out of the 
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reactor by produced gases, solids and plasma, respectively. These power losses are 
dependent on temperature in the reactor Tr and the temperature of plasma gas leaving the 
reactor Tpl. The temperature Tpl is equal to Tr if complete mixing and heat transfer from 
plasma to treated material during residence time in the reactor is ensured. 
The terms on the right hand side of equation (4) are determined by the torch power and its 
efficiency, by the construction of plasma reactor and by the reaction temperature Tr. The 
reaction temperature needed for biomass gasification can be determined from calculation of 
temperature dependence of composition of products of reactions (1) – (3). Due to high 
temperature in plasma reactor, we can assume that all reaction components in plasma 
reactor are in thermodynamic equilibrium. Under this assumption we can calculate the 
composition of reaction products from thermodynamic computations.  
Fig. 1 presents the temperature dependence of composition of system containing mass 
fractions of carbon, hydrogen and oxygen corresponding to fir wood.  The equilibrium 
composition of this heterogeneous system was calculated using the method described in 
[Coufal 1994], the input data for calculations of standard reaction enthalpy and standard 
thermodynamic functions of system components were taken from database [Coufal 2005]. It 
can be seen that wood is decomposed into hydrogen, carbon monoxide and solid carbon 
with small amount of other components at temperatures above 1 200 K. The presence of 
solid carbon, which in gasification reactors leads to formation of char, can be suppressed by 
addition of gas containing oxygen. To maintain high concentrations of CO and H2 in the 
produced gas, it is advantages to use oxygen, carbon dioxide or steam as oxidizing media.  
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Fig. 1. Composition of products of wood pyrolysis. The mass ratios of components in wood: 
carbon c = 0.511 , hydrogen h = 0.064 , oxygen o = 0,425 

Fig. 2 shows the composition of products of gasification of wood with addition of CO2 and 
oxygen. The components considered in the computation correspond to the experimental 
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conditions described in the paragraph 4. Mixture of oxygen and carbon dioxide was used as 
an oxidizing medium for gasification of fir wood, the atmosphere in the reactor contained 
also steam plasma with small amount of argon supplied into the reactor by plasma torch. It 
can be seen that composition of produced syngas changed substantially due to the addition 
of other components. It can be seen in Figs. 1 and 2 that optimum composition of syngas 
with high concentration of H2 and CO is reached at temperatures higher than 1200 K. As all 
power losses specified in equation (1) are increasing with temperature Tr, it will be optimal 
for energy balance to keep reactor temperature close to temperature 1 200 K. 
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Fig. 2. Composition of products of wood gasification. The mass ratios of components in 
wood: c = 0.511 , h = 0.064 , o = 0,425.  Wood 47 kg/h, humidity 6.5%, argon 13.55 slm, water 
plasma 18 g/min, CO2 115 slm, O2  30 slm. 

The power available for material gasification ΔQr determines maximum possible feed rate of 
the material. We calculate energy Δhr needed for realization of reactions represented by 
equations (1), (2), (3). As values representing heat of formation of biomass are not generally 
known, we calculate the heat Δhr from known heats of combustion of cellulosic materials 
using the scheme in Fig. 3. The scheme in Fig. 3 corresponds to the reaction (1). The heat of 
gasification, i.e. production of syngas with composition nc CO + nH2H2, is calculated as the 
difference of heat of combustion Δhc, net and heat of combustion of syngas Δhc, syng  

 , ,gas c net c syngh h hΔ = Δ − Δ  (5) 

The heat of combustion of cellulosic materials can be calculated from the equation 
[Dietenberger 2002]  

 , 013.23 [ / ]c neth r kJ gΔ =  (6) 
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addition of gas containing oxygen. To maintain high concentrations of CO and H2 in the 
produced gas, it is advantages to use oxygen, carbon dioxide or steam as oxidizing media.  
 

Dry Wood (res1)

0

0,2

0,4

0,6

0,8

1

300 800 1300 1800 2300 2800

Temperature (K)

M
ol

 F
ra

ct
io

n 
[m

ol
/g

]

CO

H2

Csol.

H2O

CO2

CH4
HC2H2

 
Fig. 1. Composition of products of wood pyrolysis. The mass ratios of components in wood: 
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conditions described in the paragraph 4. Mixture of oxygen and carbon dioxide was used as 
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of other components. It can be seen in Figs. 1 and 2 that optimum composition of syngas 
with high concentration of H2 and CO is reached at temperatures higher than 1200 K. As all 
power losses specified in equation (1) are increasing with temperature Tr, it will be optimal 
for energy balance to keep reactor temperature close to temperature 1 200 K. 
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The power available for material gasification ΔQr determines maximum possible feed rate of 
the material. We calculate energy Δhr needed for realization of reactions represented by 
equations (1), (2), (3). As values representing heat of formation of biomass are not generally 
known, we calculate the heat Δhr from known heats of combustion of cellulosic materials 
using the scheme in Fig. 3. The scheme in Fig. 3 corresponds to the reaction (1). The heat of 
gasification, i.e. production of syngas with composition nc CO + nH2H2, is calculated as the 
difference of heat of combustion Δhc, net and heat of combustion of syngas Δhc, syng  
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The heat of combustion of cellulosic materials can be calculated from the equation 
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where r0 is external oxygen mass fraction needed for complete combustion 

 ( )0 8 / 3 8r c h o= + −  (7) 

The heat of combustion of syngas (LHV) produced by complete gasification of wood can be 
expressed as 

 ( ) 2, 2 2( ) ( ) ( )o o o
c syng C f f H fh n H CO H CO n H H OΔ = Δ − Δ + Δ  (8) 

where ΔfHo are heats of formation of individual molar components.  
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Fig. 3. Scheme of reactions for determination of reaction heat for biomass gasification. 
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Fig. 4. Energy for gasification of wood for oxygen, steam and CO2 process. Mass ratios of 
components in wood: c = 0.511 , h = 0.064 , o = 0,425. 
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In case of reactions (2) and (3), the reaction heat Δhr includes also heat of dissociation of H2O 
and CO2. For humid biomass also heat of dissociation of water in the biomass must be taken 
into account. As reaction can be realized at temperature Tr, the total heat for gasification is 
given by the sum 

 r gash h HΔ = Δ + Δ  (9) 

where  Δhgas is given by (4) and ΔH is heat needed for heating of components on the right 
hand side of equations (1-3) from standard temperature to the reaction temperature Tr. 
In Fig. 4 the total external energy needed for gasification of wood by processes (1) – (3) is 
plotted in dependence on material humidity for three reaction temperatures Tr. The 
humidity of wood is given by the weight percentage of water in the material. The energy for 
process with addition of steam (2) and CO2 (3) are almost the same, which is related to little 
difference in dissociation energies of water and CO2. 
The ratio of energy obtained by combustion of syngas (LHV) to the energy needed for its 
production is plotted in Fig. 5 against wood humidity. It can be seen that LHV of syngas 
produced from gasification of dry wood is up to 8 times higher than the heat spent for its 
production, for wood with 10% humidity this ratio is 5. If we consider torch efficiency 0.6 
and the sum of power losses defined in (4) about 13% of the torch power, which corresponds 
to the experimental values measured in gasification experiments described in the paragraph 
4, the ratio of LHV of syngas to total energy needed for its production is 3.6 for dry wood 
and 2.35 for wood with 10% humidity for reaction temperature 1300 K. As all power losses 
in the equation (4) for ΔQr are losses to the cooling water of the torch and the reactor, the 
real power gain after recuperation of heat in a cooling system could be even higher. If these 
numbers are compared with the conventional autothermal reactors, where only very low  
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where r0 is external oxygen mass fraction needed for complete combustion 
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In case of reactions (2) and (3), the reaction heat Δhr includes also heat of dissociation of H2O 
and CO2. For humid biomass also heat of dissociation of water in the biomass must be taken 
into account. As reaction can be realized at temperature Tr, the total heat for gasification is 
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power is supplied to ignite the process of partial combustion, the energy gain in plasma 
systems is smaller. However, the LHV of produced syngas for autothermal reactors is 
usually between 35% and 60% of its theoretical value, and moreover, quality of produced 
syngas is low especially due to the production of tars and other contaminants.  
The substantial advantage of plasma treatment is in reduction of mass flow rate of gasifying 
medium compared to the flow rate of gases used for non-plasma gasification. Thus, in case 
of plasma gasification, the produced syngas is less diluted by gas supplied into the reactor 
and has higher heating value. Also the power losses connected with the heating of gasifying 
medium to the reaction temperature are reduced. The ratio of mass of plasma, or gas at 
lower temperatures, needed for supply of energy Δhr for complete gasification of wood, to 
the mass of wood, is plotted in dependence on gasifying medium temperature in Fig. 6 for 
nitrogen, oxygen and steam. The curves were calculated from thermodynamic equilibrium 
enthalpies of three gases [Boulos 1994, Krenek 2008] and from the total energy of 
gasification determined above.  For temperatures lower than 3000 K the ratio is close to 1. 
Thus, for gasification with hot air (the amount of needed gas will be close to the values for 
nitrogen), almost half of the weight of produced syngas is air and thus syngas is diluted by 
high percentage of nitrogen (approximately 39% of weight of produced syngas). For 
comparison with plasma systems: for steam plasma with input temperature 16 000 K, which 
is the temperature corresponding to experiments described in paragraph 4, this ratio is less 
than 0.02 and thus almost undiluted syngas is produced. 
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Fig. 6. Ratio of mass of gas carrying energy Δhr for complete gasification of wood, to the 
mass of wood, in dependence on gas temperature. 

3. Kinetics of gasification 
Exact theoretical description of the plasma gasification process should be based on fluid 
dynamic model of plasma-material interaction, model of heat transfer to the material, its 
heating and volatilization as well as on description of kinetics of chemical reactions in the 
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reactor. We will describe here simple model of gasification kinetics based on solution of 
Arhenius equation describing volatilization of material at given temperature together with 
equations describing heat and mass transfer between reactor atmosphere and surface of 
material.  
The rate of biomass volatilization is commonly described by Arhenius equation  

 exp( / )sm A E RT= −  (10) 

which determines dependence of volatilization rate m on temperature of material surface Ts. 
Frequency factor A and activation energy E were determined for various biomass materials, 
R is universal gas constant. 
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Fig. 7. Particle of gasified material with sheath of gas produced by volatilization. 

In plasma gasification the heat flux to the gasified particles and thus the volatilization rate 
are extremely high and the sheath of gas, produced by gasification of particle, is formed. The 
conditions around particle of material are schematically shown in Fig. 7. The heat transfer 
through the sheath substantially influences the gasification rate. For description of the heat 
transfer we use the film model [Bird 2002]. Heat flux through the sheath created around 
spherical particle with surface temperature Ts is given by the equation 
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where 2( / . )m kg s m  is volatilization rate, Tr is temperature in the reactor out of the sheath, 
Cp is specific heat and h heat transfer coefficient, both corresponding to local conditions in 
the sheath. We will approximate the heat transfer coefficient by relation for heat transfer to 
the sphere in flowing fluid [Bird 2002] 
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where Nu is Nusselt number, Re Reynolds number and Pr Prandtl number, D is diameter of 
the sphere and k thermal conductivity within the sheath.  
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Fig. 6. Ratio of mass of gas carrying energy Δhr for complete gasification of wood, to the 
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reactor. We will describe here simple model of gasification kinetics based on solution of 
Arhenius equation describing volatilization of material at given temperature together with 
equations describing heat and mass transfer between reactor atmosphere and surface of 
material.  
The rate of biomass volatilization is commonly described by Arhenius equation  
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which determines dependence of volatilization rate m on temperature of material surface Ts. 
Frequency factor A and activation energy E were determined for various biomass materials, 
R is universal gas constant. 
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where 2( / . )m kg s m  is volatilization rate, Tr is temperature in the reactor out of the sheath, 
Cp is specific heat and h heat transfer coefficient, both corresponding to local conditions in 
the sheath. We will approximate the heat transfer coefficient by relation for heat transfer to 
the sphere in flowing fluid [Bird 2002] 
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where Nu is Nusselt number, Re Reynolds number and Pr Prandtl number, D is diameter of 
the sphere and k thermal conductivity within the sheath.  
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The relation between volatilization rate and the heat flux is given by the energy balance 
equation 

 0 . gasq m h= Δ  (13) 

where Δhgas is energy needed for gasification, which is given by equation (5).  
From (12) and (13) we get following relation between mass gasification rate and difference 
of temperatures in the reactor and at the particle surface: 

 ( )ln 1p
r s

p gas

Chm T T
C h

 
 = − −
 Δ 

  (14) 

By solving equations (11) and (14) we can obtain dependence of volatilization rate and 
surface temperature Ts on temperature in the reactor Tr and the particle diameter D. 
Calculated dependences are presented in Figs. 8 and 9 for various diameters of spherical 
particles. The computations were made for input parameters characteristic for wood (c= 
0.511, h=0.064, o=0.425, A=7.7.106 s-1, E=1.11.105 J/mol) and sheath values of transport and 
thermodynamic coefficients k, h, Cp corresponding to a mixture of hydrogen and CO with 
volume ratio 1:1 for zero relative velocity between particles and surrounding gas and 
averaged sheath temperature  

 ( )
2

r s
sheath

T T
T

−
=  (15) 

Representation of wood gasification kinetics by one set of parameters A, E is simplification. 
Unfortunately the values corresponding to high gasification rates in plasma can not be found 
in the publications and thus we used values representing gasification of lignin [Miller 1997]. 
 

 
Fig. 8. Surface temperature of wood particles in dependence on reactor temperature for 
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Fig. 9. Gasification rate of wood particles in dependence on reactor temperature for various 
particle diameters  

It can be seen that the particle diameter substantially influences both the surface 
temperature and the gasification rate. Increase of the diameter results in reduction of heat 
transfer to the particle due to more intensive shielding of the particle by gas sheath formed 
from volatilized material. From the dependence of process rate on the size of particles a 
relation between throughput and minimum volume of the reactor can be estimated. The 
relation between total volume of particles of given diameter and gasification rate can be 
calculated from the equations (10) – (14). In Fig. 10 the ratio of total volume of particles to 
material throughput is plotted in dependence on reactor temperature for several particle 
diameters. A minimum reactor volume needed for given material throughput can be 
determined from these dependences assuming that reactor volume should be several times  
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The relation between volatilization rate and the heat flux is given by the energy balance 
equation 

 0 . gasq m h= Δ  (13) 

where Δhgas is energy needed for gasification, which is given by equation (5).  
From (12) and (13) we get following relation between mass gasification rate and difference 
of temperatures in the reactor and at the particle surface: 
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By solving equations (11) and (14) we can obtain dependence of volatilization rate and 
surface temperature Ts on temperature in the reactor Tr and the particle diameter D. 
Calculated dependences are presented in Figs. 8 and 9 for various diameters of spherical 
particles. The computations were made for input parameters characteristic for wood (c= 
0.511, h=0.064, o=0.425, A=7.7.106 s-1, E=1.11.105 J/mol) and sheath values of transport and 
thermodynamic coefficients k, h, Cp corresponding to a mixture of hydrogen and CO with 
volume ratio 1:1 for zero relative velocity between particles and surrounding gas and 
averaged sheath temperature  
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higher than volume occupied by particles to ensure good heat transfer to the particles. It can 
be seen from the Fig. 10 that needed volume of reactor rapidly increases with the size of the 
particles. The increase of the reactor volume leads to the increase of power loss Preact(Tr) in 
equation (4).  Optimal reactor volume can be determined on the basis of analysis of relations 
between process rate and power loss for given size of the particles.  

4. Gasification of organic materials in steam plasma 
Plasma gasification of biomass was studied in the recent years in several papers [Tang 2005, 
Brothier 2007, Hrabovsky 2006, Tu Wen Kai 2008, Tang 2005, Xiun 2005]. Up to now only 
laboratory scale experimental investigations of plasma biomass gasification have been 
performed. Production of syngas from wood in plasma generated in ac air plasma torches 
was studied in [Rutberg 2004].  In these experiments plasma with high flow rates and 
enthalpy not higher then 8 MJ/kg was used. The high flow rate of plasma ensures good 
mixing of plasma with treated material and a uniform temperature distribution in the 
reactor. However, the produced syngas contains plasma gas components, usually nitrogen 
and oxygen if air or nitrogen are used as plasma gases [Rutberg 2004, Zasypkin 2001]. The 
usage of mixtures of inert gas with hydrogen [Zhao 2001, Zhao 2003] eliminates this 
disadvantage but it increases the cost. In [Kezelis 2004] biomass was gasified in steam 
plasma, the usage of produced syngas as plasma gas in a special plasma torch is planned in 
[Brothier 2007]. This chapter presents the experimental results obtained in medium scale 
thermal plasma gasification reactor equipped by the gas-water dc plasma torch with arc 
power up to 160 kW.  

4.1 Plasma gasification reactor 
The experiments were performed on plasma reactor PLASGAS equipped by plasma torch with 
a dc arc stabilized by combination of argon flow and water vortex. The scheme of the 
experimental system is shown in Fig. 11. The torch power could be adjusted in the range of 90 - 
160 kW. Power loss to the reactor walls was reduced by the inner lining of the reactor, which 
was made of special refractory ceramics with the thickness of 400 mm. The wall temperature 
11000 to 1400oC could be regulated by the torch power and feeding rate of the material. Inner 
volume of the reactor was 0.22 m3. All parts of the reactor chamber were water-cooled and 
calorimetric measurements on cooling circuits were made. The material container was 
equipped with a continuous screw conveyer with controlled material feeding rate. Treated 
material was supplied into the reactor and was fed into plasma jet in the position about 30 cm 
downstream of the input plasma entrance nozzle at the reactor top. Inputs for additional gases 
for control of reactor atmosphere were at three positions in the upper part of the reactor. The 
gas produced in the reactor flowed through the connecting tube to the quenching chamber, 
which was created by a cylinder with the length of 2 m. At the upper entrance of the cylinder 
the gas was quenched by a spray of water from the nozzle, positioned at the top of the 
cylinder. The water flow rate in the spray was automatically controlled to keep the 
temperature of gas at the output of the quenching chamber at 300oC. The gas then flows into 
the combustion chamber where it is combusted in the flow of the air. To prevent destruction of 
ceramic insulation wall the reactor was pre-heated prior to the experiments for 24 hours to 
temperature about 950oC. Then the heating of the reactor walls to working temperature was 
made by plasma torch at arc power 110 kW.  
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The measuring system included monitoring of plasma torch operation parameters, 
temperatures in several positions inside the reactor and calorimetric measurements on 
cooling water loops. The temperature of inner wall of the reactor was measured in six 
positions by thermocouples. The flow rate of produced syngas was determined by two 
methods. Pitot flow meter was installed in the system downstream of the exit of quenching 
chamber and thus the total flow rate was measured of syngas and steam produced in 
quenching chamber with water spray. The flow rate was also determined from molar 
concentration of argon measured at the output of the reactor before quenching chamber in 
case when defined flow rate of argon was introduced into the reactor. Gas temperature was 
measured at the input and the output of the quenching chamber by thermocouples. The 
composition of produced gas was measured at the output of reactor before the gas enters the 
quenching chamber. The tube for collection of samples was cooled down by the water spray 
at the input of the quenching chamber.  
 

 
Fig. 11. Schematics of experimental reactor PLASGAS.  

The main gas analysis was made by a quadruple mass spectrometer Balzers QMS 200. As the 
gas can contain some amount of steam which could after condensation block or damage the 
inputs of the mass spectrometer, the freezing unit was connected into the gas sample circuit.  
Additional analyses of the composition of the produced syngas and the content of tar were 
made on samples of gas taken during the experiment by means of mass spectroscopy with 
cryofocusing, gas and liquid chromatography and FT infrared spectroscopy. Samples for 
tests of presence of tar in the gas were taken from the tube between the reactor and the 
quenching chamber. The samples were captured on the DSC-NH2 adsorbend or silica gel 
and analyzed by gas and liquid chromatography. The content of tar was below the 
sensitivity of the method, which was 1 mg/Nm3. 
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4.2 Plasma generator with hybrid water/gas arc stabilization 
Plasma was produced in the torch with a dc arc stabilized by combination of argon flow and 
water vortex. The torch generates an oxygen-hydrogen-argon plasma jet with extremely high 
plasma enthalpy and temperature. Typical arrangement of arc chamber with gas/water 
stabilization is shown in Fig. 12. The cathode part of the torch is arranged similarly like in gas 
torches. Gas is supplied along tungsten cathode tip, vortex component of gas flow that is 
injected tangentially, assures proper stabilization of arc in the cathode nozzle. Gas plasma 
flows through the nozzle to the second part of arc chamber, where arc column is surrounded 
by a water vortex. The chamber is divided into several sections, where water is injected 
tangentially. The inner diameter of the vortex is determined by the diameter of the holes in the 
segments between the sections. The sections with tangential water injection are separated by 
two exhaust gaps, where water is exhausted out of the arc chamber. Interaction of the arc 
column with the water vortex causes evaporation from the inner surface of the vortex. The 
steam mixes with the plasma flowing from the cathode section. An anode is created by a 
rotating copper disc with internal water cooling. Thus the arc column is composed of three 
sections. The cathode section is stabilized by a vortex gas flow. If gas with low enthalpy like 
argon is used, the voltage drop and power of this section is small. The most important section, 
which determines plasma properties, is the water-stabilized part, where the arc column 
interacts with the water vortex. The third part between the exit nozzle and the anode 
attachment is an arc column in a free jet formed from mixture of argon with steam.  
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Fig. 12. Schematics of water/argon plasma torch.  

As walls of stabilizing cylinder in the main arc chamber are created by water, arc can be 
operated at substantially higher power than in common gas stabilized torches. Figure 13 
presents comparison of operation regimes of water stabilized torches and conventional gas 
stabilized torches, characterized by levels of arc power and plasma mass flow rate. Low 
mass flow rates of plasma for water torches follow from the energy balances of radial heat 
transfer. For gas torches mass flow rates can be controlled independently of arc power. 
However, lower limit of mass flow rate is given by a necessity to protect walls of arc 
chamber by gas flow. It can be seen that water plasma torches are characterized by very low 
mass flow rates. This fact results in high plasma enthalpies. Typical values of mean plasma 
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enthalpies for dc arc torches are shown in Fig. 13. Figure 14 presents enthalpies of steam 
plasma compared with mixtures of nitrogen and argon with hydrogen, which are commonly 
used in gas plasma torches. High enthalpy of steam plasma represents capacity of plasma to 
carry energy. The other positive property of steam plasma for plasma processing is high 
heat conductivity. Thus, extreme properties of plasma jets generated in water stabilized and 
hybrid stabilized arc torches follows both from the properties of steam plasma and from the 
way of stabilization of arc by water vortex. 
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Fig. 13. Operation regimes of dc arc plasma torches. 

The way how operation regime is established in a hybrid torch is illustrated in Fig. 13. In the 
cathode gas-stabilized section the power increases with gas flow rate slowly, if low enthalpy 
gas like argon is used (red part of characteristics in Fig. 13). Energy balance in the water  
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Fig. 14. Plasma enthalpy in dependence on temperature for steam and mixtures 
nitrogen/hydrogen (2:1 vol.) and argon hydrogen (3:1 vol.). 
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stabilized arc section is almost completely controlled by steam inflow and the arc in this 
section has electrical characteristics and power balances that are very close to the ones of 
water-stabilized torches. The power thus increases rapidly with mass flow rate as in the case 
of water torch (blue part of characteristics in Fig. 13). 
High temperature plasma jet with high flow velocity is generated in the hybrid plasma 
torch. The centreline plasma flow velocity at the torch exit, which is increasing with both the 
arc current and the argon flow rate, ranges approximately from 1800 m/s to 7000 m/s. The 
centerline exit temperature is almost independent of argon flow rate and varies between 14 
kK and 22 kK. In Fig. 15 measured profiles of plasma temperature for arc power 70 kW and 
96 kW are presented. Temperature is increasing with arc current but does not depend much 
on argon flow rate, because thermal plasma parameters are determined by processes in 
water stabilized (Gerdien) arc part. Fig. 15 presents temperature profiles measured at 
position 2 mm downstream of torch nozzle. With increasing distance from the nozzle 
plasma jet temperature rapidly decreases due to mixing of plasma with ambient gas and 
due to intensive radial heat transfer to the jet surrounding. 
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Fig. 15. Profiles of plasma temperature at the position 2 mm downstream of the torch exit for 
argon flow rates 12.5 and 22.5 slm for arc currents 300 A (70 kW) and 400 A (96 kW). 

The torch was attached to the reactor at the reactor top. Plasma enters the reactor volume 
through the nozzle with diameter of 40 mm in the reactor top wall. The torch was operated 
at arc currents 350 A to 550 A and arc power 96 – 155 kW, plasma mass flow rates were in 
the range from 2.1 to 2.5 kg per hour.  

4.3 Experimental results of plasma gasification of organic materials 
Experiments with several materials at various conditions were performed with plasma 
reactor PLASGAS. 
Table 1 presents examples of results obtained in experiments with gasification of wooden 
saw dust. The table gives values of basic operation parameters, i.e. plasma power, feed rate 
of wood, flow rates of gases added to the reactor (CO2 and O2) and averaged temperature Tr 
in the reactor. The temperature Tr given in the table is averaged temperature of the reactor 
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torch power feed rate CO2 O2 Tr syngas H2 CO CO2 O2 Ar CH4 calorific value
[kW] [kg/h] [slm] [slm] [K] [m3/h] % % % % % % [kW]
104 6.9 43 10 1360 7.13 27.7 60.8 5.4 0.7 4.9 0.5 21.11

104.3 6.9 20 10 1355 7.85 33.7 57.1 3.3 0.4 5.6 0.05 23.6
105.3 17 115 0 1345 30.42 31.5 59.5 4.9 0.1 2.3 1.6 92.2
106.1 17 115 30 1463 32.16 28.4 59.7 7.7 0.4 2.2 1.6 94.7
106.3 27.1 115 30 1417 34.41 22.3 68.3 2.4 4.8 1.4 0.8 105.4
152.5 27.1 115 30 1452 32.3 61.3 4.7 0.1 0.6 0.9

95 28 16 0 1150 37.6 46.3 45.2 1.9 1.6 5.1 - 111.7
138 28 16 0 1200 32.6 42 44.3 3.4 2.5 7.8 0 101.6

107.7 47.2 115 30 1406 71.04 36 59.9 2.3 0.1 0.6 1.1 225.9
107.7 47.2 115 30 1364 76.36 37.3 60.1 1.8 0.1 0.2 0.4 246.3  

Table 1. Basic operation parameters, composition, flow rate and calorific value of syngas 
produced by gasification of wood saw dust. 

wall obtained as an average of inner wall temperatures measured at six positions in the 
reactor. The right hand side of the table presents flow rate of produced syngas, its 
composition and calorific value of syngas. The calorific value was calculated from measured 
flow rate of gas and its composition. It can be seen that for the highest feed rates the calorific 
value of produced syngas is almost 2.5 times higher then the torch power. The ratio of 
power available for material treatment (after all power losses were subtracted from the arc 
power) to total arc power increased with increasing arc power from 0.35 - 0.41 at arc power 
95 - 100 kW to 0.41 - 0.46 for arc power higher then 130 kW for wall temperatures 1100 - 
1200oC. The ratio was lower for higher wall temperatures. Most of the results in Table 1 
were obtained at arc power 104 to 107 kW, some results for different power are also 
included. No effect of arc power on gas composition and flow rate was observed for tested 
feeding rates up to 47.2 kg/h. It can be concluded that maximum possible feeding rate at 
given power has not been reached. 
The results of other test series of experimental gasification of wooden saw dust are 
presented in Table 2. The composition of produced syngas is compared with the 
composition determined by equilibrium computations which are presented in Fig. 2. In all 
test runs syngas with high concentrations of hydrogen and carbon monoxide was 
obtained. The concentration of CO2 and CH4 were small especially for higher feeding rates 
and higher flow rates of gases added for oxidation of surplus of carbon. The last column 
of Table 2 presents heating values of syngas calculated from the composition. It can be 
seen that the values of LHV and the composition are close to the results of equilibrium 
calculations. 
 

 Test Parameters Added gases Syngas Composition  

 Feed 
[kg/h] 

Tr 

[K] 
Power 
[kW] 

CO2 
[slm] 

O2 

[slm] 
H2 

% 
CO 
% 

CO2 

% 
O2 

% 
CH4 

% 
Ar 
% 

LHVsyn. 

[MJ/m3] 
C 47 1350  115 30 42 56 0.3 0 0.4 1.0 11.72 
E1 47.2 1364 108 115 30 37 60 1.8 0.1 0.4 0.2 11.76 
E2 47.2 1420 108 115 30 36 59 2.9 0 1.5 0.6 11.84 
E3 30 1280 110 15 0 43 44 7.2 0.1 1.3 3.3 10.81 
E4 30 1360 110 15 0 42 49 4.7 0.1 1.7 2.5 11.33 

Table 2. Measured (E) and computed (C) composition and LHV of syngas. 

The differences between temperatures of inner wall measured at different positions within 
the reactor did not exceed 100oC. At all experiments the minimum measured wall 
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stabilized arc section is almost completely controlled by steam inflow and the arc in this 
section has electrical characteristics and power balances that are very close to the ones of 
water-stabilized torches. The power thus increases rapidly with mass flow rate as in the case 
of water torch (blue part of characteristics in Fig. 13). 
High temperature plasma jet with high flow velocity is generated in the hybrid plasma 
torch. The centreline plasma flow velocity at the torch exit, which is increasing with both the 
arc current and the argon flow rate, ranges approximately from 1800 m/s to 7000 m/s. The 
centerline exit temperature is almost independent of argon flow rate and varies between 14 
kK and 22 kK. In Fig. 15 measured profiles of plasma temperature for arc power 70 kW and 
96 kW are presented. Temperature is increasing with arc current but does not depend much 
on argon flow rate, because thermal plasma parameters are determined by processes in 
water stabilized (Gerdien) arc part. Fig. 15 presents temperature profiles measured at 
position 2 mm downstream of torch nozzle. With increasing distance from the nozzle 
plasma jet temperature rapidly decreases due to mixing of plasma with ambient gas and 
due to intensive radial heat transfer to the jet surrounding. 
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Fig. 15. Profiles of plasma temperature at the position 2 mm downstream of the torch exit for 
argon flow rates 12.5 and 22.5 slm for arc currents 300 A (70 kW) and 400 A (96 kW). 

The torch was attached to the reactor at the reactor top. Plasma enters the reactor volume 
through the nozzle with diameter of 40 mm in the reactor top wall. The torch was operated 
at arc currents 350 A to 550 A and arc power 96 – 155 kW, plasma mass flow rates were in 
the range from 2.1 to 2.5 kg per hour.  

4.3 Experimental results of plasma gasification of organic materials 
Experiments with several materials at various conditions were performed with plasma 
reactor PLASGAS. 
Table 1 presents examples of results obtained in experiments with gasification of wooden 
saw dust. The table gives values of basic operation parameters, i.e. plasma power, feed rate 
of wood, flow rates of gases added to the reactor (CO2 and O2) and averaged temperature Tr 
in the reactor. The temperature Tr given in the table is averaged temperature of the reactor 
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torch power feed rate CO2 O2 Tr syngas H2 CO CO2 O2 Ar CH4 calorific value
[kW] [kg/h] [slm] [slm] [K] [m3/h] % % % % % % [kW]
104 6.9 43 10 1360 7.13 27.7 60.8 5.4 0.7 4.9 0.5 21.11

104.3 6.9 20 10 1355 7.85 33.7 57.1 3.3 0.4 5.6 0.05 23.6
105.3 17 115 0 1345 30.42 31.5 59.5 4.9 0.1 2.3 1.6 92.2
106.1 17 115 30 1463 32.16 28.4 59.7 7.7 0.4 2.2 1.6 94.7
106.3 27.1 115 30 1417 34.41 22.3 68.3 2.4 4.8 1.4 0.8 105.4
152.5 27.1 115 30 1452 32.3 61.3 4.7 0.1 0.6 0.9

95 28 16 0 1150 37.6 46.3 45.2 1.9 1.6 5.1 - 111.7
138 28 16 0 1200 32.6 42 44.3 3.4 2.5 7.8 0 101.6

107.7 47.2 115 30 1406 71.04 36 59.9 2.3 0.1 0.6 1.1 225.9
107.7 47.2 115 30 1364 76.36 37.3 60.1 1.8 0.1 0.2 0.4 246.3  

Table 1. Basic operation parameters, composition, flow rate and calorific value of syngas 
produced by gasification of wood saw dust. 

wall obtained as an average of inner wall temperatures measured at six positions in the 
reactor. The right hand side of the table presents flow rate of produced syngas, its 
composition and calorific value of syngas. The calorific value was calculated from measured 
flow rate of gas and its composition. It can be seen that for the highest feed rates the calorific 
value of produced syngas is almost 2.5 times higher then the torch power. The ratio of 
power available for material treatment (after all power losses were subtracted from the arc 
power) to total arc power increased with increasing arc power from 0.35 - 0.41 at arc power 
95 - 100 kW to 0.41 - 0.46 for arc power higher then 130 kW for wall temperatures 1100 - 
1200oC. The ratio was lower for higher wall temperatures. Most of the results in Table 1 
were obtained at arc power 104 to 107 kW, some results for different power are also 
included. No effect of arc power on gas composition and flow rate was observed for tested 
feeding rates up to 47.2 kg/h. It can be concluded that maximum possible feeding rate at 
given power has not been reached. 
The results of other test series of experimental gasification of wooden saw dust are 
presented in Table 2. The composition of produced syngas is compared with the 
composition determined by equilibrium computations which are presented in Fig. 2. In all 
test runs syngas with high concentrations of hydrogen and carbon monoxide was 
obtained. The concentration of CO2 and CH4 were small especially for higher feeding rates 
and higher flow rates of gases added for oxidation of surplus of carbon. The last column 
of Table 2 presents heating values of syngas calculated from the composition. It can be 
seen that the values of LHV and the composition are close to the results of equilibrium 
calculations. 
 

 Test Parameters Added gases Syngas Composition  

 Feed 
[kg/h] 

Tr 

[K] 
Power 
[kW] 

CO2 
[slm] 

O2 

[slm] 
H2 

% 
CO 
% 

CO2 

% 
O2 

% 
CH4 

% 
Ar 
% 

LHVsyn. 

[MJ/m3] 
C 47 1350  115 30 42 56 0.3 0 0.4 1.0 11.72 
E1 47.2 1364 108 115 30 37 60 1.8 0.1 0.4 0.2 11.76 
E2 47.2 1420 108 115 30 36 59 2.9 0 1.5 0.6 11.84 
E3 30 1280 110 15 0 43 44 7.2 0.1 1.3 3.3 10.81 
E4 30 1360 110 15 0 42 49 4.7 0.1 1.7 2.5 11.33 

Table 2. Measured (E) and computed (C) composition and LHV of syngas. 

The differences between temperatures of inner wall measured at different positions within 
the reactor did not exceed 100oC. At all experiments the minimum measured wall 
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temperature was 1100oC. Under these conditions the change of wall temperature in the 
range of 1100 to 1450oC does not influence the flow rate and the composition of the 
produced gas, as can be seen in Tables 1 and 2.  
The composition of produced gas was only slightly influenced by the material feeding rate 
and the power and was controlled by the ratio of mass of oxygen in supplied gases (O2, 
CO2), added for complete oxidation of carbon, to the feed rate of material. This is illustrated 
in Fig. 16 where molar fractions of gas components are plotted in dependence on ratio of 
oxygen mass flow rate to the material feed rate. 
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Fig. 16. Composition of syngas in dependence on mass ratio of oxygen in gases supplied 
into the reactor. 

The degree of biomass gasification is characterized by the ratio of carbon content in syngas 
to the total amount of carbon supplied into the reactor in fed wood and in added gases. The 
ratio of carbon in gas phase to the supplied carbon is shown as carbon yield in Fig. 17. The 
ratios of carbon mass in syngas to the carbon mass in wood and to the total mass of supplied  
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Fig. 17. Ratio of carbon in syngas to the supplied carbon in dependence on mass fraction of 
oxygen added into the reactor in O2 and CO2.   
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carbon including supplied gas species are plotted in dependence on ratio of mass of oxygen 
added into the reactor in the gas species (O2 and CO2) to the mass of wood. The carbon 
yield, defined on the basis of mass of wood, can be higher than 1 as carbon from supplied 
gas (CO2) is added to syngas. It can be seen that for higher feeding rates almost all carbon 
was gasified. Lower values of carbon yield for lower material feeding rates are probably 
related to weak mixing of plasma with material and thus less intensive energy transfer to 
the material. The mixing is more intensive at higher feeding rates due to substantially higher 
amount of gas produced in the reactor volume at high feeding rates. The flow within the 
reactor is almost completely controlled by material gasification, especially for higher feeding 
rates, because the amount of gas produced by gasification is up to 120 Nm3/h while the flow 
rate of plasma from the torch is 1.34 Nm3/h. 
The energy spent for the gasification of material at different feeding rates is shown in Fig. 
18 in dependence on the feeding rate. Fig. 18 also gives the values of ratio of heating value 
of produced syngas (LHV), calculated from measured syngas composition and flow rate, 
to the energy spent for its production, corresponding to the torch power. It can be seen 
that for the highest values of the feeding rate this ratio, presented in Fig. 18 as energy 
gain, was 2.3.  
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Fig. 18. Specific energy consumption for gasification and ratio of LHV of syngas to the torch 
power in dependence on feeeding rate.  

The results of analysis of tar content in produced syngas are shown in Table 3. The overall 
content of tar was lower than 10 mg/Nm3, which was under the detection limit of used 
TCD. This occurred even with toluene, and it is obvious that concentration of tar in 
produced gas is really low in comparison with other gasification technologies. Especially in 
the case of lower feeding rates of treated material the tar content was minimal. Low tar 
content is caused mainly by the high temperatures in the reactor and the fast quenching as 
well as by high level of uv radiation in the entrance of output gas tube, which was 
positioned close to the input for plasma jet.  
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temperature was 1100oC. Under these conditions the change of wall temperature in the 
range of 1100 to 1450oC does not influence the flow rate and the composition of the 
produced gas, as can be seen in Tables 1 and 2.  
The composition of produced gas was only slightly influenced by the material feeding rate 
and the power and was controlled by the ratio of mass of oxygen in supplied gases (O2, 
CO2), added for complete oxidation of carbon, to the feed rate of material. This is illustrated 
in Fig. 16 where molar fractions of gas components are plotted in dependence on ratio of 
oxygen mass flow rate to the material feed rate. 
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Fig. 16. Composition of syngas in dependence on mass ratio of oxygen in gases supplied 
into the reactor. 

The degree of biomass gasification is characterized by the ratio of carbon content in syngas 
to the total amount of carbon supplied into the reactor in fed wood and in added gases. The 
ratio of carbon in gas phase to the supplied carbon is shown as carbon yield in Fig. 17. The 
ratios of carbon mass in syngas to the carbon mass in wood and to the total mass of supplied  
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Fig. 17. Ratio of carbon in syngas to the supplied carbon in dependence on mass fraction of 
oxygen added into the reactor in O2 and CO2.   
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carbon including supplied gas species are plotted in dependence on ratio of mass of oxygen 
added into the reactor in the gas species (O2 and CO2) to the mass of wood. The carbon 
yield, defined on the basis of mass of wood, can be higher than 1 as carbon from supplied 
gas (CO2) is added to syngas. It can be seen that for higher feeding rates almost all carbon 
was gasified. Lower values of carbon yield for lower material feeding rates are probably 
related to weak mixing of plasma with material and thus less intensive energy transfer to 
the material. The mixing is more intensive at higher feeding rates due to substantially higher 
amount of gas produced in the reactor volume at high feeding rates. The flow within the 
reactor is almost completely controlled by material gasification, especially for higher feeding 
rates, because the amount of gas produced by gasification is up to 120 Nm3/h while the flow 
rate of plasma from the torch is 1.34 Nm3/h. 
The energy spent for the gasification of material at different feeding rates is shown in Fig. 
18 in dependence on the feeding rate. Fig. 18 also gives the values of ratio of heating value 
of produced syngas (LHV), calculated from measured syngas composition and flow rate, 
to the energy spent for its production, corresponding to the torch power. It can be seen 
that for the highest values of the feeding rate this ratio, presented in Fig. 18 as energy 
gain, was 2.3.  
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Fig. 18. Specific energy consumption for gasification and ratio of LHV of syngas to the torch 
power in dependence on feeeding rate.  

The results of analysis of tar content in produced syngas are shown in Table 3. The overall 
content of tar was lower than 10 mg/Nm3, which was under the detection limit of used 
TCD. This occurred even with toluene, and it is obvious that concentration of tar in 
produced gas is really low in comparison with other gasification technologies. Especially in 
the case of lower feeding rates of treated material the tar content was minimal. Low tar 
content is caused mainly by the high temperatures in the reactor and the fast quenching as 
well as by high level of uv radiation in the entrance of output gas tube, which was 
positioned close to the input for plasma jet.  
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Plasma torch power [kW] 107 107 107 
CO2 flow rate [slm] 5 10 60 

Humidity of treated wood [w/w] 20.2 20.2 20.2 
Wood flow rate [kg/hour] 10 20 50 

Benzene [mg/Nm3] 1,5 2,7 116,2 
Toluene < 1 mg/Nm3 
Tar - SPE < 10 mg/Nm3 

Table 3. Content of benzene, toluene and tar in produced syngas. 

Besides experiments with wood saw dust, gasification of several other organic materials was 
tested. Tables 4 and 5 show results of test runs of following four materials: wooden saw 
dust, wooden pellets 6 mm in diameter and 6 mm long, polyethylene balls of diameter 3 mm 
and waste polyethylene plastics composed of 80% high-density polyethylene and 20% low-
density polyethylene. Gasification by reaction with CO2, O2 and mixture of the two gases 
was studied. Table 4 presents basic experimental parameters, feed rates of materials and 
flow rates of added gases. Arc current was 446 to 450 A and arc power between 130 and 140 
kW. Small differences in arc current and power for various runs are caused by small 
fluctuations of arc voltage due to changes of temperature of water in the arc chamber.  
Composition of syngas determined from the analysis by mass spectrometer is shown in 
Table 5. Amount of carbon transferred into gas phase was determined from syngas flow rate 
and gas composition. The gas yield of carbon represented by the ratio of amount of C in 
syngas to total amount of carbon in supplied material and gases is given in Table 5. 
 

I [A] P[kW] material [kg/h] CO2 [slm] O2 [slm] Tr [oC]
1 449 138 wood 41,1 64 1362
2 448 138 wood 41,1 125 1355
3 449 137 wood 25,2 125 43 1368
4 449 137 wood 25,2 125 1341
5 449 137 wood 25,2 86 1337

6 450 140 pellets 30 64 1493
7 450 140 pellets 30 248 1383
8 450 140 pellets 60 248 1286

9 446 140 PE 5,3 210 80 1539
10 446 140 PE 10,6 210 80 1559

11 448 131 plastics 11,2 300 1397  
Table 4. Experimenal conditions and input parameters for several materials. 

It can be seen that syngas with high concentrations of hydrogen and carbon monoxide was 
obtained in all runs. The CO2 concentrations were small especially for wood saw dust and 
wood pelets (runs 4, 5, 7, 8), concentration of CH4 was very low in all runs. Oxidation with 
CO2 and O2 led to the same composition (runs 1,2). Surplus of oxygen (run 3) resulted in 
increase of concentration of CO and reduction of H2, probably due to formation of H2O. 
Concentration of water in syngas could not be measured by mass spectrometer due to 
problems with condensation; water was removed in freezing unit. In the runs 5, 8 and 10 an 
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amount of supplied oxygen was close to stoichiometric values for oxidation of all carbon in 
material. Complete transformation of carbon into gas phase was found for wood saw dust 
and polyethylene. For wooden pellets and plastic waste the carbon yield was 0.7 – 0.8.  
In all cases, like in case of wood saw dust, the content of tar and higher hydrocarbons in the 
produced gas was very low and substantially less than 10 mg/Nm3. This is lower than the 
tar content in most of non-plasma gasifiers, where the tar content for various types of 
reactors varies in the range from 10 mg/Nm3 to 100 g/Nm3. 
 

material % H2 % CO % CO2 %CH4 % O2 Cout/Cin
1 wood 44,8 39,2 15,0 0,9 0,1 1,0
2 wood 41,5 42,5 14,9 1,0 0,1 0,9
3 wood 34,6 51,4 12,6 0,4 1,0 1,0
4 wood 41,5 54,1 3,3 0,3 0,8 1,0
5 wood 43,6 52,0 3,3 0,3 0,8 1,0

6 pellets 48,1 40,0 11,0 0,1 0,8 0,7
7 pellets 36,5 59,1 3,4 0,1 1,0 0,8
8 pellets 41,5 52,7 4,8 0,2 0,8 0,8

9 PE 29,9 41,3 27,1 0,0 1,7 1,0
10 PE 35,3 41,5 21,7 0,1 1,4 1,0

11 plastics 41,6 49,7 7,4 0,0 1,3 0,7  
Table 5. Composition of syngas and carbon yield for conditions in Table 4. 
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Fig. 19. Power balance of gasification of wooden pellets in the run 8.  

Analysis of power balance for experimental run with the highest material feed rate (run 8) is 
shown in Fig. 19. Torch power, power loss in the torch, power loss to the reactor walls and 
total power spent for process of gasification were determined from current and voltage 
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amount of supplied oxygen was close to stoichiometric values for oxidation of all carbon in 
material. Complete transformation of carbon into gas phase was found for wood saw dust 
and polyethylene. For wooden pellets and plastic waste the carbon yield was 0.7 – 0.8.  
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Analysis of power balance for experimental run with the highest material feed rate (run 8) is 
shown in Fig. 19. Torch power, power loss in the torch, power loss to the reactor walls and 
total power spent for process of gasification were determined from current and voltage 
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measurements and calorimetric measurements on cooling circuits of the system. Power 
spent for dissociation of CO2 was calculated from flow rate of added CO2, power 
corresponding to low heating value of syngas was calculated from measured composition 
and flow rate of syngas. Heating value of produced syngas is more than two times higher 
than power of the torch. 
It can be seen that in case of gasification with CO2 most of power needed for production of 
syngas was dissociation power of CO2. Energy needed for dissociation of CO2 is deposited 
in calorific value of produced syngas. The process thus can act as an energy storage – 
electrical energy is transferred to plasma energy and then stored in produced syngas. This 
can be used for storage of energy produced by new renewable sources of electrical energy 
that are often characterized by large fluctuations of energy production. Moreover, the 
process offers utilization and transformation of CO2 produced by industrial technologies. 

5. Conclusions 
The research of plasma biomass gasification has been started as a response for a need of 
more efficient utilization of biomass for energy and fuel production. Classical ways of 
biomass gasification, based on partial combustion, do not produce synthesis gas with 
quality demanded by advanced technologies of fuel and energy production, mostly due to 
contamination of syngas by CO2, methane, tars and other components. The necessity of 
production of clean syngas with controlled composition leads to technologies based on 
external energy supply for material gasification. Plasma is medium with the highest energy 
content and thus substantial lower plasma flow rates are needed to supply sufficient energy 
compared with other media used for this purpose. This result in minimum contamination of 
produced syngas by plasma gas and easy control of syngas composition. Especially high 
enthalpy steam plasma produced in water and water-gas torches offers excellent 
characteristics.  
The experiments with gasification of wood, wooden pellets, polyethylene and plastic waste 
were performed on the reactor with hybrid gas-water plasma torch. The composition of 
produced syngas was close to the calculated equilibrium composition, determined for the 
case of complete gasification. The heating value of produced syngas was in good agreement 
with calculated equilibrium values. In all cases the content of tar and higher hydrocarbons 
in the produced gas was very low and usually less than 10 mg/Nm3. This is substantially 
lower than the tar content in most of non-plasma gasifiers, where the tar content for various 
types of reactors varies in the range from 10 mg/Nm3 to 100 g/Nm3 [Hasler 1999, Jun Han 
2008]. 
It has been experimentally verified that for small particles and higher feeding rates all 
supplied material was gasified. Heating value of produced syngas was for the highest 
material feed rates more than two times of power of plasma torch. In case of gasification 
with carbon dioxide as oxidizing medium, most of power needed for gasification process 
was power for dissociation of CO2. The process can be used as an energy storage – electrical 
energy is transferred to plasma energy and then stored in produced syngas. This can be 
utilized for storage of energy produced by sources of electrical energy with large 
fluctuations of energy production. Moreover, the process offers utilization and 
transformation of CO2 generated by industrial technologies. 
If energy balances of plasma gasification are compared with the conventional autothermal 
reactors, where only very low power is supplied to ignite the process of partial combustion, 
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the energy gain in plasma systems is smaller. However, the LHV of produced syngas for 
autothermal reactors is usually between 35% and 60% of its theoretical value, and moreover, 
quality of produced syngas is low especially due to the production of tars and other 
contaminants. Thus, plasma can offer advantages if high quality syngas with high heating 
value is needed. Moreover, possibility of electrical energy storage can be utilized in 
combination with new renewable power production technologies. 
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measurements and calorimetric measurements on cooling circuits of the system. Power 
spent for dissociation of CO2 was calculated from flow rate of added CO2, power 
corresponding to low heating value of syngas was calculated from measured composition 
and flow rate of syngas. Heating value of produced syngas is more than two times higher 
than power of the torch. 
It can be seen that in case of gasification with CO2 most of power needed for production of 
syngas was dissociation power of CO2. Energy needed for dissociation of CO2 is deposited 
in calorific value of produced syngas. The process thus can act as an energy storage – 
electrical energy is transferred to plasma energy and then stored in produced syngas. This 
can be used for storage of energy produced by new renewable sources of electrical energy 
that are often characterized by large fluctuations of energy production. Moreover, the 
process offers utilization and transformation of CO2 produced by industrial technologies. 

5. Conclusions 
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more efficient utilization of biomass for energy and fuel production. Classical ways of 
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contamination of syngas by CO2, methane, tars and other components. The necessity of 
production of clean syngas with controlled composition leads to technologies based on 
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content and thus substantial lower plasma flow rates are needed to supply sufficient energy 
compared with other media used for this purpose. This result in minimum contamination of 
produced syngas by plasma gas and easy control of syngas composition. Especially high 
enthalpy steam plasma produced in water and water-gas torches offers excellent 
characteristics.  
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were performed on the reactor with hybrid gas-water plasma torch. The composition of 
produced syngas was close to the calculated equilibrium composition, determined for the 
case of complete gasification. The heating value of produced syngas was in good agreement 
with calculated equilibrium values. In all cases the content of tar and higher hydrocarbons 
in the produced gas was very low and usually less than 10 mg/Nm3. This is substantially 
lower than the tar content in most of non-plasma gasifiers, where the tar content for various 
types of reactors varies in the range from 10 mg/Nm3 to 100 g/Nm3 [Hasler 1999, Jun Han 
2008]. 
It has been experimentally verified that for small particles and higher feeding rates all 
supplied material was gasified. Heating value of produced syngas was for the highest 
material feed rates more than two times of power of plasma torch. In case of gasification 
with carbon dioxide as oxidizing medium, most of power needed for gasification process 
was power for dissociation of CO2. The process can be used as an energy storage – electrical 
energy is transferred to plasma energy and then stored in produced syngas. This can be 
utilized for storage of energy produced by sources of electrical energy with large 
fluctuations of energy production. Moreover, the process offers utilization and 
transformation of CO2 generated by industrial technologies. 
If energy balances of plasma gasification are compared with the conventional autothermal 
reactors, where only very low power is supplied to ignite the process of partial combustion, 
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the energy gain in plasma systems is smaller. However, the LHV of produced syngas for 
autothermal reactors is usually between 35% and 60% of its theoretical value, and moreover, 
quality of produced syngas is low especially due to the production of tars and other 
contaminants. Thus, plasma can offer advantages if high quality syngas with high heating 
value is needed. Moreover, possibility of electrical energy storage can be utilized in 
combination with new renewable power production technologies. 
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1. Introduction 
Plasma generators with arc discharge stabilization by water vortex exhibit special 
performance characteristics; such as high outlet plasma velocities (up to 7 000 m ⋅ s-1), 
temperatures (~ 30 000 K), plasma enthalpy and, namely, high powder throughput, 
compared to commonly used gas-stabilized (Ar, He) torches (Hrabovský et al., 1997). In a 
water-stabilized arc, the stabilizing wall is formed by the inner surface of water vortex 
which is created by tangential water injection under high pressure (~ 10 atm.) into the arc 
chamber. Evaporation of water is induced by the absorption of a fraction of Joule power 
dissipated within the conducting arc core. Further heating and ionization of the steam are 
the principal processes which produce water plasma. The continuous inflow and heating 
lead to an overpressure and plasma is accelerated towards the nozzle exit. The arc 
properties are thus controlled by the radial energy transport from the arc core to the walls 
and by the processes influencing evaporation of the liquid wall.  
A combination of gas and vortex stabilization has been utilized in the so-called hybrid-
stabilized electric arc, its principle is shown in Fig.1. In the hybrid H2O-Ar plasma arc the 
discharge chamber is divided into the short cathode part where the arc is stabilized by 
tangential argon flow in the axial direction, and the longer part which is water-vortex-
stabilized. This arrangement not only provides additional stabilization of the cathode region 
and protection of the cathode tip, but also offers the possibility of controlling plasma jet 
characteristics in wider range than that of pure gas or liquid-stabilized torches (Březina et 
al., 2001; Hrabovský et al., 2003). The arc is attached to the external water-cooled rotating 
disc anode a few mm downstream of the torch orifice. The characteristics of the hybrid-
stabilized electric arc were measured and the effect of gas properties and flow rate on 
plasma properties and gas-dynamic flow characteristics of the plasma jet were studied. 
Experiments (Březina et al., 2001; Hrabovský et al., 2006) proved that plasma mass flow rate, 
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which is created by tangential water injection under high pressure (~ 10 atm.) into the arc 
chamber. Evaporation of water is induced by the absorption of a fraction of Joule power 
dissipated within the conducting arc core. Further heating and ionization of the steam are 
the principal processes which produce water plasma. The continuous inflow and heating 
lead to an overpressure and plasma is accelerated towards the nozzle exit. The arc 
properties are thus controlled by the radial energy transport from the arc core to the walls 
and by the processes influencing evaporation of the liquid wall.  
A combination of gas and vortex stabilization has been utilized in the so-called hybrid-
stabilized electric arc, its principle is shown in Fig.1. In the hybrid H2O-Ar plasma arc the 
discharge chamber is divided into the short cathode part where the arc is stabilized by 
tangential argon flow in the axial direction, and the longer part which is water-vortex-
stabilized. This arrangement not only provides additional stabilization of the cathode region 
and protection of the cathode tip, but also offers the possibility of controlling plasma jet 
characteristics in wider range than that of pure gas or liquid-stabilized torches (Březina et 
al., 2001; Hrabovský et al., 2003). The arc is attached to the external water-cooled rotating 
disc anode a few mm downstream of the torch orifice. The characteristics of the hybrid-
stabilized electric arc were measured and the effect of gas properties and flow rate on 
plasma properties and gas-dynamic flow characteristics of the plasma jet were studied. 
Experiments (Březina et al., 2001; Hrabovský et al., 2006) proved that plasma mass flow rate, 
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velocity and momentum flux in the jet can be controlled by changing mass flow rate in the 
gas-stabilized section, whereas thermal characteristics are determined by processes in the 
water-stabilized section. The domain for numerical calculation is shown in Fig. 1 by a 
dashed line and includes the discharge area between the outlet nozzle for argon and the 
near-outlet region of the hybrid plasma torch.  
 

 
Fig. 1. Principle of hybrid plasma torch WSP®H with combined gas (Ar) and vortex 
(water) stabilizations. Water is injected tangentially and creates vortex in the chamber. 
The arc burns between the cathode, made of a small piece of zirconium pressed into a 
copper rod, and the water-cooled anode rotating disc. The calculation domain is shown by 
a dashed line.  

The hybrid arc has been used at IPP AS CR, v.v.i., in the plasma spraying torch WSP®H (160 
kW) for spraying metallic or ceramic powders injected into the plasma jet (Fig. 2). Recently, 
an experimental plasmachemical reactor PLASGAS (Fig. 3) equipped with the spraying 
torch WSP®H has been started for the innovative and environmentally friendly plasma 
treatment of waste streams with a view to their sustainable energetic and chemical 
valorization and to a reduction of the emission of greenhouse gases (Van Oost et al., 2006, 
2008). Pyrolysis of biomass was experimentally studied in the reactor using crushed wood 
and sunflower seeds as model substances. Syngas with a high content of hydrogen and CO 
was produced.  
This work aims to study properties and processes in the hybrid arc for high currents (300-
600 A) and argon mass flow rates (22.5-40 standard liters per minute, slm). In contrast to our 
previous investigation (Jeništa, 2004; Jeništa et al., 2007), a special attention is devoted to the 
flow structure and temperature field in the discharge when the local Mach number is higher 
than one. Our former results indicated the possibility (Jeništa, 2004) and also proved the 
existence (Jeništa et al., 2008) of supersonic flow regime for currents higher or equal to 500 
A. In addition, a detailed comparison of the calculated results with experiments is presented 
in this study.  
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Section 2 gives information about the model assumptions, plasma properties, boundary conditions 
and the numerical scheme. Section 3 reveals the most important findings such as thermal and 
fluid dynamic characteristics of plasma within the discharge and in the near-outlet regions, 
along with power losses from the arc and comparison of calculated results (temperature and 
velocity profiles near the nozzle exit) with experiments. 
 

 
Fig. 2. The plasma spraying torch WSP®H with hybrid stabilization (left), i.e. the combined 
stabilization of arc by axial gas flow (Ar or N2) and water vortex. The external rotating disk 
anode is made of copper. Images of plasma jets produced by WSP®H (right) from the 
mixture of steam and argon for different operational conditions: 300 A and 24 slm of argon 
(top), spraying of Cu particles at 500 A and 36 slm of argon (middle), supersonic jet at 300 A, 
12 slm of argon at 10 kPa of surrounding atmosphere (bottom).  

2. Physical model and numerical implementation 
2.1 Assumptions and the set of equations 
The following assumptions for the model are applied:  
1. the numerical model is two-dimensional with the discharge axis as the axis of 

symmetry, 
2. plasma flow is laminar/turbulent and compressible in the state of local thermodynamic 

equilibrium, 
3. argon and water create a uniform mixture in the arc chamber, 
4. only self-generated magnetic field by the arc itself is considered, 
5. gravity effects are negligible,  
6. the partial characteristics and the net emission coefficients methods (models) for 

radiation losses from the arc are employed, 
7. all the transport, thermodynamic and radiation properties are dependent on 

temperature, pressure and argon molar content. 
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Fig. 3. Schematic diagram of the experimental reactor for plasma pyrolysis and gasification. 

A few comments should be mentioned on these assumptions:  
1. The cylindrical discharge chamber (Fig. 1) is divided into several sections by the baffles 

with central holes. Water is injected tangentially into the chamber by three sets of three 
inlet holes (totally 9 holes) placed equidistantly along the circumference at angles of 
120°. The inner diameter of the water vortex is determined by the diameter of the holes 
in the baffles. Water is usually pumped under pressures of 0.39 MPa (0.6 MPa) with 
flow rates of 10 l min-1 (16 l min-1). Higher pressures insure better hydrodynamic 
stability of the arc. Since water flows in a closed circuit, it is also exhausted at two 
positions along the arc chamber.  
In order to see the flow structure near the outlet, we included in our calculation domain 
also the near-outlet region which extends up to 20 mm from the nozzle exit. In 
experiment, the distance from the nozzle exit to the anode can be changed from 5 to 20 
mm. It can be expected that regions close to the nozzle exit will remain undisturbed by 
the presence of the anode, while the more distant regions (15-20 mm) will be influenced 
by 3D effects (the anode jet and anode processes), provided the anode is placed 
somewhere 20 mm from the nozzle exit.  
It comes out from these considerations that the two-dimensional assumption is valid in 
major part of the domain due to a) cylindrical symmetry of the discharge chamber 
setup, b) tangential injection of water through the holes along the circumference, and c) 
the flexible distance between the nozzle exit and anode.  
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2. The assumption of laminar flow is based on experiments, showing the laminar structure 
of the plasma flowing out of the discharge chamber in the space between the nozzle exit 
and the anode. The laminar flow has been observed for currents up to 600 A. It comes 
out from our previous calculation that Reynolds number based on the outlet diameter 6 
mm reaches in the axial region 13 000 at maximum and decreases to 300 in arc fringes. 
The type of flow inside the discharge chamber is questionable since no diagnostics is 
able to see inside the chamber and it is not clear if the laminar plasma stream is a result 
of laminarization of the plasma flow at the outlet. To check possible deviations from the 
laminar model, we have employed Large Eddy Simulation (LES) with the Smagorinsky 
sub-grid scale model. It was proved that simulations for laminar and turbulent regimes 
give nearly the same results, so that the plasma flow can be considered more or less 
laminar for the operating conditions and simplified discharge geometry in the present 
study. The maximum detected discrepancy between the turbulent and laminar models 
is 7 % for the relative temperature difference at the arc axis 2 mm downstream of the 
nozzle exit for 500 A and 40 slm of argon. For reasons of generality, all the results 
presented here were calculated using the LES turbulent model.  

3. The assumption of a complete (uniform) mixing is a simplification of a reality since, 
based on experiments, argon and water species do not mix homogeneously in the 
hybrid torch, especially at lower currents. This assumption was discusssed in more 
detail in (Jeništa, 2004) and it was concluded that this assumption can underestimate 
temperature and velocity in the axial discharge region to some extent. 

The complete set of conservation equations representing the mass, electric charge, momentum 
and energy transport of such plasma can be written in the vector notation as follows: 
continuity equation: 
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Fig. 3. Schematic diagram of the experimental reactor for plasma pyrolysis and gasification. 

A few comments should be mentioned on these assumptions:  
1. The cylindrical discharge chamber (Fig. 1) is divided into several sections by the baffles 

with central holes. Water is injected tangentially into the chamber by three sets of three 
inlet holes (totally 9 holes) placed equidistantly along the circumference at angles of 
120°. The inner diameter of the water vortex is determined by the diameter of the holes 
in the baffles. Water is usually pumped under pressures of 0.39 MPa (0.6 MPa) with 
flow rates of 10 l min-1 (16 l min-1). Higher pressures insure better hydrodynamic 
stability of the arc. Since water flows in a closed circuit, it is also exhausted at two 
positions along the arc chamber.  
In order to see the flow structure near the outlet, we included in our calculation domain 
also the near-outlet region which extends up to 20 mm from the nozzle exit. In 
experiment, the distance from the nozzle exit to the anode can be changed from 5 to 20 
mm. It can be expected that regions close to the nozzle exit will remain undisturbed by 
the presence of the anode, while the more distant regions (15-20 mm) will be influenced 
by 3D effects (the anode jet and anode processes), provided the anode is placed 
somewhere 20 mm from the nozzle exit.  
It comes out from these considerations that the two-dimensional assumption is valid in 
major part of the domain due to a) cylindrical symmetry of the discharge chamber 
setup, b) tangential injection of water through the holes along the circumference, and c) 
the flexible distance between the nozzle exit and anode.  

Numerical Investigation of  
Hybrid-Stabilized Argon-Water Electric Arc Used for Biomass Gasification 

 

67 

2. The assumption of laminar flow is based on experiments, showing the laminar structure 
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charge continuity equation: 

 1 0r
r r r z z

σ σ∂ ∂Φ ∂ ∂Φ   + =   ∂ ∂ ∂ ∂   
 (5) 

equation of state: 

 gp R Tρ= . (6) 

Here z  and r  are the axial and radial coordinates, u , v  and w  are the axial, radial and 
tangential components of the velocity respectively, ρ  is the mass density, μ  is the viscosity 
(in the case of LES model, the turbulent contribution turbμ  is also added) p  is the pressure, 
BΘ  is the magnetic field strength, e  is the density of energy produced or dissipated in the 
unit volume (internal and kinetic), T is the temperature, τ  is the viscous stress tensor, zj  
and rj  are the axial and radial components of the current density, zE  and rE  are the axial 
and radial components of the electric field strength, Φ  is the electric potential, R  is the 
source term for the radiation losses and gR  is the molar gas constant. The magnetic field 
strength BΘ  is calculated from the Biot-Savart law, the current density j


 from the Ohm’s 

law j Eσ= ⋅
 

. 

2.2 Properties of argon-water plasma mixture 
The water–argon mixture can be described by the formula ( )2 1( ) qqH O Ar− where the argon 
molar amounts q were chosen from 0 to 1 with the step of 0.1. The total number of 35 
chemical species was considered (Křenek, 2008). For the temperature range 400 – 20 000 
K we supposed the following decomposition products: e  (electrons), H , O , Ar , O+ , 2O + , 

3O + , O− , 2O , 2O+ , 2O− , 3O , H+ , H− , 2H , 2H+ , 3H+ , OH , OH+ , OH− , 2HO , 2HO− , 2H O , 
2H O+ , 3H O+ , 2 2H O , Ar+ , 2Ar + , 3Ar + . For the temperature range 20 – 50 000 K the set of 

products is somewhat different, including also multiply charged ions: e  (electrons), H , O , 
Ar , O+ , 2O + , 3O + , 4O + , 5O + , 6O + , H+ , Ar+ , 2Ar + , 3Ar + , 4Ar + , 5Ar + , 6Ar + . The 
calculations were performed using the modified Newton method for the solution of 
nonlinear equations system which is composed of equations of Saha and mass action law 
type expressing individual complex components by the help of basic ones ( , , ,e H O Ar ). The 
system is completed by the usual particle and charge balance assuming quasineutrality and 
equilibrium. 
The thermodynamic properties and the transport coefficients of this gas mixture were 
calculated according to the Chapman–Enskog method in the 4th approximation described 
e.g. in (Křenek & Něnička, 1984) for temperatures 400–50 000 K (Křenek, 2008) and pressures 
0.1-0.3 MPa in the local thermodynamic equilibrium.  
Two radiation models are implemented in the energy equation for energy losses from the 
argon-water plasma: 1) the net emission coefficients for the required arc radius of 3.3 mm, 
and 2) the partial characteristics method, both of them for different molar fractions of argon 
and water plasma species in dependence on temperature and pressure. Continuous 
radiation due to photorecombination and “bremsstrahlung” processes has been included in 
the calculation as well as discrete radiation consisting of thousands of spectral lines. 
Broadening mechanisms of atomic and ionic spectral lines due to Doppler, resonance and 
Stark effects have been considered. The numbers of oxygen and argon lines included in the 
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calculation are O  (93 lines), O+  (296), 2O+  (190), Ar  (739), Ar+  (2781), 2Ar +  (403), 3Ar +  
(73). In addition, molecular bands of 2O  (Schuman-Runge system), 2H  (Lyman and Verner 
systems), OH  (transition 2 2

iA X+Σ → Π ) and 2H O  (several transitions) have been also 
implemented (Bartlová & Aubrecht, 2006). Absorption coefficient as a function of 
wavelength has been calculated from infrared to far ultraviolet regions and the tables of 
partial characteristics for 1 000 – 35 000 K. The net emission coefficients model used here is a 
special case of the partial characteristics model with zero partial sink, 0SimΔ = .  

2.3 Boundary conditions and numerical scheme 
The calculation region and the corresponding boundary conditions are presented in Fig. 4. 
The dimensions are 3.3 mm for the radius of the discharge region, 20 mm for the radius of 
the outlet region and 78.32 mm for the total length. These dimensions agree with the hybrid 
torch experimental setup.  
a. Inlet boundary (AB) is represented by the nozzle exit for argon. Along this boundary we 

assume the zero radial velocity component, 0v = . Because of the lack of experimental 
data, the temperature profile ( ), 0T r z =  and the electric field strength 

.zE z const= −∂Φ ∂ =  for a given current are calculated at this boundary, before the start 
of the fluid-dynamic calculation itself, iteratively from the Elenbaas-Heller equation 
including the radiation losses from the arc (our previous numerical experiments proved 
a weak dependence of the form of the boundary temperature profile on the overall 
solution). The inlet velocity profile ( )u r  for argon plasma for the obtained temperature 
profile ( ), 0T r z =  is pre-calculated from the axial momentum equation under the 
assumption of fully developed flow.  

b. Axis of symmetry (BC). The zero radial velocity and symmetry conditions for the 
temperature, axial velocity and electric potential are specified here, i.e. 

0T r u r r∂ ∂ = ∂ ∂ = ∂Φ ∂ = , 0v = .  
c. Arc gas outlet plane (CD). The zero electric potential 0Φ =  (the reference value) and zero 

axial derivatives of the temperature and radial velocity are defined at CD, 
0T z v z∂ ∂ = ∂ ∂ = . Values of the axial velocity are interpolated from the inner grid 

points.  
d. Arc gas outlet plane (DE). The zero radial velocity and zero radial derivatives of the 

temperature, axial velocity and electric potential are defined here, 
0T r u r r∂ ∂ = ∂ ∂ = ∂Φ ∂ = , 0v = . Pressure is fixed at 1 atmosphere, p = 1 atm. 

e. Outlet wall and the nozzle (EF). We specify no slip conditions for velocities, 0u v= = , 
constant values of rE  and zE  ( 0z r∂Φ ∂ = ∂Φ ∂ = ) and ( ), 773T r z K=  (500° C ) for the 
temperature of the nozzle.  

f. Water vapor boundary (FA). Along this line we specify the so-called “effective water 
vapor boundary”, named in Fig. 4 as the “water vapor boundary” with a prescribed 
temperature of water vapor ( )3.3 ,T R mm z= = 773 K. This is a numerical 
simplification of a more complex physical reality assumed near the phase transition 
water-vapor in the discharge chamber. The shape of the phase transition between 
water and vapor in the discharge chamber is not experimentally known and it is 
unclear so far if the structure of the transition is simple or very complicated, for 
example, with a time-dependent form. Various irregularities in the transition such as 
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a. Inlet boundary (AB) is represented by the nozzle exit for argon. Along this boundary we 
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constant values of rE  and zE  ( 0z r∂Φ ∂ = ∂Φ ∂ = ) and ( ), 773T r z K=  (500° C ) for the 
temperature of the nozzle.  

f. Water vapor boundary (FA). Along this line we specify the so-called “effective water 
vapor boundary”, named in Fig. 4 as the “water vapor boundary” with a prescribed 
temperature of water vapor ( )3.3 ,T R mm z= = 773 K. This is a numerical 
simplification of a more complex physical reality assumed near the phase transition 
water-vapor in the discharge chamber. The shape of the phase transition between 
water and vapor in the discharge chamber is not experimentally known and it is 
unclear so far if the structure of the transition is simple or very complicated, for 
example, with a time-dependent form. Various irregularities in the transition such as 
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splitting of the phase transition or water drops in the vapor phase can increase 
complexity of the transition. In (Jeništa, 2003a) the iteration procedure for 
determination of the mass flow rate and the radius of the “water vapor boundary” for 
each current was proposed, based on comparison with available experimental 
temperature and velocity at the outlet and the electric potential drop in the chamber. 
It was concluded that the best fit between experiment and numerical simulation for 
all currents exists for a mean arc radius of 3.3 mm. The corresponding values of water 
mass flow rates are 0.228 g s-1 (300 A), 0.286 g s-1 (350 A), 0.315 g s-1 (400 A), 0.329 g s-1 
(500 A), 0.363 g s-1 (600 A). The magnitude of the radial inflow velocity is calculated 
from the definition of mass flow rate 

( ) ( )2 ,
z

mv R
R R z zπ ρ

Δ

=
Δ


, 

where ( ),R zρ  is a function of pressure and thus dependent on the axial position z , 
zΔ is the distance between the neighboring grid points.  

Because of practically zero current density in cold vapor region (no current goes outside 
of the lateral domain edges), the radial component of the electric field strength is put zero, 
i.e., 0rE = . The axial velocity component is set to zero, 0u = . Since we do not solve here 
the equation for tangential velocity component w , distribution of w  in the discharge for 
the presented results was taken from our previous calculations (Jeništa et al., 1999a) 
solved by the SIMPLER iteration procedure (Patankar, 1980) which enables calculation of 
w  for axisymmetric case, i.e., w  as a function of z  and r  coordinates. The w  velocity 
acts here only through the centrifugal force 2w rρ  in the radial momentum equation (3).  

 

 
Fig. 4. Discharge area geometry. Inlet boundary (AB) is represented by the nozzle exit for 
argon. The length of the discharge region is 58.32 mm, the length of the outlet is 20 mm. 
Along the line FE we specify the outlet nozzle and the wall of the hybrid plasma torch 
equipment. 
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For time integration of (1)-(4), LU-SGS (Lower-Upper Symmetric Gauss-Seidel) algorithm 
(Jameson & Yoon, 1987; Yoon & Jameson, 1988), coupled with Newtonian iteration method 
are used for the integration of discretized equations in time and space. To resolve 
compressible phenomena accurately, the Roe flux differential method (Roe, 1981) coupled 
with the third-order MUSCL-type (Monotone Upstream-centered Schemes for Conservation 
Laws) TVD (Total Variation Diminishing) scheme (van Leer, 1979) are used for convective 
term. The electric potential from (5) is solved in a separate subroutine by the TDMA (Tri-
Diagonal Matrix Algorithm) line-by-line method. From (1-4) we obtain ρ , uρ , e  and Φ . 
Pressure is determined from the pressure dependence of the internal energy 

( ) ( ) 2, , 0.5U p T e p T u= − ρ   and temperature is calculated from the equation of state (6) 
( ),gp R p T Tρ = ⋅ , using the pre-calculated values of the product ( ),gR p T T⋅  as a function 

of temperature, pressure and argon molar fraction in the mixture (Křenek, 2008).  
The computer program is written in the FORTRAN language. The task has been solved on 
an oblique structured grid with nonequidistant spacing. The total number of grid points was 
38 553, with 543 and 71 points in the axial and radial directions respectively.  

3. Results of calculation 
3.1 Thermal, fluid flow and electrical characteristics of the plasma 
Calculations have been carried out for the currents 300, 400, 500 and 600 A. Mass flow rate 
for water-stabilized section of the discharge was taken for each current between 300 and 600 
A from our previously published work (Jeništa, 2003a; Jeništa, 2003b), where it was 
determined iteratively as a minimum difference between numerical and experimental outlet 
quantities. The resulting values are 0.228 g ⋅ s-1 (300 A), 0.315 g ⋅ s-1 (400 A), 0.329 g ⋅ s-1 (500 
A), 0.363 g ⋅ s-1 (600 A). Argon mass flow rate was varied in agreement with experiments in 
the interval from 22.5 slm to 40 slm, namely 22.5, 27.5, 32.5 and 40 slm. It was proved in 
experiments (Kavka et al., 2007) that part of argon is taken away before it reaches the torch 
exit because argon is mixed with vapor steam and removed to the water system of the torch. 
The amount of argon transferred in such a way from the discharge is at least 50 % for 
currents studied. Since the present model does not treat argon and water as separate gases 
and the mechanism of argon removal is not included in the model, we consider in the 
calculations that argon mass flow rate present in the discharge equals one-half of argon 
mass flow rate at the torch inlet. A relatively high values of argon mass flow rate, used also 
in experiment, were chosen here to demonstrate compressible phenomena. 
Fig. 5 shows velocity, temperature, pressure and the Mach number in the outlet nozzle and 
near-outlet regions for 600 A, water mass flow rate of 0.363 g s-1 and 40 slm of argon. The 
partial characteristics method for radiation losses is employed. The results shown here 
demonstrate the largest magnitude fluctuations of velocity, temperature, pressure and the 
Mach number just after the jet exhausts from the torch nozzle among all the studied currents 
and argon mass flow rates. Supersonic flow structure in the near-outlet region is obvious 
with clearly distinguished shock diamonds with the maximum Mach number about 1.6 with 
10 500 m s-1. The corresponding velocity and the Mach number maxima overlap with the 
temperature and pressure minima and vice versa. Since the pressure decreases at the torch 
exit to a nearly atmospheric pressure, the computed contours correspond to an under-
expanded atmospheric-pressure plasma jet.  
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The corresponding axial profiles of the Mach number, pressure, temperature and velocity 
along the arc axis downstream from the nozzle orifice (the axial position 58.32 mm) for the 
same run are presented in Fig. 6. Several successive wave crests and troughs along the axis 
for each of the physical parameters is a typical feature of supersonic fluid flow. The 
fluctuation of presented quantities is between 1.1-1.7 for the Mach number, 0.7-1.4 atm. for 
the pressure, 7 200-10 000 m ⋅ s-1 for the velocity and 18 000-23 500 K for the temperature.  
 

 
Fig. 5. Velocity, temperature, pressure and the Mach number contours in the outlet nozzle 
and near-discharge regions for the 600 A arc discharge. Water mass flow rate is 0.363 g s-1, 
argon mass flow rate is 40 slm (standard liters per minute). Partial characteristics 
radiation model is employed. Supersonic flow structure is obvious with clearly 
distinguished shock diamonds. The maximum Mach number reaches 1.6. Contour 
increments are 500 m s-1 for velocity, 1 000 K for temperature, 0.1 atm for pressure and 0.1 
for the Mach number. 
 

 
Fig. 6. Profiles of the Mach number, pressure, temperature and velocity along the arc axis 
from the nozzle orifice. Supersonic outlet with distinguished shock diamonds. 600 A, argon 
mass flow rate 40 slm, partial characteristics radiation model.  
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Fig. 7 displays temperature and velocity fields in the discharge and the near-outlet regions 
for a) 500 and b) 600 A with water mass flow rates of 0.329 g ⋅ s-1 (500 A), 0.363 g ⋅ s-1 (600 A) 
(Jeništa, 2003a) and argon mass flow rate of 0.554 g ⋅ s-1 (one half of 40 slm). The net emission 
coefficients radiation model is employed. Orientation of the calculation domain is the same 
as in Figs. 1, 4. Since the ratio of the axial to the radial dimensions of the calcualtion domain 
is ~ 24 the scaling of the radial and axial coordinates is not proportional to make the 
contours inside the discharge region clearly visible. Argon flows axially into the domain, 
whereas water evaporates in the radial direction from the “water vapor boundary”. Both the 
results for 500 and 600 A exhibit supersonic under-expanded plasma flow regime but a 
progression from weak to highly-pronounced shock diamonds structure at 600 A is obvious. 
The maximum velocities are 7 200 m ⋅ s-1 (500 A) and 9 400 m ⋅ s-1 (600 A) near the axial 
position of 60 mm. Further downstream the velocity amplitudes decrease due to viscosity 
dissipation and due to the reduction of the difference between the jet static pressure and 
back pressure.  
 

 
 

 
Fig. 7. Temperature and velocity contours for a) 500 A and b) 600 A arcs, net emission 
coefficients model. Water mass flow rates are 0.329 g ⋅ s-1 (500 A) and 0.363 g ⋅ s-1 (600 A); 
argon mass flow rate is 40 slm for both currents. Progression of a supersonic flow structure 
at the outlet is clearly visible. Contour increments are 1 000 K for temperature and 500 m ⋅ s-1 
for velocity. 
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Fig. 7. Temperature and velocity contours for a) 500 A and b) 600 A arcs, net emission 
coefficients model. Water mass flow rates are 0.329 g ⋅ s-1 (500 A) and 0.363 g ⋅ s-1 (600 A); 
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The impact of reabsorption of radiation on the distribution of temperature and velocity 
within the discharge and the near-outlet regions for 600 A is obvious in Fig. 8. The partial 
characteristics model gives lower temperatures and higher velocities at the outlet region. 
Similar results have been proved for all currents and argon mass flow rates.  
 

 
 

 
Fig. 8. Temperature and velocity contours for the net emission a) and partial characteristics 
b) models, 600 A, 27 slm of argon, water mass flow rate 0.363 g ⋅ s-1. The partial 
characteristics model gives lower temperatures and higher velocities at the outlet region. 
Contour increments are 1 000 K for temperature and 500 m ⋅ s-1 for velocity. 

Fig. 9 presents the radial profiles of the Mach number 2 mm downstream of the nozzle exit 
with the argon mass flow rate of 40 slm. It is clearly demonstrated that for currents higher 
than 400 A, a supersonic rare plasma in the central parts of the discharge is surrounded by a 
subsonic, much denser but still hot plasma. Due to generally higher velocities and lower 
temperatures near the outlet the partial characteristics model gives higher values of the 
Mach number; the difference regarding the net emission coefficients model is below 0.1 at 
the arc axis.  
Different flow structures for currents between 300 and 600 A and 32 slm of argon are visible 
in Fig. 10. Subsonic plasma flow at 300 A (Mach ~ 0.8) converts to transonic flow at 400 A 
(Mach ~ 1) at the outlet. The onset of supersonic flow structure formation is visible at 500 A 
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(Mach ~ 1.15) and the fully developed supersonic flow with shock diamonds is formed for 
600 A (Mach ~ 1.4).  
 

 
Fig. 9. Radial profiles of the Mach number 2 mm downstream of the nozzle exit, argon mass 
flow rate is 40 slm. The Mach numbers in the axial region are higher than 1 for currents 
equal to or higher than 400 A. Somewhat higher values of the Mach number provides the 
partial characteristics model.  
 

 
Fig. 10. Velocity contours in the outlet nozzle and near-discharge regions for 32 slm of 
argon. Partial characteristics radiation model is employed. Water mass flow rates are 0.228 
g ⋅ s-1 (300 A), 0.315 g ⋅ s-1 (400 A), 0.329 g ⋅ s-1 (500 A), 0.363 g s-1 (600 A), contour increments 
are 500 m s-1. Supersonic flow structure is obvious for 600 A.  
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Fig. 10. Velocity contours in the outlet nozzle and near-discharge regions for 32 slm of 
argon. Partial characteristics radiation model is employed. Water mass flow rates are 0.228 
g ⋅ s-1 (300 A), 0.315 g ⋅ s-1 (400 A), 0.329 g ⋅ s-1 (500 A), 0.363 g s-1 (600 A), contour increments 
are 500 m s-1. Supersonic flow structure is obvious for 600 A.  
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Values of temperature, voltage drop, the Mach number and overpressure as functions of arc 
current (300-600 A) and argon mass flow rate (22.5-40 slm) for the partial characteristics model 
are displayed in Fig. 11. Temperature and the Mach number shown here are taken at the arc 
axis 2 mm downstream of the outlet nozzle, the voltage drop and overpressure refer to the 
length of the discharge region of the hybrid-stabilized electric arc (58.32 mm). The maximum  
 

 
Fig. 11. Velocity (km s-1), overpressure (atm), the Mach number and voltage drop (V) as 
functions of arc current (300-600 A) and argon mass flow rate (22.5-40 slm). Temperature 
and the Mach number are taken at the arc axis 2 mm downstream of the outlet nozzle, 
voltage drop and overpressure refer to the length of the discharge region of the hybrid-
stabilized electric arc. Partial characteristics radiation model is employed.  
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values of the velocity (9 500 m s-1), overpressure (1.6 atm) and the Mach number (1.5) occur for 
600 A and 40 slm of argon. It is evident from the slope of contours that overpressure and the 
Mach number increases with argon mass flow rate while the velocity increases only slightly. 
The transition from subsonic to supersonic flow occurs for currents around 400 A. The electric 
potential drop in the discharge chamber decreases with increasing argon mass flow rate, the 
maximum value reaches 164 V. 
Temperature contours for the net emission and partial characteristics models are shown in 
Fig. 12. Temperature depicted is taken again at the arc axis 2 mm downstream of the outlet 
nozzle. Reabsorption of radiation increases temperature in arc fringes and decreases it near 
the arc axis, in the result the net emission model provides higher axial temperatures.  
The slight increase of velocity with argon mass flow rate has thus an apparent explanation: 
on one hand, the increase of argon mass flow rate implies the corresponding increase of 
velocity. On the other hand, temperature decreases with argon mass flow rate, lowering 
thus the increase of plasma velocity. 
 

 
Fig. 12. Temperature contours (kK) in dependence of arc current (300-600 A) and argon mass 
flow rate (22.5-40 slm) for the net emission and partial characteristics models. Temperature 
depicted is taken at the arc axis 2 mm downstream of the outlet nozzle. Reabsorption of 
radiation slightly decreases axial temperatures.  

3.2 Comparison of radial temperature and velocity profiles with experiments 
A number of experiments have been carried out on the hybrid-stabilized electric arc in 
recent past for the currents 300-600 A with 22-40 slm of argon. Temperature is one of the 
fundamental plasma parameters, needed also for evaluation of the other quantities.  
In experiment, the radial profiles of temperature at the nozzle exit were calculated from 
optical emission spectroscopy measurements. The procedure is based on the ratio of 
emission coefficients of hydrogen Hβ line and four argon ionic lines using calculated LTE 
composition of the plasma for various argon mole fractions as a function of temperature 
(Křenek, 2008). From the calculated molar fractions of hydrogen and argon it is easy to 
obtain emission coefficients of Hβ and argon lines. The temperature corresponding to an 
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experimental ratio of emission coefficients is then found by cubic spline interpolation on the 
theoretical data.  
Fig. 13 compares measured and calculated temperature profiles 2 mm downstream of the 
nozzle exit for 300-600 A and 22.5 slm of argon. Excellent agreement is demonstrated for 
300 and 600 A where the measured profiles nearly coincide with the two profiles 
calculated using the net emission and partial characteristics radiation methods. For 400 
and 500 A agreement is better for the profiles calculated by the net emission coefficients 
(black color).  
 

 
Fig. 13. Experimental and calculated radial temperature profiles 2 mm downstream of the 
nozzle exit for 300-600 A and 22.5 slm of argon.  

Relative difference between the calculated and experimental values of temperature at the arc 
axis 2 mm downstream of the nozzle exit has been evaluated for broad range of currents and 
argon mass flow rates. The relative difference is defined here as  
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( )100 num exp numabs T T / TΔ = ⋅ − , 

where numT  ( )expT  are the values of the calculated (experimental) temperature. It was 
proved that the maximum relative difference between the calculated and experimental 
temperature profiles is lower than 10% for the partial characteristics and 5% for the net 
emission radiation model used in the present calculation, i.e. the net emission radiation 
model gives better agreement with experiment as regards axial temperatures.  
Comparison of the measured and calculated temperature profiles with our former 
calculations (Jeništa et al., 2010) is shown in Fig. 14 for 500 and 600 A. The set of profiles is 
calculated/measured again 2 mm downstream of the nozzle exit. The term “new model” 
introduced here refers to the present model with the assumptions described in Secs. 2.1, 2.2, 
while the “old model” means the former one with the following assumptions: 
a. the transport and thermodynamic properties of the argon-water plasma mixture are 

calculated using linear mixing rules for non-reacting gases based either on mole or mass 
fractions of argon and water species (Jeništa et al., 2010), 

b. all the transport and thermodynamic properties as well as the radiation losses are 
dependent on temperature, and argon molar content but NOT dependent on 
pressure, 

c. radiation transitions of 2H O  molecule are omitted. 
In our present model 1) all the transport and thermodynamic properties are calculated 
according to the Chapman–Enskog method in the 4th approximation; 2) all the properties are 
dependent on pressure; 3) radiation transitions of 2H O  molecule are considered. It is obvious 
that radial temperature profiles obtained by our “old model” give worse comparison with 
experiments – higher temperatures and flatter profiles compared to our present calculation. 
Similar results were obtained also for the net emission model. Improvements in the properties 
caused better convergence between the experiment and calculation. 
More comprehensive view on the closeness of the calculated and experimental temperature 
profiles offers Fig. 15. The dots in the plot represent the so-called “average relative 
difference of temperature” defined as 

( )
=

Δ = ⋅ −
1

100 N
T i i i
av num exp num

i
abs T T / T

N
, 

estimating a sort of average relative difference along the temperature profile, N is the 
number of available coincident numerical i

numT  and experimental i
expT  values of 

temperature along the radius. It is apparent that our present “new model” gives better 
comparison than the “old model” in all cases.  
Besides temperature profiles, velocity profiles at the nozzle exit and mass and momentum 
fluxes through the torch nozzle are important indicators for characterization of the plasma 
torch performance. In experiment, velocity at the nozzle exit is being determined from the 
measured temperature profile and power balance assuming local thermodynamic 
euilibrium (Kavka et al., 2008). First, the Mach number M is obtained from the simplified 
energy equation integrated through the discharge volume (Jeništa, 1999b); second, the 
velocity profile is derived from the measured temperature profile using the definition of the 
Mach number 
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Fig. 14. Experimental and calculated radial temperature profiles 2 mm downstream of the 
nozzle exit for 500 and 600 A with 27 and 32 slm of argon, partial characteristics method. 
The so-called „new model“ stands for the present model, the „old model“ presents our 
previous model with simplified plasma properties (see the text). 

( ) ( ){ }= ⋅u r M c T r , 

where ( ){ }c T r  is the sonic velocity for the experimental temperature profile estimated from 
the T&TWinner code (Pateyron, 2009). The drawback of this method is the assumption of 
the constant Mach number over the nozzle radius. Nevertheless the existence of supersonic 

Numerical Investigation of  
Hybrid-Stabilized Argon-Water Electric Arc Used for Biomass Gasification 

 

81 

regime (i.e., the mean value of the Mach number over the nozzle exit higher than 1) using 
this method was proved for 500 A and 40 slm of argon, as well as for 600 A for argon mass 
flow rates higher than 27.5 slm. Similar results have been also reported in our previous work 
(Jeništa et al., 2008). 
 

 
Fig. 15. Average relative difference (see the text) between the calculated and experimental 
radial temperature profiles, shown in %, at the axial position 2 mm downstream of the 
nozzle exit, partial characteristics. The so-called „new model” stands for the present model, 
exhibiting better agreement with experiments; the „old model” presents our previous model 
with simplified plasma properties (see the text). 

For more exact evaluation of velocity profiles we employed the so-called “integrated 
approach”, i.e., exploitation of both experimental and numerical results: velocity profiles are 
determined as a product of the Mach number profiles obtained from the present numerical 
simulation and the sonic velocity based on the experimental temperature profiles. The 
results for 300-600 A with 22.5 slm of argon for the partial characteristics method are 
displayed in Fig. 16. Each graph contains four curves – velocity profiles based on the “new” 
and “old” models (see above), the experimental velocity profile and the velocity profile 
obtained by the “integrated approach” (the blue curves), we will call it “re-calculated” 
velocity profile. It is clearly visible that agreement of such re-calculated experimental 
velocity profiles with the numerical ones is much better than between original experiments 
and calculation. High discrepancy between the “old” and “new” velocity profiles is also 
apparent, especially for lower currents.  
Fig. 17 presents the same type of plot as is presented in Fig. 15 but with the analogous 
definition of the “average relative difference of velocity”  
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where −
i
re expu  is the re-calculated velocity and i

expu  is the experimental velocity at the point 
i , M is the number of available points at which the difference is being evaluated. It is again 
evident that the present “new model” gives in most cases much lower relative difference 
than the “old model” for all studied cases. 
 

 
Fig. 16. Velocity profiles 2 mm downstream of the nozzle exit for 300 - 600 A with 22.5 slm of 
argon. Calculation – partial characteristics model, re-calculated experimental profile is based 
on the experimental temperature profile and calculated Mach number (see the text). The so-
called „new model“ stands for the present model, the „old model“ presents our previous 
model with simplified plasma properties (see the text). The re-calculated velocity profiles 
show better agreement with the experiment.  
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Fig. 17. Average relative difference (see the text) between the calculated and re-calculated 
(the experimental temperature profile and the calculated Mach number) radial velocity 
profiles, shown in % at the axial position 2 mm downstream of the nozzle exit, partial 
characteristics. The so-called „new model“ stands again for the present model and exhibits 
better agreement with experiments than the „old model“.  

3.3 Power losses from the arc 
Energy balance, responsible for performance of the hybrid-stabilized argon-water electric 
arc, is illustrated in the last set of figures. Fig. 18 (left) demonstrates the arc efficiency and 
the power losses from the arc discharge as a function of current for 40 slm of argon. The arc 
efficiency is defined here as ( )1 (power losses)/ U Iη = − Δ ⋅  with UΔ  being the electric 
potential drop in the discharge chamber and I  the current. The power losses from the arc 
stand for the conduction power lost from the arc in the radial direction and the radiation 
power leaving the discharge, which are considered to be the two principal processes 
responsible for the power losses. The ratio of the power losses to the input power in the 
discharge chamber U IΔ ⋅  is indicated as the power losses in a per cent scale: the maximum 
difference of about 2-4 % between the net emission and partial characteristics methods is 
obviously caused by the amount of radiation reabsorbed in colder arc regions, the partial 
characteristics provides lower power losses. The arc efficiency is relatively high and ranges 
between 77-82 % for the net emission model and 80-84 % for the partial characteristics. The 
power losses slightly increases with increasing argon mass flow rate and with decreasing 
current, see Fig. 18 (right).  
Fig. 19 (left) displays the typical radial profiles of temperature, divergence of radiation flux 
and radiation flux for 600 A and argon mass flow rate of 40 slm. Axial position is 4 cm from 
the argon inlet nozzle, i.e., inside the discharge chamber. Temperature reaches 24 700 K at the 
axis and declines to 773 K at the edge of the calculation domain. The radiation flux reaches 
9.7 ⋅ 106 W ⋅ m-2 at the arc edge with the maximum magnitude 3.1 ⋅ 107 W ⋅ m-2 at the radial 
distance of 2.2 mm. The divergence of radiation flux becomes negative at the radial distance 
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over 2.6 mm, i.e., the radiation is being reabsorbed in this region. Despite the negative values 
of the divergence of radiation flux in arc fringes are relatively small compared to the positive 
ones in the axial region, the amount of reabsorbed radiation is 32.4% (understand: ratio of the 
negative and positive contributions of the divergence of radiation flux, see below) because the 
plasma volume increases with the third power of radius.  
 

 
Fig. 18. Power losses and arc efficiency as functions of arc current for 40 slm of argon (left). The 
arc efficiency (%) is defined as ( ) ( )1 power losses / U Iη = − Δ ⋅ , where the power losses are due 
to radiation and radial conduction. Power losses in % is the ratio ( )/power losses U IΔ ⋅ , shown 
also in dependence of current and argon mass flow rate (right).  

 

 
Fig. 19. Radial profiles of temperature, divergence of radiation flux and radiation flux for 600 
A and argon mass flow rate of 40 slm inside the discharge chamber at the axial position of 4 
cm (left); partial characteristics. Reabsorption of radiation occurs at ~ 2.6 mm from the axis. 
Reabsorption of radiation (right) for different currents and argon mass flow rates is defined as 
the ratio of the negative to the positive contributions of the divergence of radiation flux - it 
ranges between 30-45 % and slightly decreases for higher argon mass flow rates.  
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Fig. 19 (right) shows the amount of reabsorbed radiation (%) in argon-water mixture plasma 
within the arc discharge for the currents 300-600 A as a function of argon mass flow rate. 
The negative and positive parts of the divergence of radiation flux are integrated through 
the discharge volume. Reabsorption defined here is the ratio of the negative and positive 
contributions of the divergence of radiation flux - it ranges between 31-45 % and increases 
for lower contents of argon in the mixture.  
Direct comparison of the amount of reabsorbed radiation with experiments is unavailable, 
however the indirect sign of validity of our results is a very good agreement between the 
experimental and calculated radial temperature profiles two millimeters downstream of the 
outlet nozzle presented above.  

4. Conclusions 
The numerical model for an electric arc in the plasma torch with the so-called hybrid 
stabilization, i.e., combined stabilization of arc by gas and water vortex, has been presented. 
To study possible compressible phenomena in the plasma jet, calculations have been carried 
out for the interval of currents 300-600 A and for relatively high argon mass flow rates 
between 22.5 slm and 40 slm. The partial characteristics as well as the net emission 
coefficients methods for radiation losses from the arc are employed. The results of the 
present calculation can be summarized as follows: 
a. The numerical results proved that transition to supersonic regime starts around 400 A. 

The supersonic structure with shock diamonds occurs in the central parts of the 
discharge at the outlet region. The computed profiles of axial velocity, pressure and 
temperature correspond to an under-expanded atmospheric-pressure plasma jet. 

b. The partial characteristics radiation model gives slightly lower temperatures but higher 
outlet velocities and the Mach numbers compared to the net emission model.  

c. Reabsorption of radiation ranges between 31-45 %, it decreases with current and also 
slightly decreases with argon mass flow rate. The arc efficiency reaches up to 77-84%, the 
power losses from the arc due to radiation and radial conduction are between 16-24%. 

d. It was proved that simulations for laminar and turbulent regimes give nearly the same 
results, so that the plasma flow can be considered to be laminar for the operating 
conditions and a simplified discharge geometry studied in this paper.  

e. Comparison with available experimental data proved very good agreement for 
temperature - the maximum relative difference between the calculated and 
experimental temperature profiles is lower than 10% for the partial characteristics and 
5% for the net emission radiation model used in the present calculation. Calculated 
radial velocity profiles 2 mm downstream of the nozzle exit show good agreement with 
the ones evaluated from the combination of calculation and experiment (integrated 
approach). Agreement between the calculated radial velocity profiles and the profiles 
analyzed purely from experimental data is worse. Evaluation of the Mach number from 
the experimental data for 500 and 600 A give values higher than one close to the exit 
nozzle, it thus proves the existence of the supersonic flow regime. The present 
numerical model provides also better agreement with experiments than our previous 
model based on the simplified transport, thermodynamic and radiation properties of 
argon-water plasma mixture.  

The existing numerical model will be further extended to study the effect of mixing of 
plasma species within the hybrid arc discharge by the binary diffusion coefficients (Murphy, 
1993, 2001) for three species - hydrogen, argon and oxygen. 
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1. Introduction 
Efficient means for assessment of the dynamics and the state of the stocks of renewable 
assets such as wood biomass are important for sustainable supplies satisfying current needs. 
So far attention has been paid mainly to the economic aspects of forest management while 
ecological problems are rising with the expected transfer from fossil to renewable resources 
supplies of which from forest being essential for traditional consumers of wood and for 
emerging biorefineries. Production of biomass is more reliant on assets other than money 
the land (territory) available and suitable for the purpose being the first in the number. 
Studies of the ecological impacts (the “footprint”) of sustainable use of biomass as the source 
of renewable energy encounter problems associated with the productivity of forest lands 
assigned to provide a certain annual yield of wood required by current demand for primary 
energy along with other needs.  
Apart from a number of factors determining the productivity of forest stands, efficiency of 
land-use concomitant with growing forest depends on the time and way of harvesting 
(Thornley & Cannell, 2000). In the case of clear-cut felling the maximum yield of biomass 
per unit area is reached at the time of maximum of the mean annual increment (Brack & 
Wood, 1998; Mason, 2008). The current annual increment (rate of biomass accumulation by a 
forest stand or rate of growth) culminates before the mean annual increment reaches its 
peak value and there is a strong correlation between the maximums of the two measures. 
Knowing the time of growth-rate maximum (inflection point on a logistic growth curve) 
allows predicting the time of maximum yield (Brack & Wood, 1998). However, the growth-
rate maximum is not available from field measurements directly. Despite the progress in 
development of sophisticated models simulating (Cournède, P. et al., 2009; Thürig, E. et al., 
2005; Welham et al., 2001) and predicting (Waring et al., 2010; Landsberg & Sands, 2010) 
forest growth, there still remains, as mentioned by J. K. Vanclay, a strong demand for 
models to explore harvesting and management options based on a few available parameters 
without involving large amounts of data (Vanclay, 2010). 
The self-consistent analytical model described here is an attempt to determine the best age 
for harvesting wood biomass by providing a simple analytical growth function on the basis 
of a few general assumptions linking the biomass accumulation with the canopy absorbing 
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the radiation energy necessary to drive photosynthesis. A number of reports on employing 
remote sensing facilities (Baynes, 2004; Coops, et al., 1998; Lefsky et al., 2002; Richards & 
Brack, 2004; Tomppo E. et al., 2002 ; Waring et al.,2010 ) strongly support the optimism with 
regard to successful use of the techniques to detect the time of maximum yield of a stand 
well in advance by monitoring the expanding canopy.  
According to the grouping of models suggested by K. Johnsen et al. in an overview of 
modeling approaches (Johnsen et al., 2001), the model described in this chapter belongs to 
simplistic traditional growth and yield models. It differs from other models of this kind by 
not incorporating mathematical representations of actual growth measurements over a 
period of time. Derived from a few essential basic assumptions the analytical representation 
rather provides the result that should be expected from measurements of growth under 
“traditional” (idealized) conditions. The chosen general approach of modeling the biomass 
production at the stand level allows obtaining compatible growth and yield equations 
(Vanclay, 1994) of a single variable – the age. Like with many other theoretical constructions 
the applicability of the model to reality is fairly accidental and restricted. However, since the 
derived equations are in good agreement with the universal growth curves obtained from 
measurements repeatedly confirmed and generally accepted as classic illustrations of 
biomass dynamics (Brack & Wood, 1998; Mason et al., 2008), it seems to offer a good 
approximation of the actual biomass accumulation by natural forest stands.   
Equations representing the model are believed to reflect the simple assumptions made on 
the basis of common knowledge about photosynthesis and observations in nature: biomass 
is produced by biomass; the amount of produced biomass is proportional to the amount of 
absorbed active radiation; the absorbed radiation is proportional to effective light-absorbing 
area of the foliage (number and surface area of leaves) and limited by the ground area  of 
the forest stand (the area determining the available energy flow). Projection of the canopy 
filling the ground area detectable by remote sensing is assumed to reflect dynamics and 
status (the stage) of forest growth. The height of the stand is another growth parameter 
accessible by remote sensing. Relationships of the latter with other measurable quantities 
determining the yield of accumulated biomass are well studied (Vanclay, 2009) and can be 
employed for remote assessment of the current annual increment and the state of forest 
stands (Lefsky et al., 2002; Ranson et al., 1997; Tomppo et al., 2002). The model presented 
hereafter has been developed to be aware of the current annual increment reaching the 
maximum merely from the data of remote observation of the dynamics of forest stand 
canopy while complemented by data of the average height would predict the yield.   

2. General approach and basic equations   
The analytical model offered to describe dynamics of the standing stock of wood biomass in 
natural forests is based on the obvious relationship between the rate of growth (rate of 
accumulation of biomass) y and the stock (amount of biomass) S stored in the forest stand 
(Garcia, 2005):  

 ( ) ( )S t y t dt= ⋅  (1) 

By turning to common knowledge that biomass is produced by biomass the rate of 
accumulation of new biomass in the first approximation can be assumed being proportional 
to the amount of biomass already accumulated:  
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 dSy aS
dt

= =  (2) 

where a is a constant of the reciprocal time dimension and t is time. Rewriting the right-side 
equation of (2) in the form: 

 dS adt
S

= , (3) 

and integrating it provides lnS at= and exponential growth of the stock of biomass: 

 atS const e= ⋅ , (4) 

which is unrealistic in the long run because of finite resources of nutrients and other limiting 
factors not taken into account in Eq. (2). The problem can be solved by setting an asymptotic 
limit to growth: 

 ( ) ( )1 atS t S e−
∞= ⋅ − . (5) 

The rate of biomass accumulation y, Eq. (2), usually referred to as the current annual 
increment of stock measured by volume of wood mass per unit area (m3/ha) (Brack & Wood, 
1998) is not directly determined by the accumulated biomass stock. The uptake of CO2 and 
photosynthesis of biomass rather depends on the total surface area of leaves determining the 
amount of absorbed radiation. The number of leaves and hence the light-absorbing area 
depend on the biomass accumulated by individual trees and the forest stand as a whole. The 
actual amount of the absorbed radiation that ultimately determines the rate of 
photosynthesis (and the annual increment) per unit area (a hectare) of a particular forest 
stand is limited regardless of the total surface area of leaves. So the concept of light-
absorbing area should refer to the effective absorbing area limited by the particular area unit 
selected. It should be noticed here that further considerations are relevant to statistically 
significant numbers of individual trees and, consequently, to area units of stands 
comparable to hectare.  
It seems to be reasonable to assume that accumulation of biomass in a forest stand 
occupying a large enough land area follows the same law as the rate at which the light-
absorbing area (the canopy) of the growing stand expands with time. As noticed, the 
number and total surface area of leaves absorbing radiation is proportional to the 
accumulated biomass approaching some asymptotic limit L∞ of its own. However, the rate 
of expansion of the effective absorbing area also depends on the proportion of the free, 
unoccupied space available for expansion to intercept the radiation. Supposing the total 
light-absorbing area L as function of time being described by equation similar to Eq. (5): 

 ( ) ( )1 atL t L e−
∞= − , (6)  

the rate of expansion of the light-absorbing area expressed as: 

 ( )dL const L L L
dt ∞= ⋅ − ⋅  (7) 
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can be written in the form: 

 ( ) ( ) ( )21 1 1at at at atdL const L L e L e const L e e
dt

− − − −
∞ ∞ ∞ ∞

 = ⋅ − ⋅ − ⋅ − = ⋅ ⋅ ⋅ −  . (8) 

Dimension of the constant in Eq. (8) is the reciprocal of the product of area and time. Since 
area L∞ also is constant it can be omitted for further convenience to focus attention on the 
time-dependent part of Eq. (8). 
Assuming that the rate of biomass accumulation follows the rate of expansion of the light-
absorbing area it can be described by equation similar to Eq. (8): 

 ( )1 at atdS const e e
dt

− −= ⋅ − ⋅ , (9) 

where the value of the constant factor (dimension of which here is the dimension of current 
increment) can be chosen to satisfy some selected normalizing condition, as will be done 
further. 
The time-dependent part of Eq. (9) has a maximum at time tm satisfying condition: 

 2 1 0ate− − =  (10) 

Wherefrom 

 ln 2mat =  (11) 

Exponent a determining the rate of growth in real time depends on the particular species 
and a number of other factors such as insolation and availability of water and nutrients at 
the site and has to be found from field measurements. However, existence of the maximum 
on the curve of the rate of growth (the curve of current annual increment often referred to as 
the growth curve) allows normalizing the time scale with respect to the time at which the 
maximum is reached. It is done by introducing dimensionless time variable 

 
ln 2
atx = , (12) 

or substituting at with x·ln2 in Eq. (9), or just writing x instead of t and putting a = ln2. The 
current annual increment is normalized by choosing the constant factor to satisfy 
condition: 

 ( ) 1 1 11 1 1
2 2 4my y x const const = = = ⋅ − ⋅ = ⋅ = 

 
. (13) 

The normalized rate of biomass accumulation expressed by current annual increment in 
time scale x normalized with respect to the time when it reaches its maximum now is 
presented by Eq. (9) where t is substituted by variable x: 

 ( ) ( )4 1 ax axdSy x e e
dx

− −≡ = ⋅ − ⋅  (14) 

where a = ln2.  Function y(x) is shown in Fig. 1 (a). 
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Fig. 1. a – rate of accumulation (current annual increment) of biomass y(x) normalized with 
respect to its maximum value presented by Eq. (14) and b – stock normalized with respect to 
its asymptotic limit presented by Eq. (17) as functions of normalized time variable x.  

Returning to Eq. (1) the biomass stored by time x = xc is expressed by definite integral: 

 ( ) ( )
0

cx

cS x y x dx=  . (15) 

Substituting y(x) from Eq. (14) into Eq. (15) and calculating the integral the stock S is 
presented as function of age explicitly: 

( ) ( )
2

2

0 0 0 0

4 1 4 4 4
2

cc c c xx x x ax ax
ax ax ax ax

c
e eS x e e dx e dx e dx

a a

− −
− − − −  

= − ⋅ = − = − + = 
  

    

 ( ) ( )222
0

2 2 22 2 1 1
2 2 2

c c c c
x ax ax axax axe e e e e

a a a
− − −− − = ⋅ − = ⋅ − + = ⋅ −   (16) 

By normalizing the stock choosing its asymptotic limit as the normalized unit S∞ = 1 the 
result of transformations in Eq. (16) can be summarized as 

 ( ) ( ) ( )2 22 1 1
2

c cax ax
cS x e S e

a
− −

∞= ⋅ − = −  (17) 

where, as previously in Eq. (14), a = ln2. Function (17) in the normalized time scale is 
presented in Fig. 1 (b). 

3. Mean annual increment and productivity 
The mean annual increment of a forest stand is an essential factor illustrating the overall 
productivity of the stand at a given age and is expressed by the ratio of stock to age of the 
stand (Brack & Wood, 1998). The stock being presented by Eq. (16) the mean annual 
increment Z is calculated in units of the current annual increment from 

S(x)y(x) 

time time 

a b
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 ( ) ( )2
12

axe
Z x

a x

−−
= ⋅  (18) 

where a = ln2. Function Z(x) shown in Fig. 2 has a maximum at x satisfying condition: 

 
ln 2

2 ln 2
xe
x

=  (19) 

obtained from putting derivative of function (18) equal to zero. The value of x ≈ 1.81 
satisfying Eq.(19) is found from graphical solution of the equation (Fig. 3). 
 

 
Fig. 2. Mean annual increment Eq. (18) as function of the normalized time variable x. 
 

 
Fig. 3. Graphical solution of Eq. (19) determining position of the maximum of mean annual 
increment on the axis of the normalized time coordinate x. 
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In Fig. 4 the current annual increment (rate of biomass accumulation) and the mean annual 
increment are presented together wherefrom the mean annual increment is seen to reach the 
maximum value (equal to ≈ 0.8 of the peak value of current annual increment) at cross-point 
of the two curves. 
 

 
Fig. 4. Current (curve 1, Eq. 14) and mean (curve 2, Eq. 18) annual increments of biomass as 
functions of time x normalized with respect to the time of the growth-rate maximum chosen 
as the unit time interval. The mean annual increment (curve 2) is presented in the same scale 
as the current annual increment. The maximum of curve 2 is reached at the cross-point of 
the two curves at x ≈ 1.81.  

The reciprocal of the mean annual increment is a parameter characterizing the size of 
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annual supply comprised of equal lots of stands of ages in sequence from one year to the 
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The constant is equal to the required annual yield of biomass; function f(xc) defined as  

 ( ) ( )
c

c
c

xf x
S x

≡  (21) 

is the reciprocal of the mean annual increment at cutting age.  
At point x ≈ 1.81 where the mean annual increment reaches maximum its reciprocal – 
function f(x) has the minimum. If Bs is the demanded sustainable annual yield of biomass, 
S(xc) – the stock of biomass accumulated in the forest stand by the cutting age, and Ao – the 
area of the forest to be felled annually to satisfy the demand, then Bs = S(xc)·Ao  and the total 
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where a = ln2. Function Z(x) shown in Fig. 2 has a maximum at x satisfying condition: 
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obtained from putting derivative of function (18) equal to zero. The value of x ≈ 1.81 
satisfying Eq.(19) is found from graphical solution of the equation (Fig. 3). 
 

 
Fig. 2. Mean annual increment Eq. (18) as function of the normalized time variable x. 
 

 
Fig. 3. Graphical solution of Eq. (19) determining position of the maximum of mean annual 
increment on the axis of the normalized time coordinate x. 
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In Fig. 4 the current annual increment (rate of biomass accumulation) and the mean annual 
increment are presented together wherefrom the mean annual increment is seen to reach the 
maximum value (equal to ≈ 0.8 of the peak value of current annual increment) at cross-point 
of the two curves. 
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area of the plantation – A = xc·Ao . From here the yield per unit area of the whole plantation 
is found being proportional to the mean annual increment reaching the maximum at x ≈ 1.8: 

 ( ) ( )c o c cs

c o c

S x A S xB
A x A x

⋅
= =

⋅
. (22) 

As follows from Eq. (22), felling the forest at age corresponding to 1.8 units of the 
normalized time scale provides the maximum yield per unit area of a particular stand and 
hence of the whole plantation. In other words, the maximum productivity of land area 
under a forest is achieved when felling at the time of the mean annual increment peak. 

4. Validation of the model 
Neither the value of the current annual increment at maximum, nor the real time when a 
forest stand reaches the maximum is known a priori. Both parameters depend on the species 
and conditions represented by the quality class of the site and have to be determined by 
field measurements. However, the field measurements do not provide these quantities 
directly. They have to be found from periodic mean annual increments available from field 
measurements.  
The growth-rate function given by Eq. (14) cannot be used directly to compare the model 
equation with experimental growth-rate data. For that purpose a different exponential 
equation can be employed containing variable parameters related to the quantities not 
measurable directly. The values of the variable parameters providing the best fit of the 
measured annual increments with the equation are chosen to evaluate the unknown 
quantities. A rather abundant database available for natural grey alder (Alnus incana) stands 
of up to 50 years old (Daugavietis, 2006) presents a good opportunity to test the model. 
The 5-year mean annual increments available from field measurements (Daugavietis, 2006) 
are a good approximation for the current annual increment value at mid-time of the 
respective 5-year period (Fig. 5, a). By choosing a function of the type 

 ( ) ( ) ( )
t t
a ay t c kt e k b t e

− −
= + ⋅ = + ⋅  (23) 

to describe the current annual increment it is possible to assign physical sense to variable 
parameters a and c and find the maximum value of the current annual increment and 
position of the maximum on the real-time axis by best fit of function (23) to the data from 
experimentally measured periodic mean increments. Under condition of taking coefficient k 
(of dimension y/t) equal to 1 function (23) has its maximum at time 

 m
ct a a b
k

= − = − . (24) 

It should be noticed here that dimension of constant a in Eq. (23) is time, which is different 
from the constant a used in Eq. (2) with dimension of reciprocal time (frequency). The 
reason of choosing a different dimension of constant a in Eq. (23) is seen from Eq. (24). 
By varying parameters a, b, and the maximum value of the current annual increment ym (not 
available from any direct measurement) function (23) is varied for best fit to the set of 
experimental data normalized with respect to ym.  
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The values of increments calculated from Eq. (23) coincide with the set of experimental data 
(Daugavietis, 2006) (Fig. 5) within standard deviation of 2.5 % of the maximum value, the 
correlation between the sets of calculated and experimental data being better than 0.99. 
The normalized time scale is introduced by choosing variable x to satisfy condition 

 
m

t tx
t a b

= =
−

. (24) 

By substituting the normalized time variable x for real time t in Eq. (23) the current annual 
increment is presented as 

 ( ) ( )
a b x

ay x b a b x e
−− ⋅

=  + − ⋅  ⋅  . (25) 

By defining new constant parameters a b
a

α −=  and b
a b

β =
−

 Eq. (25) is rewritten as: 

 ( ) ( ) ( ) xy x a b x e αβ −= − ⋅ + ⋅ . (26) 

Normalizing function (26) with respect to ym = (a – b)·(β + 1)·exp(-α) and taking into account 

that 1 b a b a
a b a b

β + −+ = =
− −

 provide 

 ( ) ( ) xy x e x eα αα β −= ⋅ ⋅ + ⋅ . (27) 

By substituting y(x) from Eq. (27) in Eq. (15) and calculating the integral the stock 

normalized to ( )
( )2
a a b

S
a b

∞
⋅ +

=
−

 as function of cutting age is expressed by: 

 ( ) 1 1 cx
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a bS x x e
a b

α−− = − + ⋅ ⋅ + 
. (28) 

The mean annual increment 

 ( ) ( ) 1 1 1 xS x a by x x e
x x a b

α− − = = ⋅ − + ⋅ ⋅  +  
 (29) 

reaches maximum under condition 

 ( )exp 1 1a bx x x
a b

α α − − ⋅ + = + 
 (30) 

providing xm ≈ 1.77 corresponding to optimum cutting age of xc = 1.8 or 18 years in case of 
grey alder. 
After finding the age of the maximum of current annual increment, the set of 
experimental points (Fig. 5, a) can be put on the normalized time scale x and compared 
with function (14) as shown in Fig. 5, b. The variation of the value of growth-rate 
maximum at this point is still available for adjustment to improve the fit between 



  
Progress in Biomass and Bioenergy Production 

 

98

area of the plantation – A = xc·Ao . From here the yield per unit area of the whole plantation 
is found being proportional to the mean annual increment reaching the maximum at x ≈ 1.8: 

 ( ) ( )c o c cs

c o c

S x A S xB
A x A x

⋅
= =

⋅
. (22) 

As follows from Eq. (22), felling the forest at age corresponding to 1.8 units of the 
normalized time scale provides the maximum yield per unit area of a particular stand and 
hence of the whole plantation. In other words, the maximum productivity of land area 
under a forest is achieved when felling at the time of the mean annual increment peak. 

4. Validation of the model 
Neither the value of the current annual increment at maximum, nor the real time when a 
forest stand reaches the maximum is known a priori. Both parameters depend on the species 
and conditions represented by the quality class of the site and have to be determined by 
field measurements. However, the field measurements do not provide these quantities 
directly. They have to be found from periodic mean annual increments available from field 
measurements.  
The growth-rate function given by Eq. (14) cannot be used directly to compare the model 
equation with experimental growth-rate data. For that purpose a different exponential 
equation can be employed containing variable parameters related to the quantities not 
measurable directly. The values of the variable parameters providing the best fit of the 
measured annual increments with the equation are chosen to evaluate the unknown 
quantities. A rather abundant database available for natural grey alder (Alnus incana) stands 
of up to 50 years old (Daugavietis, 2006) presents a good opportunity to test the model. 
The 5-year mean annual increments available from field measurements (Daugavietis, 2006) 
are a good approximation for the current annual increment value at mid-time of the 
respective 5-year period (Fig. 5, a). By choosing a function of the type 

 ( ) ( ) ( )
t t
a ay t c kt e k b t e

− −
= + ⋅ = + ⋅  (23) 

to describe the current annual increment it is possible to assign physical sense to variable 
parameters a and c and find the maximum value of the current annual increment and 
position of the maximum on the real-time axis by best fit of function (23) to the data from 
experimentally measured periodic mean increments. Under condition of taking coefficient k 
(of dimension y/t) equal to 1 function (23) has its maximum at time 

 m
ct a a b
k

= − = − . (24) 

It should be noticed here that dimension of constant a in Eq. (23) is time, which is different 
from the constant a used in Eq. (2) with dimension of reciprocal time (frequency). The 
reason of choosing a different dimension of constant a in Eq. (23) is seen from Eq. (24). 
By varying parameters a, b, and the maximum value of the current annual increment ym (not 
available from any direct measurement) function (23) is varied for best fit to the set of 
experimental data normalized with respect to ym.  

 
A Simple Analytical Model for Remote Assessment of the Dynamics of Biomass Accumulation 

 

99 

The values of increments calculated from Eq. (23) coincide with the set of experimental data 
(Daugavietis, 2006) (Fig. 5) within standard deviation of 2.5 % of the maximum value, the 
correlation between the sets of calculated and experimental data being better than 0.99. 
The normalized time scale is introduced by choosing variable x to satisfy condition 

 
m

t tx
t a b

= =
−

. (24) 

By substituting the normalized time variable x for real time t in Eq. (23) the current annual 
increment is presented as 

 ( ) ( )
a b x

ay x b a b x e
−− ⋅

=  + − ⋅  ⋅  . (25) 

By defining new constant parameters a b
a

α −=  and b
a b

β =
−

 Eq. (25) is rewritten as: 

 ( ) ( ) ( ) xy x a b x e αβ −= − ⋅ + ⋅ . (26) 

Normalizing function (26) with respect to ym = (a – b)·(β + 1)·exp(-α) and taking into account 

that 1 b a b a
a b a b

β + −+ = =
− −

 provide 

 ( ) ( ) xy x e x eα αα β −= ⋅ ⋅ + ⋅ . (27) 

By substituting y(x) from Eq. (27) in Eq. (15) and calculating the integral the stock 

normalized to ( )
( )2
a a b

S
a b

∞
⋅ +

=
−

 as function of cutting age is expressed by: 

 ( ) 1 1 cx
c c

a bS x x e
a b

α−− = − + ⋅ ⋅ + 
. (28) 

The mean annual increment 

 ( ) ( ) 1 1 1 xS x a by x x e
x x a b

α− − = = ⋅ − + ⋅ ⋅  +  
 (29) 

reaches maximum under condition 

 ( )exp 1 1a bx x x
a b

α α − − ⋅ + = + 
 (30) 

providing xm ≈ 1.77 corresponding to optimum cutting age of xc = 1.8 or 18 years in case of 
grey alder. 
After finding the age of the maximum of current annual increment, the set of 
experimental points (Fig. 5, a) can be put on the normalized time scale x and compared 
with function (14) as shown in Fig. 5, b. The variation of the value of growth-rate 
maximum at this point is still available for adjustment to improve the fit between 



  
Progress in Biomass and Bioenergy Production 

 

100 

experimental data and Eq. (14). The curves presented by Eqs. (14) and (27) with best fit 
parameter values are practically identical within the normalized time interval 0.5 ≤ x ≤ 2.5. 
Because of a nonzero initial growth-rate Eq. (27) provides higher values on the rise while 
lower at later time on the decline.  
 

 
Fig. 5. a – current annual increments of grey alder stand calculated from measured 5-year 
periodic mean values with age (Daugavietis, 2006), in units of m3 per ha per annum; b – best 
fit of Eq. (14) (solid curve) to experimental data (circles) normalized against the growth-rate 
maximum in the time scale of normalized age. 

5. Rate of growth as function of light-absorbing area 
Equation (9) describing the rate of biomass accumulation derived from Eq. (7) in section 1 is 
based on the assumption that dynamics of current annual increment follows dynamics of 
the expansion of light-absorbing area of the canopy. Returning to Eq. (7) it can be assumed 
to describe the relationship between the normalized rate of growth (y) and the normalized 
light-absorbing area (L): 

 ( ) ( )4 1y L L L= ⋅ −  (31) 

shown in Fig. 6. 
It has to be noticed that the pace at which the biomass is stored is not necessarily equal to 
the pace at which the light-absorbing area increases. The uptake of biomass (photosynthesis) 
depending on the effective light-absorbing area obviously should follow with some delay, 
which means that the normalized (intrinsic or specific) time scale of the equation derived 
from Eq. (8) to describe the rate of expansion of the light-absorbing area:  

 ( )4 1 ax axdL e e
dx

− −= − ⋅ , (a = ln2) (32) 

is different from that of Eq. (14) describing the rate of biomass accumulation.  
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Fig. 6. Rate of biomass accumulation y as a function of the light-absorbing area L, Eq. (31). 

Relationship between the units of the two normalized time variables – xb describing the 
current annual increment (rate of biomass accumulation) and xa describing the rate of 
expansion of the light-absorbing area can be concluded from knowing that maximum of the 
current annual increment is reached at L/L∞ = 0.5 when xb = 1. In units of time scale xa the 
light-absorbing area L is expressed by integrating Eq. (32) the result of which is similar to 
Eq. (17): 

 ( ) ( )2
1 aax

aL x L e−
∞= −  (33) 

where L is normalized in the same way as stock by taking the asymptotic limit L∞ equal to 1. 
The “age” xa at which the normalized light-absorbing area reaches the value 0.5, as follows 
from Eq. (33), satisfies equation: 

 21
2

aaxe−− =  (34) 

wherefrom, remembering that a = ln2, the time in units of scale xa corresponding to unit time 
of scale xb = 1 is found being equal to 

 

2ln 1
2

1.77
ln 2ax

 
− −  

 = ≅ . (35) 

It means that a unit of the normalized time scale of the rate of expansion of the light-
absorbing area is about 0.56 of the unit of the normalized time scale describing the rate of 
biomass accumulation. The units of the two normalized time scales presented in Fig. 7 are 
approximately equated by 

L 
L∞

y(L)
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 1.77b ax x≅ . (36) 

As seen from Fig. 7, expansion of the light-absorbing area of the canopy (curve 1) proceeds 
ahead of the rate of biomass accumulation (curve 2) complying with the assumption that 
higher rates of the increase of the surface area (and the number) of leaves require a greater 
proportion of the gross product of photosynthesis lost after seasonal vegetation.  
The size of the effective light-absorbing area expressed by the ratio to its asymptotic limit is 
presented in Fig. 7 on the lower time axis. The maximum rate of expansion dL/dx is reached 
at x = xb ≈ 0.56 (xa = 1) when L = 0.25L∞ while the current annual increment reaches the 
maximum at x = xb = 1 when L = 0.5L∞. By the time x = xb ≈ 1.81 when the mean annual 
increment reaches its maximum the effective light-absorbing area is equal to approximately 
0.8 L∞. The current annual increment of biomass in the stand is maintained over 0.8 of the 
maximum value within the range of light-absorbing area between 0.28 and 0.8 of L∞.  
 

 
Fig. 7. Rate of expansion of the light-absorbing area (1), current annual increment (2), and 
the light-absorbing area (3) in time-scale x = xb normalized to the time of the current annual 
increment maximum. The lower axis shows the size of the light-absorbing area reached at 
the respective point on the time axis. 

The basic components of the model – equations presenting current and mean annual 
increments, stock, and the rate of expansion of the light-absorbing area as functions of age 
expressed in the intrinsic time units are summarized in Fig. 8.  

6. Conceptual remarks 
The analytical expressions comprising the model are derived from rather general principles 
of biomass production by photosynthesis in living stands without taking into account 
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factors affecting forest growth other than the effective light-absorbing area of the canopy. 
However, since dynamics of the latter is strongly dependent on availability of nutrients, 
water, and some other crucial factors, the model reflects the cumulative effect of all of them 
through the relationship between the rate of growth and the capacity to capture the active 
radiation. Therefore, monitoring the canopy dynamics can provide reliable information for 
conclusions about that capacity and the expected end product of photosynthesis.  
Determining the best time for harvesting by observing expansion of the canopy from 
satellites is one of attractive practical applications of the model for management of even-age 
stands in concert with remote sensing. Even though the canopy projection measureable by 
remote sensing instruments is not quite equal either to the light-absorbing area or the leaf 
area index, the correlation between the three is strong enough to make corrections necessary 
for detecting the time (age) of growth-rate maximum from remote observations of the 
dynamics of canopy expansion. 
 

 
Fig. 8. Dynamics of the light-absorbing area (1), Eq. (7), the rate of production of above-
ground biomass (2), Eq. (14), mean annual increment (3), Eq. (18), and the yield (4), Eq. (17), 
as functions of the intrinsic time provided by the rate of growth of a forest stand. The 
effective light-absorbing area as the ratio to its maximum value L/L∞ , Eq. (33), is presented 
by the lower abscissa. Note the inflection point of curve 4 being reached before 0.25 S∞; at 
the time of maximum productivity S @ 0.5 S∞.  

The obtained analytical expression, Eq. (17), for accumulated biomass of a stand as function 
of age is a particular case of the well-known Richards growth equation (Zeide, 2004): 

L
L∞ 
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 ( ) ( )1
cbty t const e−= ⋅ −  (37) 

with parameter values b = ln2 and c = 2 describing sigmoid (logistic) growth.   
A generalized differential form of sigmoid growth (the growth-rate function) has been 
considered by C. P. D. Birch (Birch, 1999) and a detailed formalistic analysis of the family of 
sigmoid growth equations is given by O. Garcia (Garcia, 2005). The sigmoid shape of the 
yield (stock) curve Eq. (17) in the present case is predetermined by the shape (the maximum) 
of the obtained growth-rate function Eq. (14). 
The normalized time unit introduced to provide a dimensionless common measure to match 
the model with experimental data is the same intrinsic time unit suggested by B. Zeide as a 
unit provided by organisms themselves and clarifying the meaning of parameters of growth 
functions (Zeide, 2004). A number of other growth factors, such as biological potential of a 
particular species, the site quality, changing climate, etc. are reflected in the real-time 
equivalent of the intrinsic time unit. For instance, comparison of best fits to available 
measured data of grey alder stands at sites of different quality (Daugavietis, 2006) show the 
stands at sites of higher quality reaching the growth-rate maximum earlier (Kosmach, 2010). 
Since climate change is a factor affecting forest growth (Nakawatase & Peterson, 2006), the 
real-time equivalents of the intrinsic time unit obtained from monitoring the growth of 
stands of a given species hold information for potential assessment of the changing 
environment accessible by remote observations and retrospective studies of forest growth. 
The Richards equation (37) predicts diminishing of the current increment to zero with the 
age of the stand while the effective light-absorbing area given by Eq. (6) approaches a 
constant maximum and, therefore, should be expected to provide a constant maximum 
increment of biomass. However, the real growth curves (at least of natural forest stands) 
rather comply with Richards equation even if the underlying models do not take into 
account factors, such as respiration or partition, diminishing the annual above-ground 
biomass production. In the present case they are somehow implied in the factor (L∞ – L) 
restricting the rate of expansion of the effective light-absorbing area in Eq. (7), which 
ultimately determining the descent of the derived growth functions, Eqs. (14) and (17), can 
be attributed to shading. At large, the simplified models of this kind should not be expected 
to hold at the very short and far ranges of the time axis their application being limited by the 
range of the intrinsic time units between 0.5 and 3 – the interval of interest for commercial 
forest management. G. E. P. Box has likely hit the point with regard to the subject by writing 
in 1979: “All models are wrong, but some are useful” (cited in Vanclay, 2010).  

7. Conclusions 
The simple logistic analytical model of biomass accumulation by forest stands derived on 
the basis of general assumptions about photosynthesis comprises compatible equations of 
growth and yield as functions of time. The function describing dynamics of the rate of 
growth derived as function of the effective light-absorbing area of the canopy provides a 
growth function representing particular case of Richards equation and is in good agreement 
with data obtained from experimental measurements. The model contains two related 
parameters: the unit of the intrinsic (normalized with respect to peak current annual 
increment) time scale and the effective light-absorbing area of the canopy not equal but 
closely related to the leaf area index or to projection of the canopy. The latter accessible by 
remote sensing opens the use of remote sensing data for monitoring the growth of forest 
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stands to predict the culmination of current annual increment the age of the stand at which 
being known allows predicting the optimum age for harvesting.  
The model has been developed for determining the land area and the optimum harvesting 
age of even-aged natural stands for sustainable supply of firewood and wood biomass to 
satisfy the needs of paper mills and biorefineries. It can be extended to consider solutions of 
the same problems with regard to timber products such as boards and other construction 
elements of buildings. 
Some further studies are necessary to find out the relationship between remote observations 
of canopy dynamics and dynamics of the effective light-absorbing area to realize the benefits 
of using the model with the opportunities provided by remote sensing to forest 
management. 
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1. Introduction 
Several issues, related with forest fires, forest disturbances (García-Martín et al., 2008), forest 
productivity (Chirici et al., 2007; Palmer et al., 2009), forest changes over time (Hu & Wang, 
2008), or the role of forests in the global carbon balance cycle (Hese et al., 2005) are, 
nowadays, the focus of numerous studies and investigations. All these subjects demand the 
knowledge about aboveground biomass (AGB) stocks and/or its dynamics. Besides the 
availability of biomass, the information about the growth of forests is of increasing 
importance. This variable, which is related with the total biomass growth in a specific 
ecosystem, is called Net Primary Production (NPP). Annual NPP represents the net amount 
of carbon captured by plants through photosynthesis each year (Melillo et al., 1993; Cao & 
Woodward, 1998). In practice, NPP can be defined and measured in terms of either biomass 
or CO2 exchange (Field et al., 1995). Waring et al. (1998) define NPP as the sum of live 
biomass periodic increment (ΔB) and dead biomass (losses, e.g. broken branches, fallen 
leaves) [NPP = ΔB + losses]. NPP is an important ecological variable due to its relevance for 
accurate ecosystem management and for monitoring the impact of human activity on 
ecosystems vegetation at a range of spatial scales: local, regional and global (Melillo et al., 
1993). It is one of the most complete and complex variables, since it reflects the growth of the 
entire ecosystem thus avoiding the analysis of only part of its components. NPP provides a 
complete view of the ecosystem including information, not only from the arboreal stratum, 
but also from the shrubs and all the litter produced from each stratum. Thus, the 
significance of NPP not only reflects the complexity of its measurement or estimation, but 
also its integrative ecological perspective ecosystems.  
Mapping AGB stocks or NPP with the utmost accuracy and expedite methodologies is 
therefore a challenge. The need of continuous maps where the phenomenon under study 
can be individually analysed or used as auxiliary variable in a specific model requires that 
the spatial predictions are represented in the most accurate way. Over the years different 
spatial prediction methods have been explored in diverse data type (Isaaks & Srivastava, 
1989; Goovaerts, 1997; Labrecque et al., 2006; Sales et al., 2007; Meng et al., 2009). Some 
approaches have a simple application methodology however others are sometimes complex 
in what concerns to their implementation, or the selection of the variables to be used.  
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approaches have a simple application methodology however others are sometimes complex 
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Estimation of AGB has been made by a range of methods, from field measurements to remote 
sensing-based methods, as well GIS-based modelling approaches with auxiliary data (Lu, 
2006). Traditionally, to predict the spatial distribution of AGB throughout the territory, the 
variables calculated based on the forest inventory dataset were usually assigned to the forest 
polygons, stratified by species, and mapped by aerial photos interpretation. Despite the field 
measurements being the most accurate methods for collecting biomass data, the level of 
precision of the resultant biomass map will depend of the land cover classification detail and 
of the sample intensity. In fact, the forest inventories data at regional or national scale are often 
not spatially exhaustive enough to generate continuous AGB estimates, thus limiting the use of 
this approach over large areas. An additional limitation is the long temporal resolution of 
these estimations, generally made in cycles of 10 or more years, which could not be compatible 
with the need of analysis and monitoring of the ecosystems’ dynamics.  
Remote sensing-based methods have been the most widely used approach to map AGB. The 
utility of the spectral information recorded by remote sensing for monitoring vegetation or 
gathering ecophysiological information over large areas is very well recognized, since 
satellite data became accessible for land cover dynamic studies. Different imagery data have 
been employed, such as coarse spatial-resolution data as SPOT-VEGETATION (Chirici et al., 
2007; Jarlan et al., 2008), NOAA AVHRR (Häme et al., 1997; Atkinson et al., 2000), MODIS 
(Zheng et al., 2007, Muukkonen & Heiskanen, 2007); medium spatial-resolution data as 
ASTER (Muukkonen & Heiskanen, 2007), Landsat TM/ETM+ (Tomppo et al., 2002; Rahman 
et al., 2005; Meng et al., 2009); high spatial-resolution data as IRS P6 LISS-IV  (Madugundu 
et al., 2008) and radar data (Hyde et al., 2007; Liao et al., 2009). 
AGB can be estimated by means of Direct Radiometric Relationships (DRR), which consist in 
establishing regression relationships, such as ordinary least squares (OLS), between the 
satellite spectral data (e.g. individual spectral bands, band ratios, vegetation indices and other 
possible transformations) as independent variables, and the measured parameter at each 
corresponding inventory sample plot position in each forest cover strata. AGB can be directly 
predicted by multiple regression analysis between spectral data response and biomass amount 
(Labrecque et al., 2006; Muukkonen & Heiskanen, 2007); by nonparametric approaches 
including K nearest neighbour (KNN) (Tomppo, 1991; Meng et al., 2007), or by artificial neural 
network (ANN) (Liao et al., 2009); or indirectly predicted by using characteristic such as crown 
diameter or leaf area index (LAI). In this case, these variables are firstly derived from the 
imagery data and subsequently used in regression analysis to estimate AGB.  
Spatial prediction models (algorithms) have been used for spatially predicting vegetation 
attributes. In general, these interpolation techniques are classified in deterministic and 
statistical (probabilistic) models (Isaaks & Srivastava, 1989; Goovaerts, 1997; Hengl, 2009). 
Attending that in the Earth sciences there is usually a lack of sufficient knowledge concerning 
how properties vary in space, a deterministic model may not be appropriate. Therefore, to 
make predictions at locations for which observations do not exist, with inherent uncertainty in 
predictions, the use of probabilistic models is necessary (Lloyd, 2007).  
Spatial statistics and geostatistics were developed to describe and analyze the variation in both 
natural and man-made phenomena on above or below the land surface (Cressie, 1993). Largely 
developed by Matheron (1963) in the 1960s, to evaluate recoverable reserves for the mining 
industry, geostatistical models have been systematically applied in a wide range of fields 
(Cressie, 1993; Goovaerts, 1997). Today, geostatistics and the theory of regionalized variables 
(Matheron, 1971) are used to explore and describe the presence of spatial variation that occur 
in most natural resource variables. Introduced to remote sensing by Woodcock et al. (1988) 
and by Curran (1988), geostatistical models have been used to design optimum sampling 

Assessment of Forest Aboveground Biomass Stocks and  
Dynamics with Inventory Data, Remotely Sensed Imagery and Geostatistics 

 

109 

schemes for image data and ground data; to increase the accuracy in which remotely sensed 
data can be used to classify land cover; or to estimate continuous variables. Geostatistical 
models are reported in numerous textbooks (e.g. Isaaks & Srivastava, 1989; Cressie 1993; 
Goovaerts, 1997; Deutsch & Journel, 1998; Webster & Oliver, 2007; Hengl, 2009; Sen, 2009) such 
as Kriging (plain geostatistics); environmental correlation (e.g. regression-based); Bayesian-
based models (e.g. Bayesian Maximum Entropy) and hybrid models (e.g. regression-kriging). 
Despite Regression-kriging (RK) is being implemented in several fields, as soil science, few 
studies explored this approach to spatially predict AGB with remotely sensed data as 
auxiliary predictor. Hence, this research makes use of RK and remote sensing data to 
analyse if spatial AGB predictions could be improved. 
This research presents two case studies in order to explore the techniques of remote sensing 
and geostatistics for mapping the AGB and NPP. The first, aims to compare three approaches 
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Estimation of AGB has been made by a range of methods, from field measurements to remote 
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schemes for image data and ground data; to increase the accuracy in which remotely sensed 
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includes two distinctive bioclimatic regions: a Mediterranean bioclimate in everywhere 
except a small area in the North with a temperate bioclimate. With four distinct weather 
seasons, the average annual temperatures range from about 7 °C in the highlands of the 
interior north and center and about 18 ° C in the south coast. Average annual precipitation is 
more than 3000 mm at the north and less than 600 mm at the south.  
Due to a 20 years of severe wild fires during summer time, and intense people movement 
from rural areas to sea side cities or county capital, forestry landscape changed from large 
trees’ stands interspersed by agricultural lands, to a fragmented landscape. The land cover is 
fragmented with small amount of suitable soils for agriculture and the main areas occupied 
by forest spaces. Forest activity is a direct source of income for a vast forest products 
industry, which employs a significant part of the population.  

2.2 Methods and data 
2.2.1 GIS and field data 
In a first stage a GIS project (ArcGis 9.x), was created in order to identify Pinus pinaster pure 
stands, over a Portuguese Corine Land Cover Map (CLC06, IGP, 2010). In a second stage, 
GIS project database was updated with the dendrometric data collected during Portuguese 
National Forestry Inventory (AFN, 2006), in order to derive AGB allometric equations, with 
Vegetation Indices values as independent variable. A total of 328 field plots of pure pine 
stands were used. The inventory dataset was further used in spatial prediction analysis, to 
create continuous AGB maps for the study area. 

2.2.2 Biomass estimation from the forest inventory dataset 
In order to calculate the biomass exclusively from the forest inventory, the biomass values 
measured in each field plot were spatially assigned to the pine stands land cover map 
polygons. In the cases where multiple plots were coincident with the same polygon, 
weighted averages were calculated proportionally to the area of occupation in that polygon. 

2.2.3 Remote sensing imagery 
In this research we used the Global MODIS vegetation indices dataset (h17v04 and h17v05) 
from the Moderate Resolution Imaging Spectroradiometer (MODIS) from 29 August 2006: 
(MOD13Q1.A2006241.h17v04.005.2008105184154.hdf; and 
MOD13Q1.A2006241.h17v05.005.2008105154543.hdf), freely available from the US Geological 
Survey (USGS) Earth Resources Observation and Science (EROS) Center. The Global 
MOD13Q1 data includes the MODIS Normalized Difference Vegetation Index (NDVI) and a 
new Enhanced Vegetation Index (EVI) provided every 16 days at 250-meter spatial resolution 
as a gridded level-3 product in the Sinusoidal projection.  
(https://lpdaac.usgs.gov/lpdaac/products/modis_products_table/vegetation_indices/16_
day_l3_global_250m/mod13q1).  
MODIS data was projected to the same Portuguese coordinate system (Hayford-Gauss, 
Datum of Lisbon with false origin) used in the GIS project.  

2.2.4 Direct Radiometric Relationships (DRR) 
Using GIS tools, field inventory dataset was updated with information from MODIS 
images. The spectral information extracted (NDVI and EVI) was then used as independent 
variables for developing regression models. Linear, logarithmic, exponential, power,  
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and second-order polynomial functions were tested on data relationship analysis.  
The best model achieved was then applied to the imagery data, and the predicted 
aboveground biomass map was produced. In some pixels where Vegetation index  
values were very low, the biomass values predicted by the regression equations were 
negative, so these pixels were removed, because in reality negative biomass values are not 
possible. 

2.2.5 Geostatistical modeling 
Regression-kriging (RK) (Odeh et al., 1994, 1995) is a hybrid method that involves either a 
simple or multiple-linear regression model (or a variant of the generalized linear model and 
regression trees) between the target variable and ancillary variables, calculating residuals of 
the regression, and combining them with kriging. Different types or variant of this process, 
but with similar procedures, can be found in literature (Ahmed & De Marsily, 1987; Knotters 
et al.; 1995; Goovaerts; 1999; Hengl et al.; 2004, 2007), which can cause confusion in the 
computational process.  
In the process of RK the predictions ( )0( )ˆrk Sz are combined from two parts; one is the 

estimate 0ˆ ( )m s  obtained by regressing the primary variable on the k auxiliary variables 

k 0q (s )  and 0 0q (s ) 1 = ; the second part is the residual estimated from kriging ( )0( )ˆ Se . RK is 

estimated as follows (Eqs. 1 and 2): 
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where ˆ
kβ  are estimated drift model coefficients ( 0β̂  is the estimated intercept), optimally 

estimated from the sample by some tting method, e.g. ordinary least squares (OLS) or, 
optimally, using generalized least squares (GLS), to take the spatial correlation between 
individual observations into account (Cressie, 1993); iw  are kriging weights determined by the 
spatial dependence structure of the residual and ( )ie s are the regression residuals at location si.  
RK was performed using the GSTAT package in IDRISI software (Eastman, 2006) both to 
automatically fit the variograms of residuals and to produce final predictions (Pebesma, 
2001 and 2004). The first stage of geostatistical modeling consists in computing the 
experimental variograms, or semivariogram, using the classical formula (Eq. 3): 
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where ˆ( )hγ is the semivariance for distance h, N(h) the number of pairs for a certain distance 
and direction of h units, while z(xi) and Z(xi + h) are measurements at locations xi and xi + h, 
respectively.  
Semivariogram gives a measure of spatial correlation of the attribute in analysis. The 
semivariogram is a discrete function of variogram values at all considered lags (e.g. Curran 
1988; Isaaks & Srivastava 1989). Typically, the semivariance values exhibit an ascending 
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behaviour near the origin of the variogram and they usually level off at larger distances (the 
sill of the variogram). The semivariance value at distances close to zero is called the nugget 
effect. The distance at which the semivariance levels off is the range of the variogram and 
represents the separation distance at which two samples can be considered to be spatially 
independent. 
For fitting the experimental variograms we tested the exponential, the gaussian and the 
spherical models, using iterative reweighted least squares estimation (WLS, Cressie, 1993). 
Finally, RK was carried out according to the methodology described in http://spatial-
analyst.net. The EVI image was used as predictor (auxiliary map) in RK. GSTAT produces 
the predictions and variance map, which is the estimate of the uncertainty of the prediction 
model, i.e. precision of prediction. 

2.2.6 Validation of the predicted maps 
The validation and comparison of the predicted AGB maps were made by examining the 
discrepancies between the known data and the predicted data. The dataset was, prior to 
estimates, divided randomly into two sets: the prediction set (276 plots) and the 
validation set (52 plots). According to Webster  &  Oliver (1992), to estimate a variogram 
225 observations are usually reliable. The prediction approaches were evaluated by 
comparing the basic statistics of predicted AGB maps (e.g., mean and standard deviation) 
and the difference between the known data and the predicted data were examined using 
the mean error, or bias mean error (ME), the mean absolute error (MAE), standard 
deviation (SD) and the root mean squared error (RMSE), which measures the accuracy of 
predictions, as described in Eqs. (4-7). 
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where: N is the number of values in the dataset, êi is the estimated biomass, ei is the 
biomass values measured on the validation plots and e  is the mean of biomass values of 
the sample. 

2.3 Results and discussion 
2.3.1 Pinus pinaster stands characteristics 
The descriptive statistics of pine stands data are presented in Table 1, where: N is the 
number of trees; t is the forestry stand age; hdom is the dominant height; dbhdom is the 
dominant diameter at breast height; SI is the site index; BA is the basal area; V is the stand 
volume and AGB is the biomass in the sample plot. 
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The pine stands are highly heterogeneous with ages ranging from 8 to 110 years old and the 
biomass per hectare ranging from 0.9 to 136.1 ton ha-1. The values of Biomass present a 
normal distribution with mean m = 52.12 ton ha-1 and standard deviation σ = 32.32 ton ha-1 
(Figure 2). 
 

 Pine stands plots 

 
N t hdom dbhdom SI BA V AGB 

(trees ha-1) (year) (m) (cm) (m) (m2 ha-1) (m3 ha-1) (ton ha-1) 

Mean 566 31 13.4 25.3 11.8 14.39 99.46 52.12 

Min 20 8 4.6 8.9 0.0 0.41 1.37 0.85 

Max 2219 110 36.5 59.0 69.0 38.34 259.03 136.09 

SD 405.2 15.9 4.0 8.0 11.5 7.64 61.86 32.32 

Table 1. Descriptive statistics of data measured in the forest inventory dataset 
 

 
Fig. 2. Histogram of the distribution of the AGB (ton ha-1) in the forest inventory dataset 

2.3.2 Aboveground biomass estimation from the inventory dataset 
The estimates based in the inventory dataset were achieved by assigning the 328 field plot 
biomass values (weighted by each polygon area) into all the polygons of the pine cover 
class. After the global calculation, the dataset used for training (276 plots) was used to make 
a first validation of this approach. Hence, a regression was established between the biomass 
values, measured in the field plots, and the forest inventory polygon data. In Figure 3 it is 
presented the positive relationship between the measured and the predicted data with a 
coefficient of determination (R2) of 0.71. 
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Fig. 3. Relationship between the biomass data measured in field plots and the predicted data 
extracted in the polygons of land cover map 

2.3.3 Aboveground biomass estimation from DRR 
After performing correlation analyses, between AGB and Vegetation indices, several 
regression models were developed using stand-wise forest inventory data and the MODIS 
vegetation indices (NDVI and EVI) as predictors.  
 

 
Fig. 4. MODIS image showing the effect of pixels (250m) in the edge of polygons 
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The best correlation was obtained with EVI as independent variable as (Eq. 8): 

 AGB = 322.4(EVI) - 39.933 (R2 = 0.32) (8)  

The AGB was then estimated for the entire study area. The low correlation achieved is 
explained, in part, by the heterogeneity of pine stands and the high effect of mixed pixels 
(Burcsu et al., 2001) in coarse resolution MODIS data (250 m).  
As it can be seen in Figure 4, the reflectance value recorded in the boundary pixels of the 
polygons limits is not pure, they record both pine stands, and the neighbouring land cover 
classes reflectance values.  

2.3.4 Aboveground biomass estimation from geostatistical methods 
To spatially estimate the AGB by geostatistical approach, the first step consisted in the 
modeling and analysis of the experimental semivariograms (Eq. 3). The directional 
semivariograms of the residuals showed anisotropy at 38.6º, so at this direction were fitted 
Exponential, Gaussian and Spherical models. Based on experimentation, the exponential 
variogram model was fitted better (nugget of 703.75 and a partial sill of 390.17 reaching its 
limiting value at the range of 43,9Km) to the calculated biomass pine stands data (Figure 5). 
The present data showed a low spatial autocorrelation. The high nugget effect, visible in the 
figure, which under ideal circumstances should be zero, suggests that there is a significant 
amount of measurement error present in the data, possibly due to the short scale variation.  
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Fig. 5. Directional experimental semivariogram (38.6º) with the exponential model fitted (a) 
and covariance (b) 

2.3.5 Validation and comparison of the aboveground biomass estimation approaches 
The validation of the AGB estimation approaches was made by comparing the calculated 
basic statistics (Table 2) in the 52 validation random samples. Training and validation sets 
were compared, by means of a Student's t test (t = 0.882 ns), in order to check if they 
provided unbiased sub-sets of the original data.  
As expected, the Inventory Polygons method produced the best statists. The mean error 
(ME), which should ideally be zero if the prediction is unbiased, shows a bias in the three 
approaches, being lower in the Inventory polygons method, and higher in the DRR method. 
The analysis of the root mean squared errors (RMSE), shows that Inventory Polygons 
present the lower discrepancies in the estimations (RMSE=33.53%), and RK achieve 
estimations under lower errors (RMSE=51.95%) than the DRR approach (RMSE=61.62%). 
Despite this, the errors from the two prediction approaches are very high, which can be 
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Fig. 3. Relationship between the biomass data measured in field plots and the predicted data 
extracted in the polygons of land cover map 

2.3.3 Aboveground biomass estimation from DRR 
After performing correlation analyses, between AGB and Vegetation indices, several 
regression models were developed using stand-wise forest inventory data and the MODIS 
vegetation indices (NDVI and EVI) as predictors.  
 

 
Fig. 4. MODIS image showing the effect of pixels (250m) in the edge of polygons 
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 AGB = 322.4(EVI) - 39.933 (R2 = 0.32) (8)  

The AGB was then estimated for the entire study area. The low correlation achieved is 
explained, in part, by the heterogeneity of pine stands and the high effect of mixed pixels 
(Burcsu et al., 2001) in coarse resolution MODIS data (250 m).  
As it can be seen in Figure 4, the reflectance value recorded in the boundary pixels of the 
polygons limits is not pure, they record both pine stands, and the neighbouring land cover 
classes reflectance values.  

2.3.4 Aboveground biomass estimation from geostatistical methods 
To spatially estimate the AGB by geostatistical approach, the first step consisted in the 
modeling and analysis of the experimental semivariograms (Eq. 3). The directional 
semivariograms of the residuals showed anisotropy at 38.6º, so at this direction were fitted 
Exponential, Gaussian and Spherical models. Based on experimentation, the exponential 
variogram model was fitted better (nugget of 703.75 and a partial sill of 390.17 reaching its 
limiting value at the range of 43,9Km) to the calculated biomass pine stands data (Figure 5). 
The present data showed a low spatial autocorrelation. The high nugget effect, visible in the 
figure, which under ideal circumstances should be zero, suggests that there is a significant 
amount of measurement error present in the data, possibly due to the short scale variation.  
 

Distance, h  10-4

γ   10
-3

0 0.58 1.15 1.73 2.31 2.88 3.46 4.04 4.62

0.3

0.6

0.9

1.2

1.5

Distance, h  10-4

C  10-3

0 0.58 1.15 1.73 2.31 2.88 3.46 4.04 4.62
-0.51

-0.21

0.08

0.38

0.68

0.97

 
Fig. 5. Directional experimental semivariogram (38.6º) with the exponential model fitted (a) 
and covariance (b) 

2.3.5 Validation and comparison of the aboveground biomass estimation approaches 
The validation of the AGB estimation approaches was made by comparing the calculated 
basic statistics (Table 2) in the 52 validation random samples. Training and validation sets 
were compared, by means of a Student's t test (t = 0.882 ns), in order to check if they 
provided unbiased sub-sets of the original data.  
As expected, the Inventory Polygons method produced the best statists. The mean error 
(ME), which should ideally be zero if the prediction is unbiased, shows a bias in the three 
approaches, being lower in the Inventory polygons method, and higher in the DRR method. 
The analysis of the root mean squared errors (RMSE), shows that Inventory Polygons 
present the lower discrepancies in the estimations (RMSE=33.53%), and RK achieve 
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Despite this, the errors from the two prediction approaches are very high, which can be 
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explained by the low correlation found between the vegetation indices data, as explained 
above. This limitation can be overcome by using remote sensing data with higher spatial 
resolution. Moreover, the work area must also be sectioned into smaller areas, to minimize 
the heterogeneity that is observed in very large landscapes. 
 

Method Estimated AGB 
(average - ton ha-1)

ME 
(ton ha-1)

MAE 
(ton ha-1)

RMSE 
(ton ha-1) 

SD 
(ton ha-1) 

RMSE 
% 

Inventory Polygons 53.94 -3.11 11.26 18.09 27.70 33.53 
DRR 50.23 -6.83 25.84 30.95 22.03 61.62 
RK 52.01 -5.05 22.70 27.02 19.67 51.95 

Table 2. Statistics of validation plots for the AGB prediction methods 

In order to determine the significance of the differences between interpolation methods, 
analysis of variance (ANOVA) was performed (Table 3). The results show that, at alpha 
level 0.05, do not exist significant differences between the biomass values, predicted by the 
different methods. 
 

Source DF SS MS F P 
Between 2 122.86 61.432 0.123 0.884 
Within 243 113453.67 497.604   
Total 245 113576.54    

Table 3. Results from ANOVA to compare the differences between the means of the 
different prediction methods 

A quantitative comparison of the complete AGB maps, estimated by the three approaches, 
was additionally made. The estimates (ton ha−1) are shown in the Table 4. In order to better 
preserve the land cover areas, the maps were brought to the resolution of 50x50m, and then 
clipped by the pine land cover mask. 
 

Method Pixels Area (ha) AGB 
(average – ton ha-1)

Std 
(ton ha-1) B (tonnes) 

Inventory Polygons  300446 53.8 30.8 15564351 
DRR 1191597 297899 53.8 20.0 16020055 
RK 1189213 297303 52.8 21.3 15711245 

Table 4. Summary statistics of predicted pine AGB maps 

The three AGB maps originates very similar average values (ton ha-1), and the differences 
between the maximum and minimum values of total biomass (tonnes) estimated by the 
different methods varies less than 1.6%.  
Although there has been a low discrepancy between the total biomass values, estimated by 
three maps, the analysis of the correlation coefficient of regressions, carried out between the 
three maps, show low to moderate correlation between Inventory Polygons x DRR and 
Inventory Polygons x RK methods (R = 0.27 and 0.40, respectively). Only DRR x RK methods 
present high correlation values (R = 0.95) indicating a very similar biomass estimation at 
individual pixels (Figure 6). 
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                        (a)                                             (b)                                           (c) 
Fig. 6. Regression performed between AGB maps (a) Inventory Polygons x DRR; (b) Inventory 
Polygons x RK; (c) DRR x RK 

Based in the calculated statistics of the validation dataset and in the global biomass 
estimations for entire area, we can consider that the Regression-kriging geostatistical 
prediction approach, with remotely sensed imagery as auxiliary variable, increases the 
classifications accuracy when compared with estimates based merely in the Direct 
Radiometric Relationships (DRR). Furthermore, the accuracy of these estimations could 
increase by using imagery data with higher spatial resolution, and if the work region is 
more homogeneous.  
The biomass maps derived by the three methods (Inventory Polygons, Direct Radiometric 
Relationships and Regression-Kriging) for the whole study area are presented in  
Figure 7. 
 

 

 
                         (a)                                         (b)                                          (c) 

Fig. 7. Aboveground biomass maps (a) Inventory Polygons (b) DRR and (c) RK 
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3. Case study II – Biomass growth (NPP) of Pinus pinaster and Eucalyptus 
globulus stands, in the north of Portugal. Estimations by means of LANDSAT 
ETM+ images 
3.1 Study area 
This research took place within an area in the northern part of Portugal where Pinus pinaster 
Ait. and Eucalyptus globulus Labill constitute the two most important forest species in terms 
of forested area (Figure 8).  
The P. pinaster study area is a 60 km2 rectangle (10 km × 6 km) with extensive stands of this 
species located at the north of Vila Real (41°39′N, 7°35′W) and the E. globulus study area is a 
24km2 rectangle (4 km × 6 km) of extensive stands of this species located at west of Vila Real 
(41°2′N, 7°43′W). 
Both species are ecologically well adapted, despite E. globulus being an exotic tree, and the 
case study areas are representative of these ecosystems in Portugal. The P. pinaster forest is 
very heterogeneous in canopy density, has experienced only limited human intervention, 
and covers a wide range of structures, varying widely in terms of number of trees per 
hectare, average dimensions, and age groups. The E. globulus forest is much more 
homogeneous and has been more extensively investigated to enable greater timber 
production, which is very valuable for pulp production. 
 

 
Fig. 8. Study area.  
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3.2 Methods and data 
3.2.1 Methodology used in geometric and radiometric corrections 
The available LANDSAT-7 ETM+ Image was acquired on the 15th of September 2001 at 
10:02:13 (UTC). The image was geometrically and radiometrically corrected using MiraMon 
("WorldWatcher"). This software allows displaying, consulting and editing raster and vector 
maps and was developed by the Autonomous University of Barcelona (UAB) remote 
sensing team. The software allows for the geometric correction of raster (e.g., IMG and JPG: 
satellite images, aerial photos, scan maps) or vector maps (e.g., VEC, PNT, ARC and POL 
and NOD), based on ground control points coordinates. 
In the present research the ground control points were collected from Portuguese 
topographic maps on a 1/25000-scale, using the original ETM+ Scene. Twenty-five control 
points were collected (Toutin, 2004) to allow image correction and eleven control points 
were used for its validation. A first-degree polynomial correction was chosen for the 
geometric correction, using the nearest neighbour option for the resampling process.  
Two Digital Elevation Models (DEMs) were constructed for each study area (Pinus  
pinaster and Eucaliptus globulus – see Figure 8), based on 10 m contour lines. The first DEM 
had a spatial resolution of 15 m and was used to correct the panchromatic band, mainly to 
allow identification of the ground control points due to its better spatial resolution.  
The second DEM had a spatial resolution of 20 m and was used for the correction of  
the LANDSAT ETM+ bands 1, 2, 3, 4, 5, and 7. Those 20 m DEMs were merged with a 
altitude model for Europe, with a pixel size of 1 Km. The radiometric correction was 
based on the lowest radiometric value for each band which is well known as the kl, and 
should be collected from the histogram analysis (Pons & Solé-Sugrañes, 1994 and Pons, 
2002). 

3.2.2 Methodology used to calculate vegetation indices  
Within the study area, 31 sampling plots for the Eucalyptus globulus and 34 for the Pinus 
pinaster were surveyed and the coordinates of the centre of each plot recorded by Global 
Positioning System (GPS). The plots’ location could then be identified on the geo-corrected 
images and reflectance data extracted for each ETM+ band. These data were then used to 
calculate a series of vegetation indices (Table 5), which were further used to analyse 
potential relationships with the forest variables.  
In table 5, G represents the reflectance on the green wavelength; R is the reflectance in the 
red wavelength; NIR is the reflectance in the near infrared wavelength; and MIR1 and MIR2 
are the reflectance in the two middle infrared bands from LANDSAT ETM+ image. 

3.2.3 Model adjustment and selection 
The available data (31 sampling plots for the Eucalyptus globulus and 34 for the Pinus 
pinaster) were divided in two groups, one for the adjustment of mathematical models and 
the other for the validation. An overall analysis of the correlation matrix allowed to identify 
the variables strongest related to NPP, which were then selected to establish regression 
models to Estimate NPP. The best NPP prediction models were selected based in the 
following statistics: the coefficient of determination (R2); the adjusted coefficient of 
determination (R2adj.); the root mean square error (RMSE); and the percentage root mean 
square error (RMSE%).  
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models to Estimate NPP. The best NPP prediction models were selected based in the 
following statistics: the coefficient of determination (R2); the adjusted coefficient of 
determination (R2adj.); the root mean square error (RMSE); and the percentage root mean 
square error (RMSE%).  



  
Progress in Biomass and Bioenergy Production 

 

120 

 Designation Mathematical 
expression Source 

 
1 

 
NDI(MIR1) 

( )
( )
NIR MIR1
NIR MIR1

−
+

  
Lucas (1995) 

 
2 

 
NDI(MIR2) 

( )
( )
NIR MIR2
NIR MIR2

−
+

  
Lucas (1995) 

 
3 

 
NDVI 

( )
( )
NIR R
NIR R

−
+

 

Rouse et al. (1974); Bouman (1992); Malthus et al. 
(1993); Xia (1994); Nemani et al. (1993); Baret et al. 
(1995); Hamar et al. (1996); Fassnacht et al. (1997); 

Purevdorj et al. (1998); Todd et al. (1998); and Singh 
et al. (2003) 

 
4 

 
MVI1 

MIR1
MIR2

 Fassnacht et al. (1997) 

 
5 

 
MVI2 

NIR
MIR2

 Fassnacht et al. (1997) 

 
6 

 
RVI1 

NIR
R

 
Tucker (1979); Xia (1994); Baret et al. (1995); Hamar 

et al. (1996); Fassnacht et al. (1997); and Xu et al. 
(2003). 

 
7 

 
TVI1 

NIR
R

 
 

Tucker (1979) 

 
8 

 
TVI2 

( )
( )
NIR R
NIR R

+
−

  
Tucker (1979) 

 
9 

 
TVI9 

(G R) 0,5
(G R)

− +
+

  
Tucker (1979) 

Table 5. Vegetation indices used in the research 

3.2.4 Comparison of the NPP images 
NPP images obtained from different methodologies were compared by the Kappa index of 
agreement. Kappa was adopted by the remote sensing community as a useful measure of 
classication accuracy Rossiter (2004). The Kappa coefficient (K) measures pairwise 
agreement among a set of coders making category judgments, thus correcting values for 
expected chance of agreement (Carletta, 1996).  
The overall kappa statistic, defining the overall proportion of area correctly classified, or in 
agreement, is calculated by the mathematical expression defined by Eq. 9 (Stehman, 1997; 
Rossiter, 2004): 

 

k k

ii i i
i 1 i 1

k

i i
i 1

p P .P
k̂

1 P .P

+ +
= =

+ +
=

−
=

−

 


 (9) 

where:  
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k = number of land-cover categories 
k

ii
i 1

p
=
 represents the overall proportion of area correctly classified 

k

i i
i 1

P .P+ +
=
  is the expected overall accuracy if there were chance agreement between reference 

and mapped data 
According to Green (1997) when there is complete agreement between two maps K=1, and a 
kappa value of zero, the two maps are said to be unrelated.  
Moss (2004) considers that when Kappa is less than 20 the strength of agreement between 
both images is poor; between 0.21 and 0.40 fair; between 0.41 and 0.60 moderate; between 
0.61 and 0.80 good; higher than 0.81 very good. However, according to Green (1997), kappa 
lower than 0.40 indicates a low degree of agreement; between 0.40 and 0.75 a fair to good 
degree of agreement; and higher than 0.75 a high degree of agreement. 

3.3 Results and discussion 
3.3.1 Identification of the best prediction variables 
In order to identify whether if it was possible to directly or indirectly estimate NPP from the 
remote sensing data, the Vegetation Index better correlated with NPP was identified from 
the general correlation matrix and analysed. The most relevant results are summarised in 
Table 6.  
 

 Pinus NPP Eucalyptus NPP

DN_B -0.179 -0.739 
DN_G -0.268 -0.692 
DN_R -0.194 -0.688 

DN_NIR 0.344 -0.280 
DN_MIR1 -0.078 -0.605 
DN_MIR2 -0.174 -0.614 

TVI2 -0.142 -0.535 
TVI9 0.030 0.288 
MVI1 0.486 0.427 
MVI2 0.435 0.318 
NDVI 0.280 0.519 

NDI(MIR1) 0.181 0.386 
NDI(MIR2) 0.232 0.466 

Table 6. Correlation between NPP and the reflectance from each individual band and some 
vegetation indices 

As presented in Table 6, Pinus NPP shows the higher correlation (positive) with the near 
infrared wavelength band, while Eucalyptus NPP is better correlated (negatively) whit the 
middle infrared wavelength band.  
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 Fassnacht et al. (1997) 
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 Fassnacht et al. (1997) 
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Tucker (1979); Xia (1994); Baret et al. (1995); Hamar 

et al. (1996); Fassnacht et al. (1997); and Xu et al. 
(2003). 
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Tucker (1979) 
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NIR R
NIR R

+
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Tucker (1979) 
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(G R)

− +
+

  
Tucker (1979) 

Table 5. Vegetation indices used in the research 

3.2.4 Comparison of the NPP images 
NPP images obtained from different methodologies were compared by the Kappa index of 
agreement. Kappa was adopted by the remote sensing community as a useful measure of 
classication accuracy Rossiter (2004). The Kappa coefficient (K) measures pairwise 
agreement among a set of coders making category judgments, thus correcting values for 
expected chance of agreement (Carletta, 1996).  
The overall kappa statistic, defining the overall proportion of area correctly classified, or in 
agreement, is calculated by the mathematical expression defined by Eq. 9 (Stehman, 1997; 
Rossiter, 2004): 

 

k k

ii i i
i 1 i 1

k

i i
i 1

p P .P
k̂

1 P .P

+ +
= =

+ +
=

−
=

−

 


 (9) 

where:  
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k = number of land-cover categories 
k

ii
i 1

p
=
 represents the overall proportion of area correctly classified 

k

i i
i 1

P .P+ +
=
  is the expected overall accuracy if there were chance agreement between reference 

and mapped data 
According to Green (1997) when there is complete agreement between two maps K=1, and a 
kappa value of zero, the two maps are said to be unrelated.  
Moss (2004) considers that when Kappa is less than 20 the strength of agreement between 
both images is poor; between 0.21 and 0.40 fair; between 0.41 and 0.60 moderate; between 
0.61 and 0.80 good; higher than 0.81 very good. However, according to Green (1997), kappa 
lower than 0.40 indicates a low degree of agreement; between 0.40 and 0.75 a fair to good 
degree of agreement; and higher than 0.75 a high degree of agreement. 

3.3 Results and discussion 
3.3.1 Identification of the best prediction variables 
In order to identify whether if it was possible to directly or indirectly estimate NPP from the 
remote sensing data, the Vegetation Index better correlated with NPP was identified from 
the general correlation matrix and analysed. The most relevant results are summarised in 
Table 6.  
 

 Pinus NPP Eucalyptus NPP

DN_B -0.179 -0.739 
DN_G -0.268 -0.692 
DN_R -0.194 -0.688 

DN_NIR 0.344 -0.280 
DN_MIR1 -0.078 -0.605 
DN_MIR2 -0.174 -0.614 

TVI2 -0.142 -0.535 
TVI9 0.030 0.288 
MVI1 0.486 0.427 
MVI2 0.435 0.318 
NDVI 0.280 0.519 

NDI(MIR1) 0.181 0.386 
NDI(MIR2) 0.232 0.466 

Table 6. Correlation between NPP and the reflectance from each individual band and some 
vegetation indices 

As presented in Table 6, Pinus NPP shows the higher correlation (positive) with the near 
infrared wavelength band, while Eucalyptus NPP is better correlated (negatively) whit the 
middle infrared wavelength band.  
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The NDVI and TVI2 are the best correlated indices for the Eucalyptus and the MVI1 and 
MVI2 for the Pinus. These results reflect the initial observation when only reflectance from 
each individual band was analysed.  
The best correlated vegetation indices were selected as independent variables for adjusting 
regression models to estimate NPP.  

3.3.2 Models for the NPP Eucalyptus globulus estimation 
The best mathematical models to estimate the NPP for the Eucalyptus stands and the basic 
statistics (ME and MAE) calculated from the validation dataset are presented in Table 7. 
 

Mathematical models 
NPP adjusted 

models statistics 

Validation 
dataset 

statistics 
R2 R2adj. syx syx (%) ME MAE 

NPP=27.644-0.243B-0.0007GR2-0.00014R2 0.613 0.558 2.988 22.5 -1.631 2.758 
NPParboreal=89.260NDVI2-117.195NDVI3 

NPP=-13.114+12.271NPParboreal-
1.818(NPParboreal)2+0.091(NPP arboreal)3 

0.936
0.694

0.933
0.695

1.654
2.656 35.4 0.116 

-1.198 
1.238 
3.098 

NPP=3.593+167.750NDVI2-233.667NDVI3 0.493 0.447 3.342 25.2 -0.340 2.959 
NPPlitter=56.584NDVI2-69.233NDVI3 

NPP=7.893(NPPlitter)0.412 
0.812
0.678

0.805
0.666

2.088
2.484

53.0 
18.7 

-0.150 
-0.589 

1.309 
2.834 

NPP=17.672-0.611TVI22+0.048TVI23 0.422 0.370 3.567 26.9 -0.347 2.903 
G=13.431-155.484NDVI+648.846NDVI2-

635.713NDVI3 

NPP=-5.787+4.652G-0.339G2+0.008G3 

0.657
 

0.634

0.608
 

0.581

4.170
 

2.908

33.1 
 

21.6 

1.121 
 

-0.779 

2.687 
 

3.347 
G=38.150-0.300GR-0.174MIR1 

NPP=-5.787+4.652G-0.339G2+0.008G3 
0.793
0.634

0.774
0.581

3.168
2.908

33.7 
21.6 

-1.754 
-2.199 

2.754 
3.662 

Table 7. Selected models to estimate Eucalyptus NPP, and validation dataset statistics 

The observed standard error of the estimates are lower in the model using as independent 
variable the blue, the green and the red reflectances, and in the model using the NDVI, 
respectively. However, the model with NDVI as independent variable reveals a lower ME. 
Additionally, this model has a superior applicability since the individual bands reflectance 
have a great variation along the year, thus varying from image to image. 
Based in the field measurements and in the estimated NPP, by the model using only the 
NDVI directly as independent variable (R2=0.493), two images were created for the entire 
study area (Figures 9a and 9b).  
After the classification into four classes (1 – NPP < 5 ton ha-1year-1; 2- 5≤ NPP <10 ton ha-

1year-1; 3 - 10 ≤ NPP < 15 ton ha-1year-1; and 4 - NPP > 15 ton ha-1year-1) the cross tabulation 
was carried out and the matrix error table analysed.  
Kappa statistic showed a slight agreement around 37%. However, for a first approach these 
results are a good indicator for further studies. From the analyses of the Eucalyptus NPP 
map, obtained from fieldwork, it can be observed that there are no areas with an NPP lower 
than 5 ton ha-1year-1, and almost the whole Eucalyptus stand presents NPP figures between 
10 and 15 ton ha-1year-1.  
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Fig. 9. Eucalyptus NPP estimations from field measurements (a) and NDVI model (b). 

A significant result to estimate Eucalyptus NPP was obtained with the basal area (G) as 
independent variable (R2=0.634). In this case, the basal area can be estimated with acceptable 
confidence, using the NDVI or MIR1 as independent variables (R2=0.657 and 0.793, 
respectively). In alternative, Eucalyptus NPP can also be estimated indirectly, with 
acceptable accuracies, by the litter present in the Eucalyptus stands (R2=0.678). A strong 
relationship was found between NPP from litter and NDVI (R2=0.812).  The same 
methodology can be used by estimating, in a previous stage, the NPP arboreal with the 
NDVI as independent variable (R2=0.936) and subsequently, indirectly estimate the 
Eucalyptus NPP (R2=0.694). 

3.3.3 Models for the NPP Pinus pinaster estimation  
The best mathematical models to estimate the NPP for the Pinus stands and the basic 
statistics (ME and MAE) calculated from the validation dataset are presented in Table 8. The 
observed standard error of the estimates, as well the ME achieved from the validation 
dataset shows that the best model is obtained in the model using as independent variable 
the MVI1 for estimate the NPP of shrubs. The NPP of pine is subsequently estimated 
indirectly using this variable.  
As in the Eucalyptus predictions the same methodology was implemented to compare the 
final maps achieved for the Pinus stands. The Pine NPP model using only the MVI1 as 
independent variable was used (R2=0.417). The two created maps for the entire study area 
(Figures 10a and 10b), were classified into four classes (1 – NPP < 5 ton ha-1year-1; 2- 5≤ NPP 
<10 ton ha-1year-1; 3 - 10 ≤ NPP < 15 ton ha-1year-1; and 4 - NPP > 15 ton ha-1year-1), a cross 
tabulation was carried out and the matrix error table analysed. Kappa statistic showed an 
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The NDVI and TVI2 are the best correlated indices for the Eucalyptus and the MVI1 and 
MVI2 for the Pinus. These results reflect the initial observation when only reflectance from 
each individual band was analysed.  
The best correlated vegetation indices were selected as independent variables for adjusting 
regression models to estimate NPP.  

3.3.2 Models for the NPP Eucalyptus globulus estimation 
The best mathematical models to estimate the NPP for the Eucalyptus stands and the basic 
statistics (ME and MAE) calculated from the validation dataset are presented in Table 7. 
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Table 7. Selected models to estimate Eucalyptus NPP, and validation dataset statistics 

The observed standard error of the estimates are lower in the model using as independent 
variable the blue, the green and the red reflectances, and in the model using the NDVI, 
respectively. However, the model with NDVI as independent variable reveals a lower ME. 
Additionally, this model has a superior applicability since the individual bands reflectance 
have a great variation along the year, thus varying from image to image. 
Based in the field measurements and in the estimated NPP, by the model using only the 
NDVI directly as independent variable (R2=0.493), two images were created for the entire 
study area (Figures 9a and 9b).  
After the classification into four classes (1 – NPP < 5 ton ha-1year-1; 2- 5≤ NPP <10 ton ha-

1year-1; 3 - 10 ≤ NPP < 15 ton ha-1year-1; and 4 - NPP > 15 ton ha-1year-1) the cross tabulation 
was carried out and the matrix error table analysed.  
Kappa statistic showed a slight agreement around 37%. However, for a first approach these 
results are a good indicator for further studies. From the analyses of the Eucalyptus NPP 
map, obtained from fieldwork, it can be observed that there are no areas with an NPP lower 
than 5 ton ha-1year-1, and almost the whole Eucalyptus stand presents NPP figures between 
10 and 15 ton ha-1year-1.  
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Fig. 9. Eucalyptus NPP estimations from field measurements (a) and NDVI model (b). 
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NDVI as independent variable (R2=0.936) and subsequently, indirectly estimate the 
Eucalyptus NPP (R2=0.694). 

3.3.3 Models for the NPP Pinus pinaster estimation  
The best mathematical models to estimate the NPP for the Pinus stands and the basic 
statistics (ME and MAE) calculated from the validation dataset are presented in Table 8. The 
observed standard error of the estimates, as well the ME achieved from the validation 
dataset shows that the best model is obtained in the model using as independent variable 
the MVI1 for estimate the NPP of shrubs. The NPP of pine is subsequently estimated 
indirectly using this variable.  
As in the Eucalyptus predictions the same methodology was implemented to compare the 
final maps achieved for the Pinus stands. The Pine NPP model using only the MVI1 as 
independent variable was used (R2=0.417). The two created maps for the entire study area 
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agreement around 48%, slightly better than in Eucalyptus estimations. However, it was 
observed that the achieved model was not able to identify and locate the extreme values of 
NPP (e.g. neither the most productive areas nor the least productive ones).  
 

Mathematical models 
NPP adjusted 

models statistics 

Validation 
dataset 

statistics 
R2 R2adj. syx syx(%) ME MAE 

NPP=51.288-32.080MVI1+6.787MVI12 0.417 0.369 4.617 31.7 -0.902 1.974 
NPPshrubs=-0.516MVI12+0.414MVI13 

NPP=10.629+1.071NPPshrubs 
0.816 
0.649 

0.809
0.635

2.614
3.508

71.3 
27.5 

-0.279 
-0.317 

2.146 
1.677 

NPPshrubs =1.146+0.142MVI22 

NPP=10.629+1.071NPPshrubs 
0.486 
0.649 

0.466
0.635

3.196
3.508

83.8 
27.6 

-0.490 
-0.842 

2.268 
2.276 

Table 8. Selected models to estimate Pinus NPP and validation dataset statistics 

 

 
 

 
Fig. 10. Pinus NPP estimations from field measurements (a), and the MVI1 model (b). 

For the Pinus stands, it was possible to estimate the total NPP (R2=0.816) knowing only the 
NPP from shrubs.  In this case, the NPP from shrubs was predicted using the MVI as 
auxiliary variable (R2=0.645).  

(a) 

(b)
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4. Conclusions 
In this research, AGB and NPP estimates were carried out by means of forest inventory data 
remote sensing imagery and geostatistical modeling. The general conclusions are: 
In the case study I, tree Aboveground biomass (AGB) mapping approaches were 
compared: Inventory Polygons; Direct Radiometric Relationships (DRR) and Regression-
kriging (RK). Pure pine stands were mapped and AGB estimates were achieved using 
data collected in the National Forest inventory dataset. The Inventory polygons method 
was used since the field plots of forest inventory dataset fall within all the polygons of the 
forest cover map. At the same time, this approach was used to compare and validate DRR 
and RK methods.  
The results showed that DRR and RK, using Vegetation Indices transformed from MODIS 
remotely sensed data, can be used for biomass mapping purposes. However, it should be 
pointed out that, in the present research, the coarse resolution of MODIS (250m) data 
associated with small polygons of the pine landcover class did not allow to extract the pure 
spectral response of this vegetation type. Hence, the correlation between AGB and NDVI as 
independent variable is not as high as desired.  
This limitation can be overcome by using images with higher spatial resolution. Moreover, 
these methodologies can be applied with greater accuracy in areas where land cover 
polygons are large enough to minimize, as much as possible, the effect of edging.  
The analysis of statistical parameters of validation dataset such as the mean error (ME), the 
mean absolute error (MAE), standard deviation (SD) and the root mean squared error 
(RMSE) show that RK, making use of geostatistical modeling techniques, combined with 
remote sensing data as auxiliary variable improves the predictions when compared to DRR. 
Furthermore, RK has the advantage of generating estimates for the spatial distribution of 
AGB and its uncertainty for the study area. The uncertainty maps allow the evaluation of 
the reliability of estimates by identifying the sites with major uncertainties which can be 
useful to select different estimation methods for those areas.  
In the case study II, some simplified methodologies were proposed to estimate NPP. For the 
Eucalyptus ecosystem using the basal area or the NPP from litter, and for the Pinus 
ecosystem using the NPP from shrubs.  
Despite the direct NPP estimation from remote sensing data did not provide very promising 
results, it was possible to establish indirect relationships between some vegetations indices 
calculated from Landsat ETM+ imagery data and the litter NPP, shrubs NPP and from basal 
area of the studied forest stands.  
Those simplifications can be extremely important when time and economic resources are 
limited. The importance of those methodologies could become more relevant as NPP is a 
variable very difficult to obtain, consuming time and demanding hard fieldwork.   
The loss in accuracy is certainly compensated by decrease of fieldwork. The balance between 
both should only be taken in each particular case, considering the general context of each 
situation (e.g., time and funds available, human resources available, objectives of the research). 
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4. Conclusions 
In this research, AGB and NPP estimates were carried out by means of forest inventory data 
remote sensing imagery and geostatistical modeling. The general conclusions are: 
In the case study I, tree Aboveground biomass (AGB) mapping approaches were 
compared: Inventory Polygons; Direct Radiometric Relationships (DRR) and Regression-
kriging (RK). Pure pine stands were mapped and AGB estimates were achieved using 
data collected in the National Forest inventory dataset. The Inventory polygons method 
was used since the field plots of forest inventory dataset fall within all the polygons of the 
forest cover map. At the same time, this approach was used to compare and validate DRR 
and RK methods.  
The results showed that DRR and RK, using Vegetation Indices transformed from MODIS 
remotely sensed data, can be used for biomass mapping purposes. However, it should be 
pointed out that, in the present research, the coarse resolution of MODIS (250m) data 
associated with small polygons of the pine landcover class did not allow to extract the pure 
spectral response of this vegetation type. Hence, the correlation between AGB and NDVI as 
independent variable is not as high as desired.  
This limitation can be overcome by using images with higher spatial resolution. Moreover, 
these methodologies can be applied with greater accuracy in areas where land cover 
polygons are large enough to minimize, as much as possible, the effect of edging.  
The analysis of statistical parameters of validation dataset such as the mean error (ME), the 
mean absolute error (MAE), standard deviation (SD) and the root mean squared error 
(RMSE) show that RK, making use of geostatistical modeling techniques, combined with 
remote sensing data as auxiliary variable improves the predictions when compared to DRR. 
Furthermore, RK has the advantage of generating estimates for the spatial distribution of 
AGB and its uncertainty for the study area. The uncertainty maps allow the evaluation of 
the reliability of estimates by identifying the sites with major uncertainties which can be 
useful to select different estimation methods for those areas.  
In the case study II, some simplified methodologies were proposed to estimate NPP. For the 
Eucalyptus ecosystem using the basal area or the NPP from litter, and for the Pinus 
ecosystem using the NPP from shrubs.  
Despite the direct NPP estimation from remote sensing data did not provide very promising 
results, it was possible to establish indirect relationships between some vegetations indices 
calculated from Landsat ETM+ imagery data and the litter NPP, shrubs NPP and from basal 
area of the studied forest stands.  
Those simplifications can be extremely important when time and economic resources are 
limited. The importance of those methodologies could become more relevant as NPP is a 
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The loss in accuracy is certainly compensated by decrease of fieldwork. The balance between 
both should only be taken in each particular case, considering the general context of each 
situation (e.g., time and funds available, human resources available, objectives of the research). 
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Hexavalent Chromium  
Removal by a Paecilomyces sp Fungal 

Juan F. Cárdenas-González and Ismael Acosta-Rodríguez 
Universidad Autónoma de San Luis Potosí, Facultad de Ciencias Químicas,  

Centro de Investigación y de Estudios de Posgrado, Laboratorio de Micología Experimental 
S.L.P. México  

1. Introduction 
The strong impact of hexavalent chromium on the environment and on the human health 
demand suitable technologies to neutralize the hazard of chromium. The traditional 
technologies used for the remediation of environment contaminated with Cr (VI) are based 
on physical and chemical approaches, which require large amounts of chemical substances 
and energy. Such methodologies have proved complete expensive on a large-scale 
application at contaminated sites, and also they have generated hazardous by-products 
(Cervantes et. al., 2001). Bioremediation, a strategy that uses living microorganisms, is 
essentially proposed to clean up the environment from organic pollutants. However, since 
there is an evidence that several microorganisms possess the capability to reduce Cr (VI) to 
relatively toxic Cr (III), bioremediation gives immense opportunities for the development of 
technologies for the detoxification of soil contaminated with Cr (VI) as an alternative to 
existing physical-chemical remediation technologies (Cervantes et al., 2001). 
Chromium is an essential micro-nutrient in the diet of animals and humans, as it is 
indispensable for the normal sugar, lipid and protein metabolism of mammals. Its 
deficiency in the diet causes alteration in lipid and glucose metabolism in animals and 
humans. Chromium is included in the complex named glucose tolerance factor (GFC) 
(Armienta-Hernández and Rodríguez-Castillo, 1995). On the other hand, no positive effects 
of chromium are known in plants and microorganisms. However, elevated levels of 
chromium are always toxic, although the toxicity level is related to the chromium oxidation 
state. Cr (VI) not only is highly toxic to all forms of living organisms. It is mutagenic for 
bacteria, mutagenic and carcinogenic for humans and animals, but also, it is involved in 
causing birth defects and the decrease of reproductive health (Marsh and McInerney, 2001). 
This metal may cause death in animals and humans, if ingested in large doses. The LD50 for 
oral toxicity in rats is from 50 to 100 mg/kg for Cr (VI) and 1900-3000 mg/kg for Cr (III). Cr 
(VI) toxicity is related to its easy diffusion across the cell membrane in prokaryotic and 
eukaryotic organisms and subsequent Cr (VI) reduction in cells, which gives free radicals 
that, may directly cause DNA alterations as well as toxic effects. Cr (III) has been estimated 
to be from 10 to 100 times less toxic than Cr (VI), because cellular membranes appear to be 
quite impermeable to most Cr (III) complexes. Nevertheless, intracellular Cr (III), which is 
the terminal product of the Cr (VI)-reduction, forms amino acid nucleotide complexes in 
vivo, whose mutagenic potentiality is not fully known (Gutiérrez Corona, et al., 2010).  
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It is well known that prokaryotes are more resistant to Cr (VI) than eukaryotes. Toxic 
chromium effects on bacteria, algae and plants have been reviewed by Wong and Trevors 
(1988). On the contrary, scant information is available about the impact of the chromium on 
the structure and diversity of soil microbial communities. In many studies, it has been 
difficult to assess the toxicity of chromium to soil microorganisms, because the 
environments examined were often polluted at the same time with organic pollutants 
and/or different heavy metals. In a soil chronically polluted with chromium (about 5000 
mg/kg of soil) by leather tannery activity, the oxygenic phototrophic microorganisms and 
heterotrophic bacterial communities were both affected by chromium. Nitrogen-fixing 
cyanobacteria were not detected in contaminated soil with Cr using the MPN test, and data 
obtained from enriched cultures for nitrogen-fixing cyanobacteria showed that this, 
belonging to the Nostoc group was present, but they had a low number of heterocyst. The 
size of the cultivable heterotrophic bacterial community was not affected by chromium 
pollution, but there was a relationship between the percentage of chromate-tolerant bacteria 
and the level of chromium in the soil (Anjana et al., 2007). The ability of some 
microorganisms for interact with different Cr forms makes them attractive in the context of 
environmental biotechnology. In this sense, the use of microbial biomass for the removal of 
Cr from industrial wastewater and polluted water has already been recognized. The 
properties of some microorganisms for both: tolerate and reduce Cr (VI) enable their 
application in biotechnological process focusing on detoxification of Cr (VI). Cr resistance 
has been described in bacteria and fungi isolated from Cr-polluted environments. Yeast 
strains isolated include Candida and Rhodosporidium genera, but in these, the general 
mechanism of chromate resistance is related to limited ion uptake, rather than to chemical 
reduction of the toxic species (Baldi, e. al., 1990; Pepi and Baldi, 1992). However, other yeasts 
such as Candida utilis (Muter, et al., 2001) and Candida maltose (Ramírez-Ramírez, et al., 2004), 
showed partial ability to reduce Cr (VI) and also the capability to accumulate Cr in the 
biomass. Recent reports have also examined Cr (III) and Cr (VI) uptake and accumulation by 
different filamentous fungi (Acevedo-Aguilar, et al., 2008; Fukuda, et al., 2008; Srivastava 
and Thakur, 2007; Morales-Barrera and Cristiani-Urbina, 2008). The present study report the 
isolation and identification of a Paecilomyces sp fungal strain that exhibits high resistance 
level, resistance, biosorption and reduction potential to Cr (VI).  

2. Materials and methods 
2.1 Microorganism and chromate resistance test 
A chromate-resistant filamentous fungus was isolated from polluted air with industrial 
vapors, in Petri dishes containing modified Lee’s minimal medium (LMM, Lee, et al., 1975) 
[with 0.25% KH2PO4, 0.20% MgSO4, 0.50% (NH4)2SO4, 0.50% NaCl, 0.25% glucose] 
supplemented with 500 mg/L K2Cr2O7; the pH of the medium was adjusted and maintained 
at 5.3 with 100 mMol/L citrate-phosphate buffer. The cultures were incubated at 28°C for 7 
days. The strain was identified based on their morphological structures such color, diameter 
of the mycelia, and microscopic observation of formation of spores (Kirk, et al., 2001). 
Chromate-resistant tests of the isolated strain, filamentous fungus Paecilomyces sp, were 
performed on liquid LMM containing the appropriate nutritional requirements and 
different concentrations of Cr (VI) (as potassium dichromate), and determining the dry 
weight. The isolation was carried out near of Chemical Science Faculty, located in the city of 
San Luis Potosí, Mexico. 
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2.2 Preparation of biosorbent  
The biomass was obtained by growth the fungus in thioglycollate broth (8 g/L) at 28°C 
with constant shaking (100 rpm). After of 4 days of incubation, the fungal biomass was 
obtained by filtration on Whatman filter paper No. 1. Later, the fungal biomass was 
centrifuged (3000 rpm, 5 min), washed 3 times with trideionized water, dried (80°C, 12 h) 
in bacteriological stove, ground in mortar and stored in amber glass bottles at room 
environment until use. 

2.3 Preparation of stock solution 
An aqueous stock solution (1000 mg/L) of Cr (VI) ions was prepared using K2Cr2O7 salt. pH 
of the solution was adjusted using 0.1 N HCl or NaOH. Fresh dilutions were used for each 
study. 

2.4 Biosorption studies 
The biosorption capacity of fungal biomass was determined by contacting various 
concentrations (100 - 1000 mg/L) of 100 mL Cr (VI) solution in 250 ml Erlenmeyer glass 
flasks, with 1 g of biomass. The mixture was shaken in a rotary shaker at 120 rpm followed 
by filtration using Whatman filter paper No. 1. The filtrate containing the residual 
concentration of Cr (VI) was determined spectrophotometrically at 540 nm after 
complexation with 1, 5 Diphenylcarbazide (Eaton et. al.,1995), Cr (III) with Chromazurol S 
(Pantaler and Pulyaeva,1985)  and Cr total by total by Electrothermal Atomic Absorption 
Spectroscopy (Eaton et. al.,1995). For the determination of rate of metal biosorption by 
biomass from 100 mL (at 200, 400, 600, 800 and 1000, mg/L), the supernatant was analyzed 
for residual Cr (VI) after the contact period of 1-12 hours. The effect of pH and temperature 
on Cr (VI) sorption by fungal biomass, was determined at pH values of 1, 2, 3, and 4, 28°C, 
40°C, 50°C and 60°C, respectively. The effect of different doses of biomass ranging from 1 to 
5 g/L, with 100 mg/L of Cr (VI) concentrations was determined. 

2.5 Culture conditions in liquid media 
Cultures in 100 mL of sterile LMM [amended with 50 mg/L Cr (VI)] inoculated with 5 x 105 
spores/mL were incubated at 28°C for 48 h. Then, cells were aseptically separated by 
centrifugation at 2,000 rpm (4°C) for 10 min, and washed twice with sterile trideionized 
water to eliminate culture medium components and cell debris. The cell pellet was 
resuspended in 3 mL of sterile trideionized water by shaking in a vortex mixer for 30s, and 
was then transferred to 100 mL of fresh LMM amended with 50 mg/L Cr (VI). At various 
times during the course of incubation, 1 mL aliquots were removed and centrifuged at 5,000 
rpm for 10 min to sediment the cells; the supernatant fluid was used to determine the 
concentration of hexavalent, trivalent or total Cr. 

2.6 Determination of hexavalent, trivalent, and total Cr 
Hexavalent Cr and trivalent Cr were quantified by a spectrophotometric method employing 
diphenylcarbazide and chromazurol S, respectively (Eaton et al., 1995; Pantaler and 
Pulyaeva, 1985), total Cr was determined by electrothermal atomic absorption spectroscopy 
(Eaton et al., 1995).  
The values shown in the results section are the mean from three experiments carried out by 
triplicate. 
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2.7 Bioremediation assay 
Two 250 ml Erlenmeyer glass flasks, with 5 g of fungal biomass, were add with 20 g of 
contaminated earth with 50 mg Cr (VI)/g earth of tannery (Celaya , Guanajuato, México), 
and the volume was complete to 100 mL with trideionized water. The mixture was shaken 
in a rotary shaker at 120 rpm followed by filtration using Whatman filter paper No1. The 
filtrate containing the residual concentration of Cr (VI) was determined with 1, 5 
diphenylcarbazide (Eaton et al., 1995). 

3. Results and discussion 
3.1 Isolation and identification of a fungal strain capable of removing Cr (VI) 
The fungal strain isolated was able to growth on LMM supplemented with 2000 mg/L of Cr 
(VI) (Figure 1). This indicates that this fungus developed the Cr (VI) resistance and probably 
the Cr (VI) is being reduced in the polluted air. A variety of microorganisms with the Cr (VI) 
resistance and Cr (VI) reducing ability have been isolated from effluents of tanneries (Seng 
and Wang, 1994; Dark, et al., 2004; Fukuda, et.al., 2008). Colonies of the isolated fungal strain 
grew rapidly and mature within 3 days. Paecilomyces sp are thermopile and can grow well at 
temperatures as high as 50° and 60°C. The colonies are flat, powdery or velvety in texture. 
The initial color is white, and becomes yellow, yellow-green, pink, or violet. The reverse is 
dirty white or buff. A sweet aromatic color may be associated with older cultures. Septate 
hyaline hyphae, conidiophores, phialides, conidia, and chlamidospores are observed. 
Conidiophores (3-4 µm wide and 400-600 µm long) are often branched and carry the 
phialides at their tips. The phialides are swollen at their bases and taper towards their 
apices. They are usually grouped in pair or brush-like clusters. Conidia are unicellular, 
hyaline to darkly colored, smooth or rough, oval to fusoid, and form long chains. 
Chlamidospores are occasionally present. With different concentrations of Cr (VI) include 
changes in morphologies, showing slower growth and least conidiation (Figure 2) (Kirk, et 
al., 2001). 
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Fig. 1. Growth in dry weight of Paecilomyces sp with different concentrations of Cr (VI). 
1x105 spores/mL, 28ºC, 7 days of incubation, 100 rpm. 
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Fig. 2. Microscopic morphology of the fungus Paecilomyces sp. In absence and presence of 
500 mg/L of Cr (VI), respectively. 

3.2 Studies with fungal biomass 
3.2.1 Effect of pH and incubation time 
Figure 3 shows the adsorption of Cr (VI) by 1.0 g/100 mL of fungal biomass as a function of 
time at pH of 1.0, 2.0, 3.0 and 4.0, for initial Cr (VI) concentration of 100 mg/L. The metal 
removal was found to be 100% at 9 hours and 79.2% at 10 hours, with pH 1.0 and 2.0, 
respectively. Aqueous phase pH governs the speciation of metals and also the dissociation 
of active functional sites on the sorbent. Hence, metal sorption is critically linked with pH.  
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Fig. 3. Effect of pH and incubation time on the removal of 100 mg/L Cr (VI). 28°C. 1 g of 
fungal biomass. 100 rpm.  

Not only different metals show different pH optima for their sorption but may also vary from 
one kind of biomass to the other (Tewari et al., 1995; Ucun et al., 2002). It can be observed from 
the figure that the uptake of Cr (VI) decreases with increase in pH. In general, the Cr (VI) 
adsorption by different biosorbents have shown similar trend and the optimum pH 1.0 has 
been reported (Nourbakhsh et.al., 1994). The literature has reported an optimal pH for the 
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removal of Cr (VI) by the fungi Rhizopus arrhizus and Saccharomyces cerevisiae in a range of 1.5-
2.5, at 4 h (Nourbakhsh et al., 1994), although most show a pH optimum of removal in the 
range of 2.0 to 3.0 (Tewari et al., 2005; with Mucor hiemalis; Sag and Aktay, 2002, for Rhizopus 
arrhizus, both at 24 h, Bai and Abraham, 2001; with Rhizopus nigricans, at 8 h). The highest 
sorption capacity of mandarin shell for Chromium (VI) was at pH 1.0 and the decrease in 
sorption capacity with increase in pH may be attributed to the changes in metal speciation and 
the dissociation of functional groups on the sorbent. Ucun et al., (2002) have reported that the 
pH dependence of metal uptake could be largely related to the various functional groups on 
the adsorbent surface along with metal solution chemistry. 

3.2.2 Effect of temperature 
Temperature dependence of the adsorption process is associated with several 
thermodynamic parameters. Figure 4 shows an increasing trend of Cr (VI) removal with the 
rise in temperature from 28 to 60°C. Results that is consistent with those of Park et al., (2004), 
who observed that at 45°C and 24 h, adsorption occurs for the same metal with Aspergillus 
niger, and Leyva-Ramos et al., (2005) for the removal of cadmium (II) with corn cob (40 °C 
and 5 days), but differ from 35°C and 24 h reported by Sag and Aktay (2002) for Rhizopus 
arrhizus, and with those reported for mandarin flax husk (Zubair, et al., 2008). The increase 
in Cr (VI) uptake may be due to creation of some new sorption sites on the sorbent surface 
or the increased rate of intraparticle diffusion of sorbate ions into the pores of adsorbent at 
higher temperature, as diffusion is an endothermic process (Das, et al., 2000). 
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3.2.3 Effect of Cr (VI) concentration 
The time taken to remove 200 mg/L chromium solution was 70 min. But as the chromium 
concentration increased, the percentage of chromium biosorption progressively decreased 
from 100% in 100 mg/L to 80% in 1000 mg/L solution, to 60°C (Figure 5a), and to 28°C, 200 
and 1000 mg/L of the metal was remove in 9 and 12 hours, respectively (Figure 5b). This 
appears to be due to the increase in the number of ions competing for the available binding 
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sites in the biomass and also due to the lack of binding sites for the complexation of Cr ions 
at higher concentration levels. At lower concentrations, all metal ions present in the solution 
would interact with the binding sites and thus facilitated 100% adsorption. At higher 
concentrations, more Cr ions are left unabsorbed in solution due to the saturation of binding 
sites (Ahalya et al. 2005). 
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Fig. 5. Effect of Cr (VI) concentration on the removal of the metal. 1 g of fungal biomass. 100 
rpm. a. - 60°C. b. - 28°C.  

3.2.4 Effect of biomass concentration 
We studied the removal of 1000 mg/L of Cr (VI) with various concentrations of fungal 
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Progress in Biomass and Bioenergy Production 

 

138 

removal of Cr (VI) by the fungi Rhizopus arrhizus and Saccharomyces cerevisiae in a range of 1.5-
2.5, at 4 h (Nourbakhsh et al., 1994), although most show a pH optimum of removal in the 
range of 2.0 to 3.0 (Tewari et al., 2005; with Mucor hiemalis; Sag and Aktay, 2002, for Rhizopus 
arrhizus, both at 24 h, Bai and Abraham, 2001; with Rhizopus nigricans, at 8 h). The highest 
sorption capacity of mandarin shell for Chromium (VI) was at pH 1.0 and the decrease in 
sorption capacity with increase in pH may be attributed to the changes in metal speciation and 
the dissociation of functional groups on the sorbent. Ucun et al., (2002) have reported that the 
pH dependence of metal uptake could be largely related to the various functional groups on 
the adsorbent surface along with metal solution chemistry. 

3.2.2 Effect of temperature 
Temperature dependence of the adsorption process is associated with several 
thermodynamic parameters. Figure 4 shows an increasing trend of Cr (VI) removal with the 
rise in temperature from 28 to 60°C. Results that is consistent with those of Park et al., (2004), 
who observed that at 45°C and 24 h, adsorption occurs for the same metal with Aspergillus 
niger, and Leyva-Ramos et al., (2005) for the removal of cadmium (II) with corn cob (40 °C 
and 5 days), but differ from 35°C and 24 h reported by Sag and Aktay (2002) for Rhizopus 
arrhizus, and with those reported for mandarin flax husk (Zubair, et al., 2008). The increase 
in Cr (VI) uptake may be due to creation of some new sorption sites on the sorbent surface 
or the increased rate of intraparticle diffusion of sorbate ions into the pores of adsorbent at 
higher temperature, as diffusion is an endothermic process (Das, et al., 2000). 
 

 
Fig. 4. Effect of temperature on the removal of 100 mg/L Cr (VI). 1 g of fungal biomass.  
100 rpm 

3.2.3 Effect of Cr (VI) concentration 
The time taken to remove 200 mg/L chromium solution was 70 min. But as the chromium 
concentration increased, the percentage of chromium biosorption progressively decreased 
from 100% in 100 mg/L to 80% in 1000 mg/L solution, to 60°C (Figure 5a), and to 28°C, 200 
and 1000 mg/L of the metal was remove in 9 and 12 hours, respectively (Figure 5b). This 
appears to be due to the increase in the number of ions competing for the available binding 

 
Hexavalent Chromium Removal by a Paecilomyces sp Fungal 

 

139 

sites in the biomass and also due to the lack of binding sites for the complexation of Cr ions 
at higher concentration levels. At lower concentrations, all metal ions present in the solution 
would interact with the binding sites and thus facilitated 100% adsorption. At higher 
concentrations, more Cr ions are left unabsorbed in solution due to the saturation of binding 
sites (Ahalya et al. 2005). 
 

 
(a) 

 

 
(b) 

Fig. 5. Effect of Cr (VI) concentration on the removal of the metal. 1 g of fungal biomass. 100 
rpm. a. - 60°C. b. - 28°C.  

3.2.4 Effect of biomass concentration 
We studied the removal of 1000 mg/L of Cr (VI) with various concentrations of fungal 
biomass at 60°C, finding that to higher concentration of biomass, is better the biosorption of 
Cr (VI), because the metal is removed at 70 minutes using 5.0 g of biomass (Figure 6). If we 



  
Progress in Biomass and Bioenergy Production 

 

140 

increasing the amount of biomass, also increases the removal of Cr (VI) in solution, since 
there are more metal biosorption sites, because the amount of added biosorbent determines 
the number of binding sites available for metal biosorption (Cervantes et al., 2001). Similar 
results have been reported for biomass Mucor hiemalis and Rhizopus nigricans, although the 
latter with 10 g of biomass (Tewari et al., 2005, Bai and Abraham, 2001), but are different 
from those reported by Zubair et al., (2008), for mandarin flax husk biomass, who report an 
optimal concentration of biomass of 100 mg/L. 
 

 
Fig. 6. Effect of biomass concentration on the removal of 1.0 g/L of Cr (VI). 100 rpm. 60°C.  

Finally, Table 1 shows the adsorption efficiency of Cr (VI) by different biomass of 
microorganisms which shows that the biomass of Paecilomyces sp reported in this study is 
the most efficient in the removal of metal. 

3.3 Studies with fungal alive 
3.3.1 Effect of pH 
Figure 7 shows the effect of varying pH (4.0, 5.3, and 7.0, maintained with 100 mMol/L 
citrate-phosphate buffer.) on the rate of Cr (VI) removal. The rate of chromium uptake and 
the extent of that capture were enhanced as the pH falls from 7.0 to 4.0. The maximum 
uptake was observed at pH 4.0 (96% at 7 days), 96%, Liu et. al., (2007) and Bai and Abraham, 
(2001) reported maximum removal at 100 mg/L Cr (VI) solution using Mucor racemosus and 
Rhizopus nigricans with pH optimum of 0.5-1.0, and 2.0 respectively, Sandana Mala et.al., 
(2006) at pH 5.0 for Cr (VI) with Aspergillus niger MTCC 2594, Rodríguez et. al., (2008) at pH 
3.0-5.0 for Pb+2, Cd+2 and Cr+3 with the yeast Saccharomyces cerevisiae, Park et. al., (2004) at pH 
1-5 for Cr (VI) with brown seaweed Ecklonia, Higuera et. al., (2005) at pH 5.0 for Cr (VI) with 
the brown algae Sargassum sp, and Fukuda et. al., (2008) at pH 3.0 for Cr (VI) with Penicillium 
sp. In contrast to our observations, Prasenjit and Sumathi (2005), reported maximum uptake 
of Cr (VI) at pH 7.0 with Aspergillus foetidus, Puranik and Paknikar (1985) reported an 
enhanced uptake of lead, cadmium, and zinc, with a shift in pH from 2.0 to 7.0 using a 
Citrobacter strain, and a decrease at higher pH values. Al-Asheh and Duvnjak (1995) also 
demonstrated a positive effect of increasing pH in the range 4.0-7.0 on Cr (III) uptake using 
Aspergillus carbonarius. At low pH, the negligible removal of chromium may be due to the 
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competition between hydrogen (H+), and metal ions Srivasta and Thakur (2007). At higher 
pH (7.0), the increased metal removal may be due to the ionization of functional groups and 
the increase in the negative charge density on the cell surface. At alkaline pH values (8.0 or 
higher), a reduction in the solubility of metals may contribute to lower uptake rates.  
 

Biosorbent Capacity of adsorption 
(mg/g) References 

Aspergillus foetidus 2 Prasenjit and Sumathi (2005) 
Aspergillus niger 117.33 Khambhaty et al. (2009) 

Aspergillus sydowi 1.76 Kumar et al. (2008) 
Rhizopus nigricans 47 Bai and Abraham (2001) 

Rhizopus oligosporus 126 Ariff et al.  (1999) 
Rhizopus arrhizus 11 Bai and Abraham (1998) 
Rhizopus arrhizus 78 Aksu and Balibek (2007) 

Rhizopus sp. 4.33 Zafar et al. (2007) 
Mucor hiemalis 53.5 Tewari et al. (2005) 
Paecilomyces sp 1000 (Present study) 

Bacillus coagulans 39.9 Srinath et al. (2002) 
Bacillus megaterium 30.7 Srinath et al. (2002) 
Zoogloea ramigera 2 Nourbakhsh et al. (1994) 

Streptomyces noursei 1.2 Mattuschka and Straube (1993) 
Chlorella vulgaris 3.5 Nourbakhsh et al. (1994) 

Cladophora crispate 3 Nourbakhsh et al. (1994) 
Dunaliella sp. 58.3 Donmez and Aksu (2002) 

Pachymeniopis sp. 225 Lee et al. (2000) 

Table 1. Capacity of biosorption of different microbial biomass for removal Cr (VI) in 
aqueous solution. 
 

 
Fig. 7. The effect of pH on Chromium (VI) removal by Paecilomyces sp. 50 mg/L Cr (VI),  
100 rpm, 28ºC. 
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increasing the amount of biomass, also increases the removal of Cr (VI) in solution, since 
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3.3.2 Effect of cell concentration 
The influence biomass in the removal capacity of Cr (VI) was depicted in Figure 8. From the 
analyzed (38, 76, and 114 mg of dry weight) the removal capacity was in the order of 99.17%, 
97.95%, and 97.25%, respectively. In contrast to our observations, the most of the reports in 
the literature observe at higher biomass dose resulted in an increase in the percentage 
removal [1, 3, 7, 8, 19, and 22]. To higher biomass concentration, there are more binding sites 
for complex of Cr (VI) (e.g. HCrO-4 and Cr2O7-2 ions) (Seng and Wang, 1994; Cervantes et. 
al., 2001). However it did not show in our observations. 
 

 
Fig. 8. The effect of cell concentration on the removal of 50 mg/L Cr (VI), 100 rpm, 28ºC, pH 
1.0. 

3.3.3 Effect of initial Cr (VI) concentration 
As seen in Figure 9, when the initial Cr (VI) ions concentration increased from 50 mg/L to 
200 mg/L, the percentage removal of metal ions decreased. This was due to the increase in 
the number of ions competing for the available functions groups on the surface of biomass. 
Our observations are like to the most of the reports in the literature (Bai and Abraham, 2001; 
Seng and Wang, 1994; Beszedits, 1988; Park et. al., 2004; Sahin and A. Öztürk, 2005; Liu, et. 
al., 2007; Rodríguez, et. al., 2008; Park et. al., 2004; Higuera Cobos et. al., 2005). 

3.3.4 Effect of carbon source 
Figures 10a and 10b, shows that the decrease of Cr (VI) level in culture medium of 
Paecilomyces sp occurred exclusively in the presence of a carbon source, either fermentable 
(glucose, sucrose, fructose, citrate) or oxidable (glycerol). In the presence of glucose, other 
inexpensive commercial carbon sources like unrefined sugar and brown sugar or glycerol, 
the decrease in Cr (VI) levels occurred at a similar rate, at 7 days of incubation are of 99.17%, 
100%, 94.28%, 81.5, and 99%, respectively, and the other carbon sugar were fewer effectives. 
On the other hand, incubation of the biomass in the absence of a carbon source did not 
produce any noticeable change in the initial Cr (VI) concentration in the growth medium. 
These observations indicated that in culture of the fungus a carbon source is required to 
provide the reducing power needed to decrease Cr (VI) in the growth medium. Our 
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observations are like to the report of Acevedo-Aguilar, et. al., (2008) and Prasenjit and 
Sumathi (2005), with glucose like carbon source, and are different to the observations of 
Srivasta and Thakur (2007) with Aspergillus sp and Acinetobater sp, who observed how the 
main carbon source the sodium acetate. 
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Fig. 9. The effect of the concentration of Cr (VI) in solution on the removal, 100 rpm. 28°C, 
pH 4.0. 

 
 
 

 
 

Fig. 10. (a) Influence of carbon source on the capability of Paecilomyces sp to decrease Cr (VI) 
levels in the growth medium. 100 rpm, 28ºC, pH 4.0 
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Fig. 10. (b) Influence of commercial carbon sources and salt on the capability of Paecilomyces 
sp to decrease Cr (VI) levels in the growth medium. 100 rpm, 28ºC, pH 4.0 

3.3.5 Time course of Cr (VI) decrease and Cr (III) production 
The ability of the isolated strain to lower the initial Cr (VI) of 50 mg/L, and Cr (III) 
production in culture medium was analyzed. Figure 11A show that Paecilomyces sp 
exhibited a remarkable efficiency to diminish Cr (VI) level with the concomitant 
production of Cr (III) in the growth medium (indicated by the formation of a blue-green 
color and a white precipitate, and its determination by Cromazurol S, (Figure No. 11 B) 
(Pantaler and Pulyaeva, 1985). Thus, after 7 days of incubation, the fungus strain caused a 
drop in Cr (VI) from its initial concentration of 50 mg/L to almost undetectable levels. As 
expected, total Cr concentration remained constant over time, in medium without 
inoculum. These observations indicate that Paecilomyces sp strain is able to reduce Cr (VI) 
to Cr (III) in growth medium amended with chromate. There are two mechanisms by 
which chromate could be reduced to a lower toxic oxidation state by an enzymatic 
reaction. Currently, we do not know whether the fungal strain used in this study express 
and Cr (VI) reducing enzyme(s). Further studies are necessary to extend our 
understanding of the effects of coexisting ions on the Cr (VI) reducing activity of the 
strain reported in this study. Cr (VI) reducing capability has been described in some 
reports in the literature (Smith et. al., 2002; Sahin and A. Öztürk, 2005; Muter et. al., 2001; 
Ramírez-Ramírez et. al., 2004; Acevedo-Aguilar, et. al., 2008; Fukuda et. al., 2008). 
Biosorption is the second mechanism by which the chromate concentration could be 
reduced, and 1 g of fungal biomass of Paecilomyces sp is able to remove 1000 mg/L of Cr 
(VI) at 60°C, at 3 hours of incubation (Figure 4), because the fungal cell wall can be 
regarded as a mosaic of different groups that could form coordination complexes with 
metals, and our observations are like to the most of the reports in the literature (Bai and 
Abraham, 2001; Seng and Wang, 1994; Ramírez-Ramírez et. al., 2004; Acevedo-Aguilar, et. 
al., 2008; Fukuda et. al., 2008;  Prasenjit and Sumathi, 2005). 
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Fig. 11. Time-course of Cr (VI) decrease and Cr (III) production in the spent medium of 
culture initiated in Lee´s minimal medium, amended with 50 mg/L Cr (VI), 100 rpm, 28ºC, 
pH 4.0 (A). B. - Appearance of the solutions. Total Cr coupled with the biomass, after 
different incubation times in the presence of Cr (VI). 1. - Standard solutions of Cr (VI) 
(1.0 g/L, pH= 1.0). 2.-25 mg/L 3.-50 mg/L 4.-100 mg/L 

3.3.6 Removal of Cr (VI) in industrial wastes with fungal biomass 
We adapted a water-phase bioremediation assay to explore possible usefulness of strain of 
Paecilomyces sp, for eliminating Cr (VI) from industrial wastes, the mycelium biomass was 
incubated with non sterilized contaminated soil containing 50 mg Cr (VI)/g, suspended in 
LMM, pH 4.0. It was observed that after eight days of incubation with the Paecilomyces sp 
biomass, the Cr (VI) concentration of soil sample decrease fully (Figure 12), and the decrease 
level occurred without change significant in total Cr content, during the experiments. In the 
experiment carried out in the absence of the fungal strain, the Cr (VI) concentration of the 
soil samples decreased by about of 18% (date not shown); this might be caused by 
indigenous microflora and (or) reducing components present in the soil. The chromium 
removal abilities of Paecilomyces sp are equal or better than those of other reported strains, 
for example Candida maltose RR1 (Ramírez-Ramírez et. al., 2004). In particular, this strain was 
superior to the other strains because it has the capacity for efficient chromium reduction 
under acidic conditions. Most other Cr (VI) reduction studies were carried out at neutral pH 
(Fukuda et. al., 2008; Greenberg et. al., 1992). Aspergillus niger also has the ability to reduce 

A 

B 1 2 3 4 



  
Progress in Biomass and Bioenergy Production 

 

144 

 
 

 
 

Fig. 10. (b) Influence of commercial carbon sources and salt on the capability of Paecilomyces 
sp to decrease Cr (VI) levels in the growth medium. 100 rpm, 28ºC, pH 4.0 

3.3.5 Time course of Cr (VI) decrease and Cr (III) production 
The ability of the isolated strain to lower the initial Cr (VI) of 50 mg/L, and Cr (III) 
production in culture medium was analyzed. Figure 11A show that Paecilomyces sp 
exhibited a remarkable efficiency to diminish Cr (VI) level with the concomitant 
production of Cr (III) in the growth medium (indicated by the formation of a blue-green 
color and a white precipitate, and its determination by Cromazurol S, (Figure No. 11 B) 
(Pantaler and Pulyaeva, 1985). Thus, after 7 days of incubation, the fungus strain caused a 
drop in Cr (VI) from its initial concentration of 50 mg/L to almost undetectable levels. As 
expected, total Cr concentration remained constant over time, in medium without 
inoculum. These observations indicate that Paecilomyces sp strain is able to reduce Cr (VI) 
to Cr (III) in growth medium amended with chromate. There are two mechanisms by 
which chromate could be reduced to a lower toxic oxidation state by an enzymatic 
reaction. Currently, we do not know whether the fungal strain used in this study express 
and Cr (VI) reducing enzyme(s). Further studies are necessary to extend our 
understanding of the effects of coexisting ions on the Cr (VI) reducing activity of the 
strain reported in this study. Cr (VI) reducing capability has been described in some 
reports in the literature (Smith et. al., 2002; Sahin and A. Öztürk, 2005; Muter et. al., 2001; 
Ramírez-Ramírez et. al., 2004; Acevedo-Aguilar, et. al., 2008; Fukuda et. al., 2008). 
Biosorption is the second mechanism by which the chromate concentration could be 
reduced, and 1 g of fungal biomass of Paecilomyces sp is able to remove 1000 mg/L of Cr 
(VI) at 60°C, at 3 hours of incubation (Figure 4), because the fungal cell wall can be 
regarded as a mosaic of different groups that could form coordination complexes with 
metals, and our observations are like to the most of the reports in the literature (Bai and 
Abraham, 2001; Seng and Wang, 1994; Ramírez-Ramírez et. al., 2004; Acevedo-Aguilar, et. 
al., 2008; Fukuda et. al., 2008;  Prasenjit and Sumathi, 2005). 

 
Hexavalent Chromium Removal by a Paecilomyces sp Fungal 

 

145 

 

 
Fig. 11. Time-course of Cr (VI) decrease and Cr (III) production in the spent medium of 
culture initiated in Lee´s minimal medium, amended with 50 mg/L Cr (VI), 100 rpm, 28ºC, 
pH 4.0 (A). B. - Appearance of the solutions. Total Cr coupled with the biomass, after 
different incubation times in the presence of Cr (VI). 1. - Standard solutions of Cr (VI) 
(1.0 g/L, pH= 1.0). 2.-25 mg/L 3.-50 mg/L 4.-100 mg/L 

3.3.6 Removal of Cr (VI) in industrial wastes with fungal biomass 
We adapted a water-phase bioremediation assay to explore possible usefulness of strain of 
Paecilomyces sp, for eliminating Cr (VI) from industrial wastes, the mycelium biomass was 
incubated with non sterilized contaminated soil containing 50 mg Cr (VI)/g, suspended in 
LMM, pH 4.0. It was observed that after eight days of incubation with the Paecilomyces sp 
biomass, the Cr (VI) concentration of soil sample decrease fully (Figure 12), and the decrease 
level occurred without change significant in total Cr content, during the experiments. In the 
experiment carried out in the absence of the fungal strain, the Cr (VI) concentration of the 
soil samples decreased by about of 18% (date not shown); this might be caused by 
indigenous microflora and (or) reducing components present in the soil. The chromium 
removal abilities of Paecilomyces sp are equal or better than those of other reported strains, 
for example Candida maltose RR1 (Ramírez-Ramírez et. al., 2004). In particular, this strain was 
superior to the other strains because it has the capacity for efficient chromium reduction 
under acidic conditions. Most other Cr (VI) reduction studies were carried out at neutral pH 
(Fukuda et. al., 2008; Greenberg et. al., 1992). Aspergillus niger also has the ability to reduce 
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and adsorb Cr (VI) (Fukuda et. al., 2008). When the initial concentration of Cr (VI) was 500 
ppm, A. niger mycelium removed 8.9 mg of chromium/g dry weight of mycelium in 7 days. 
In the present study, Paecilomyces sp, remove 50 mg/g, (pH, 4.0 and 8 days).  
 

 
Fig. 12. Removal of Chromium (VI) in industrial wastes incubated with the fungal biomass. 
100 rpm, 28ºC, pH 4.0,  50 g of contaminated soil (50 mg Cr (VI)/g soil). 

Reports on applications of microorganisms for studies of bioremediation of soils contaminated 
with chromates are rare. One such study involved the use of unidentified bacteria native to the 
contaminated site, which are used in bioreactors to treat soil contaminated with Cr (VI). It was 
found that the maximum reduction of Cr (VI) occurred with the use of 15 mg of bacterial 
biomass per g of soil (wet weight), 50 mg per g of soil molasses as carbon source, the bioreactor 
operated under these conditions, completely reduced 5.6 mg/Cr (VI) per g of soil at 20 days 
(Jeyasingh and Philip, 2004). In another study using unidentified native bacteria-reducing Cr 
(VI) of a contaminated site, combined with Ganoderma lucidum, the latter used to remove by 
biosorption Cr (III) formed. The results showed that the reduction of 50 mg/L of Cr (VI) by 
bacteria was about 80%, with 10 g / L of peptone as a source of electrons and a hydraulic 
retention time of 8 h. The Cr (III) produced was removed using a column with the fungus G. 
lucidum as absorber. Under these conditions, the specific capacity of adsorption of Cr (III) of G. 
Lucidum in the column was 576 mg/g (Krishna and Philip, 2005). In other studies, has been 
tested the addition of carbon sources in contaminated soil analyzed in column, in one of these 
studies was found that the addition of tryptone soy to floor to add to with 1000 mg/L of Cr 
(VI) increase reduction ion, due to the action of microorganisms presents in the soil, although 
such action is not observed in soil with higher concentrations (10.000 mg/L) of Cr (VI) 
(Tokunaga et al., 2003). Another study showed that the addition of nitrate and molasses 
accelerates the reduction of Cr (VI) to Cr (III) by a native microbial community in microcosms 
studied, in batch or in columns of unsaturated flow, under conditions similar to those of the 
contaminated zone. In the case of batch microcosms, the presence of such nutrients caused 
reduction of 87% (67 mg/L of initial concentration) of Cr (VI) present at the start of the 
experiment, the same nutrients, added to a column of unsaturated flow of 15 cm, added with 
65 mg/L of Cr (VI) caused the reduction and immobilization of the10% of metal, in a period of 
45 days (Oliver et al., 2003). 
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4. Conclusion 
A fungal strain resistant to Cr (VI) and capable of removing the oxyanion from the medium 
was isolated from the environment near Chemical Science Faculty, located in the city of San 
Luis Potosí, Mexico. The strain was identified as Paecilomyces sp, by macro and microscopic 
characteristics. It was concluded that application of this biomass on the removal of Cr (VI) in 
aqueous solutions can be used since 1 g of fungal biomass remove 100 and 1000 mg/100 mL 
of this metal after one and three hours of incubation, and remove 297 mg Cr (VI) of waste 
soil contaminated, and this strain showed the capacity at complete concentrations reduction 
of 50 mg/L Cr (VI) in the growth medium after 7 days of incubation, at 28°C, pH 4.0, 100 
rpm and a inoculum of 38 mg of dry weight. These results suggest the potential applicability 
of Paecilomyces sp for the remediation of Cr (VI) from polluted soils in the Fields. 
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and adsorb Cr (VI) (Fukuda et. al., 2008). When the initial concentration of Cr (VI) was 500 
ppm, A. niger mycelium removed 8.9 mg of chromium/g dry weight of mycelium in 7 days. 
In the present study, Paecilomyces sp, remove 50 mg/g, (pH, 4.0 and 8 days).  
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45 days (Oliver et al., 2003). 

 
Hexavalent Chromium Removal by a Paecilomyces sp Fungal 

 

147 
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1. Introduction 
The interactions among cells and metals are present since the life origin, and they occur 
successfully in the nature. These interactions are performed on cellular envelope (walls and 
membranes) and in cellular interior. They are based on the adsorption and absorption of 
metals by cells for the production of biomolecules and in vital metabolic processes (Palmieri, 
2001). Some metals such as calcium, cobalt, copper, iron, magnesium, manganese, nickel, 
potassium, sodium, and zinc are required as essential nutrients to life existence. The 
principal functions of metals are: the catalysis of biochemical reactions, the stabilization of 
protein structures, and the maintenance of osmotic balance. The transition metals as iron, 
copper, and nickel are involved in redox processes. Other metals as manganese and zinc 
stabilize several enzymes and DNA strands by electrostatic interactions. Iron, manganese, 
nickel, and cobalt are components of complex molecules with a diversity of functions. 
Sodium and potassium are required for the regulation of intracellular osmotic pressure 
(Bruins et al., 2000). 
The interactions among metals and biomasses are performed through different mechanisms. 
For instance, on cellular envelope, the metal uptake occurs via adsorption, coordination, and 
precipitation due to the interaction among the surface chemical groups and metals in 
aqueous solution. Similar mechanisms are related in the exopolymeric substances (EPS). On 
the other hand, specific enzymes in some biomasses can change the oxidation state of the 
noxious metals followed by formation of volatile compounds, which removes the metal 
from aqueous solution. Finally, the life maintenance depends on the metal absorption by 
active transport according with the nutritional requirements of the biomass (Gadd, 2009; 
Palmieri, 2001; Sen & Sharadindra, 2009). 
The removal of metallic ions of an aqueous solution from cellular systems is carried out by 
passive and/or active forms (Aksu, 2001; Modak & Natarajan, 1995). As such live cells as 
dead cells do interact with metallic species. The bioaccumulation term describes an active 
process that requires the metabolic activity of the organisms to capture ionic species. In the 
active process the organisms usually tend to present tolerance and/or resistance to metals 
when they are in high concentrations and/or they are not part of the nutrition (Godlewska-
Zylkiewicz, 2006; Zouboulis et al., 2004). 
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active transport according with the nutritional requirements of the biomass (Gadd, 2009; 
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The removal of metallic ions of an aqueous solution from cellular systems is carried out by 
passive and/or active forms (Aksu, 2001; Modak & Natarajan, 1995). As such live cells as 
dead cells do interact with metallic species. The bioaccumulation term describes an active 
process that requires the metabolic activity of the organisms to capture ionic species. In the 
active process the organisms usually tend to present tolerance and/or resistance to metals 
when they are in high concentrations and/or they are not part of the nutrition (Godlewska-
Zylkiewicz, 2006; Zouboulis et al., 2004). 
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Group Occurrence pKa 

Carboxylate Uronic acid 3-4.4 

Sulfate Cisteyc acid 1.3 

Fosfate Polysaccharides 0.9-2.1 

Imidazol Hystidine 6-7 

Hydroxyl Tyrosine-phenolic 9.5-10.5 

Amino Cytidine 4.1 

Imino Peptides 13 

Table 1. Some chemical groups involved in the metal-biomass interactions and their pKas. 
Source: Eccles, 1999. 

Biosorption is a term that describes the metal removal by its passive linkage in live and 
dead biomasses from aqueous solutions in a mechanism that is not controlled by 
metabolic steps. The metal linkage is based on the chemical properties of the cellular 
envelope without to require biologic activity (Gadd, 2009; Godlewska-Zylkiewicz, 2006; 
Palmieri et al., 2000; Valdman et al., 2001; Volesky, 2001). The process occurs through 
interaction among the metals and some active sites (e.g. carboxylate, amine, sulfate, etc.) 
on cellular envelope. Some of these chemical groups and their respective pKas are 
described in the Table 1. 

2. Biosorption of metals: general features 
Usually, metallic species are not biodegradable and they are removed physically or 
chemically from contaminated effluents (Ahluwalia & Goyal, 2007; Hashim & Chu, 2004; 
Tien, 2002). The biosorption is a bioremediation emerging tool for wastewater treatment that 
has gained attention in the scientific community in the last years (Chu, 2004). It is a 
promising biotechnological alternative to physicochemical classical techniques applied such 
as: chemical precipitation, electrochemical separation, membrane separation, reverse 
osmosis, ion-exchange or adsorption resins (Ahluwalia & Goyal, 2007; Deng & Bai, 2004; 
Vegliò et al., 2002; Vegliò et al., 2003; Zouboulis et al., 2004). The conventional methods 
(Table 2) involve or capital and operational high costs, or they are inefficient at low metal 
concentration (1-100 ppm), or they can be associated to production of secondary residues 
that present treatment problems (Aksu, 2001; Ahluwalia & Goyal, 2007). 
The initial incentives of biosorption development for industrial process are: (a) low cost of 
biosorbents, (b) great efficiency for metal removal at low concentration, (c) potential for 
biosorbent regeneration and metal valorization, (d) high velocity of sorption and desorption, 
(e) limited generation of secondary residues, and (f) more environmental friendly life cycle 
of the material (easy to eliminate compared to conventional resins, for example) (Crini, 2005; 
Kratochvil & Volesky, 2000; Volesky & Naja, 2005). Therefore the use of dead biomasses is 
generally preferred since it limits the toxicity effects of heavy metals (which may accumulate 
at the surface of cell walls and/or in the cytoplasm) and the necessity to provide nutrients 
(Modak & Natarajan, 1995; Sheng et al., 2004; Volesky, 2006). 
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Methodology Disadvantages Advantages 

Chemical 
precipitation 

a. Hard separation; 
b. Generation of secondary 

residues; 
c. Commonly inefficient in low 

metal concentration 

a. Simple procedures; 
b. Generally presents low costs 

Electrochemical 
treatment 

a. Possibility of application in high 
metal concentration; 

b. Technique is sensible under 
determined conditions, as the 
presence of interfering agents 

a. Successful metal recuperation 

Reverse 
osmosis 

a. Application of high pressures; 
b. Membranes that can foul or peel;

c. High costs 

a. Effluent purification that 
become available to recycle 

 

Ion-exchange 
a. It is sensible to the presence of 

particulate materials; 
b. Resins with high costs 

a. Effective; 
b. Possibility of metal recuperation 

Adsorption No efficiency for some metals Conventional adsorbents (e.g. 
activated carbon and zeolites) 

Table 2. Conventional methods of metal removal from aqueous systems. Source: Zouboulis 
et al., 2004. 

The mechanisms involved in metal accumulation on biosorption sites are numerous and 
their interpretation is made difficult because the complexity of the biologic systems 
(presence of various reactive groups, interactions between the compounds, etc.) (Gadd, 
2009; Godlewska-Zylkiewicz, 2006; Palmieri, 2001). However, in most cases, metal binding 
proceeds through electrostatic interaction, surface complexation, ion-exchange, and 
precipitation, which can occur individually or combined (Yu et al., 2007a; Zouboulis et al., 
2004). The uptake of metallic ions starts with the ion diffusion to surface of the evaluated 
biomasses. Once the ion is diffused to cellular surface, it bonds to sites that display some 
affinity with the metallic species (Aksu, 2001). 
In general, literature describes that the biosorption process takes in consideration: (a) the 
temperature does not influence the biosorption between 20 and 35 ºC; (b) the pH is a very 
important variable on process, once it affects the metal chemical speciation, the activity of 
biomass functional groups (active sites), and the ion metallic competition by active sites; (c) 
in diluted solutions, the biomass concentration influences on biosorption capacity: in lower 
concentrations, there is an increase on biosorption capacity; and (d) in solutions with 
different metallic species there is the competition of distinct metals by active sites (Vegliò & 
Beolchini, 1997). 
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concentrations, there is an increase on biosorption capacity; and (d) in solutions with 
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The biosorption performance is influenced by physicochemical parameters as: (a) the 
biomass nature: the physical structure (porosity, superficial area, particle size) and the 
chemical nature of functional groups (diversity and density); (b) the chemical and the 
availability of the adsorbate; and (c) the solution conditions, such as: ionic force, pH, 
temperature and adsorbate concentration (Gadd, 2009; Godlewska-Zylkiewicz, 2006; Crini, 
2005). 

3. Environmental and technological demands 
Environmental demands have received a great focus in public policies of different world’s 
nations in the last decades. This is resulted of the external pressures of distinct areas as such 
the media vehicles, the scientific researches, and the greater conscious of the civil society 
about the environmental topics (Karnitz Jr., 2007; Volesky, 2001). These pressures have 
intensified the creation of regulatory laws as the water control and handling from 
anthropogenic activities. The mining and metallurgy wastewaters are considered the big 
resources of heavy metals contamination (cadmium, chromium, mercury, lead, zinc, copper, 
etc.) that are noxious in low concentrations (Sen & Sharadindra, 2009). The heavy metal 
recuperation from industrial effluents is extremely important due the society current 
requirements by the metal recycling and conservation (Hashim & Chu, 2004). The need for 
economic and effective methods for heavy metals removal from aqueous systems has 
resulted in the development of new technologies of concentration and separation (Hashim & 
Chu, 2004; Karnitz Jr., 2007; Sen & Sharadindra, 2009). 
The biosorption of metals is established as research area since the 80s. The literature is 
mainly associated to the bioremediation of industrial wastewaters with low metal 
concentration. These works have been focused in the uptake of heavy metals because the 
metal ions in the environment bioaccumulate and are biomagnified along the food chain 
(Ahluwalia & Goyal, 2007; Vegliò et al., 2003; Volesky, 2001). 
Besides the studies on environmental field of biosorption processes, others applications 
were investigated in the last few years led to develop the recovery of high demand and/or 
aggregated value metals such as gold, silver, uranium, thorium, and recently rare earth 
metals (RE) (Palmieri, 2001). The selection of interest metals in order to apply biosorption 
processes for recovery have to consider: (a) the environmental risk based on the technologic 
uses and the market value; and (b) the depletion rate of the metal resources, which is used 
as an indicator of variations on metal prices (Zouboulis et al., 2004). The price variations of 
interesting metals are essentially related to the market demands, environmental legislation, 
and energetic costs (Diniz & Volesky, 2005). 

4. Biosorbents 
There is a great variety of biomasses used to achieve the biosorption of metals as such micro 
and macroalgae, yeasts, bacteria, crustacean, etc. The use of adsorbents from dead 
organisms has an attractive economic cost because they are originated in less expansive 
materials in comparison to the conventional technologies. Other economic advantage is the 
possibility of biosorbent reuse from agro-industrial and domestic wastes (e.g., fermentation 
processes in breweries and pharmaceutics, activated sludge, sugarcane bagasse, etc.) 
(Godlewska-Zylkiewicz, 2006; Karnitz Jr., 2007; Pagnanelli et al. 2004; Palmieri et al., 2002). 
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Commonly, the biosorption studies describe applications with native biomasses and with 
products obtained from biomasses, which are generally biopolymers (polysaccharides and 
glycoproteins). 
The use of biosorbents in native forms from microbial biomasses (e.g. yeasts, microalgae, 
bacteria, etc.) present a series of problems: the difficulty on separation of cells after the 
biosorption, the mass loss during the separation, and the low mechanic resistance of the 
cells (Arica et al., 2004; Sheng et al., 2008; Vegliò & Beolchini, 1997; Vullo et al., 2008). The 
biomass immobilization makes possible a material with more appropriated size, greater 
mechanic resistance, and desirable porosity to use in fixed-bed columns (Sheng et al., 2008; 
Zhou et al., 2005). Besides the immobilization provides the metal recuperation and the 
column reuse (Sheng et al., 2008; Zhou et al., 2005). 
The most common immobilization procedures are: (a) the adsorption on inert supports by 
preparation of biofilms; (b) the encapsulation in polymeric matrices as calcium alginate, 
polyacrylamide, polysulfone, and polyhydroxyetilmetacrilate; (c) the covalent linkage on 
supports by chemical agents; and (d) the cross-linking by chemical agents that form stable 
cellular aggregated. The most common chemical agents used are formaldehyde, 
glutaraldheyde, divinylsulfone, and formaldehyde-urea mixture (Vegliò & Beolchini, 1997). 
An important area that has been developed is the surface modification of biomasses by the 
insertion of additional chemical groups to increase the biosorption uptake process (Yang & 
Chen, 2008; Yu et al., 2007a; Yu et al., 2007b). This procedure is used for biomasses with low 
uptake capacities and in numerous cases the chemical modification also provides the 
cellular immobilization. 
Since the 80s several biosorption processes have been developed in commercial scale. Some 
commercial applications are described by Wang & Chen (2009): 
a. B. V. SORBEX Inc.: several biosorbents of different biomaterials from biomass as such 

Sargassum natans, Acophylum nodosum, Halimeda opuntia, Palmira pamata, Chondrus 
crispus, and Chlorella vulgaris, which can adsorb a broad range of metals and can be 
regenerated easily; 

b. Advance Mineral Technologies Inc.: biosorbents based in Bacillus sp., but that finished 
their operations in 1988; 

c. AlgaSORB (Bio-recovery Systems Inc.): biomass Chlorella vulgaris immobilized in  
silica and polyacrylamide gels that adsorb metals of diluted solution with 
concentrations between 1-100 mg/L and can undergo more than 100 biosorption-
desorption cycles; 

d. AMT-BIOCLAIMTM (Visa Tech Ltd.): biosorbent from Bacillus subtilis immobilized in 
polyethyleneimine and glutaraldheyde beads, which removes efficiently metals as gold, 
cadmium, and zinc from cyanide solutions. The biosorbent is not selective, but it 
presents high metal recuperation (99%) and can be regenerated by sodium hydroxide or 
sulfuric acid solutions; 

e. BIO-FIX (U. S. Bureau of Mines): biosorbent based in several biomasses, including 
Sphagnum peat moss, yeast, bacteria, and/or aquatic flora immobilized in high density 
polysulfone. The biosorbent is selective for heavy metals and it is applied in acid mine 
drainages. The metals can be eluted more than 120 recycles with solutions of 
hydrochloric acid and nitric acid. 

Additionally the Table 3 presents some biosorbents and their applications in biosorption 
purposes. 
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Metal Biosorbent Reference 

Gd Several microorganisms (fungal and 
bacteria) from sand Andrès et al., 2000 

Hg, Cd, and Zn Ca-alginate and immobilized wood-
rotting fungus Funalia trogii Arica et al., 2004 

Sm and Pr Sargassum sp. Oliveira et al., 2011 

Cu Sargassum sp. immobilized in 
poly(vinyl alcohol) cryogel beads Sheng et al., 2008 

Co and Ni 
Ulva reticulate, Turbinaria ornata, 

Sargassum ilicifolium, Sargassum wightii, 
Gracilaria edulis, and Geledium sp.

Vijayaraghavan et al., 
2005 

Cd, Zn, and Pb 
Laminaria hyperborea, Bifurcaria 

bifurcata, Sargassum muticum, and 
Fucus spiralis

Freitas et al., 2008 

Cu and Pb Activated sludge Xuejiang et al., 2006 

La, Nd, Eu, and Gd Sargassum sp. Oliveira & Garcia Jr., 
2009 

Pb and Zn Phanerochaete chrysosporium 
immobilized in Ca-alginate Arica et al., 2003 

Pb Streptomyces rimosus Selatnia et al., 2004 
Pb Cellulose/chitin beads Zhou et al., 2005 

Ni Sargassum wightii Vijayaraghavan et al., 
2006 

Cr 

Sargassum sp.: raw  and chemically 
modified (treated with NaOH, HCl, 

CaCl2, formaldehyde, or 
glutaraldehyde) 

Yang & Chen, 2008 

Cu 
Sugarcane bagasse: raw and 

chemically modified (treated with 
NaOH and/or citric acid)

Dos Santos et al., 2011 

Cu, Mo, and Cr Chitosan: flakes, beads, and modified 
beads (treated with glutaraldehyde) Dambies et al., 2000 

Ag Lactobacillus sp. Lin et al., 2005 
Cd, Cu, and Ni Aerobic granules Xu & Liu, 2008 

Cr and V Waste crab shells Niu & Volesky, 2006 

Cd and Pb Modified baker’s yeast (treated with 
glutaraldehyde and cystine) Yu et al., 2007a 

Eu Alfafa Parsons et al.,2002 
Pb, Zn, Cd, Fe, La, 

and Ce 
Cross-linked Laminaria japonica 

(treated with propanol and HCl) Ghimire et al., 2008 

U, La, Ce, Pr, Nd, 
Sm, Eu, Gd, Tb, 
Dy, Ho, Er, Tm, 

Yb, and Lu 

Dictyota dichotoma, Ecklonia stolonifera, 
Undaria pinnatifida, Sargassum honeri, 

and Sargassum hemiphyllum 
Sakamoto et al., 2008 

Table 3. Biosorbents used in some biosorption purposes. 

Biosorption of Metals: State of the Art, General Features, and  
Potential Applications for Environmental and Technological Processes 

 

157 

5. Biosorption in batch systems 
The quantitative information in the biosorption purposes can be obtained from equilibrium 
analysis on batch experiments (Volesky, 2003). In these experiments are assayed the optimal 
conditions to perform a more effective biosorption and they may be used in the research of 
physicochemical models that describe the metal-biomass interactions. Despite of the 
continuous operation in columns to be the preferential mode for amplifying the biosorption 
process to a pilot scale (Volesky, 2003), the batch systems serve as pre-stage for an initial 
evaluation of adsorption phenomena and operational conditions before the application of 
the process on continuous systems (Gadd, 2009). The main difference between the 
operational modes refers to transport phenomena involved: in batch systems the diffusive 
and convective resistances for the adsorption are pronouncedly diminished in relation to 
column systems, which exhibit smaller mass transfer rates due to dependence of the 
combination of several parameters. 
The physicochemical modeling is based on the analysis of the metal uptake capacity 
(according with Eq. (1)) as function of the assay time (biosorption kinetics) or the 
equilibrium concentration of adsorbed metal (biosorption isotherms). 

 q = (C0–CEQ)V/M (1) 

where q is the metal uptake that represents the amount of accumulated metal by mass unity or 
matter moiety of biomass; V is the solution volume; C0 e CEQ are the initial and equilibrium 
concentrations (in the liquid phase), respectively; and M is the biomass mass. 
Physicochemical models differ with regard to the number of adsorbed layers, the type of 
interactions among the active sites and metals, and the possibility to use the equilibrium 
constants among the solid and liquid phases. The criteria for choosing an isotherm or a 
kinetic equation for biosorption data is mainly based on the best adjustment of curve fitting 
which is often evaluated by statistical analysis. The model chosen should be the one 
reflecting the best the biosorption mechanisms (Liu & Liu, 2008; Vegliò et al., 2003). The next 
items exemplify the use of batch systems as much in the optimization of operational 
parameters as in the physicochemical modeling for the biosorption of metals. 

5.1 Biosorption isotherms 
The study of the phase equilibrium is a part of the thermodynamic that relate the 
equilibrium composition of two phases and it is represented by graphics of concentration in 
the stationary phase (expressed in biosorption purposes in terms of metal uptake, q) versus 
the concentration in the mobile phase, both at equilibrium (Godlewska-Zylkiewicz, 2006). 
Usually the mechanisms of adsorption and ion-exchange are the most used because their 
concepts are easily extended to other mechanisms of metal retention. The adsorption models 
in liquid-solid equilibrium are derived of models for gas-solid equilibrium from the Gibbs 
isotherm and assuming an equation of state for the adsorbed phase. The Table 4 displays 
some adsorption models used in biosorption studies and the advantages and disadvantage 
in their utilization. 
These models (Table 4) differ in the amount of adsorbed layers, the interaction between the 
binding sites and the metal (adsorbent-adsorbate, adsorbate-adsorbate, and adsorbent-
adsorbent), and the possibility to apply equilibrium constants equations between the liquid 
and solid phases. Obviously, these considerations for biosorption systems do not explain the 
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mechanisms of metal uptake due to the complexity of the biologic systems, but it supplies 
parameters that are utilized to evaluate the biosorption performance, such as the maximum 
metal uptake and the affinity of the active sites by metallic ions (Kratochvil & Volesky, 2000; 
Palmieri, 2001). 
Biosorption of metals in the mostly cases of equilibrium isotherms is modeled according to 
non-linear functions that are described by Brunauer-Emmet-Teller (BET) type-I isotherms 
with hyperbolic shape (Guiochon et al., 2006). The general form of the curve q = f(CEQ) is 
showed on Fig. 1. 
 

Adsorption 
Model Equation Advantages Disadvantages 

Langmuir q = (qMAXbCEQ)/(1+bCEQ) Interpretable 
parameters 

Not structured; 
Monolayer 
Adsorption 

Freundlich q = KFCEQ1/n Simple 
expression 

Not structured; 
No leveling off 

Combination 
Langmuir- 
Freundlich 

q = (qMAXbCEQ1/n)/(1+bCEQ) Combination 
of above 

Unnecessarily 
complicated 

Radke- 
Prausnitz 1/q = 1/(aCEQ)+1/(bCEQβ) 

Simple 
expression 

Empirical, 
uses 3 

parameters 
Brunaer- 
Emmet- 
Teller 

q = (BCQ0)/{[Cs-C][1+(B-1)C/CS]} 
Multilayer 
adsorption; 

Inflection point 

No total 
capacity 

equivalent 

Table 4. Examples of physicochemical models of adsorption. Source: Volesky, 2003. 

 

q

CEQ  
Fig. 1. Typical curve of an adsorption isotherm. Source: Oliveira, 2011. 
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These isotherms generally are associated mainly to Langmuir and Freundlich besides other 
models derived of these firsts. The Freundlich model suggests adsorbed monolayers, where 
the interactions among adjacent molecules that are adsorbed: the energy distribution is 
heterogeneous due to the diversity of the binding sites and the nature of the adsorbed 
metallic ions. The Langmuir model considers an adsorbed monolayer with homogeneous 
distribution of binding sites and adsorption energy, without interaction among the adsorbed 
molecules (Selatnia et al., 2004). 
For instance, on biosorption of Sm(III) and Pr(III) by Sargassum sp. biomass described by 
Oliveira et al. (2011), the Langmuir adsorption model has been founded very accurate, that is 
approximated for liquid-solid equilibrium by the Eq. (2) and it can be observed in the Fig. 2. 

 q = (qMAXbCEQ)/(1+bCEQ) (2) 

where q is the metal uptake; qMAX is the maximum biosorption uptake that is reached when 
biomass active sites are saturated by the metals; b is a constant that can be related to the 
affinity between the metal and the biomass; and CEQ is the metal concentration in the liquid 
phase after achieving the equilibrium. 
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Fig. 2. Biosorption isotherms for Sm(III) and Pr(III) solutions by Sargassum sp. described by 
the Langmuir adsorption model. Symbols: (–■–) Sm(III) and (--□--) Pr(III).  
Source: Oliveira et al., 2011. 

Additionally, it is noteworthy that the shape of the biosorption isotherms (Fig. 2) 
approaches the profile of irreversible isotherms: the initial slope is very steep and the 
equilibrium plateau is reached at low residual concentration. This can be correlated to the 
great affinity of Sm(III) and Pr(III) for the biosorbent (Oliveira et al., 2011). 
The models presented on Table 4 are applied for mono-component systems. For systems 
with more than one metallic species, the mathematical modeling must be modified to take 
into account the competition of metal by the binding sites (Aksu & Açikel, 2000). Some 
approaches are listed on Table 5. 
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Biosorption of metals in the mostly cases of equilibrium isotherms is modeled according to 
non-linear functions that are described by Brunauer-Emmet-Teller (BET) type-I isotherms 
with hyperbolic shape (Guiochon et al., 2006). The general form of the curve q = f(CEQ) is 
showed on Fig. 1. 
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Table 4. Examples of physicochemical models of adsorption. Source: Volesky, 2003. 
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Fig. 1. Typical curve of an adsorption isotherm. Source: Oliveira, 2011. 
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These isotherms generally are associated mainly to Langmuir and Freundlich besides other 
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Oliveira et al. (2011), the Langmuir adsorption model has been founded very accurate, that is 
approximated for liquid-solid equilibrium by the Eq. (2) and it can be observed in the Fig. 2. 
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Fig. 2. Biosorption isotherms for Sm(III) and Pr(III) solutions by Sargassum sp. described by 
the Langmuir adsorption model. Symbols: (–■–) Sm(III) and (--□--) Pr(III).  
Source: Oliveira et al., 2011. 

Additionally, it is noteworthy that the shape of the biosorption isotherms (Fig. 2) 
approaches the profile of irreversible isotherms: the initial slope is very steep and the 
equilibrium plateau is reached at low residual concentration. This can be correlated to the 
great affinity of Sm(III) and Pr(III) for the biosorbent (Oliveira et al., 2011). 
The models presented on Table 4 are applied for mono-component systems. For systems 
with more than one metallic species, the mathematical modeling must be modified to take 
into account the competition of metal by the binding sites (Aksu & Açikel, 2000). Some 
approaches are listed on Table 5. 
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Adsorption 
Model Equation Advantages Disadvantages 

Langmuir qi=(qMAX,ibiCEQ,i)/ (1+
1

n

i=
 bCEQ,i) 

Constants have 
physical 
meaning; 

Isotherms levels 
off at maximum 

saturation 

Not structured; 
Does not reflect 
the mechanism 

well 

Combination 
Langmuir-
Freundlich 

qi = 

(aiCEQ,i1/ni)/(1+
1

n

i=
 biCEQ,i1/ni) 

Combination of 
above 

Unnecessarily 
complicated 

Surface 
complexation 

model 

q ~ f(CEQ), 
could follow e.g. Langmuir 

Model more 
structured: 

intrinsic 
equilibrium 

constant could be 
used 

Equilibrium 
constants have 

to be 
established for 
different types 

of binding 

Table 5. Examples of physicochemical multi-component models of adsorption. Source: 
Volesky, 2003. 

5.2 Biosorption kinetics 
Biosorption processes tend to occur rapidly, taking from few minutes to a couple of hours 
and it takes account transfer mass processes and adsorption processes. The biosorption 
kinetics is controlled mainly by convective and diffusive processes. In a first stage occurs the 
metal transference from solution to adsorbent surface neighborhood; then in the next step, 
the metal transference from adsorbent surface to intraparticle active sites; and finally, the 
metallic ion removal by the active sites via complexation, adsorption, or intraparticle 
precipitation. The first and second steps represent the resistance to convective and diffusive 
mass transferences and the last one is quick and non-limiting for the overall biosorption 
velocity (Selatnia et al., 2004). 
Analogously to the biosorption isotherms, the biosorption kinetics in general present 
hyperbolic shape (as the Fig. 1) and they are described by various models. The models more 
used in biosorption studies are presented on Table 6. 
 

Adsorption 
model Differential equation Integral equation Initial adsorption 

velocity 
Pseudo- 

first-order dqt/dt = k1(qEQ - qt) ln(qEQ - qt) = ln qEQ – k1t v1 = k1qEQ 

Pseudo- 
second-order dqt/dt = k2(qEQ - qt)2 qt = t/[1/(k2qEQ2)+t/qEQ] v2 = k2qEQ2 

Table 6. Examples of kinetics models used in biosorption studies. Source: Wang & Chen, 
2009. 

The pseudo-second-order model is preferred for biosorption of RE (Oliveira & Garcia Jr., 
2009; Oliveira et al., 2011) and is represented by the integral Eq. (3). 
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 qt = t/[1/(k2qEQ2)+t/qEQ] (3) 

where qt is the biosorption uptake in the t time of assay; qEQ is the equilibrium metal uptake; 
and k2 is a constant that represent the metal access rate to biomass in the pseudo-second-
order kinetic model. Fig. 3 displays the modeling of samarium and praseodymium 
biosorption kinetics in Sargassum sp. by the pseudo-second-order kinetics model. 
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Fig. 3. Biosorption kinetics for Sm(III) and Pr(III) solutions by Sargassum sp. described by the 
pseudo-second-order kinetics model. Symbols: (–■–) Sm(III) and (--□--) Pr(III). Source: 
Oliveira et al., 2011. 

5.3 Chemical speciation and pH 
Generally the biosorption carried out in low pH values (smaller than 2.0) has a non-effective 
metal uptake (for the cases that metallic cationic species are involved) because the high 
hydronium concentration makes the competition among these protons more favorable than 
the metals in solution by the biomass active sites. Moreover the acidic groups in low pH 
should be protonated according with their pKa values as can be seen on Table 1. 
The metal uptake is increased when the acidic groups tend to be deprotonated from their 
pKa values (Table 1) and the metallic ion presents a chemical speciation that provides 
greater adsorption performance. In the case of RE biosorption for Sargassum sp. biomass, 
Palmieri et al. (2002) and Diniz & Volesky (2005) founded that the biosorption of La(III), 
Eu(III), and Yb(III) is more effective in crescent pH values (2.00 to 5.00) because the quantity 
of negative ligands is increased, and consequently the increase of the attraction among the 
ligands and the metallic cations. The optimal pH for Sargassum founded about 5.0. In this 
pH the carboxyl pKas of mannuronic and guluronic acid residues (3.38 and 3.65, 
respectively) in the alginate biopolymer (main component of brown algae cellular envelope) 
are suppressed; so all carboxyl sites should be more available for the adsorption. Towards 
the RE speciation in distinct pH ranges: (a) in pH < 6.0 prevail the presence of RE3+; (b) 
between about 6.0 < pH < 9.5 there is the generation of RE(OH)2+ and RE(OH)2+ that remain 
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solubilized or suspended in solution; and (c) from pH ~ 8.5 occurs the precipitation of RE 
hydroxide. Biosorption of anionic species are very less common and occurs when a metallic 
complex is formed with a negative global charge, e.g. the AMT-BIOCLAIMTM is able to 
adsorb gold, zinc, and cadmium from cyanide solution (i.e. cyanide complexes with the 
metals) in metal-finishing operations (Atkinson et al., 1998). 

5.4 Temperature 
In general, the literature describes that the biosorption process is not influenced between 20 
and 35ºC (Vegliò & Beolchini, 1997). However some biosorbent present considerable 
differences on biosorption performance as function of the temperature. For instance, Ruiz-
Manríquez et al. (1998) studied the biosorption of copper on Thiobacillus ferrooxidans [sic] 
considering temperatures of 25 and 37 °C: the results indicate that there was a positive effect 
in the biosorption uptake when the temperature was increased, where the increase in the 
biosorption was of 68%. 
Besides the evaluation of the optimal temperature to be used in biosorption purposes, the 
batch procedures commonly can be utilized to find thermodynamic parameters as enthalpy 
(ΔH), entropy (ΔS), and Gibbs free-energy (ΔG) through the Eqs. (4) and (5). 

 ΔG = -RTlnKEQ (4) 

 ΔG = ΔH-TΔS (5) 

where R is the gas constant (8.314 J/(K mol)), T is the temperature, and KEQ is equilibrium 
constant in determined temperature that corresponds the ratio between the equilibrium 
metal concentration in the liquid (CEQ) and solid phases (qEQ). In this context, Dos Santos et 
al. (2011) verified that the chemical modification of the sugarcane bagasse by different 
treatments lead a more energetically favorable adsorption of copper in comparison with raw 
material, because the negative increase of the Gibbs free-energy. 

5.5 Presence of counter-ions 
The binding of metallic ions biomasses is influenced by other ionic species, such as cations 
and anions present in solution. Benaissa & Benguella (2004) describe the influence of the 
presence of cations (Na+, Mg+, and Ca2+) and anions (Cl-, SO42-, and CO32-) on cadmium 
biosorption for chitin. The presence of these ions in solution inhibits the uptake of cadmium 
by chitin to different degrees: sodium and chloride ions have no significant. For magnesium, 
calcium, sulfate, and carbonate ions the effects ranged from a large inhibition of cadmium 
by calcium and carbonate to a weak inhibition by magnesium and sulfate. These 
interferences in cadmium biosorption are resulted of the competition among the interesting 
metal and the counter-ion by the binding sites. 
Additionally, Palmieri et al. (2002) studied the lanthanum biosorption by Sargassum fluitans 
in solution with chloride and sulfate ions: at same pH it was observed higher maximum 
metal uptake values for the biosorption on presence of chloride, as such can be seen on Fig. 
4. In the case of lanthanides, the formation of complexes with chloride or sulfate affects the 
coordination sphere of metal, leading to an influence on the net charge of the cation. 
Chloride ions are reported to have an outer sphere character with a less disturbance in the 
hydration sphere. On the other hand, sulfate and carboxylate anions present inner sphere 
character more pronounced in the complex formation with lanthanum. The biosorption 
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uptake of lanthanum presents higher value for chloride-based solutions than sulfate-based 
solutions could suggest that the fewer disturbances on the inner coordination sphere caused 
by chloride anion facilitate the interaction with carboxylate groups present in the biomass. 
 

 
Fig. 4. Bisorption isotherms for La(III) on Sargassum fluitans from chloride or sulfate-based 
solutions at different pHs. Symbols: chloride-based solutions at (□) pH 4 and (○) pH 5; and 
sulfate-based solutions at (■) pH 4 and (●) pH 5. Source: Palmieri et al., 2002. 

5.6 Desorption 
After the metal removal from aqueous solutions by the biomass, it is important the metal 
recuperation from biomass. In this point, it is achieved the metal desorption process, whose 
aim is the weakening the metal-biomass linkage (Modak & Natarajan, 1995). Generally it can 
be applied diluted mineral acids and complexing agents as desorbents. Biosorption and 
desorption isotherms present close behavior characteristic of Langmuir modeling, which has 
at equilibrium equivalent kinetic rates (Palmieri et al., 2002). 
Diniz & Volesky (2005) evaluate the reversibility of the adsorption reaction for the 
biosorption of lanthanum, europium, and ytterbium by Sargassum polycystum using the 
desorbent agents: nitric and hydrochloric acids, calcium nitrate and chloride salts, EDTA, 
oxalic and diglycolic acids. This work as such other studies founded the hydrochloric acid as 
the best agent for brown algae, with percentage of recovery between 95-100%. 

5.7 Biomass characterization from analytic and spectroscopic methodologies 
Beyond the perspectives of application of the biosorption in order to optimize the process, 
the understanding of the mechanisms involved in the biosorption is justifiable for better 
comprehension of the process and of itself scale-up. This is carried out from qualitative 
and/or quantitative characterizations by potentiometric titrations, and spectroscopic and 
microscopic techniques as such FTIR (Fourier transform infrared spectroscopy), SEM 
(scanning electron microscope), EDX (energy-dispersive X-ray spectroscopy), XPS (X-ray 
photoelectron spectroscopy), etc. The main objective of the biosorbent characterization has 
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been to indentify the chemical groups involved in the biosorption and the way that these 
groups perform the metal binding. 
The most common technique used is the potentiometric titration, which evaluate the 
existence of stoichiometric relationships among the metals and the binding sites, and to 
determine the pKas values of the chemical groups on biomass cellular envelope. The Table 1 
summarizes the characteristics of the protonated Sargassum sp. biomass before and after 
samarium and praseodymium biosorption. 
 

Material 
Strong 

acid groups 
(mmol/g) 

Total amount 
of acid groups 

(mmol/g) 

Weak acid 
groups 

(mmol/g) 

Occupancy of 
binding sites 

(%) 
Protonated biomass 0.15 1.77 1.62 - 

Sm(III) – loaded biomass 0.07 1.26 1.19 29 
Pr(III) – loaded biomass 0.07 1.18 1.11 33 

Table 7. Acid-base properties of protonated Sargassum sp. before and after Sm(III) and Pr(III) 
biosorption. Source: Oliveira et al., 2011. 

The strong acid groups counted for only 0.15 mmol/g on protonated biomass, and 
decreased to 0.07 mmol/g after the biosorption of either Sm(III) or Pr(III). These groups of 
lowest pKa have been identified as the ester sulfate groups of the fucoidan, which are 
present on the cell wall of brown seaweeds. Weak acid groups are mainly constituted by 
carboxylate groups from alginate compounds, which represent more than 90 % of total acid 
groups, i.e., 1.62 mmol/g. After metal biosorption the titration identified 1.19 and 1.11 
mmol/g of weak acid groups for Sm(III) and Pr(III), respectively. Thereby only around 30 % 
of the acid groups were involved in metal binding (Oliveira et al., 2011). 
Another example of the biomass characterization can be observed on Fig. 5, which displays 
the analysis of SEM-EDX of Sargassum sp. biomass after lanthanum biosorption. The 
lanthanum presence in the X-ray spectra confirms the adsorption of the metal on the 
biosorbent surface. In the SEM micrography also is evident the surface colonization by 
diatoms as well as the assignments of chemical elements from the marine environment 
(calcium, aluminum, silicon). 

6. Biosorption in fixed-bed columns 
Despite of the biosorption in batch systems to available parameters to understand the metal-
biomass interaction and to select the best operational condition, the procedures in columns 
are generally the preferential mode for the biosorption application in the industrial scale-up, 
once that the process can be performed continuously (Vieira et al., 2008; Volesky, 2003). This 
operational mode is more appropriate for large-scale applications in industry than other 
types of reactors as such agitated tanks, fluidized-bed columns, etc. The fixed-bed columns 
have a series of advantages: they have simple operation, they achieve large yields, and they 
have ease scale-up from procedures in laboratorial scale (Borba et al., 2006; Borba et al., 2008; 
Valdman et al., 2001; Vijayaraghavan et al., 2005; Vijayaraghavan & Prabu, 2006). The use of 
fixed-bed columns allow to avoid separation difficulties between the biosorbent and the 
effluent (Kentish & Stevens, 2001). This experimental procedure has as limiting step the 
mass transfer of metal from solution to the biosorbent, since the adsorption reactions do not 
limit the process due to the fast kinetics (Aksu, 2001; Crini, 2005; Volesky, 2001). 
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Fig. 5. Scanning electronic micrography of Sargassum sp. biomass after lanthanum 
biosorption and related X-ray spectra. Source: Oliveira, 2011. 

6.1 Biosorption: frontal analysis and breakthrough curves 
The main methodologies for the concentration, separation, and purification of metals 
involve a great number of equilibriums and phase transferences, such as the methodologies 
listed in Table 8. 
 

Methodology Concentration applied (g/L) 
Solvent extraction 0.5–500 

Microporous membranes 10-2–10 
Emulsified or supported liquid membranes 10-4–10 

Ion-exchange 10-6 – 1 
Biosorption 10-6 – 0.1 

Table 8. Separation technologies and concentration ranges applied. Source: Kentish & 
Stevens, 2001. 
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Material 
Strong 

acid groups 
(mmol/g) 

Total amount 
of acid groups 

(mmol/g) 

Weak acid 
groups 

(mmol/g) 

Occupancy of 
binding sites 

(%) 
Protonated biomass 0.15 1.77 1.62 - 

Sm(III) – loaded biomass 0.07 1.26 1.19 29 
Pr(III) – loaded biomass 0.07 1.18 1.11 33 

Table 7. Acid-base properties of protonated Sargassum sp. before and after Sm(III) and Pr(III) 
biosorption. Source: Oliveira et al., 2011. 

The strong acid groups counted for only 0.15 mmol/g on protonated biomass, and 
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6. Biosorption in fixed-bed columns 
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have ease scale-up from procedures in laboratorial scale (Borba et al., 2006; Borba et al., 2008; 
Valdman et al., 2001; Vijayaraghavan et al., 2005; Vijayaraghavan & Prabu, 2006). The use of 
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Fig. 5. Scanning electronic micrography of Sargassum sp. biomass after lanthanum 
biosorption and related X-ray spectra. Source: Oliveira, 2011. 

6.1 Biosorption: frontal analysis and breakthrough curves 
The main methodologies for the concentration, separation, and purification of metals 
involve a great number of equilibriums and phase transferences, such as the methodologies 
listed in Table 8. 
 

Methodology Concentration applied (g/L) 
Solvent extraction 0.5–500 

Microporous membranes 10-2–10 
Emulsified or supported liquid membranes 10-4–10 

Ion-exchange 10-6 – 1 
Biosorption 10-6 – 0.1 

Table 8. Separation technologies and concentration ranges applied. Source: Kentish & 
Stevens, 2001. 
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The biosorbents should have several mechanisms of metal uptake, but for column 
biosorption perspectives these mechanisms are approximated to mainly ion-exchange or 
adsorption. Generally the chromatographic separations by fixed-bed columns occur by two 
ways: the frontal analysis and the displacement elution. 
On frontal analysis is carried out the metal adsorption for a percolated volume of solution in 
the column, which produces a mixed zone of metallic ions that spreads to a distance across 
the column according to the individual and competitive interactions among the metals and 
the adsorbent. In this process, the mixed zone is composed by several equilibriums among 
the displaced ions and the retained ions and it moves across the column without to alter 
your volume. After the mixed zone is displaced to sufficient distance across the column, it is 
reached an equilibrium which the components are resolved in differentiate heights, i.e. in 
distinct or enriched zones for each one of the components (Fritz, 2004). Thus the greater 
interaction among the metals and the biosorbent represents a greater retention of these 
metals across the column. Therefore, a greater number of distinct affinities of the percolated 
metals by the adsorbent mean a better possibility of the system to resolve the metals in 
differentiate heights. 
Commonly the frontal analysis performance is mathematically quantified and modeled 
from the application of approximations and boundary conditions on non-linear material 
balance equations based mainly for biosorption columns on equilibrium dispersive model 
(Guiochon et al., 2006). The model assumes that all conditions are due to a non-equilibrium, 
which is treated into a term of apparent axial dispersion, where it is considered that the 
dispersion coefficients of the components remain constants. The column is considered 
unidimensional and radially homogenous, i.e. the properties are constants in a same cross 
section. When a fixed-bed column is occupied by fluid with a constant linear velocity, the 
differential mass balance involved is given by the Eq. (6). 

 ∂ q(t,z)/ ∂ t + ν[ ∂ C(t,z)]/ ∂ z] + [(1-ε)/ε][ ∂ q(t,z)/ ∂ t] – DL[ ∂ 2C(t,z)]/ ∂ z2] = 0 (6) 

where t is the time; z is the axial coordinate with origin on column entrance; q is the metal 
uptake in the stationary phase; C is the concentration in the mobile phase; v is the linear 
velocity; (1-ε)/ε is the phase ratio (mobile phase volume/stationary phase volume) and ε is 
the adsorbent porosity; and DL is a parameter that includes the contributions of the axial 
dispersion (due to molecular diffusion), the non-homogeneity of the flux (eddy diffusion), 
and the bed tortuosity. 
The terms on Eq. (6) represent respectively: (a) the accumulation in the stationary phase; (b) 
the convective phenomena; (c) the accumulation in the mobile phase, and (d) the diffusive 
phenomena. Some approximations should be achieved as such: (a) the column should be 
considered radially homogenous only in isothermic or isobaric operations; (b) the 
compressibility of the mobile phase is neglected between 0 and 200 bar in the mostly cases if 
the volume is altered between 0.5 and 2%; (c) the viscosity in the mobile phase is constant; 
(d) since the pump provides constant flow rate, the velocity is also constant; (e) the 
parameter DL is constant; (f) the partial molar volume of the sample components is constant 
in both phases; (g) the solvent is not adsorbed; (h) constant operational conditions: 
temperature, pressure, flow rate, physicochemical parameters, porosities, etc. (Guiochon et 
al., 2006). 
There are several parameters that govern the adsorption, which may be modified to find a 
more effective adsorption and/or a separation with better resolution of the components as 
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such: (a) the column geometry that considers the height and the cross section area of the 
bed; (b) the homogeneity or the heterogeneity of the adsorbent; (c) the particle diameter and 
their implications on porosity, packing, and tortuosity of the bed; (d) the number of 
theoretical plates; (e) the concentration and composition of the solute on mobile and 
stationary phases; (f) the presence of additives on feeding, e.g. complexing agents, buffers, 
etc.; (g) the column flow rate; etc. (Guiochon et al., 2006). 
In biosorption isotherms, the concentration profiles in the liquid and solid phases change in 
space and time. Thereby the development and performance of adsorption columns are 
difficult to reach without an approximated quantitative modeling of the Eq. (6). From 
perspective of design and optimization of the column processes, the behavior in fixed-bed is 
described by the effluent concentration profile (C/C0, where C and C0 are the concentration 
of eluate and eluent, respectively) in function of the time or percolated volume (Nadaffi et 
al., 2007), i.e. by breakthrough curve, which is showed on Fig. 6. The curve shape is given by 
a sigmoid function and it is determined by the shape of the equilibrium isotherm, i.e. it is 
influenced by the transport processes and the adsorbent nature (Chu, 2004). 
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Fig. 6. Schematic representation of the breakthrough curve. Source: Oliveira, 2011. 

In the breakthrough curves (Fig. 6) are determined the breakthrough and saturation times (tb 
and ts, respectively). The breakthrough time indicates the instant in which the metallic ion is 
effectively discharged on eluate, and the saturation time corresponds to the instant of metal 
mass saturation on biomass. The breakthrough time is arbitrarily inferred for C/C0 at 0.05; 
while the saturation time is defined ideally when C/C0 values reach 1.0 (generally at 0.90-
0.95). All optimized system in columns is based on accurate prediction of the breakthrough 
time under selected operational conditions. When the eluate concentration reaches a 
predefined level, the column operation is finalized; in this point the regeneration process 
may be achieved to activate the column for a next operation cycle (Kentish & Stevens, 2001). 
In order to investigate the alternatives for the separation of metallic species, the 
breakthrough time is crucial because it represents the interaction between the metal and the 
biomass; so if the breakthrough time is great, this indicates that the interaction between the 
metal and the biomass is greater. 
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Fig. 6. Schematic representation of the breakthrough curve. Source: Oliveira, 2011. 
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while the saturation time is defined ideally when C/C0 values reach 1.0 (generally at 0.90-
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metal and the biomass is greater. 
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The variation between the breakthrough and saturation times depends on the capacity of the 
column toward the quantity of applied metal (Aksu, 2001). A more efficient adsorption 
performance will be obtained as greater is the curve slope, i.e. as smaller is the gap between 
the breakthrough and saturation times (Fig. 6) (Chu, 2004). This gap corresponds to the 
extension of the mass transfer zone (MTZ) on bed (Nadaffi et al., 2007), which is the bed 
active region where the adsorption occurs as can be seen on Fig. 7. So the column efficiency 
will be better in smaller values of height of mass transfer zone which indicate a behavior 
near to ideality; in that case a step function where the curve inclination between the 
breakthrough and the saturation tends to zero. 
 

Co

C

C/Co

time

breakthrough point

saturation point

z = 0

z = H

 
Fig. 7. Schematic representation of the movement of the mass transfer zone in fixed-bed 
column. Symbols: (––) ideal and (––) real cases. Source: Oliveira, 2011. 

Several derivations may be used from the material balance in the Eq. (6) to perform the 
breakthrough curves such as the models of Thomas, Bohart-Adams, Yoon-Nelson, etc. Some 
models are described in function of operational and kinetic parameters (e.g. Thomas and 
Bohart-Adams); in other hand, there are models related to adjustment purely mathematic 
according with the sigmoid function (e.g. Yoon-Nelson model). For instance the Thomas 
model is expressed Eq. (7). 

 C/C0 = 1/{1+exp[(kTh/Q)(qMAXM-C0V)] (7) 

where kTh is the Thomas constant; Q is the flow rate; qMAX is maximum biosorption uptake; 
M is the dry mass of biomass; and V is the volume percolated. The Fig. 8 presents the 
experimental data for column biosorption of lanthanum by Sargassum sp.  adjusted by the 
Thomas model. 
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Fig. 8. Modeling of breakthrough curve in the column biosorption of La(III) for  
Sargassum sp. biomass by the Thomas model. Symbols: (■) data of metal concentration on 
eluate and (––) curve fit for Thomas model. Source: Oliveira, 2011. 

6.2 Dependence of the operational parameters 
There is broad literature that describes the effects of operational parameters to augment and 
to improve the biosorption in fixed-bed columns (Chu, 2004; Hashim & Chu, 2004; 
Kratochvil & Volesky, 2000; Naddafi et al., 2007; Oliveira, 2007; Oliveira, 2001; Valdman et 
al., 2001; Vieira et al., 2008; Vijayaraghavan et al., 2005; Vijayaraghavan et al., 2008; 
Vijayaraghavan & Prabu, 2006; Volesky et al., 2003). These parameters modified mainly 
related are: flow rate, feeding concentration, height of packed-bed column, porosity, mass of 
biomass, etc. Vijayaraghavan & Prabu (2006) evaluate some variables as the bed height (15 
to 25 cm), flow rate (5 to 20 mL/min), and copper concentration (50 to 100 mg/L) in 
Sargassum wightii biomass from breakthrough curves: each variable evaluated was changed 
and the others were fixed. Continuous experiments revealed that the increasing of the bed 
height and inlet solute concentration resulted in better column performance, while the 
lowest flow rate favored the biosorption (Vijayaraghavan & Prabu, 2006) 
Naddafi et al. (2007) studied the biosorption of binary solution of lead and cadmium in 
Sargassum glaucescens biomass from the breakthrough curves modeled according with the 
Thomas model (eq. (7)). Under selected flow rate condition (1.5 L/h) the experiments 
reached a selective biosorption. The elution of the metals in distinct breakthrough times 
with biosorption uptake in these times at 0.97 and 0.15 mmol/g for lead and cadmium, 
respectively. 

6.3 Desorption: chromatographic elution and biomass reuse 
Column desorption is used for the metal recovery, but this procedure under selected 
conditions may be operated to carry out chromatographic elution by the displacement of the 
adsorbed components in enriched fractions containing each metal (Diniz & Volesky, 2006). 
This is resulted of the simple drag of the previous separation on frontal analysis. 
Nevertheless the eluent may present differential affinity by the adsorbed solutes, so there is 
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the possibility to use the procedure to promote a more effective separation of the 
components. The chromatographic elution is dependent of the parameters referred to frontal 
analysis and of the composition and concentration of the displacement solution. Desorption 
profiles are given as bands or peaks whose modeling are associated directly to mathematic 
approximations by Gaussian functions that may be modified or not exponentially 
(Guiochon et al., 2006). 
A typical column desorption with hydrochloric acid from Sargassum sp. previously 
submitted to biosorption of lanthanum is showed on Fig. 9, which is represented by 
lanthanum concentration in eluate as function of the volume. 
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Fig. 9. Column desorption of La(III) from Sargassum sp. biomass with HCl 0.10 mol/L. 
Symbols: (–■–) metal concentration on eluate. Source: Oliveira, 2011. 

On Fig. 9 can be seen that after the start of the acid percolation occurs a quick increase of 
concentration until the maximum to 5.08 g/L for lanthanum. Parameters as the recovery 
percentage (p) and concentration factor (f) are obtained from biosorption and desorption 
curves. The recovery percentage is resulted of the ratio between the values of metal recovery 
on desorption and maximum metal uptake on biosorption, while the concentration factor 
refers to the ratio between the saturation volume on biosorption and the effective recovery 
volume on desorption. Both measure the efficiency of the desorbing agents in the metal  
recovery. For instance, these parameters obtained from Fig. 9 were 93.3% and 60.4 times of 
recovery percentage and concentration factor, respectively; which are expressive and 
satisfactory for the column biosorption purposes (Oliveira, 2011).  
For biosorption and desorption processes, other important aspect is the biosorbent reuse for 
recycles biosorption-desorption according the cost benefit between the biosorption capacity 
loss during desorption steps and the metal recuperation operational yield (Diniz & Volesky, 
2006; Gadd, 2009; Godlewska-Zylkiewicz, 2006; Gupta & Rastogi, 2008; Volesky et al., 2003). 
Oliveira (2007) performed the neodymium column biosorption by Sargassum sp. and the 
subsequent desorption in three recycles. In these experiments was observed that occurs a 
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decrease in mass metal accumulation through the cycles. Accumulation decrease from first 
to third cycle in 22%, which is due to the partial destruction of binding sites on desorption 
procedures, and the binding sites blocking by neodymium ions strongly adsorbed. The 
result showed that the biomass may be used for recycle finalities. 
The loss in performance of the adsorption during the recycles can has numerous origins. 
Generally they are associated to the modifications on chemistry and structure of the 
biosorbent (Gupta & Rastogi, 2008), and the changes of access conditions of the desorbent to 
the metal and mass transfer. Low-grade contaminants in the solutions used in these 
procedures may accumulate and to block the binding sites or to affect the stability of these 
molecules (Volesky et al., 2003). 
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the possibility to use the procedure to promote a more effective separation of the 
components. The chromatographic elution is dependent of the parameters referred to frontal 
analysis and of the composition and concentration of the displacement solution. Desorption 
profiles are given as bands or peaks whose modeling are associated directly to mathematic 
approximations by Gaussian functions that may be modified or not exponentially 
(Guiochon et al., 2006). 
A typical column desorption with hydrochloric acid from Sargassum sp. previously 
submitted to biosorption of lanthanum is showed on Fig. 9, which is represented by 
lanthanum concentration in eluate as function of the volume. 
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Fig. 9. Column desorption of La(III) from Sargassum sp. biomass with HCl 0.10 mol/L. 
Symbols: (–■–) metal concentration on eluate. Source: Oliveira, 2011. 

On Fig. 9 can be seen that after the start of the acid percolation occurs a quick increase of 
concentration until the maximum to 5.08 g/L for lanthanum. Parameters as the recovery 
percentage (p) and concentration factor (f) are obtained from biosorption and desorption 
curves. The recovery percentage is resulted of the ratio between the values of metal recovery 
on desorption and maximum metal uptake on biosorption, while the concentration factor 
refers to the ratio between the saturation volume on biosorption and the effective recovery 
volume on desorption. Both measure the efficiency of the desorbing agents in the metal  
recovery. For instance, these parameters obtained from Fig. 9 were 93.3% and 60.4 times of 
recovery percentage and concentration factor, respectively; which are expressive and 
satisfactory for the column biosorption purposes (Oliveira, 2011).  
For biosorption and desorption processes, other important aspect is the biosorbent reuse for 
recycles biosorption-desorption according the cost benefit between the biosorption capacity 
loss during desorption steps and the metal recuperation operational yield (Diniz & Volesky, 
2006; Gadd, 2009; Godlewska-Zylkiewicz, 2006; Gupta & Rastogi, 2008; Volesky et al., 2003). 
Oliveira (2007) performed the neodymium column biosorption by Sargassum sp. and the 
subsequent desorption in three recycles. In these experiments was observed that occurs a 
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decrease in mass metal accumulation through the cycles. Accumulation decrease from first 
to third cycle in 22%, which is due to the partial destruction of binding sites on desorption 
procedures, and the binding sites blocking by neodymium ions strongly adsorbed. The 
result showed that the biomass may be used for recycle finalities. 
The loss in performance of the adsorption during the recycles can has numerous origins. 
Generally they are associated to the modifications on chemistry and structure of the 
biosorbent (Gupta & Rastogi, 2008), and the changes of access conditions of the desorbent to 
the metal and mass transfer. Low-grade contaminants in the solutions used in these 
procedures may accumulate and to block the binding sites or to affect the stability of these 
molecules (Volesky et al., 2003). 
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1. Introduction 
Wastewater treatment is just one component in the urban water cycle; however, it is an 
important component since it ensures that the environmental impact of human usage of 
water is significantly reduced. It consists of several processes: biological, chemical and 
physical processes. Wastewater treatment aims to reduce: nitrogen, phosphorous, organic 
matter and suspended solids. To reduce the amount of these substances, wastewater 
treatment plants (WWTP) consisting of (in general) four treatment steps, have been 
designed. The steps are: a primarily mechanical pre-treatment step, a biological treatment 
step, a chemical treatment step and a sludge treatment step. See Figure 1. 
The quality of water is proportional to the quality of life and therefore in modern world the 
sustainable development concept is to save water. The goal of a wastewater treatment plant is 
to eliminate pollutant agents from the wastewater by means of physical and (bio) chemical 
processes. Modern wastewater treatment plants use biological nitrogen removal, which relies 
on nitrifying and denitrifying bacteria in order to remove the nitrogen from the wastewater. 
Biological wastewater treatment plants are considered complex nonlinear systems due to 
large variations in their flow rates and feed concentrations. In addition, the microorganisms 
that are involved in the process and their adaptive behaviour coupled with nonlinear 
dynamics of the system make the WWTP to be really challenging from the modelling and 
control point of view [Clarke D.W ], [Dutka.A& Ordys], [Grimblea & M. J], [H.Elbahja & 
P.Vega],[ H.Elbahja & O.Bakka] and [O.Bakka & H.Elbahja]. 
 

 
Fig. 1. Layout of a typical wastewater treatment plant 
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The paper is organized as follows. The modelling of the continuous wastewater treatment is 
detailed in Section 2. Section 3 is dedicated to the non linear predictive control technique. 
Observer based Regulator Problem for a WWTP with Constraints on the Control in Section 
4. In Section 5 the efficiency of the two controls schemes are illustrated via simulation 
studies. Finally Section 6 ends the paper. 

2. Process modelling 
A typical, conventional activated sludge plant for the removal of carbonaceous and nitrogen 
materials consists of an anoxic basin followed by an aerated one, and a settler (figure 2). In 
the presence of dissolved oxygen, wastewater that is mixed with the returned activated 
sludge is biodegraded in the reactor. Treated effluent is separated from the sludge is wasted 
while a large fraction is returned to anoxic reactor to maintain the appropriate substrate-to-
biomass ratio. In this study we consider six basic components present in the wastewater: 
autotrophic bacteria	��, heterotrophic bacteria	��, readily biodegradable carbonaceous 
substrates	��, nitrogen substrates		���, ��� and dissolved oxygen	��. 
In the formulation of the model the following assumptions are considered: the physical 
properties of fluid are constant; there is no concentration gradient across the vessel; substrates 
and dissolved oxygen are considered as a rate-limiting with a bi-substrate Monod-type 
Kinetic; no bio-reaction takes place in the settler and the settler is perfect. Based on the above 
description and assumptions, we can formulate the full set of ordinary differential equations 
(mass balance equations), making up the IAWQ AS Model NO.1 [Henze]. 
 

 
Fig. 2. Pre-denitrification plant design 

2.1 Modeling of the aerated basin 

 								X������ (t) = (1 + r� + r�) ∙ D���(X������� − X�������) + �μ����� − b��X����� (1) 

 							������� (�) = (1 + �� + ��) ∙ ����(�������� − ������) + �μ����� − ��������� (2) 

 						������� (�) = (1 + �� + ��) ∙ ������������� − ������� + �μ����� − μ������� ��������  (3) 

 									�������� (�) = (1 + �� + ��)���������������� − ��������(��� 1 ��⁄ )μ�����������   

 −�μ����� − μ����������������  (4) 
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μ����� and μ����� are the growth rates of autotrophy and heterotrophy in aerobic conditions 
and μ������ is the growth rate of heterotrophy in anoxic conditions. 
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2.3 Modeling of the setller 

 						����� = (� � ��)�������,��� � ��,���� � (�� � �)��������  (12) 

r�, r�  and ω represent respectively, the ratio of the internal recycled flow ���to influent flow 
��� ,the ratio of the recycled flow ��� to the influent flow,	C� is the maximum dissolved oxygen 
concentration.		D��� ,	D�����  and 	D��� are the dilution rates in respectively, nitrification, 
denitrification basins and settler tank; X���  is the concentration of the recycled biomass. The 
other variables and parameters of the system equations (1)-(13) are also defined. 

3. Control of global nitrogen and dissolved oxygen concentrations 
The implementation of efficient modern control strategies in bioprocesses [Hajji, S., Farza, 
Hammouri, H., & Farza, Shim, H.], highly depends on the availability of on-line information 
about the key biological process components like biomass and substrate. But due to lack or 
prohibitive cost, in many instances, of on-line sensors for these components and due to 
expense and duration (several days or hours) of laboratory analyses, there is a need to 
develop and implement algorithms which are capable of reconstructing the time evolution 
of the unmeasured state variables on the base of the available on-line data. However, 
because of the nonlinear feature of the biological processes dynamics and the usually large 
uncertainty of some process parameters, mainly the process kinetics, the implementation of 
extended versions of classical observers proves to be difficult in practical applications, and 
the design of new methods is undoubtedly an important research matter nowadays. In that 
context, Extended Kalman Filter (EKF) is presented in this work. 

3.1 Method presentation of the Extended Kalman Filter  
The aim of the estimation procedure is to compute estimated values of the unavailable state 
variables of the process [	��,���(�), 	��,�����(�), 	��,���(�), 	��,�����(�), 	��,���(�), 	��,�����(�),
	����(�)]  and the specific growth rate  �(�) using the concentrations [	���,���(�), 	���,�����(�),	 
	���,���(�), 	���,�����(�), 	��,���(�)]	 as measurable variables. The EKF estimator uses a non-
linear mathematical model of the process and a number of measures for estimating the 
states and parameters not measurable. The estimation is realised in three stages: prediction, 
observation and registration. 
The EKF estimator uses a non-linear mathematical model of the process and a number of 
measures for estimating the states and parameters not measurable. The estimation is 
realised in three stages: prediction, observation and registration. 
Let a dynamic non-linear system be characterised by a model in the state space form as 
following: 

 ( ) ( ) ( )( ) ( ), ,
dX t

f X t u t t v t
dt

= +  (13) 
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Where: 
�(�):	Represents the state vector of dimension n. 
�(. ): Non-linear function of �(�) and	�(�). 
�(�): Represents the input vector of dimension m. 
�(�):	Vector of noise on the state equation of dimension n, assumed Gaussian white noise, 
medium null and covariance matrix known	�(�) � ���(�(�)). 
The state of the system is observed by m discrete measures related to the state X (t) by the 
following equation of observation: 

 ( ) ( )( ) ( ),k k k kZ t h X t t tω= +  (14) 

Where:  
�(��): Represents the observation vector of dimension n. 
ℎ(. ): Observation matrix of dimension	���. 
��: Observation instant. 
�(��):	Vector of noise on the measure, of dimension m, independent of, �(�) assumed 
Gaussian white noise, medium null and covariance matrix known	�(�) � �(�(�)). 
- The EKF algorithm corresponding to the continuous process in discreet observation, 

where the measurements are acquired at regular intervals, is given by [17]: 
- Initialisation filter � � �� : 

 ( ) ( )( )0 0X t E X t=  (15) 

 ( ) ( )( )0 0L t Var X t=  (16) 

- Between two instant of observation: 
- The estimated state ��(�) and its associated covariance matrix �(�) are integrated by the 

equations: 

 ( ) ( ) ( )( )
ˆ

ˆ , ,
dX t

f X t u t t
dt

=  (17) 

 ( ) ( ) ( ) ( ) ( ) ( )TdL t
F t L t L t F t q t

dt
= + +  (18) 

 ( )
( ) ( )( )ˆ , ,

ˆ
f X t u t t

F t
X

∂
=

∂
 (19) 

Then we have, before the observation at	� � ���, an estimated of ��(���) and its covariance 
matrix �(���). 
- Updating the gain  

 ( ) ( ) ( )( ) ( )( ) ( ) ( )( ) ( )
1ˆ ˆ ˆ, , ,T T

k k k k k k k k k kK t L t H X t t H X t t L t H X t t r t
−

− − − − −
 = + 

 (20) 

- Update of the estimated state 

 ( ) ( ) ( ) ( ) ( )( )ˆ ˆ ˆ[ , ]k k k k k kX t X t K t Z t h X t t− −= + −  (21) 
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concentration.		D��� ,	D�����  and 	D��� are the dilution rates in respectively, nitrification, 
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other variables and parameters of the system equations (1)-(13) are also defined. 
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prohibitive cost, in many instances, of on-line sensors for these components and due to 
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develop and implement algorithms which are capable of reconstructing the time evolution 
of the unmeasured state variables on the base of the available on-line data. However, 
because of the nonlinear feature of the biological processes dynamics and the usually large 
uncertainty of some process parameters, mainly the process kinetics, the implementation of 
extended versions of classical observers proves to be difficult in practical applications, and 
the design of new methods is undoubtedly an important research matter nowadays. In that 
context, Extended Kalman Filter (EKF) is presented in this work. 

3.1 Method presentation of the Extended Kalman Filter  
The aim of the estimation procedure is to compute estimated values of the unavailable state 
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measures for estimating the states and parameters not measurable. The estimation is 
realised in three stages: prediction, observation and registration. 
Let a dynamic non-linear system be characterised by a model in the state space form as 
following: 
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Where: 
�(�):	Represents the state vector of dimension n. 
�(. ): Non-linear function of �(�) and	�(�). 
�(�): Represents the input vector of dimension m. 
�(�):	Vector of noise on the state equation of dimension n, assumed Gaussian white noise, 
medium null and covariance matrix known	�(�) � ���(�(�)). 
The state of the system is observed by m discrete measures related to the state X (t) by the 
following equation of observation: 

 ( ) ( )( ) ( ),k k k kZ t h X t t tω= +  (14) 

Where:  
�(��): Represents the observation vector of dimension n. 
ℎ(. ): Observation matrix of dimension	���. 
��: Observation instant. 
�(��):	Vector of noise on the measure, of dimension m, independent of, �(�) assumed 
Gaussian white noise, medium null and covariance matrix known	�(�) � �(�(�)). 
- The EKF algorithm corresponding to the continuous process in discreet observation, 

where the measurements are acquired at regular intervals, is given by [17]: 
- Initialisation filter � � �� : 

 ( ) ( )( )0 0X t E X t=  (15) 

 ( ) ( )( )0 0L t Var X t=  (16) 

- Between two instant of observation: 
- The estimated state ��(�) and its associated covariance matrix �(�) are integrated by the 

equations: 

 ( ) ( ) ( )( )
ˆ

ˆ , ,
dX t

f X t u t t
dt

=  (17) 

 ( ) ( ) ( ) ( ) ( ) ( )TdL t
F t L t L t F t q t

dt
= + +  (18) 

 ( )
( ) ( )( )ˆ , ,

ˆ
f X t u t t

F t
X

∂
=

∂
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Then we have, before the observation at	� � ���, an estimated of ��(���) and its covariance 
matrix �(���). 
- Updating the gain  

 ( ) ( ) ( )( ) ( )( ) ( ) ( )( ) ( )
1ˆ ˆ ˆ, , ,T T

k k k k k k k k k kK t L t H X t t H X t t L t H X t t r t
−

− − − − −
 = + 
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- Update of the estimated state 

 ( ) ( ) ( ) ( ) ( )( )ˆ ˆ ˆ[ , ]k k k k k kX t X t K t Z t h X t t− −= + −  (21) 



 
Progress in Biomass and Bioenergy Production 184 

- Update of the covariance matrix 

 ( ) ( ) ( ) ( )( ) ( )ˆ ,k k k k k kL t L t K t H X t t L t+ − − −= −  (22) 

 ( )( ) ( )( )
( )

ˆ ,ˆ
ˆ

k k
k

k

h X t t
H X t

X t
−

−
−

∂
=

∂
 (23) 

The estimator EKF is an iterative algorithm. The final results of each step of calculation are 
used as initial conditions for the next step. 

3.2 The non linear GPC  
The control objective is to make the effluent organics concentration below certain regulatory 
limits. A multivariable non linear generalized predictive control strategy based on	���,  	���  

and 	�� measurements is developed, enabling the control of the nitrogen and the dissolved 
oxygen concentrations, by acting on the internal flow and aeration flow rates, ���	and ����  , 

at desired levels. The dynamics of the WWTP are represented by the equations below. The 
system is discretized using Euler integration method and re-arranged into the state 
dependent coefficient form the state-space model [10, 11]. 
State and control dependent matrices in general may be formulated in an infinite number of 
ways. Finally we can write the discrete model in the following matrix form: 

 ���� = �	� (��)�� � �	� (��)��  (24) 

 �� = �	� (��)��  (25) 

The state dependant form of the model, in state space format is substituted to the traditional 
GPC format, allowing for inherent integral action within the model, including the control 
increment as system input to the state space model. 
Thus, an extra system state is included. 

 ���� = �(��)�� � �(��)���  (26) 

 �� = �(��)��  (27) 

Where: 

�(��) = ��(��) �(��)
0 � � , �(��) = ��(��)� �,	 

�(��) = [�(��)			0], 	�� = � �������,			��� = 	�� � ����  

To derive the non-linear predictive control algorithm the assumption on the future 
trajectory of the system must be made. For a moment assume, that the future trajectory for 
the state of the system is known. State-space model (26), (27) matrices may be re-calculated 
for the future using the future trajectory. The resulting state-space model may be seen as a 
time-varying linear model and for this model the controller is designed. Therefore the 
following notation for state dependent matrices  �� = �(��)		�� = �(��)		�� = 	�(��) is used 
in the remaining part of the paper. Now, the future trajectory for the system has to be 
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determined. In the classic predictive control strategy the vector of current and future 
controls is calculated. For the receding horizon control technique only the first control is 
used for the plant inputs manipulation, remaining part is not. 
But this part may be employed in the next iteration of the algorithm to predict the future 
trajectory. 
The cost function of the GPC controller here is defined as: 

 �� = ∑ �(����� � ����)���� (����� � ����)���
��� +	∑ �∆������� ��� ∆���������

���  (28) 

Where ��� is a vector of size �� of set point at time n, 	Λ�� , i = l…Ne  and 	Λ�� , j = l…Nu are 
weighting matrices (symmetric) and Ne Nu are positive integer numbers greater or equal one. 
Next the following vectors containing current and future values of the control	��	, and 
future values of state���, and output y� are introduced: 

X���,�� = �χ���� , … , χ����� ��,	 

∆U�,�� = �∆u��, … , ∆u������� ��	 

 		Y���,�� = �y���� , … , y����� ��, (29) 

	R���,�� = �sp���� , … , sp����� ��		 
The cost function (28) with notation (29) may be written in the vector form: 

 �� = �����,�� � ����,�����������,�� � ����,��� +	∆��,��� ��∆��,��  (30) 

With: 

�� = ����(��� , ��� , … , ����), �� = ����(��� , ��� , … , ����) 
It is possible now to determine the future state prediction. For j = 1, ...,Ne the future state 
predictions may be obtained from: 

���� = ������������� …����� + ������������� …����� � 

 ��∆�� + ������������� …���������∆���� + ⋯ (31) 

+������������� …��������������(�,��)∆��������(�,��) 

Note that to obtain the state prediction at time instance n+j the knowledge of matrix 
predictions �� …������ and  �� …��������(�,��) is required. The control increments after the 
control horizon are assumed to be zero. 
Next introduce the following notation: 

�	� A���
�

���
� = �A���A����� …A���	i�			� � �

�																																								i�			� � � 

Then (31) may be represented as: 

χ��� = �� A���
���

���
� χ� + �� A���

���

���
� ��∆u� + �� A���

���

���
� ����∆u��� 
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- Update of the covariance matrix 

 ( ) ( ) ( ) ( )( ) ( )ˆ ,k k k k k kL t L t K t H X t t L t+ − − −= −  (22) 

 ( )( ) ( )( )
( )

ˆ ,ˆ
ˆ

k k
k

k

h X t t
H X t

X t
−

−
−

∂
=

∂
 (23) 

The estimator EKF is an iterative algorithm. The final results of each step of calculation are 
used as initial conditions for the next step. 
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and 	�� measurements is developed, enabling the control of the nitrogen and the dissolved 
oxygen concentrations, by acting on the internal flow and aeration flow rates, ���	and ����  , 

at desired levels. The dynamics of the WWTP are represented by the equations below. The 
system is discretized using Euler integration method and re-arranged into the state 
dependent coefficient form the state-space model [10, 11]. 
State and control dependent matrices in general may be formulated in an infinite number of 
ways. Finally we can write the discrete model in the following matrix form: 

 ���� = �	� (��)�� � �	� (��)��  (24) 

 �� = �	� (��)��  (25) 

The state dependant form of the model, in state space format is substituted to the traditional 
GPC format, allowing for inherent integral action within the model, including the control 
increment as system input to the state space model. 
Thus, an extra system state is included. 
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 �� = �(��)��  (27) 

Where: 
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To derive the non-linear predictive control algorithm the assumption on the future 
trajectory of the system must be made. For a moment assume, that the future trajectory for 
the state of the system is known. State-space model (26), (27) matrices may be re-calculated 
for the future using the future trajectory. The resulting state-space model may be seen as a 
time-varying linear model and for this model the controller is designed. Therefore the 
following notation for state dependent matrices  �� = �(��)		�� = �(��)		�� = 	�(��) is used 
in the remaining part of the paper. Now, the future trajectory for the system has to be 

 
Investigation of Different Control Strategies for the Waste Water Treatment Plant 185 

determined. In the classic predictive control strategy the vector of current and future 
controls is calculated. For the receding horizon control technique only the first control is 
used for the plant inputs manipulation, remaining part is not. 
But this part may be employed in the next iteration of the algorithm to predict the future 
trajectory. 
The cost function of the GPC controller here is defined as: 

 �� = ∑ �(����� � ����)���� (����� � ����)���
��� +	∑ �∆������� ��� ∆���������

���  (28) 

Where ��� is a vector of size �� of set point at time n, 	Λ�� , i = l…Ne  and 	Λ�� , j = l…Nu are 
weighting matrices (symmetric) and Ne Nu are positive integer numbers greater or equal one. 
Next the following vectors containing current and future values of the control	��	, and 
future values of state���, and output y� are introduced: 

X���,�� = �χ���� , … , χ����� ��,	 

∆U�,�� = �∆u��, … , ∆u������� ��	 

 		Y���,�� = �y���� , … , y����� ��, (29) 

	R���,�� = �sp���� , … , sp����� ��		 
The cost function (28) with notation (29) may be written in the vector form: 

 �� = �����,�� � ����,�����������,�� � ����,��� +	∆��,��� ��∆��,��  (30) 

With: 

�� = ����(��� , ��� , … , ����), �� = ����(��� , ��� , … , ����) 
It is possible now to determine the future state prediction. For j = 1, ...,Ne the future state 
predictions may be obtained from: 

���� = ������������� …����� + ������������� …����� � 

 ��∆�� + ������������� …���������∆���� + ⋯ (31) 

+������������� …��������������(�,��)∆��������(�,��) 

Note that to obtain the state prediction at time instance n+j the knowledge of matrix 
predictions �� …������ and  �� …��������(�,��) is required. The control increments after the 
control horizon are assumed to be zero. 
Next introduce the following notation: 

�	� A���
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���
� = �A���A����� …A���	i�			� � �
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Then (31) may be represented as: 
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� ��∆u� + �� A���
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 +⋯+ �∏ A������
���� ���������(�,��)∆u�������(�,��) (32) 

From (29) and (32) the following equation for the future state predictions vector  X���,� is 
obtained: 

  X�,�� = Ω�,��A�χ� + Ψ�,��∆u�,�� (33) 

Where 

Ω�,�� = ��� A���
�

���
�
�
�� A���

�

���
�
�
… �� A���

����

���
�
�
� 

Ψ�,�� =

�
�
�
�
�
�
�
�
�
�
�
� �� A���

�

���
� �� 0

�� A���
�

���
� ��

⋮
�� A���

����

���
� ��

⋯⋱⋱
⋯

�� A���
�

���
� ����

⋮
�� A���

����

���
� ����

0…⋱
�� A���

����

����
� ��������

�
�
�

 

From the output equation (27) it is clear that 

 y��� = C���χ��� (34) 

Combining (29) and (34) the following relationship between vectors X���,� and Y���,� is 
obtained: 

 Y���,�� = Θ�,��X���,�� (35) 

Where: 

 Θ�,�� = ����(C���, C���, … , C����) 
Finally substituting in (35) X��� by (33) the following equation for output prediction is 
obtained:  

 Y���,�� = ф�,��A�χ� + S�,��∆U�,�� (36) 

Where: 

ф�,�� = Θ�,��Ω�,��            S�,�� = Θ�,��Ψ�,�� 

Substituting Y���,� in the cost function (30) by the equation (36) and performing the static 
optimization the control minimizing the given cost function is finally derived: 

 ∆U�,�� = �S�,��� Λ�S�,�� + Λ����	S�,��Λ������,�� − ф�,��A�χ�� (37) 
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4. Observer based regulator problem with constraints on the control 
4.1 Linearization 
Through linearization, the model equations are written in the standard form of state 
equations, as follows: 

 ��� = ��(�) � ��(�)
�(�) = ��(�)  (38) 

For the model ASM1 simplified trough linearization, the state, input and output vectors are 
given by the equation (14)-(16): 

�(�) = [������(�)		������(�)		������(�)		�������(�)		�������(�)		������(�) 
 	��������(�)		��������(�)		��������(�)		���������(�)		���������(�)		����(�)]� (39) 

 	�(�) = �	�������(�)			�������(�)		������(�)�� (40) 

 �(�) = [	���		���	����]� (41) 

We present the constraint on the control as follows: 

 �
�	��� ≤ 	��� ≤ 	4���
�	��� ≤ 	��� ≤ 	���
�100 ≤ 	���� ≤ 260

 

For the steady-state functioning point: 

 		�(�) = [69.6		623		13.5		3.2		10.4		2.4		68.9		624.6		20.9		8.9		5.3		1356.8		]� (42) 

4.2 Decomposition 
Any representation in the state space can be transformed into the equivalent form by the 
transformation � = ��� [10]: 

 ��� = �	�� � ���
�(�) = �	��  (43) 

With: 

�	� = ���� ���
0 �� � ;  �	� = ������ � ;   �	� = (0 ��) ;   Z= ������ � 

Where (A� C�) is observable but in our case the pair (A� B�) is controllable. 
So we obtain the following system of equations: 

 		�
���� = ������ � ����� � ���

��� = ���� � ���
� = ����

 (44) 

4.3 Luenberger observer 
An observer is a mathematical structure that combines sensor output and plant excitation 
signals with models of the plant and sensor. An observer provides feedback signals that are 
superior to the sensor output alone. 
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From the output equation (27) it is clear that 

 y��� = C���χ��� (34) 

Combining (29) and (34) the following relationship between vectors X���,� and Y���,� is 
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 Y���,�� = Θ�,��X���,�� (35) 
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4. Observer based regulator problem with constraints on the control 
4.1 Linearization 
Through linearization, the model equations are written in the standard form of state 
equations, as follows: 

 ��� = ��(�) � ��(�)
�(�) = ��(�)  (38) 

For the model ASM1 simplified trough linearization, the state, input and output vectors are 
given by the equation (14)-(16): 

�(�) = [������(�)		������(�)		������(�)		�������(�)		�������(�)		������(�) 
 	��������(�)		��������(�)		��������(�)		���������(�)		���������(�)		����(�)]� (39) 

 	�(�) = �	�������(�)			�������(�)		������(�)�� (40) 

 �(�) = [	���		���	����]� (41) 

We present the constraint on the control as follows: 

 �
�	��� ≤ 	��� ≤ 	4���
�	��� ≤ 	��� ≤ 	���
�100 ≤ 	���� ≤ 260

 

For the steady-state functioning point: 

 		�(�) = [69.6		623		13.5		3.2		10.4		2.4		68.9		624.6		20.9		8.9		5.3		1356.8		]� (42) 

4.2 Decomposition 
Any representation in the state space can be transformed into the equivalent form by the 
transformation � = ��� [10]: 

 ��� = �	�� � ���
�(�) = �	��  (43) 

With: 

�	� = ���� ���
0 �� � ;  �	� = ������ � ;   �	� = (0 ��) ;   Z= ������ � 

Where (A� C�) is observable but in our case the pair (A� B�) is controllable. 
So we obtain the following system of equations: 

 		�
���� = ������ � ����� � ���

��� = ���� � ���
� = ����

 (44) 

4.3 Luenberger observer 
An observer is a mathematical structure that combines sensor output and plant excitation 
signals with models of the plant and sensor. An observer provides feedback signals that are 
superior to the sensor output alone. 
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When faced with the problem of controlling a system, some scheme must be devised to 
choose the input vector �(�) so that the system behaves in an acceptable manner. Since the 
state vector �(�) contains all the essential information about the system, it is reasonable to 
base the choice of �(�) solely on the values of �(�) and perhaps also��. In other words, � is 
determined by a relation of the form x(t) = F[y(t), t]. 
This is, in fact, the approach taken in a large portion of present day control system literature. 
Several new techniques have been developed to find the function F for special classes of 
control problems. These techniques include dynamic programming [Labarrere, M., Krief]- 
[Dutka, A., Ordys, A., Grimble], Pontryagin's maximum principle [K. K. Maitra], and 
methods based on Lyapunov's theory [J.Oreilly]. 
In most control situations, however, the state vector is not available for direct measurement. 
This means that it is not possible to evaluate the function F[y(t), t]. In these cases either the 
method must be abandoned or a reasonable substitute for the state vector must be found. 
In this chapter it is shown how the available system inputs and outputs may be used to 
construct an estimate of the system state vector. The device which reconstructs the state 
vector is called an observer. The observer itself as a time-invariant linear system driven by 
the inputs and outputs of the system it observes. 
To observe the system state, sometimes he can go to estimate the entire state vector then part 
is available as a linear combination of the output [J.Oreilly].  We suppose that we have p 
linear combinations, we will present the case where one has this information and cannot 
rebuilt that (n-p) linear combination of system states or 

 z(. ) � ���(. ) (45) 

Is a linear combination, with the matrix T of dimension (n-p, n). The estimated state is then 
obtained by: 

 ��� � ���� �
�� ���(.)�(.)� � (� �) ��(.)�(.)� (46) 

The matrix T is chosen in such a way that the matrix ���� � is invertible. Furthermore the 
amount ���(. ) can be measured which leads us to generate z(. ), from an auxiliary 
dynamical system as follows: 

 �z(. ) � �z(. ) � ��(. ) � ��(. ) (47) 

Where z(. )  is the state of the observer dynamics. Note here that the matrices V, ��, T, P, 
verify 

 ��� � �� � �� (48) 

The control problem with constraint via an observer of minimal order may be solved in the 
following way: 
How to choose the state feedback F:  

 ��(. ) � ��� �����(. )� (49) 

And matrices D, E and G calculated such that the asymptotic stability and the constraints on 
inputs are guaranteed 
The observation error in this case is given by 
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 �(. ) � �(. ) − ���(. ) (50) 

We recall that the matrices of the observer of minimal order is given by [11]: 

 � � ���0	�	� � � ���0	�	� � � ���0 (51) 

Which is equivalent to write that the check matrices in the following relation 

 ��� − ��� � �� (52) 

Where the matrices T and P are chosen to ensure asymptotic stability of the matrix D, in 
order to see vanish asymptotically non sampling error, indeed: 

��(. ) � ��(. ) − ����  

 � ��(. ) � ��(. ) � ��(. ) − ������(. ) � ���(. )�				  

 � ��(. ) � �����(. ) − �����(. )  
 � ��(. ) − ����(. )  
 � �	�(. )  
 

For the observation error, we define the field 	�(��� ����� ����)	that give us the limits within 
which we allow change of error�(. ). The reconstruction error is always given by 

 �(. ) � ���(. ) − ��(. )  (53) 

Is related to the error of observation: 

�(. ) � ��(. ) � ��(. ) − ��(. )  
    									� �����(. ) � ��(. ) − (��� � ��)��(. )  
    									� ���(. ) − ���(. )�  
    									� ��(. )   
 

Lemma: The field �(��� ����� ����) � �(��� ����� ����) is positively invariant with respect to 
the system trajectory ��(.)�(.)� only hosts and if so, there exists a matrix							� � ����  Such that: 
1. �� � ��� � ����                     (54) 
2. ���� ≤ 0  
Where:            

 		� � �� ��
0 ��				 � 				�� � �����������������

�		 � 			�� � −������� 

For every pair ��(0)� �(0)� � �(��� ����� ����) � �(��� ����� ����) 
Proof: We start by writing the equation for the evolution of the control u(t) always in the 
case of a linear behaviour using previous relationship. 
 
                      ��(. ) � �����  
																																					� �����(. ) � �����(. )�  
																																					� ����(. ) � �������(. )  
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																																					= �����(. ) � ��(. ) � ��(. )� � ���������(. ) � ���(. )�  
																																					= ��������(. ) � �����(. )� � (����� � ������)�(. ) � ��������(. )  
																																					= ��������(. ) � ��(. )� � �(�� � ���)���(. ) � ��������(. )  
																																					= ��������(. ) � ����(. ) � ������ ����(. ) � �(. )�  
																																					= �(�� � ���)�����(. ) � �������(. ) � �������(. )  
																																					= (��� � ����)���(. ) � �������(. )  
																																					= �����(. ) � ��������(. )  
																																					= ��(. ) � ���(. )     
 

Is then augmented system consisting of control u(t) and error �(. ), we get   

���(. )��(. )� = �� ��
� �� �

�(. )
�(. )�  

5. Simulation results 
Simulation experiments for the first strategies of control were carried out by numerically 
integration of the complete model of the biological process. Numerical values of the 
parameters appearing in the model equations are given in the table I and table II.  
 

Variable Value Description 

���� 1000�� volume of nitrification basin 

������ 250�� volume of denitrification basin

���� 1250�� volume of settler 

��� 3000���� influent flow rate 

��� 2955���� recycled flow rate 

��� 1500���� intern recycled flow rate 

�� 45���� waste flow rate 

����� 0 ���� autotrophs in the influent 

����� 30 ���� hetertrophs in the influent 

����� 200 ���� substrate in the influent 

������ 30 ���� ammonium in the influent 

������ 2 ���� nitrate in the influent 

����� 0���� oxygen in the influent 

Table I. Process characteristics. 

Simulation results are given in figure 3 for the NLGPC strategies. The perturbations pursued 
on the control variables are due to measurement noises. The output variables evolution that 
are the global nitrogen and the dissolved oxygen concentrations, and their corresponding 
reference trajectories are 7 and 3, respectively. The figure 4 presents the results of simulation 
for the second controller. 
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Parameter Value Description 
0.24 yield of autotroph mass 
0.67 yield of heterotroph mass 
0.086  

20mg/l affinity constant 
1mg/l affinity constant 

0.05mg/l affinity constant 
0.5mg/l affinity constant 
0.4mg/l affinity constant 
0.2mg/l affinity constant 

0.8l/j maximum specific growth rate 
0.6l/j maximum specific growth rate 
0.2l/j decay coefficient of autotrophs 

0.68l/j decay coefficient of heterotrophs 
0.8l/j correction factor for anoxic growth

Table II. Kinetic parameters and stoechimetric coeeficient characteristics 
 

 
Fig. 3. Evolution of the dissolved oxygen and the global nitrogen concentrations for Non 
linear system with first controller. 
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Fig. 4. Evolution of all the states of the linear system with the second controller. 

6. Conclusion  
Controlling the complex behaviour of the Wastewater Treatment Plant is a challenging 
mission and requires good control strategies. The process has many variables and 
presents large time constants. In addition, the process is constantly submitted to 
significant influent disturbances. These facts make mathematical models and computer 
simulation to be indispensable in developing new and efficient model based control 
architecture. This paper presents a part from control, the estimation procedure to compute 
estimated values of the unavailable state variables of the process, in order to have a more 
realistic simulation. 
In one hand this paper, presents estimation and a predictive non linear controller for a 
biological nutrient removal have been proposed. The observer performs the twin task of 
states reconstruction and parameters estimation. The control and estimation techniques 
developed are based on direct exploitation of the full non-linear IAWQ model Simulation 
studies show either the efficiency of the non-linear controller in regulation or the 
effectiveness and the robustness of the estimation scheme, in reconstruction of the 
unmeasured variables and online estimation of the specific growth rates. The application of 
estimators such as ‘intelligent sensors’ to identify important biological variables and 
parameters with physical meaning constitutes an interesting alternative to the lack of 
sophisticated instrumentation and provides real time information on the process. In the 
other hand we introduced the observers in the control loop of a linear system with input 
constraints. This work is an extension of the theory of control systems with constraints by 
applying the concept of invariance positive. It addresses the problem of applicability such 
method in case the states of the systems studied are not measurable or not available at the 
measure. We presented the case of the observer which part of the information output is used 
to complete part of the state vector to estimate. 
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1. Introduction 
Bio-oil is a kind of liquid fuel made from biomass materials such as agricultural crops, algal 
biomass, municipal wastes, and agricultural and forestry by-products via thermo-chemical 
processes (Demirbas, 2007). As one kind of new inexpensive, clean and green bio-energies, 
bio-oil is considered as an attractive option instead of conventional fuel in the aspect of 
reducing environmental pollution. 
Currently, biomass crops are distributed abroad in the world and the amount is very large, 
including woody and herbaceous crops growing in temperate and subtropical regions 
(Ragauskas, et al., 2006). The annual production is about 2740 Quads (1 Quad = 1016Btu), 
which is about 8 times the total annual world energy consumption (C. Xu & Lad, 2007). 
Though, the biomass resource is abundant in the world, the efficiency of utilization is very 
low. With energy crisis and fuel tension, it is more important to develop new technology in 
order to use biomass resource efficiently. In addition, biomass resources can also cause less 
NOx and SOx emission due to the less content of nitrogen and sulfur (Sun, et al., 2010). 
In recent years, the research on bio-oil has been paid more attention due to the property of 
sustainable, carbon neutral, and easy to store and transport. Thus, a series of methods are 
developed to prepare and upgrade bio-oil including fast pyrolysis, liquefaction, gasification, 
hydrotreatment, and so on. In addition, the characterization of bio-oil is also being focused 
and got more achievements. 
Herein, several selected features concerning the bio-oil are surveyed. In the first part, the 
preparation of bio-oil is reviewed. The second part will focus on the characterization of bio-
oil from biomass. 

2. Preparation of bio-oil  
Biomass can be converted to bio-oil by the way of fast pyrolysis, liquefaction and 
gasification processes, and it can also be further obtained high-quality products with the 
help of upgrading and separation processes. The product properties are different through 
these approaches, which attribute to the differences in technology as well as equipment. 

2.1 Fast pyrolysis 
Pyrolysis is defined as a thermo-chemical process of the decomposition to smaller molecules 
by thermal energy (Demirbas, 2007). Fast pyrolysis is a high temperature process in which 
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the feedstock is rapidly heated in the absence of oxygen, vaporises and condenses to a dark 
brown mobile liquid (A. V. Bridgwater & Peacocke, 2000; Q. Zhang, et al., 2006). 
The biomass fast pyrolysis is attractive because the biomass can be readily converted into 
liquid products. These liquids, such as crude bio-oil, have advantages in transport, storage, 
combustion, retrofitting, and flexibility in production and marketing (Demirbas, 2009). 

2.1.1 Raw materials  
Biomass raw materials are marked by their tremendous diversity, which include forest 
products wastes, agricultural residues, organic fractions of municipal solid wastes, paper, 
cardboard, plastic, food waste, green waste, and other waste (Demirbas, 2009). Nowadays, a 
lot of materials have been used in the scientific research as raw materials, such as wood leaf 
(Zabaniotou & Karabelas, 1999), wood industry residues (Garcia-Perez, et al., 2007), rice 
husks and sawdust (Zheng, et al., 2006), corn stalks (Yi, et al., 2000), and so on. 
In the stage of raw materials preparation, drying is usually essential because of the existence 
of water in the feedstock, which will transfer into liquid product finally. High content of 
water will reduce the heat value of bio-oil and affect its storage stability. In general, we can 
make use of by-product gas to dry the feedstock in order to reduce energy consumption 
(Brammer & Bridgwater, 1999; A. V. Bridgwater & Peacocke, 2000). 

2.1.2 Reactors configuration 
At present, a variety of reactor configurations have been studied by many organisations, a 
summary list is shown in Table 1. 
 

Reactor type Organisation 

Fluid bed Aston University, VTT, NERL, Hamburg university, Oldenberg 
University, INETI, Dynamotive, etc. 

Ablative NERL, Aston University, ZSW-Stuttgart University 
Circulating fluid 

bed CRES, CPERI 

Entrained flow GTRI, Egemin 
Rotating cone Twente University, BTG/Schelde/Kara 

Transported bed Ensyn, (at ENEL, Red Arrow, VTT) 
Vacuum moving 

bed Laval University/Pyrovac 

Table 1. Fast pyrolysis reactor types and locations (A. V. Bridgwater & Peacocke, 2000) 

However, in all the configurations, fluid bed has been most extensively researched and 
obtains the huge achievement, which resulting from their ease of operation and ready scale-
up. A representational fluid bed fast pyrolysis system is shown in Figure 1. The reactor 
configurations mainly contain a hopper, two screw feeders, an electric heater, a fluidized-
bed reactor, two cyclones, a condenser, and an oil pump, as well as some thermocouples and 
pressure meters (Zheng, et al., 2006). In the experiment process, the raw materials are fed to 
the hopper at a certain rate and the hot vapour produced will be quickly cooled into liquid 
product in the condenser. 
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Fig. 1. The experimental device (Zheng, et al., 2006) 

As a kind of most popular and ideal configuration, we have reason to believe that fluid bed 
will achieve greater developments in performance and cost reduction in the near future (A. 
V. Bridgwater & Peacocke, 2000). 

2.1.3 Temperature of reaction 
Fast pyrolysis is a high temperature process, thus temperature has tremendous effect to the 
yield of liquid. The correlation between them is shown in Figure 2 for typical products from 
fast pyrolysis of wood (Toft, 1996). In the lower temperature, the liquid yield is low due to 
the less sufficient pyrolysis reaction, which will produce high content of char at the same 
time. Likewise, the excessive temperature will also lead to liquid yield decreased resulting 
from the increase of gas product.  
 

 
Fig. 2. Typical yields of organic liquid, reaction water, gas and char from fast pyrolysis of 
wood, wt% on dry feed basis (Toft, 1996) 
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In order to achieve high liquid yield, the pyrolysis reaction temperature is better to controlled 
around 500℃ in the vapour phase for most forms of woody biomass (A. V. Bridgwater, et al., 
1999b). Of course, different crops may have different maxima yield at different temperatures. 

2.1.4 Vapour residence time  
Vapour residence time is also important to the liquid yield of pyrolysis reaction. Very short 
residence times will lead to the incomplete depolymerisation of the lignin, while prolonged 
residence times can cause further cracking of the primary products (A. V. Bridgwater, et al., 
1999b). Too long or short residence time will reduce the organic yield, so it is necessary to 
select a suitable residence time. In general, the typically vapour residence time is about 1 s. 

2.1.5 Liquids collection  
The collection of liquids has been a major difficulty in the preparation of fast pyrolysis 
processes, because the nature of the liquid product is mostly in the form of mist or fume 
rather than a true vapour, which increases the collection problems (A. V. Bridgwater, et al., 
1999b). Furthermore, it is important to choose appropriate condenser and optimum cooling 
rate; otherwise, some vapour products will take place polymerization and decomposition to 
produce bitumen (lead to blockage of condenser) and uncondensable gas if cooling time 
delay. In order to achieve good heat-exchange effect, it is necessary to let the product 
vapours contact fully with the condensed fluid. Thus, it is regarded as a good method to 
cool vapour product effectively by using well-sprayed liquid scrub in the bottom of the 
liquids collection equipment (Zheng, et al., 2006). At present, electrostatic precipitators is 
widely used by many researchers due to its effectiveness to the liquids collection. However, 
a kind of very effective method and equipment has not yet to be found by now. 

2.2 Liquefaction  
Liquefaction is considered as a promising technology to convert biomass to liquefied 
products through a complex sequence of physical and chemical reactions. In liquefaction 
process, macromolecular substances are decomposed into small molecules in the condition 
of heating and the presence of catalyst (Demirbas, 2000a; Demirbas, 2009). 
Pyrolysis and liquefaction are both thermo-chemical conversion, but the operating 
conditions are different as shown in Table 2 (Demirbas, 2000a). Moreover, as two kinds of 
different transformation method, there are also lots of differences between the liquefaction 
(Eager, et al., 1983; Hsu & Hixson, 1981) and pyrolysis (Adjaye, et al., 1992; Alen, 1991; 
Maschio, et al., 1992) mechanisms of biomass. 
 

Process Temperature(K) Pressure(MPa) Drying 
Liquefaction 525-600 5-20 Unnecessary 

Pyrolysis 650-800 0.5-0.1 Necessary 

Table 2. Comparison of liquefaction and pyrolysis (Demirbas, 2000a) 

2.2.1 Direct liquefaction  
Liquefaction can be divided in two categories, direct liquefaction and indirect liquefaction. 
Direct liquefaction refers to rapid pyrolysis to produce liquid tars and oils and/or 
condensable organic vapours, while indirect liquefaction is a kind of condensing process of 
gas to produce liquid products in the present of catalysts (Demirbas, 2009). In the process of 
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liquefaction, there are lots of reactions occurred such as cracking, hydrogenation, hydrolysis 
and dehydration, and so on. 
The direct liquefaction of Cunninghamia lanceolata in water was investigated, and the 
maximum heavy oil yield can reach 24% (Qu, et al., 2003). Similar yield of oil (25–34%) are 
achieved by other researchers through the experiment on the liquefaction of various wood 
in an autoclave (Demirbas, 2000b). The results show that there are no obvious correlations 
between the raw materials and bio-oil yields. 

2.2.2 Sub/supercritical liquefaction 
Supercritical liquefaction is a thermo-chemical process for the conversion of biomass to bio-
oil in the presence of supercritical solvents as reaction medium. At present, water, as 
reaction medium, is attracting widely attention in the aspect of various biomass conversions 
due to a series of advantages compared with other organic solvents (Sun, et al., 2010). On 
one hand, water is an economic and environmental friendly solvent, because it will 
eliminate the costly pretreatment or dying process of wet raw materials and not produce 
pollution. On the other hand, water possess suitable critical temperature (374℃) and critical 
pressure (22MPa), and it has a strong solubility for organic compounds derived from 
biomass in the supercritical condition (C. Xu & Lad, 2007). 
There are lots of research works on the aspect of biomass liquefaction in the condition of 
supercritical condition. For instance, a variety of lignocellulosic materials’ conversion at 
around 350℃ in the presence of CO and NaCO3 at Pittsburgh Energy Technology Center 
(PETC) (Appell, et al., 1971), woody biomass (Jack pine sawdust) liquefaction in the 
supercritical water without and with catalysts (alkaline earth and iron ions) at temperatures 
of 280-380℃ (C. Xu & Lad, 2007), paulownias liquefaction in hot compressed water in a 
stainless steel autoclave in the conditions of temperature range of 280-360℃, and so on. In 
general, the yields of liquid through supercritical liquefaction are in the range of 30-50%, 
which is depend on temperature, pressure, catalysts, etc. 

2.2.3 Catalyst 
In the process of liquefaction, it is essential to use catalyst in order to achieve higher liquid 
yield and better quality products. In generally, the common catalysts are used in 
liquefaction process are alkali salts, such as Na2CO3 and KOH, and so on. (Duan & Savage, 
2010; Minowa, et al., 1995; Zhou, et al., 2010) 
The researcher in university of Michigan produced bio-oils from microalga in the presence 
of six different heterogeneous catalysts (Pd/C, Pt/C, Ru/C, Ni/SiO2-Al2O3, CoMo/γ-Al2O3 
(sulfided), and zeolite) (Duan & Savage, 2010). The bio-oils produced are much lower in 
oxygen than the original algal biomass feedstock, and their heating values are higher than 
those of typical petroleum heavy crudes. Moreover, the effects of more catalysts are 
investigated on the liquefaction, such as Fe, NaCO3 (Sun, et al., 2010), Ca(OH)2, Ba(OH)2, 
FeSO4 (C. Xu & Lad, 2007), and so on. In summary, the presence of catalyst can decompose 
macromolecules (including cellulose and hemicellulose) into smaller materials, which will 
form all kinds of compound through a series of chemical reactions. 

2.2.4 Reaction pressure 
Hydrogen pressure plays a significant role in the liquefaction of biomass, especially in the 
condition with extension of reaction times. Yan et al. discuss the effect of hydrogen pressure 
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those of typical petroleum heavy crudes. Moreover, the effects of more catalysts are 
investigated on the liquefaction, such as Fe, NaCO3 (Sun, et al., 2010), Ca(OH)2, Ba(OH)2, 
FeSO4 (C. Xu & Lad, 2007), and so on. In summary, the presence of catalyst can decompose 
macromolecules (including cellulose and hemicellulose) into smaller materials, which will 
form all kinds of compound through a series of chemical reactions. 

2.2.4 Reaction pressure 
Hydrogen pressure plays a significant role in the liquefaction of biomass, especially in the 
condition with extension of reaction times. Yan et al. discuss the effect of hydrogen pressure 
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to the yield of liquid. The results show that the dependence on H2 pressure is weak at the 
early stage of reaction, but the following stage increase the demand to the hydrogen due to 
the formation of bio-oil accompany with the decomposition reaction of preasphaltene and 
asphaltene (Yan, et al., 1999). 
In addition, the presence of either the hydrogen or the higher pressure in the reaction 
system will suppress the formation of gas and increase the bio-oil yield. Liquefaction in a 
high-pressure H2 environment also led to bio-oil with an increased H content and H/C ratio 
(Duan & Savage, 2010), which is beneficial to the increase of its heating value in the process 
of combustion. 

2.2.5 Reaction temperature 
The yield of bio-oil is depended on the reaction temperature due to differences of reaction 
type in different temperature periods. Figure 3. reveal the study results on the liquefaction 
of Cunninghamia lanceolata (Qu, et al., 2003). It is clear that the yield of heavy oil increases 
firstly and then decreases as the increasing reaction temperature, and reaches the maximum 
value at around 320℃. The reason might be the competition of hydrolysis and 
repolymerization. Hydrolysis cause biomass decomposition and then forms small molecule 
compounds, which rearrange through condensation, cyclization and polymerization to form 
new compounds. In general, the maximum oil yield is obtained in the temperature range of 
525-600K at experimental conditions.  
 

 
Fig. 3. Effect of reaction temperature on liquefaction of Cunninghamia lanceolata.   heavy 
oil yield;   Organics Dissolved yield;  residue yield;  total yield.  (Qu, et al., 2003) 

2.2.6 Solvent  
Bio-oil obtained from liquefaction process is a kind of a very viscous liquid resulting in 
many problems in the stage of production and storage (Demirbas, 2000a). Therefore, in 
order to reduce the viscous, it’s necessary to add some solvent during the process of 

 
Preparation and Characterization of Bio-Oil from Biomass 

 

203 

liquefaction, such as ethyl acetate, methanol and alcohol due to their high solubility and 
lower price. 
In some conditions, the solvent can play the role of hydrogen-donor solvent in the process of 
liquefaction. This kind of solvent not only reduce the viscous of products but also increase 
the yield of liquid, that’s because the presence of hydrogen-donor solvent will induce strong 
destruction of molecular structure of sawdust (Yan, et al., 1999). In summary, it is very 
important to select a proper solvent for liquefaction of biomass. 

2.3 Upgrading and separation  
As a renewable energy source, biomass can be convent to bio-oil and has some advantages 
compared with conventional fossil fuel. Unfortunately, the application range for such oils is 
limited because of the high acidity (pH~2.5), high viscosity, low volatility, corrosiveness, 
immiscibility with fossil fuels, thermal instability, tendency to polymerise under exposure to 
air and the presence of oxygen in a variety of chemical functionalities (Gandarias, et al., 
2008; Wildschut, et al., 2009; Q. Zhang, et al., 2007). Hence, upgrading and separation of the 
oils is required for most applications. The recent upgrading techniques are described as 
follows. 

2.3.1 Catalytic hydrogenation 
The catalytic hydrogenation is performed in hydrogen providing solvents activated by the 
catalysts of Co-Mo, Ni-Mo and their oxides or loaded on Al2O3 under pressurized 
conditions of hydrogen and/or CO. For catalytic hydrogenation, it’s important to select a 
catalyst with higher activity. There’s actually been studies show that the Ni-Mo catalyst 
presented a higher activity than the Ni-W catalyst for the phenol HDO reactions in all the 
temperature (Gandarias, et al., 2008). Moreover, Senol et al. investigated the elimination of 
oxygen from carboxylic groups with model compounds in order to understand the reaction 
mechanism of oxygen-containing functional groups, and obtained three primary paths of 
producing hydrocarbons through aliphatic methyl esters (Senol, et al., 2005). 
In order to improve the properties of pyrolysis liquids and achieve higher liquid yield, A 
two-stage hydrotreatment process was proposed (Elliott, 2007; Furimsky, 2000). The first 
stage is to remove the oxygen containing compounds which readily undergo polymerization 
at high temperature condition. In the second stage, the primary reactants will further 
convert to other products. 
Hydrotreatment is an effective way to convert unsaturated compounds into some more 
stable ones, but it requires more severe conditions such as higher temperature and hydrogen 
pressure. Although hydrogenation of bio-oil has made huge progresses, more stable 
catalysts maybe the largest challenge to make production of the commercial fuels from the 
bio-oil more attractive. 

2.3.2 Catalytic cracking 
Catalytic cracking is that oxygen containing bio-oils are catalytically decomposed to 
hydrocarbons with the removal of oxygen as H2O, CO2 or CO. Guo et al. investigated the 
catalytic cracking of bio-oil in a tubular fixed-bed reactor with HZSM-5 as catalyst. The 
results show that the yield of organic distillate is about 45%, and that the amount of 
oxygenated compounds in the bio-oil reduce greatly (Guo, et al., 2003). Moreover, seven 
mesoporous catalysts were compared in converting the pyrolysis vapours of spruce wood 
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for improving bio-oil properties (Adam, et al., 2006). The experiment results confirmed the 
advantageous of catalyst usage, and the Al-SBA-15 catalyst performs more balanced among 
all the catalysts tested. 
Catalytic cracking can converting macromolecule oxygenated substances to lighter fractions  
(Adjaye & Bakhshi, 1995; S. Zhang, et al., 2005). Furthermore, it is considered as a promising 
method and has drawn wide attention due to the price advantage. 

2.3.3 Steam reforming 
At present, catalytic steam reforming of bio-oils is a technically to produce hydrogen, 
which is extremely valuable for the chemical industry. The steam reforming of aqueous 
fraction from bio-oil is studied at the condition of high temperature (825 and 875℃) using 
a fixed-bed micro-reactor (Garcia, et al., 2000). The results show that catalytic efficiency is 
depend on the water-gas shift activity of catalysts. National Renewable Energy 
Laboratory (NREL) demonstrated reforming of bio-oil in a bench-scale fluidized bed 
system using several commercial and custom-made catalysts, and hydrogen yield was 
around 70% (Czernik, et al., 2007). Besides, some researchers also studied the effect of no 
noble metal-based catalysts for the steam reforming of bio-oil and achieve good results 
(Rioche, et al., 2005). 
A major advantage of producing hydrogen from bio-oil through steam reforming is that bio-
oil is much easier and less expensive than other materials. 

2.3.4 Emulsification  
To combine bio-oil with diesel fuel directly can be carried out through emulsification 
method by the aid of surfactant. This is a relatively short-term way to use bio-oil. The ratio 
range of bio-oil/diesel emulsification is very wide, and the viscosity of emulsion is 
acceptable (D. Chiaramonti, et al., 2003). Zheng studied the emulsification of bio-oil/diesel 
and obtained many kinds of homogeneous emulsions (Zheng, 2007). The physical properties 
of emulsions are shown in Table 3, which shows the emulsions have higher heat value, 
lower pH and lower viscosity compared with bio-oil. 
 

 
25% Bio-oil 
+74%diesel 

+1% emusifier 

50% Bio-oil 
+49%diesel 

+1% emusifier 

75% Bio-oil 
+24%diesel 

+1% emusifier 
Viscosity 73 129 192 

pH 2.7 2.5 2.2 
LHV(MJ/kg) 34.55 29.1 23.65 

Table 3. Properties of emulsions (Zheng, 2007) 

It is therefore possible to consider bio-oil emulsification as a possible approach to the wide 
use of these oils reducing the investment in technologies. Nevertheless, high cost and energy 
consumption input are needed in the transformations. Moreover, the dominant factor is that 
the corrosion was accelerated by the high velocity turbulent flow in the spray channels in 
the experiment process. 

2.3.5 Distillation 
A large amount of water from the raw material is unavoidable in the bio-oil even if it is dry 
material. The existence of water is bad for the upgrading of the bio-oil, thus water should be 
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removed from the bio-oil. The water in the bio-oil can be removed through azeotropic 
distillation with toluene (Baker & Elliott, 1988). In addition, the light and weight fractions 
can also be separated by distillation such as molecular distillation, and the obtained light 
fraction can be used as the material for upgrading process (Yao, et al., 2008). 

2.3.6 Extraction  
Bio-oil is a complex mixture, which nearly involves hundreds of compounds, mainly 
including acids, alcohols, aldehydes, esters, ketones, sugars, phenols, phenol derivatives, 
and so on. The oil fractions can be separated by the way of water extraction and obtain 
water-insoluble and water-soluble fractions, which can be separated further (Sipila, et al., 
1998). The whole process is shown in Figure 4. 
 

 
 

Fig. 4. Fractionation scheme of bio-oil (Sipila, et al., 1998) 

There are many substances that can be extracted from bio-oil, including a range of 
flavourings and essences for the food industry (A. V. Bridgwater, et al., 1999b).  

2.3.7 Column chromatography 
The composition of the bio-oil is complex and a lot of material properties are similar among 
them. Thus, it is unrealistic to separate all kinds of fractions by conventional methods such 
as distillation and extraction. Nevertheless, column chromatography, as a new separation 
technology, can satisfy the high sensitivity requirement needed by the bio-oil separation. For 
instance, phthalate esters, which is considered as toxic material to human and being wife, 
can be separated from bio-oil by the way of column chromatography (Zeng, et al., 2011). 

3. Characterization of bio-oil 
As well known, the material property depends on its structure and constitute. Bio-oil has 
poor properties due to the complexity of composition, which causes the limitation of 
application range. In order to understand the properties and composition of bio-oil so as to 
use effectively, it’s necessary to carry on characterization to bio-oil. 
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removed from the bio-oil. The water in the bio-oil can be removed through azeotropic 
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3.1 Physiochemical properties 
The bio-oil from biomass is typically a dark-brown liquid with a pungent odour, and the 
physiochemical properties of the bio-oil are different from conventional fossil fuels. The 
mainly physiochemical properties contain components, heating value, water content, 
density, flash point, and so on. 

3.1.1 Components 
The components of bio-oil are complicated, comprising mainly water, acids, alcohols, 
aldehydes, esters, ketones, sugars, phenols, phenol derivatives, lignin-derived substances, and 
so on. The complexity of the bio-oil itself results in the difficult to analyze and characterize 
(Wildschut, 2009). Gas chromatography-mass spectrometry (GC-MS) has been the technique 
most widely used in the analyses of the component (Sipila, et al., 1998). The major components 
of one kind of crude bio-oil based on the GC-MS analyses are shown in Table 4. 
 

Main components RT/min Area w/% 
formaldehyde 1.42 3.14 

aldehyde 1.51 6.52 
hydroxyacetaldehyde 1.61 3.14 

hydroxypropanone 1.72 2.70 
butyric acid 1.82 0.96 
acetic acid 2.07 29.76 

glyceraldehyde 2.6 3.54 
3,4-dihydroxy-dihydro-furan-2-one 2.77 3.27 

2,2-dimethoxy-ethanol 2.86 6.83 
furfural 3.13 6.56 

2,5-dimethoxy-tetrahydro-furan 3.5 3.47 
4-hydroxy-butyric acid 4.27 0.43 

5H-furan-2-one 4.51 0.74 
2,3-dimethyl-cyclohexanol 4.76 1.31 
3-methyl-5H-furan-2-one 5.19 0.38 

corylon 6.15 1.18 
phenol 6.59 1.57 
o-cresol 6.8 1.12 
m-cresol 7 1.46 

2-methoxy-6-methyl-phenol 7.79 1.78 
3,4-dimethyl-phenol 8.99 1.14 

4-ethyl-phenol 9.7 1.31 
3-(2-hydroxy-phenyl)-acrylic acid 10.1 1.53 

catechol 10.81 3.53 
3-methyl-catechol 11.9 1.36 

vanillin 12.7 0.24 
4-ethyl-catechol 12.86 0.71 

levoglucosan 14.73 9.95 
2,3,4-trimethoxy-benzaldehyde 15.5 0.20 

3-(4-hydroxy-2-methoxy-phenyl)-propenal 15.8 0.15 

Table 4. Components of crude biomass oil (Hu, et al., 2011a) 
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3.1.2 Heating Value 
The standard measurement of the energy content of a fuel is its heating value (HV). HV is 
divided into lower heating value (LHV) and higher heating value (HHV) depending on the 
water produced through hydrogen in vapour or liquid phase. Heating value can be 
determination by the oxygen-bomb colorimeter method (Demirbas, 2009).  
The heating value of the pyrolysis oils is affected by the composition of the oil (Sipila, et al., 
1998). At present, HHV of bio-oil can be determined directly according to DIN 51900 by the 
oxygen-bomb colorimeter. In addition, the HHV of the bio-oil is also calculated using the 
following formula (Milne, et al., 1990). 

 O
8

HHV = 338.2  C +1442.8  (H  )    (MJ/kg)× × −  (1) 

The LHV can be determined by the HHV and the total weight percent of hydrogen (from 
elemental analysis) in the bio-oil according to the formula (Oasmaa, et al., 1997) as shown 
below. 

 LHV = HHV  218.3  % (wt%)    (KJ/kg)H− ×  (2) 

Bio-oil is of a lower heating value (15–20 MJ/kg), compared to the conventional fossil oil 
(41–43 MJ/kg) (A.V. Bridgwater, et al., 1999a; Wildschut, et al., 2009). That is to say that the 
energy density of bio-oil is only about half of the fossil oil, which is attribute to the higher 
water and oxygen contents. In order to improve the heating value of bio-oil so that it can be 
used in the engine, it is necessary to reduce the contents of water and oxygen by the way of 
upgrading, as described above. 

3.1.3 Water content 
The water content in the bio-oil is analyzed by Karl-Fischer titration according to ASTM D 
1744. The sample solvent is a mixture of chloroform and methanol (3:1 v/v) (Sipila, et al., 
1998), because this solvent can dissolve almost all of the component of bio-oil. In the process 
of experiment, a small amount of bio-oil (0.03-0.05g) was added to an isolated glass chamber 
containing Karl Fischer solvent. The titrations were carried out using the Karl Fischer titrant 
(Wildschut, et al., 2009). 
The existence of water in the bio-oil is unavoidable, which is due to moisture in the raw 
material. In general, the water content of bio-oil is usually in the range of 30-35 wt% 
(Radlein, 2002), and it is hard to remove from bio-oil resulting from the certain solubility of 
bio-oil and water. The existence of water has both negative and positive effects on the 
storage and utilization of bio-oils. On the one hand, it will lessen heating values in 
combustion, and may cause phase separation in storage. On the other hand, it is beneficial to 
reduce viscosity and facilitate atomization (Lu, et al., 2009). 

3.1.4 Oxygen content  
The elemental compositions of the oils (C, H, O and N) can be determined using a CHN-S 
analyzer according to ASTM D 5373-93. The oxygen content will be calculated by difference 
(Wildschut, et al., 2009). 
The oxygen content of the bio-oil varies in the range of 35-40% (Oasmaa & Czernik, 1999). 
The presence of high oxygen content is regard as the biggest differences between bio-oil and 
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 O
8

HHV = 338.2  C +1442.8  (H  )    (MJ/kg)× × −  (1) 

The LHV can be determined by the HHV and the total weight percent of hydrogen (from 
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 LHV = HHV  218.3  % (wt%)    (KJ/kg)H− ×  (2) 
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fossil oil, that’s because it lead some bad properties, such as corrosiveness, viscosity, low 
energy density, thermal instability, and so on (Elliott, et al., 2009). Of course, a certain 
amount of oxygen in the fuel is beneficial to improve combustion sufficiency. However, it is 
imperative to removal of oxygen in the bio-oil through hydrodeoxygenation (HDO) and 
reduction of the oxygen content below 10 wt% by a catalytic hydrotreatment reactions is 
possible under severe conditions (Wildschut, et al., 2009). 

3.1.5 Density 
Density can be measured at 15℃ using picnometer by ASTM D 4052 (Sipila, et al., 1998).  
The density of bio-oil is usually in the range of 1.1-1.3kg/m3, which is depending on the raw 
materials and pyrolysis conditions. The density of bio-oil is larger than the gasoline and 
diesel because of the presence of a large number of water and macromolecule such as 
cellulose, hemicelluloses, oligomeric phenolic compounds (Oasmaa & Czernik, 1999), and so 
on.  

3.1.6 Ash 
Ash is the residue of bio-oil after its combustion, and the ash can be determined according to 
ASTM D 482. The ash of bio-oil is usually vary in 0.004-0.03 wt% (Oasmaa & Czernik, 1999), 
which is also relevant to the raw materials and reaction conditions. In general, the ash 
content is higher for the straw oil than for other oils due to their originally higher amounts 
in straw than in wood (Sipila, et al., 1998).  
The presence of ash in bio-oil can cause erosion, corrosion and kicking problems in the 
engines and the valves (Q. Zhang, et al., 2007). However, there is no effective way to reduce 
the content of ash by now. 

3.1.7 Mechanical impurities 
The mechanical impurities are measure as ethanol insolubles retained by a filter after several 
washings and vacuum-drying (Sipila, et al., 1998). Generally, the presence of mechanical 
impurities cannot avoid in the preparation process of the bio-oil. Mechanical impurities 
mainly contain pyrolysis char, fine sand, materials used in the reactor, and precipitates 
formed during storage (Oasmaa & Czernik, 1999). 
The content of mechanical impurities in different oils are usually varies in 0.01 to 3 wt% 
with the particle sizes of 1-200μm (Oasmaa, et al., 1997). The presence of mechanical 
impurities is harmful to the storage and combustion of bio-oil, resulting in agglomerate and 
viscosity increases (Lu, et al., 2009). The most economical and efficient method to reduce the 
content of mechanical impurities would be filtration. 

3.1.8 Flash point  
The flash point of a volatile liquid is the lowest temperature at which it can vaporize to form 
an ignitable mixture in air. Flash point is measured using a flash-point analyzer according to 
ASTM D 93. The test temperature is usually employ increase of 5.5℃/min in the range of 
30-80℃ (Wildschut, et al., 2009). 
Flash point is influenced by the raw materials and preparation method, because of these will 
result in the differences in composition and content of the bio-oil from biomass. In general, 
the bio-oils from hardwood have a high flash point due to the low contents of methanol and 
evaporation residue of ether soluble (Sipila, et al., 1998).  
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3.1.9 pH 
The bio-oil has amount of diluted water and volatile acids, such as acetic and formic acid, 
which results in the low pH values varied in 2-3. The presence of acids in the bio-oil is the 
main reason to account for the property of corrosion to materials in the storage and 
application processes. Therefore, it requires upgrading to fulfil the requirement of fuels 
before application through upgrading processes. 

3.2 Combustion property 
Combustion is the oxidation of the fuel at elevated temperatures, and accompanied by the 
production of heat and conversion of chemical species. 
As a kind of clean and renewable energy, bio-oil has a potential to be used as a conventional 
fossil fuel substitute. However, the usage of bio-oil has been limited due to some problems 
during its use in standard equipment constructed for combustion petroleum-derived fuels 
(Czernik & Bridgwater, 2004). Bio-oil has the low heating values (leading low flame 
temperature) (Demirbas, 2005) and high water content, which is harmful for ignition. 
Furthermore, organic acids in the bio-oil are highly corrosive to common construction 
materials. In addition, the present of solid, high viscosity, coking are also the primary 
challenge in the process of combustion (Yaman, 2004). Of course, bio-oil has some important 
advantages such as effectively volatility and combustibility. In the combustion applications, 
biomass has been fired directly either alone or along with a primary fuel such as diesel, 
methanol, ethanol, and so on (Demirbas, 2004).  
The combustion properties of the bio-oil can be tested by the biomass fuels combustion 
system, which consists of a droplet generator, a laminar flow reactor, and a video imaging 
system (Wornat, et al., 1994). The device can observe the combustion behaviors of bio-oil 
droplets directly. The tests can be performed both a fibre-suspended single droplet and a 
stream of freefalling mono-dispersed droplets (Lu, et al., 2009). 
In the present chapter, we will introduce the combustion property of the bio-oil in standard 
equipment such as boilers, diesel engines, and gas turbines. 

3.2.1 Combustion in boiler 
Boiler is a common device used for generate heat and power through burning fuels such as 
wood, coal, oil, and natural gas. The source of combustion materials for boiler is 
widespread, but the fuel combustion efficiency is usually less than engines and turbines. It is 
suitable for bio-oil used in boiler instead of conventional fossil fuel and coal, etc (Czernik & 
Bridgwater, 2004). Though it is difficult to ignite for bio-oil due to the high content of water, 
it can burn steadily once ignited, and the observed flame lengths with pyrolysis oils are 
similar to those of conventional fuel oils (Shaddix & Hardesty, 1999).  
The ignition of bio-oil is the key to the combustion in boiler. Some modifications of the 
existing burner and boiler are better effective method to improve its ignitability and 
combustion stability. The boiler can be designed in a dual fuel mode, hence the bio-oil can 
be co-fired with petroleum fuel at different ratios (Gust, 1997). 
Emissions of NOX and SOX from boilers firing bio-oil are lower than those from residual fuel 
oil, but emissions of particulate (soot, carbonaceous cenospheres, and ash) are higher from 
bio-oil resulting from the high content of ash and incomplete combustion of the oil. 
Generally, Emissions of NOX and carbon monoxide (CO) from combustion of bio-oil vary in 
140-300ppm and 30-50ppm respectively, which are all at acceptable levels (Shaddix & 
Hardesty, 1999). 
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3.2.2 Combustion in diesel engine 
The diesel engine has the highest thermal efficiency (up to 45%) of any regular internal or 
external combustion engine due to its very high compression ratio, of course it report a high 
demand for the fuel quality. 
VTT (Technical Research Centre of Finland) investigated the combustion performance of 
bio-oil in the diesel engine (4.8kW, single-cylinder, high-speed) (Solantausta, et al., 1994). 
The results showed that bio-oil was not suitable for a conventional diesel engine and 
produced many problems because of the specific properties. For one thing, bio-oil could not 
auto-ignition without additives (nitrated alcohol) and it also needs a pilot injection system. 
For another thing, an amount of coke formed in the process of combustion of bio-oil, which 
resulting in the periodic clogging of the fuel injector. In addition, severe material wear 
occurred, which is considered as difficult to avert.  
A detailed investigation ignition delay and combustion behavior has been carried out by 
MIT by comparing with the performance of two bio-oils and No.2 diesel fuel in a direct 
injection engine (Shihadeh & Hochgreb, 2000). The bio-oil exhibited longer ignition delays 
due to the relatively slow chemistry process to the diesel fuel.  
In recently, more researches about the combustion of bio-oil have been reported, including 
erosion-corrosion problems to standard materials in UK (A. V. Bridgwater, et al., 2002), 
selection of optimum operating characteristics (A. V. Bridgwater, et al., 2002; Leech, 1997; 
Ormrod & Webster, 2000), tests on emulsions of bio-oil in diesel fuel used in different 
engines (Baglioni, et al., 2001; D. Chiaramonti, et al., 2003), and so on. 

3.2.3 Combustion in gas turbine 
A gas turbine, also called a combustion turbine, is a rotary engine that produces energy via 
the flowing combustion gas. Gas turbine is widely used in various aspects, most important 
of which are driving electric power generators and providing power to aircraft (Czernik & 
Bridgwater, 2004).  
Combustion of bio-oil in has been demonstrated in a 2.5 MWe industrial gas turbine (J69-T-
29) at Teledyne CAE (USA) as early as 1980s (Kasper, et al., 1983). The combustion system of 
the J69 consists of an annular combustor and a centrifugal fuel injector rotating as shaft 
speed. The test results show that the combustion efficiency of the bio-oil in this gas turbine 
is over 99%. 
The first industrial application of bio-oil in gas turbines combustion was carried out in the 
year of 1995 (Andrews, et al., 1997; Andrews & Patnaik, 1996). The researchers used a 
2.5MWe class-GT2500 turbine engine, which was designed and built by Mashproekt in 
Ukraine. The fuel of GT2500 turbine is diesel oil rather than its standard fuel (kerosene), and 
the gas turbine a “silo” type combustion chamber, which can be modified more easily. The 
results about atomization tests show that both water and bio-oil can generate a wider cone 
angle than diesel oil, this is because diesel oil has lower viscosity and surface tension and 
the interaction between primary and secondary flows (David Chiaramonti, et al., 2007).  

3.3 Corrosion property 
Bio-oil obtained by the fast pyrolysis of straw is an acidic fuel with pH of 3.4–3.5. It contains 
a large amount of organic acids, phenol and water. For this reason, biomass oils will 
strongly corrode aluminium, mild steel and nickel based materials, whereas stainless steel, 
cobalt based materials, brass and various plastics are much more resistant (Oasmaa, et al., 
1997). 
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The corrosion extent of the metal can be determined by the weight increase and variations 
on the metal surface, which can be analyzed by optical micrography and X-ray 
photoelectron spectroscopy (XPS). Generally, the corrosion performance of metals are 
sensitive to materials, temperature condition and bio-oil property. The corrosion in bio-oil of 
four kinds of metals used frequently in engines (including iron, lead, steel and copper) is 
studied at different temperatures and for different test durations using a simulation 
corrosion evaluation apparatus (Figure 5) for internal combustion engine fuel (Hu, et al., 
2011b). The results of mass variation rates of four metals at different temperature are 
summarised in Table 5. 
 

 
Fig. 5. Schematic diagram of corrosion test apparatus, metal strip was dipped intermittently 
with frequency of 15 per min (Hu, et al., 2011b) 

 

Metal 
25℃ 40℃ 55℃ 

5h 10h 5h 10h 5h 10h 
Iron 10.25 19.89 11.15 21.64 11.81 25.60 
Lead 7.53 11.23 16.70 17.28 20.35 25.10 
Steel 3.27 8.41 6.11 12.43 7.60 12.91 

Copper 0.67 1.56 0.78 1.57 1.19 2.19 

Table 5. Weight increase of metals at different temperatures and during different exposure 
times, g/m2 (Hu, et al., 2011b) 
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3.3.1 Cu strip  
Corrosion information can be obtained from the weight increase of the metal strips when 
immersed in the biomass oil. Study shows that the weight increase for copper was the 
smallest compared with the other metals, which indicated its best anticorrosive ability (Hu, 
et al., 2011b). The chemisorption of oxygen and other gases in the atmosphere will initially 
increase the weight of the strips. Furthermore, after contacting with biomass oil, some 
corrosion products, such as Cu2O and CuO, are formed on the surface of the metals. These 
cannot be removed washed by physical methods and result in an increase in weight of the 
samples. In the case of copper, these corrosion layers do not prevent the underlying metals 
from further corrosion. However, the corrosion of copper will become slow because of its 
noble character (Darmstadt, et al., 2004). 

3.3.2 Stainless steel 
Stainless steel has anti-corrosion ability like Cu strip due to the presence of Cr, which is the 
mainly anti-corrosion element in the stainless steel. For AISI 1045 steel, the corrosion 
volumes increased with corrosion time and temperatures. After corrosion, layers of oxide 
and/or hydroxide are formed on the metal surface. X-ray photoelectron spectroscopy (XPS) 
results show the presence of Fe2O3 and Fe3O4, which are mainly corrosion products. 
However, these layers cannot protect the metal from further oxidation (Hu, et al., 2011b). 
For austenitic steel (SS 316), it is not causes corrosion in the experiment condition, which is 
mainly attribute to the formation of chromium oxide layer that prevents further oxidation  
(Darmstadt, et al., 2004). Consequently, the stainless steel can be taken into consideration in 
the selection of construction materials for pyrolysis units and diesel engine. 

3.3.3 Lead 
The bio-oil corrosiveness to lead is especially severe compared with stainless steel and 
copper. A significant weight variation was found for lead, which increased with 
temperature. When lead comes into contact with bio-oil, oxide and/or hydroxide layers are 
formed on the metal surface. The chief components in this layer are PbO and Pb(OH)2. 
However, this layer did not protect the underlying metal against further oxidation though 
the oxide layer is relatively thick (Hu, et al., 2011b).  

3.3.4 Iron 
Bio-oil is very corrosive to iron compared with stainless steel, which is essentially 
noncorrosive. There is a oxide layer as the same as stainless steel even the same components 
(Fe2O3 and Fe3O4). However, XPS results show that the corrosion product on the steel 
surface was thicker than on iron (no signal for metallic iron from the substrate). Likewise, 
the layer cannot protect the metal from further oxidation (Hu, et al., 2011b).  

3.4 Tribological performance 
As a new type energy fuel, bio-oil is mainly used for combustion heating equipment such 
as industrial furnace, gas turbine, diesel engine, and so on. However, bio-oil will be able 
to lead higher friction and wear to the oil pipeline and nozzle in the process of injection, 
which has very serious effect to the stable combustion even safety performance (Wang, et 
al., 2008). Therefore, it is necessary to learn about bio-oil tribological properties and its 
mechanism. 
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3.4.1 Friction efficiency  
Generally, the four-ball tribometer is used to study the tribological performances of bio-oil 
to obtain friction coefficient, and the wear scar diameter can be measured by digital 
microscope. Xu et al. studied the tribological performance and explained the lubrication 
mechanism of the straw based bio-fuel by four-ball tribometer at 1450rpm (Y. Xu, et al., 
2007). The experimental results showed that the extreme pressure of the bio-fuel was up to 
392 N, and the extreme pressure of diesel oil was 333 N. These results indicated that the 
straw based bio-oil has a potential lubrication performance than the diesel oil. 
The friction coefficient of straw-based bio-oil under different loads suggested that it 
increased with load (Figure 6), which may be result from the real contact surface distortion 
increased with the load. The frictional coefficient of bio-oil are varied in 0.08 and 0.11 
between 196N and 294N. The wear scar diameter on the ball surface increased with load 
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3.3.1 Cu strip  
Corrosion information can be obtained from the weight increase of the metal strips when 
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corrosion products, such as Cu2O and CuO, are formed on the surface of the metals. These 
cannot be removed washed by physical methods and result in an increase in weight of the 
samples. In the case of copper, these corrosion layers do not prevent the underlying metals 
from further corrosion. However, the corrosion of copper will become slow because of its 
noble character (Darmstadt, et al., 2004). 

3.3.2 Stainless steel 
Stainless steel has anti-corrosion ability like Cu strip due to the presence of Cr, which is the 
mainly anti-corrosion element in the stainless steel. For AISI 1045 steel, the corrosion 
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3.3.3 Lead 
The bio-oil corrosiveness to lead is especially severe compared with stainless steel and 
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temperature. When lead comes into contact with bio-oil, oxide and/or hydroxide layers are 
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surface was thicker than on iron (no signal for metallic iron from the substrate). Likewise, 
the layer cannot protect the metal from further oxidation (Hu, et al., 2011b).  

3.4 Tribological performance 
As a new type energy fuel, bio-oil is mainly used for combustion heating equipment such 
as industrial furnace, gas turbine, diesel engine, and so on. However, bio-oil will be able 
to lead higher friction and wear to the oil pipeline and nozzle in the process of injection, 
which has very serious effect to the stable combustion even safety performance (Wang, et 
al., 2008). Therefore, it is necessary to learn about bio-oil tribological properties and its 
mechanism. 
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3.4.1 Friction efficiency  
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3.4.2 Wear volume/weight 
The weight loss of bio-oil during the process of use can be analyzed by thermo-gravimetric 
analyze (TGA). In case of used bio-fuel, its weight loss reduced 11% when the temperature 
was over 530℃ compared with that of fresh bio-oil, because some compounds in bio-oil may 
reacted during the friction process(Figure 8).  (Y. Xu, et al., 2007) 
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Fig. 8. TGA curves of bio-fuel before and after (Y. Xu, et al., 2007) 

3.4.3 Lubricity 
As well known, the alternative fuel from biomass cannot be used well in internal 
combustion engine because of the serious lubrication (Y. Xu, et al., 2007). However, using 
emulsion technology to mixing bio-oil with diesel is one of the most convenient approaches 
to use bio-oil reasonable (Ikura, et al., 2003; Qi, et al., 2008). 
Xu et al. investigated the lubricity of the bio-oil/diesel emulsion by high frequency 
reciprocating test rig (Figure 9) (Y. Xu, et al., 2010; Y. Xu, et al., 2009). Table 6 showed that 
the average friction coefficient of the emulsified bio-oil was 0.130, which was lower than 
commercial diesel number zero (0.164). This result indicated that the emulsified bio-oil had 
better lubricity properties than commercial diesel number zero.  
 

Item Diesel Emulsified bio-oil

Average friction coefficient 0.164 0.130 

Corrected wear scar diameter/μm 226 284 

Table 6. Comparison of friction coefficient and wear resistance between emulsified bio-oil 
and diesel (Y. Xu, et al., 2010) 

The lubrication mechanism of emulsified bio-oil could be attributed to the polar groups and 
oxygenic compounds. The interaction between them caused the tiny liquid drops deposit on 
the surface of friction, which generated frictional chemical reaction and led to the better 
boundary lubrication. However, the existence of oxygen might accelerate the corrosion wear 
on the rubbing surface. 
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Fig. 9. Schematic diagram of lubricity test by high frequency reciprocating test rig (Y. Xu, et 
al., 2010) 

Hu et al. studied the tribological performance of distilled biomass oil from rice straw by 
pyrolysis process in a four-ball tribometer. The results showed that the refined biomass oil 
had certain anti-wear and friction-reducing properties (Hu, et al., 2008b).  

3.5 Biodegradability 
As the production expanding constantly, bio-oil also caused environmental problems like as 
fossil fuels. In production, transportation, storage and application processes, bio-oil will 
destroy local ecological environment if it emissions into the soil and water as a result of the 
accident or improper management (Hu, et al., 2008a). 
Generally, the methods which control oil pollution can be divided into three kinds: 
physical, chemical, and biological; the former two methods are very expensive and 
treatment is not completely or cause secondary pollution. However, biological method is 
economic, efficient and the final product is carbon dioxide and water, without any 
secondary pollution (Fu, et al., 2009). A mass of research indicate that biological 
degradation plays an important role in the purification of the oil pollution, but the 
microbial degradation ability itself restricts the oil pollutant further degradation (Pelletier, 
et al., 2004). 

3.5.1 Degradation properties in soil 
The degradation rate of the bio-oil in the soil is responsive to microorganism, temperature, 
oil content, pH, etc (Hu, et al., 2008a). Hu et al. gained a strain of bio-oil degrading mold 
 (a kind of Aspergill versicoir, named as EL5) through enrichment, separation and 
purification from sludge collected from a paper mill. The yield of CO2 was taken as 
degradation test index. The results showed that the degradation speed of bio-oil was 
positively correlated to the temperature and negatively correlated to substrate 
concentration. The degradation rate of the bio-oil in the soil can reach 40% in the suitable 
temperature (30℃) and neutral pH, compared with only 6% under the same conditions 
without degrading mold (Hu, et al., 2008a). 
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Generally, the methods which control oil pollution can be divided into three kinds: 
physical, chemical, and biological; the former two methods are very expensive and 
treatment is not completely or cause secondary pollution. However, biological method is 
economic, efficient and the final product is carbon dioxide and water, without any 
secondary pollution (Fu, et al., 2009). A mass of research indicate that biological 
degradation plays an important role in the purification of the oil pollution, but the 
microbial degradation ability itself restricts the oil pollutant further degradation (Pelletier, 
et al., 2004). 

3.5.1 Degradation properties in soil 
The degradation rate of the bio-oil in the soil is responsive to microorganism, temperature, 
oil content, pH, etc (Hu, et al., 2008a). Hu et al. gained a strain of bio-oil degrading mold 
 (a kind of Aspergill versicoir, named as EL5) through enrichment, separation and 
purification from sludge collected from a paper mill. The yield of CO2 was taken as 
degradation test index. The results showed that the degradation speed of bio-oil was 
positively correlated to the temperature and negatively correlated to substrate 
concentration. The degradation rate of the bio-oil in the soil can reach 40% in the suitable 
temperature (30℃) and neutral pH, compared with only 6% under the same conditions 
without degrading mold (Hu, et al., 2008a). 
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3.5.2 Degradation properties in aquatic environment 
As the degradation of bio-oil in the soil, the degradation rate of the bio-oil in the aquatic 
environment is also responsive to microorganism, temperature, oil content, pH, etc. During 
the acclimation, the biodegradation process of bio-oil is accorded approximately with the 
first-order reaction by the way of Sturm method which is described by measuring CO2 
volume from the microbes’ production (Fu, et al., 2009). A schematic diagram of 
biodegradation experiment is shown in Figure 10. The whole device was carried out under 
aerobic conditions. The biodegradation ability could be improved in aqueous culture under 
neutral and acidic conditions. The optimal temperature for biodegradation of bio-oil is 40℃. 
The optimal inocula content for the biodegradation of bio-oil was 16%. 
 

 
Fig. 10. Schematic diagram of biodegradation experiment 
Notes: 1. Flow meter; 2-4. Three bottles for absorbing CO2 from atmosphere; 5.Bottle for 
testing the absorbency; 6. Bioreactor; 7. Constant temperature water bath; 8. Thermometer; 
9-11. Three bottles for absorbing CO2 from biodegradation (Fu, et al., 2009) 

Blin investigated the biodegradation properties of various pyrolysis oils and EN 590 diesel 
sample in the Modified Sturm (OECD 301B). The results showed that various bio-oils 
degraded 41–50% after 28 days, whereas the diesel only has 24% biodegradation. The 
biodegradation model of bio-oil can be very well described by a first-order kinetic equation 
(Blin, et al., 2007). 

4. Conclusions 
This chapter reviewed the preparation methods and characterization of the bio-oil. The bio-
oil showed the promising prospects as an alternative renewable energy sources to replace 
the fossil fuel. However, the bio-oil has high acid value, high oxygen, and low heating 
values compared with the commercial diesel fuel. It is urgent to investigate the thermo-
chemical conversion mechanism of the biomass. What’s more, the more effective upgrading 
methods should be carried out the raw bio-oil because of these disadvantages. The 
properties such as basic physiochemical property, combustion, corrosion, lubricity and 
biodegradability of the bio-oil from biomass were also discussed. Furthermore, the chemical 
components and the quality standard of the bio-oil was needed to be established as soon as 
possible in order to accelerate the development and application of the bio-oil. 
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1. Introduction 
Bioethanol represents an important alternative for the fossil fuels. The limited fossil fuel 
stock, the growth of the energy necessary all over the world and the environmental safety 
lead to an increasing interest in alternative fuels [Balat et al., 2008]. One of the most 
important renewable energy sources is the lignocellulosic biomass, including wood and 
crop residues, and that may have applications in the energetic field (both thermal energy 
and biofuels). There are four main steps in the conversion process of lignocellulosic biomass 
to ethanol: pretreatment, enzymatic hydrolysis, fermentation and separation [Petersen et al., 
2009]. One of the key factors that influence the obtaining of bioethanol is the pretreatment 
stage. Biomass composition consists in 70-85% cellulosic materials (cellulose and 
hemicelluloses) and 15-30% lignins. For a corresponding capitalization of biomass, the 
removal of the lignin content and the transformation of cellulose and its derivatives in 
sugars are required.  
Pretreatment of the lignocellulosic biomass is an important preliminary step that is 
performed in order to improve the yield of the hydrolysis reaction of cellulosic derivatives 
in fermentable sugars. The goal of the pretreatment stage consists in changes that are made 
in the lignocellulosic materials structure, in order to facilitate the access of enzymes in the 
hydrolysis reaction (Soccol, 2010). A corresponding pretreatment stage must fulfill the 
following conditions (Balat et al., 2008; Del Campo, 2006; Balat, 2010): 
- to improve the sugar formation or the capacity to subsequently obtain sugars by 

hydrolysis 
- -to prevent degradation or the loss of carbohydrates 
- to prevent the obtaining of possible inhibitory  by-products in the hydrolysis and 

fermentation stages 
- costs efficiency  
- to avoid the destroy of cellulose and hemicelluloses 
- the use of a minimum amount of chemical products  
The above-mentioned characteristics represent the basis for the comparisons among various 
pretreatment methods that are used in the bioethanol industry. A number of different 
methodologies have been developed in order to accomplish the first stage of the 
lignocellulosic biomass to ethanol, namely the pretreatment of the biomass.  
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2. Pretreatment methods of the lignocellulosic biomass 
2.1 Acid pretreatment 
The main objective of the acid pretreatment is the solubilization of the hemicellulosic 
fraction of the biomass, in order to increase the accessibility of the enzymes in the 
enzymatic hydrolysis reaction (Alvira et al., 2010). Inorganic acids like H2SO4, HCl and 
H3PO4 have been used for the pretreatment of the lignocellulosic biomass, in order to 
improve the enzymatic hydrolysis. There may be used both concentrated and diluted 
inorganic acids. Pretreatment of the biomass with concentrated acids, at ambient 
temperature, will lead to higher yields of fermentable sugars and to the hydrolysis of both 
cellulose and hemicelluloses. There are frequently used acids like H2SO4 72%, HCl 41% 
and trifluoroacetic acid 100%. In this case, a necessary step is the recovery of the acid, in 
order to lower the economic costs of the process (Girio et al, 2010). The method has the 
advantage not to use enzymes for saccharification in the further stage, but there are also a 
number of drawbacks: energy consumption, the use of equipment that is resistant to 
corrosion, a longer reaction time and the necessary operation of acid recovery (Talebnia et 
al., 2010). 
Pretreatment with diluted acids presents many advantages for an industrial use and it may 
be applied to different types of biomass. The pretreatment stage may occur at higher 
temperatures (180°C) for a shorter time, or at lower temperatures (120°C) and a longer 
residence time. Pretreatment with dilute acid shows the advantage of hemicellulose 
solubilization, but also of the conversion of the solubilized hemicellulose in fermentable 
sugars. Pretreatment with diluted acids leads to the obtaining of a fewer degradation 
products than the preteatment with concentrated acids (Alvira et al., 2010). The highest 
yields of the hydrolysis reaction have been recorded after treating the lignocellulosic 
material with dilute sulfuric acid. Usually, sulfuric acid concentrations are in the range 0.5-
1.5%, and the working temperatures are 120-160°C (Alvira et al., 2010). 
Organic acids (fumaric acid, maleic acid) appear as alternatives for the improving of the 
hydrolysis yield of the lignocellulosic biomass. Maleic acid is proven to be more efficient 
than the fumaric acid, and has the advantage to lead to the obtaining of lower amounts of 
furfural (compared to the dilute sulfuric acid) (Kootstra et al., 2009). Another pretreatment 
method with dilute acids uses H2CO3 (obtained through the absorption of CO2 in aqueous 
solutions) (van Walsum and Shi, 2004). 

2.2 Alkaline pretreatment 
Pretreatment with alkaline solutions increases the digestibility of cellulose and favors the 
solubilization of lignins (Alvira, 2010). It may occur at room temperature and reaction time 
may vary from seconds to days. It leads to a smaller degradation of sugars than in the case 
of acid pretreatment, but is proven to be more efficient for crop residues than for 
lignocellulosic biomass (Kumar and Wyman, 2009). For the optimization of the pretreatment 
conditions, the possibility of losing the fermentable sugars and the formation of some 
inhibitory compounds must be taken into account.  
Reagents that are frequently used for the alkaline pretreatment are NaOH, KOH, Ca(OH)2, 
(NH4)2OH. Amond them, most widely used is NaOH. For example, pretreatment with 
NaOH solutions leads to swelling and the increasing of internal surface of cellulose (Alvira  
et al., 2010). The same authors mentioned that pretreatment with NaOH of hardwood 
increases the digestibility by the decreasing to 20% of the lignin content.  
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Although alkaline pretreatments show great efficiency as regards the lignin solubilization, they 
are less efficient concerning the solubilization of cellulose and hemicelluloses (Girio, 2010). 
A widely spread alkaline pretreatment method of the biomass is represented by the ARP 
(Ammonia Recycle Percolation) procedure (Wu and Lee, 1997). It consists in the use of 
aqueous ammonia at temperatures around 170°C (Kim and Lee, 2005). The solubilization of 
hemicelluloses in an oligomeric form occurs within 40-60% range (Girio et al., 2010). The 
cellulosic fraction is hardly degraded, but in the following steps of the hydrolysis the yields 
are closed to the theoretic ones (Kim and Lee 2005, Kim et al. 2008). The mechanism of the 
reaction with aqueous ammonia is very similar to the pretreatment with Ca(OH)2 and 
NaOH, especially as regarding the swelling of biomass and the breakdown of the ester and 
ether bonds of the carbohydrates that exist in lignin (Girio et al, 2010).  The advantages of 
the use of NH3 are: swelling of the lignocellulosic material, a selective reaction for the 
removal of lignin, low interaction with carbohydrates, high volatility. One of the known 
reactions of aqueous NH3 with lignin is represented by the breakdown of the C-O-C bonds 
from lignin, as well as of the etheric and esteric bonds from the complex lignin-
carbohydrates (Stavrinides et al., 2010).  As a result of ARP pretreatment, 60-85% from the 
entire lignin content is removed (Kim et al., 2008). 
Another procedure that uses ammonia for the pretreatment of biomass is the AFEX 
(Ammonia Fiber Explosion) process. It consists in the contact of biomass with liquid 
ammonia at elevated temperatures and under pressure for a certain time, followed by a fast 
decompression (Zheng et al., 2009). The method proved to be less efficient in the case of 
hardwood and softwood residues (Zheng et al., 2009) 

2.3 Organosolv pretreatment 
In the Organosolv process, there are used a number of organic or aqueous solvents (methanol, 
ethanol, acetone, ethylene glycol) in order to solubilize the lignin and to obtain a 
corresponding treated cellulose for the hydrolysis process (Chum et al., 1988). The advantage 
of the Organosolv procedure consists in the recovery of lignin as secondary product. The 
maximum working temperature is 205°C, regarding the used solvent. The economicity of the 
process depends on the recovery of the organic solvent (Zhao et al., 2009). 
The main advantages of the Organosolv pretreatment are: organic solvents can be easily 
removed by distillation and they can be reused; lignin may be isolated as solid materials 
(solids) and the carbohydrates are isolated as syrup (Zhao et al., 2009; Kim et al., 2008). 
Disadvantages: the pretreated solids need to be initially washed with organic solvents in 
order to prevent reprecipitation of the dissolved lignin. Also, the process must be strictly 
controlled, due to the volatility of the organic solvents (Zhao et al., 2009).  
Regarding the economy of the process, recovery of the solvents is necessary, even though 
high amounts of energy are needed. Due to these considerations, Organosolv pretreatment 
has no applications at industrial level. 
The Organosolv pretreatment undergoes both in the presence or absence of a catalyst, at 
temperatures in the range 185-210°C. The yields od delignification process are improved if 
mineral acids like HCl, H2SO4 or H3PO4 or organic acids like formic, oxalic or acetylsalicylic 
acid (Sun and Cheng, 2002) are used. After pretreatment with Organosolv, three fractions 
are obtained: dry lignin, an aqueous hemicellulosic phase and a cellulosic fraction (Duff and 
Murray, 1996).  
The most frequently used is the Organosolv pretreatment with aliphatic alcohols (especially 
methanol and ethanol), mostly due to their low price. Among the alcohols with higher 
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order to prevent reprecipitation of the dissolved lignin. Also, the process must be strictly 
controlled, due to the volatility of the organic solvents (Zhao et al., 2009).  
Regarding the economy of the process, recovery of the solvents is necessary, even though 
high amounts of energy are needed. Due to these considerations, Organosolv pretreatment 
has no applications at industrial level. 
The Organosolv pretreatment undergoes both in the presence or absence of a catalyst, at 
temperatures in the range 185-210°C. The yields od delignification process are improved if 
mineral acids like HCl, H2SO4 or H3PO4 or organic acids like formic, oxalic or acetylsalicylic 
acid (Sun and Cheng, 2002) are used. After pretreatment with Organosolv, three fractions 
are obtained: dry lignin, an aqueous hemicellulosic phase and a cellulosic fraction (Duff and 
Murray, 1996).  
The most frequently used is the Organosolv pretreatment with aliphatic alcohols (especially 
methanol and ethanol), mostly due to their low price. Among the alcohols with higher 
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boiling points, mostly used are polyhydroxylic alcohols like ethylene glycol and glycerol. 
The main advantage is the fact that the process could occur at atmospheric pressure. 
Pretreatment with aqueous glycerol leads to the removal of the lignin, but also to a 
significant loss of cellulose (Kucuk, 2005).  

2.4 Pretreatment with solid superacids 
The solid acid catalysts appeared as a consequence of the developing of a new, eco-friendly 
process for the obtaining of bioethanol. Particles of solid acid can be separated by the liquid 
products through decantation or filtration, and the catalyst may be reused without further 
processing stages to be necessary.  
Solid superacids are made from a solid medium treated with Lewis or Bronsted acids (Zhao 
et al., 2009). They have the great advantage of being non-toxic, non-corrosive and safe for 
the environment. They are better donors than pure sulfuric acid and show a higher 
selectivity in the hydrolysis reaction and require low temperatures and atmospheric 
pressure (Zhao et al.,2009; Yamaguchi and Hara). Some of the superacids used in the 
process of the obtaining of bioethanol are: niobic acid (Nb2O5-nH2O), zeolite, Amberlyst-15, 
amorphous C that contains SO3H, COOH and OH groups (Zhao et al., 2009).  
Another superacid used for the selective conversion of cellulose to glucose is the heteropoly 
acid H3PW12O40 (Tian et al., 2010). The selectivity of the pretreatment method is very high 
(around 90%) and requires mild reaction conditions (160-180°C). Another advantage of this 
method is the possibility to reuse the catalyst, which can be recycled by extraction with 
diethyl ether (Tian et al., 2010). 

2.5 Ionic liquids 
The main advantage of using ionic liquids for the bioethanol production is represented by 
the possibility of a complete solubilization of the lignocellulosic biomass. Swatloski et al. 
suggested that solubilization is due to the breakdown of the H bonds of the polysaccharides 
by the anion of the ionic liquids. In the present, the process cannot be applied at industrial 
level due to the high costs of the ionic liquids (Swatloski et al., 2002).  
A variant of the pretreatment with ionic liquids is represented by the microwave-assisted 
pretreatment of lignocellulosics in ionic liquids (Zhang and Zhao, 2009; Zhu et al., 2006). 
The method is characterized by shorter reaction time (due to the microwave irradiation) 
and a better solubilization of the biomass. According to Zhu et al., the raw lignocellulosic 
material is directly solubilized in the ionic liquid in the presence of microwaves and 
cellulose is precipitated by adding water. The other organic compounds (like lignins) 
remain in solution. Experimental results (Zhu et al., 2006) showed that the yields in 
ethanol are very similar to the ones obtained through steam explosion or chemical 
pretreatment.  

2.6 Hydrothermal methods of pretreatment 
The hydrothermal reactions for the pretreatment of biomass are new, eco-friendly 
pretreatment methods. They consist in the contact of the lignocellulosic materials with water at 
elevated temperature and pressure. During the process, hemicelluloses are hydrolyzed to 
sugars. The reaction time is very short (seconds) in order to avoid degradation of the sugars 
(http://www.ecn.nl/units/bkm/biomass-and-coal/transportation-fuels-and-
chemicals/transportation-fuels/biomass-pre-treatment-fractionation/).  
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A variant of the hydrothermal pretreatment consists in the use of catalytic hydrothermal 
reaction that uses a solid catalyst (for example, amorphous carbon that contains –SO3H 
groups) and results in higher amounts of fermentable sugars (Onda et al., 2009). 

2.7 Ozonolysis  
Pretreatment with ozone occurs in mild conditions (room temperature, atmospheric 
pressure) and results in a strong delignification of the biomass (Sun and Cheng, 2002). The 
major drawback of the process is represented by the high costs, due to the large quantity of 
ozone that is needed during the pretreatment (Sun and Cheng, 2002). 

2.8 Combined methods of pretreatment 
2.8.1 Pretreatment with alkaline peroxides, followed by steam explosion 
The procedure combines the advantages of alkaline pretreatment and steam explosion. It 
will lead to an efficient delignification and to the chemical swelling of the lignocellulosics 
fibers (Zhao et al., 2009). Use of a combined process (steam explosion and NaOH 10%) led to 
a significant increase of the free sugars concentration towards the pretreatment with H2O2 
1% and NaOH 1% (Chen and Qiu, 2010).  

2.8.2 Pretreatment with ionic liquids coupled with steam explosion 
Pretreatment of the lignocellulosics biomass with ionic liquids coupled with steam 
explosion led to the degradation of hemicelluloses in fermentable sugars (Chen and Qiu, 
2010). Lignin with high molecular mass is insoluble in ionic liquids, so it can be separated 
from cellulose.  

2.8.3 Biological pretreatment  
For the biological pretreatment of the lignocellulosic biomass there are used both 
microorganisms (fungi and bacteria) and enzymes (Mtui, 2009; Balat, 2011). There are used 
white, brown and soft-rot fungi for the solubilization of hemicelluloses and also for the 
lignin degradation  (Mtui, 2009; Balat, 2011).  For the enzymatic pretreatment of the biomass, 
different cellulases (endoglucanases, exoglucanases and β-glucosidases) are used (Sun and 
Cheng, 2002). 

3. Studies regarding the determination of the optimum parameters of the 
microwave-assisted dilute acid pretreatment of lignocellulosic biomass 
Lignocellulosics biomass has three main components: cellulose (40-50%), hemicelluloses 
(25-35%), lignin (15-20%) and also small amounts of proteins, lipids, acids, mineral salts. 
As it was mentioned before, the aim of the pretreatment stage is the removal of 
hemicelluloses and lignin. Also, the cellulose structure is altered in order to facilitate the 
enzymatic attack.  
From all the pretreatment methods presented in the former chapter, pretreatment with 
dilute mineral acids (especially H2SO4) combined with microwave irradiation has been 
chosen. The advantages of this process are the reaction conditions (that does not involve 
corrosion problems, or volatility or very high temperatures issues) and the low economic 
costs. Also, the use of microwave irradiation leads to shorter reaction time and also provides 
a uniform heating of the reaction mixture.  
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A variant of the hydrothermal pretreatment consists in the use of catalytic hydrothermal 
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dilute mineral acids (especially H2SO4) combined with microwave irradiation has been 
chosen. The advantages of this process are the reaction conditions (that does not involve 
corrosion problems, or volatility or very high temperatures issues) and the low economic 
costs. Also, the use of microwave irradiation leads to shorter reaction time and also provides 
a uniform heating of the reaction mixture.  
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Experimental part: three types of sawdust (hardwood (oak) and softwood (fir) essences and 
herbs (hemp)) were treated with dilute sulfuric acid (for different concentrations: 0.55, 0.82, 
1.23 and 1.64%) and heated (in the presence of microwaves) at three different temperatures: 
120, 140 and 160°C, for 15 and 30 minutes, in order to perform an extensive study on the 
pretreatment in acid medium. The concentration in sugars (expressed as free glucose) of the 
solutions obtained after the hydrolysis reactions was considered in order to establish the 
best pretreatment method.  
After cooling, the suspension was neutralized with CaCO3 until a pH value of 5.5-6, for the 
removal of sulfates. Pretreated sawdust were filtered and washed with water, in order to 
remove the entire amount of sugars.  
Determination of the total amount of carbon hydrates after performing dilute acid 
pretreatment on different types of sawdust was made by the colorimetric method with 3,5-
dinitrosalicylic acid. 5 milliliters from the solution obtained after pretreatment were treated 
with DNS 1%, boiled for 15 minutes on a water bath and then cooled. Extinction was 
measured (against blank) at 575 nm.  
Results of the pretreatment method with dilute sulfuric acid (H2SO4 0.55%) at 120°C, for 15 
and 30 minutes, are presented in the table below: 
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Fig. 1. Pretreatment of the biomass with H2SO4 0.55% at 120°C 

As it may be seen, best results are obtained for the sawdust from herbaceous plants (in our 
case, hemp). The amount of sugars (expressed as free glucose) obtained after pretreatment is 
almost three times higher in the case of hemp sawdust than in the case of hardwood 
sawdust.  
Pretreatment with the same acid solution (H2SO4 0.55%) at 140 and 160°C, respectively, led 
to the following results: 
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Fig. 2. Pretreatment of the biomass with H2SO4 0.55% at 140°C 
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Fig. 3. Pretreatment of the biomass with H2SO4 0.55% at 160°C 

In the case of the pretreatment with H2SO4 0.55% at 140°C, an increase of the reaction 
(pretreatment) time has significant consequences only in the case of hemp sawdust, when 
higher concentration of free sugars are obtained when the pretreatment time is 30 minutes 
instead of 15 minutes. For the hardwood (oak) and softwood (fir) sawdust, an increase of the 
pretreatment time does not lead to a significant improvement of the free sugars yield.  
In the case of pretreatment with dilute acid at 160°C, our previous studies showed that there 
is no difference between the results of the pretreatment process at 15 or 30 min. Taking into 
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Fig. 3. Pretreatment of the biomass with H2SO4 0.55% at 160°C 

In the case of the pretreatment with H2SO4 0.55% at 140°C, an increase of the reaction 
(pretreatment) time has significant consequences only in the case of hemp sawdust, when 
higher concentration of free sugars are obtained when the pretreatment time is 30 minutes 
instead of 15 minutes. For the hardwood (oak) and softwood (fir) sawdust, an increase of the 
pretreatment time does not lead to a significant improvement of the free sugars yield.  
In the case of pretreatment with dilute acid at 160°C, our previous studies showed that there 
is no difference between the results of the pretreatment process at 15 or 30 min. Taking into 
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account that in the other pretreatment methods best results have been obtained when the 
pretreatment lasted 30 minutes, the same period was chosen for the hydrolysis with H2SO4 
0.55% at 160°C.  
All the presented results show that, best results are obtained when pretreatment at 160°C 
is performed. The highest yields in free sugars are obtained for softwood and herbaceous 
sawdust, respectively, so it may be said that the softwood and herbaceous sawdust 
structure is more easily attacked than the hardwood sawdust structure during the acid 
hydrolysis.  
The same pretreatment method with dilute sulfuric acid (0.82%) combined with microwave 
irradiation was used for the same types of sawdust (hardwood-oak, softwood-fir, 
herbaceous-hemp) at three different temperatures. The experiments were carried out in the 
same conditions as mentioned before, the only change being the different concentration of 
the acid. The aim of the study was to establish if an increase of the acid concentration leads 
to an increase of the amount of obtained sugars in the same temperatures conditions or, as a 
result, much of the already formed sugars will be degraded. The results are presented in the 
figures below: 
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Fig. 4. Pretreatment of the biomass with H2SO4 0.82% at 120°C 

According to these results, a slight concentrated solution of sulfuric acid has better results 
regarding the concentration in fermentable sugars of the solutions obtained after 
pretreatment. Good results are obtained especially for the fir sawdust, the level of sugars is 
almost 5 times higher when treated with H2SO4 0.82% at 120°C for 30 minutes than with 
H2SO4 0.55% for an identical time and temperature. Also the results of hardwood sawdust 
pretreatment are improved, the concentration of final solutions after pretreatment in free 
sugars is almost three times higher than in the case when H2SO4 0.55% was used. The results 
of the pretreatment are much poorer for the oak (hardwood) sawdust than for the fir 
(softwood) and herbaceous (hemp) sawdust.  
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Fig. 5. Pretreatment of the biomass with H2SO4 0.82% at 140°C 

Pretreatment with sulfuric acid 0.82% at 140°C led to the obtaining of very similar results for 
all the sawdust types used in the study. Except the softwood sawdust, when best results 
were obtained for a shorter reaction time (15 minutes), pretreatment with H2SO4 0.82% at 
140°C for 30 minutes is more efficient than the similar one with H2SO4 0.55%.  
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Fig. 6. Pretreatment of the biomass with H2SO4 0.82% at 160°C 

When temperature is increased to 160°C, much higher concentrations of fermentable sugars 
are obtained. It may be observed that, at this temperature, there are almost no differences 
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According to these results, a slight concentrated solution of sulfuric acid has better results 
regarding the concentration in fermentable sugars of the solutions obtained after 
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Fig. 6. Pretreatment of the biomass with H2SO4 0.82% at 160°C 

When temperature is increased to 160°C, much higher concentrations of fermentable sugars 
are obtained. It may be observed that, at this temperature, there are almost no differences 
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between the results of the 15 minutes and 30 minutes pretreatment. The pretreatment 
method shows its efficiency especially as regards the fir sawdust, followed by the hemp 
sawdust. As happened in all of the previous cases, poorer concentrations in fermentable 
sugars are obtained for the oak sawdust.   
Same pretreatment method was used for the three types of sawdust, but in this case a 
solution of H2SO4 1.23% was used. The results are presented below in a graphic form: 
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Fig. 7. Pretreatment of the biomass with H2SO4 1.23% at 120°C 
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Fig. 8. Pretreatment of the biomass with H2SO4 1.23% at 140°C 
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It may be seen that the results of the pretreatment with a solution of sulfuric acid 1.23% in 
the same conditions of temperature and residence time result in much poorer results than in 
the above-mentioned case, when sulfuric acid 0.82% was used. A possible explanation 
consists in the fact that, at higher concentrations of acidic solution, the already formed 
sugars to be destroyed and degraded. 
Taking into account the similarity of the results of the pretreatment with H2SO4 0.82% at 
160°C for 15 and 30 minutes respectively, reaction of the sawdust with H2SO4 1.23% at 160°C 
was carried out only for 30 minutes. The results are presented below: 
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Fig. 9. Pretreatment of the biomass with H2SO4 1.23% at 160°C 

Unlike the pretreatment with H2SO4 0.55%, it may be observed that in the case of herbaceous 
sawdust (hemp), an increased reaction time leads to smaller amounts of fermentable sugars. 
A stronger acid and a longer pretreatment time have better results only for the softwood 
(fir) sawdust, while as regarding the herbaceous sawdust it appears than a shorter reaction 
time leads to an increase yield in fermentable sugars. Data presented in Figures… show that 
the best results are obtained for the fir sawdust, and, as in the previous case (H2SO4 0.55%), 
the pretreatment method gives the poorer results for the hardwood sawdust. It appears that 
a prolonged acid pretreatment, with a slight acidic solution (than the concentrations of 
H2SO4 used before, namely 0.55% and 0.82%) is not benefic for the herbaceous sawdust, 
being possible that a great part of the already formed fermentable sugars to be 
simultaneously degraded during the pretreatment time.  
In order to see if a more concentrated acid has a positive influence on the acid hydrolysis of 
the lingnocellulosic materials, a solution of H2SO4 1.64% was employed for the pretreatment 
of the three types of sawdust, at the same temperatures (120, 140 and 160°C) and 15 and 30 
minutes reaction time, respectively. The results are the following: 
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between the results of the 15 minutes and 30 minutes pretreatment. The pretreatment 
method shows its efficiency especially as regards the fir sawdust, followed by the hemp 
sawdust. As happened in all of the previous cases, poorer concentrations in fermentable 
sugars are obtained for the oak sawdust.   
Same pretreatment method was used for the three types of sawdust, but in this case a 
solution of H2SO4 1.23% was used. The results are presented below in a graphic form: 
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Fig. 7. Pretreatment of the biomass with H2SO4 1.23% at 120°C 
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Fig. 8. Pretreatment of the biomass with H2SO4 1.23% at 140°C 
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It may be seen that the results of the pretreatment with a solution of sulfuric acid 1.23% in 
the same conditions of temperature and residence time result in much poorer results than in 
the above-mentioned case, when sulfuric acid 0.82% was used. A possible explanation 
consists in the fact that, at higher concentrations of acidic solution, the already formed 
sugars to be destroyed and degraded. 
Taking into account the similarity of the results of the pretreatment with H2SO4 0.82% at 
160°C for 15 and 30 minutes respectively, reaction of the sawdust with H2SO4 1.23% at 160°C 
was carried out only for 30 minutes. The results are presented below: 
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Fig. 9. Pretreatment of the biomass with H2SO4 1.23% at 160°C 

Unlike the pretreatment with H2SO4 0.55%, it may be observed that in the case of herbaceous 
sawdust (hemp), an increased reaction time leads to smaller amounts of fermentable sugars. 
A stronger acid and a longer pretreatment time have better results only for the softwood 
(fir) sawdust, while as regarding the herbaceous sawdust it appears than a shorter reaction 
time leads to an increase yield in fermentable sugars. Data presented in Figures… show that 
the best results are obtained for the fir sawdust, and, as in the previous case (H2SO4 0.55%), 
the pretreatment method gives the poorer results for the hardwood sawdust. It appears that 
a prolonged acid pretreatment, with a slight acidic solution (than the concentrations of 
H2SO4 used before, namely 0.55% and 0.82%) is not benefic for the herbaceous sawdust, 
being possible that a great part of the already formed fermentable sugars to be 
simultaneously degraded during the pretreatment time.  
In order to see if a more concentrated acid has a positive influence on the acid hydrolysis of 
the lingnocellulosic materials, a solution of H2SO4 1.64% was employed for the pretreatment 
of the three types of sawdust, at the same temperatures (120, 140 and 160°C) and 15 and 30 
minutes reaction time, respectively. The results are the following: 
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Fig. 10. Pretreatment of the biomass with H2SO4 1.64% at 120°C 

The results show that hemp sawdust is favored by this pretreatment method, but the 
concentrations in fermentable sugars are lower than the ones obtained in the same 
conditions, but when H2SO4 0.82% was used.  
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Fig. 11. Pretreatment of the biomass with H2SO4 1.64% at 140°C 

An increase of the temperature leads to a higher concentrations in free sugars, but only for 
fir and hemp sawdust, respectively. Elevated residence time led to considerably improved 
results, especially as regarding the hemp sawdust. 
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Fig. 12. Pretreatment of the biomass with H2SO4 1.64% at 160°C 

The profile of the results is, somewhat, similar to the pretreatment with H2SO4 0.82% in the 
same conditions. It may be observed that, quantitatively, pretreatment at higher 
temperatures and longer time leads to better results. The amount of fermentable sugars 
increases with the acid concentration and with the residence time. Best results are obtained 
for the fir sawdust, when pretreated with H2SO4 1.64% at 160°C. Poorer results are obtained 
for the herbaceous sawdust (hemp) and hardwood sawdust, respectively. It appears that 
harsh conditions are required for a corresponding pretreatment in the case of fir sawdust (30 
minutes residence time and 140 or 160°C).  
Best results are obtained for the fir sawdust, when pretreated with H2SO4 0.82% at 160°C, 
with no significant difference due to the residence time (15 or 30 minutes). 
As regarding the hemp sawdust, the best results are obtained when pretreatment with 
H2SO4 0.82% at 160°C for 15 minutes is employed. It can be said that a corresponding 
hydrolysis of the lignocellulosics from herbaceous sawdust requires less harsh conditions 
than the acid hydrolysis of softwood sawdust.  
Concerning the hardwood sawdust, it may be said that pretreatment with dilute acids at 
temperatures in the range 120-160°C is not suitable. In all of the cases, only small amounts of 
free, fermentable sugars are obtained after the pretreatment. From all the pretreatment 
variant presented, it appears that the most suitable is the method that uses H2SO4 0.82% at 
160°C for 15 minutes (the differences are very small between results of the  15 minutes and 
30 minutes pretreatment, respectively. 
It may be said that a corresponding microwave-assisted pretreatment of oak, fir and hemp 
sawdust is achieved by means of dilute sulfuric acid (0.82%) at 160°C, for 15 minutes.  
In order to determine the pretreatment severity, the combined severity factor (CSF) that 
includes acid concentration, temperature and pretreatment time was used (Hsu et al., 2010).   

( ){ }log exp 14.75H RCSF t T T pH= ⋅  −  −   

Where: t - time (minutes), TH – temperature of the process, TR – reference temperature 
(100°C), pH – pH of the dilute sulfuric acid. 
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Fig. 10. Pretreatment of the biomass with H2SO4 1.64% at 120°C 

The results show that hemp sawdust is favored by this pretreatment method, but the 
concentrations in fermentable sugars are lower than the ones obtained in the same 
conditions, but when H2SO4 0.82% was used.  
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Fig. 11. Pretreatment of the biomass with H2SO4 1.64% at 140°C 

An increase of the temperature leads to a higher concentrations in free sugars, but only for 
fir and hemp sawdust, respectively. Elevated residence time led to considerably improved 
results, especially as regarding the hemp sawdust. 
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Fig. 12. Pretreatment of the biomass with H2SO4 1.64% at 160°C 

The profile of the results is, somewhat, similar to the pretreatment with H2SO4 0.82% in the 
same conditions. It may be observed that, quantitatively, pretreatment at higher 
temperatures and longer time leads to better results. The amount of fermentable sugars 
increases with the acid concentration and with the residence time. Best results are obtained 
for the fir sawdust, when pretreated with H2SO4 1.64% at 160°C. Poorer results are obtained 
for the herbaceous sawdust (hemp) and hardwood sawdust, respectively. It appears that 
harsh conditions are required for a corresponding pretreatment in the case of fir sawdust (30 
minutes residence time and 140 or 160°C).  
Best results are obtained for the fir sawdust, when pretreated with H2SO4 0.82% at 160°C, 
with no significant difference due to the residence time (15 or 30 minutes). 
As regarding the hemp sawdust, the best results are obtained when pretreatment with 
H2SO4 0.82% at 160°C for 15 minutes is employed. It can be said that a corresponding 
hydrolysis of the lignocellulosics from herbaceous sawdust requires less harsh conditions 
than the acid hydrolysis of softwood sawdust.  
Concerning the hardwood sawdust, it may be said that pretreatment with dilute acids at 
temperatures in the range 120-160°C is not suitable. In all of the cases, only small amounts of 
free, fermentable sugars are obtained after the pretreatment. From all the pretreatment 
variant presented, it appears that the most suitable is the method that uses H2SO4 0.82% at 
160°C for 15 minutes (the differences are very small between results of the  15 minutes and 
30 minutes pretreatment, respectively. 
It may be said that a corresponding microwave-assisted pretreatment of oak, fir and hemp 
sawdust is achieved by means of dilute sulfuric acid (0.82%) at 160°C, for 15 minutes.  
In order to determine the pretreatment severity, the combined severity factor (CSF) that 
includes acid concentration, temperature and pretreatment time was used (Hsu et al., 2010).   

( ){ }log exp 14.75H RCSF t T T pH= ⋅  −  −   

Where: t - time (minutes), TH – temperature of the process, TR – reference temperature 
(100°C), pH – pH of the dilute sulfuric acid. 
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Pretreatment 
conditions 

Acid concentration 
(%) CSF 

120°C, 15’ 

0.55 0.65 
0.82 0.80 
1.23 0.95 
1.64 1.10 

120°C, 30’ 

0.55 0.95 
0.82 1.10 
1.23 1.25 
1.64 1.40 

140°C, 15’ 

0.55 1.25 
0.82 1.40 
1.23 1.55 
1.64 1.65 

140°C, 30’ 

0.55 1.55 
0.82 1.70 
1.23 1.85 
1.64 1.95 

160°C, 30’ 

0.55 2.10 
0.82 2.30 
1.23 2.45 
1.64 2.55 

Table 1. The combined severity factor (CSF) of the different variants of the microwave-
assisted dilute acid hydrolysis process 

4. A study concerning the possibility of using lyophilization as an efficient 
pretreatment method of the lignocellulosic residues 
Experimental part: a suspension of sawdust and NaOH 1% and H2SO4 1% solution (1:10 
w/v) was lyophilized at -52°C for 24 hours. The pretreated suspensions were filtered, 
washed with ultrapure water and the filtrate was neutralized with a solution of H2SO4 0.82% 
(the alkaline ones) and with CaCO3 (the acid ones). The concentration in free, fermentable 
sugars was determined using the colorimetric method with 3,5-dinitrosalicylic acid.  
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Fig. 13. Results of the alkaline and acid lyophilization pretreatment 
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The concentrations of free sugars are much poorer compared to the ones obtained after the 
combined pretreatment of microwave irradiation and dilute acid hydrolysis. No detectable 
concentrations of fermentable sugars were obtained for fir sawdust, when treated with an 
alkaline solution. A comparison between the two proposed methods is clearly in the favor of 
the microwave-assisted acid hydrolysis, which requires much less time and lower economic 
costs. 

5. Conclusions 
The results of the microwave-assisted acid pretreatment of the lignocellulosic biomass show 
that for good results in free sugars concentration there are not necessary elevated 
temperatures and high acid concentration. As results from the performed study, very 
efficient seems to be the pretreatment with sulfuric acid 0.82% at a temperature of 140°C, 
conditions that are characterized by a combined severity factor of 1.7. As regarding the 
possibility of using lyophilization in acid or alkaline medium, the obtained results are very 
poor and do not stand for the use of lyophilization as a viable pretreatment method. 
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Pretreatment 
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pretreatment method of the lignocellulosic residues 
Experimental part: a suspension of sawdust and NaOH 1% and H2SO4 1% solution (1:10 
w/v) was lyophilized at -52°C for 24 hours. The pretreated suspensions were filtered, 
washed with ultrapure water and the filtrate was neutralized with a solution of H2SO4 0.82% 
(the alkaline ones) and with CaCO3 (the acid ones). The concentration in free, fermentable 
sugars was determined using the colorimetric method with 3,5-dinitrosalicylic acid.  
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The concentrations of free sugars are much poorer compared to the ones obtained after the 
combined pretreatment of microwave irradiation and dilute acid hydrolysis. No detectable 
concentrations of fermentable sugars were obtained for fir sawdust, when treated with an 
alkaline solution. A comparison between the two proposed methods is clearly in the favor of 
the microwave-assisted acid hydrolysis, which requires much less time and lower economic 
costs. 

5. Conclusions 
The results of the microwave-assisted acid pretreatment of the lignocellulosic biomass show 
that for good results in free sugars concentration there are not necessary elevated 
temperatures and high acid concentration. As results from the performed study, very 
efficient seems to be the pretreatment with sulfuric acid 0.82% at a temperature of 140°C, 
conditions that are characterized by a combined severity factor of 1.7. As regarding the 
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1. Introduction 
The municipal solid waste composting process has been defined as a controlled aerobic 
microbial process widely used to decompose organic matter to obtain a stable product 
consisting of a humus-like substance (Michel et al., 1995). The end product or compost is 
available for agricultural use. However, the main requirement for the safe use or application 
of compost to agricultural lands is its degree of stability, which implies stable organic matter 
content (Castaldi et al., 2004, 2008; Mondini et al., 2004). This practice is becoming one of the 
most promising ways for the reclamation of degraded soils in semiarid areas of the 
Mediterranean countries like Tunisia (Bouzaiane et al., 2007 a). Optimization of the 
composting process depends on optimization of environmental conditions that promote the 
development and activity of microbial communities. In fact the microbial biomass (MB) 
amount plays an important role on the biochemical transformations, on the optimization 
and on the quality of the end product (Mondini et al., 2002; Jedidi et al., 2004). 
The chloroform- fumigation–extraction (CFE) is currently the most common method used to 
quantify the microbial biomass in soil samples (Vance et al., 1987). Some authors have 
applied the CFE technique on compost substrates (De Nobili et al., 1996, Hellmann et al., 
1997, Mondini et al., 1997; Ben Ayed et al., 2007).  
On the other hand, the application of molecular methods to study the composting process 
and the microbial communities governing the transformation of the organic matter presents 
some unique challenges. One such challenge is the dynamic nature of the process, 
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1. Introduction 
The municipal solid waste composting process has been defined as a controlled aerobic 
microbial process widely used to decompose organic matter to obtain a stable product 
consisting of a humus-like substance (Michel et al., 1995). The end product or compost is 
available for agricultural use. However, the main requirement for the safe use or application 
of compost to agricultural lands is its degree of stability, which implies stable organic matter 
content (Castaldi et al., 2004, 2008; Mondini et al., 2004). This practice is becoming one of the 
most promising ways for the reclamation of degraded soils in semiarid areas of the 
Mediterranean countries like Tunisia (Bouzaiane et al., 2007 a). Optimization of the 
composting process depends on optimization of environmental conditions that promote the 
development and activity of microbial communities. In fact the microbial biomass (MB) 
amount plays an important role on the biochemical transformations, on the optimization 
and on the quality of the end product (Mondini et al., 2002; Jedidi et al., 2004). 
The chloroform- fumigation–extraction (CFE) is currently the most common method used to 
quantify the microbial biomass in soil samples (Vance et al., 1987). Some authors have 
applied the CFE technique on compost substrates (De Nobili et al., 1996, Hellmann et al., 
1997, Mondini et al., 1997; Ben Ayed et al., 2007).  
On the other hand, the application of molecular methods to study the composting process 
and the microbial communities governing the transformation of the organic matter presents 
some unique challenges. One such challenge is the dynamic nature of the process, 
characterized by rapid changes in microbial population, temperature and oxygen gradients, 
and the availability of nutrients for microorganisms. The analysis of nucleic acids extracted 
from environmental samples allows researchers to study natural microbial communities 
without the need for cultivation (Peters et al., 2000; Dees and Ghiorse, 2001). Although there 
have been many published studies on methods for the extraction DNA from environmental 
samples, very few have focused upon the extraction of DNA from compost. Compost 
samples may also contain 10–100 times greater humic acid concentrations than mineral soils 
(Pfaller et al., 1994). Humic acids co-purify with DNA during many purification steps 
(Ogram et al., 1987). These factors combine to make DNA quantification in compost 
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exceptionally difficult. Methods designed to extract DNA from soils and sediments have 
been adapted to obtain DNA from composts (Blanc et al., 1999; Kowalchuk et al., 1999). 
However, the relative effectiveness of extraction and purification methods for isolating 
compost DNA of sufficient purity has not been examined. Also, potential bias introduced by 
different extraction protocols has not been investigated yet. In this paper, we adopted the 
Fast DNA Kit for Soil DNA extraction and purification procedures to extract and purify 
DNA from compost.  
In the present study, we attempted to evaluate (i) the evolution of microbiological 
parameters such as microbial biomass C, N and DNA content during municipal solid waste 
composting process and (ii) the relationship between microbial biomass C, N and DNA 
concentration during municipal solid waste composting process and possibly use these 
parameters to find out the compost stability. 

2. Materials and methods 
2.1 Composting process 
The compost was prepared at the pilot composting station of Beja City, situated about 100 
km to the west of Tunis. At the entry of the composting station, the wastes were stocked on 
big pile with a pyramidal shape (3.0 m length x 2.5 m width x 1.5 m x high) during 2 months 
without any previous treatment. The non-biodegradable coarse wastes (mostly plastics and 
glasses) were manually removed; therefore the remaining wastes were subsequently 
crushed and sieved to 40 mm in order to decrease the waste heterogeneity. Sawdust and 
green wastes were added to the wastes and these wastes were stocked on new pile during 3 
months for stabilization.  
Temperature and humidity were controlled daily, and pile was turned and watered 
(humidity regularly adjusted to 50%) as soon as the inner temperature of the pile reached or 
exceed 65°C. These operations of turning and watering were performed almost twice per 
month on an average. 

2.2 Sampling of organic wastes during the composting process 
Ten samples (approximately 5 kg each) were collected every 15 days from day 5 to day 139 
from ten randomly selected locations in the pile by digging a small pit to 1 m depth with a 
shovel. At each sampling time, samples were mixed thoroughly and three portions of 1 kg 
each were separated. The first portion was stored at -20°C to constitute a collection of samples, 
the second was for pH determination, and the third was for microbiological analyses. 

2.3 Temperature and pH determination during the composting process 
Temperature inside the windrows was measured, every day during the composting period, 
with a special sensing device stuck introduced to 60 cm depth in randomly selected points. 
For pH, 400 g of compost were placed in an Erlenmeyer flask containing 2 l of distilled 
water and stirred for 3-5 min. The mixture was allowed to settle for 5 min and the pH was 
measured using a pH meter. For dry weight, 400 g of fresh compost was dried at 105 °C 
until the weight remained constant. 

2.4 Determination of microbial biomass C and N 
Microbial biomass C and N were determined by the CFE method, according to Vance et al. 
(1987) and Brookes (1995), respectively. Twenty grams were fumigated with ethanol-free 
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CHCl3 for 24 h at 25°C in a dessicator. After removing the fumigant the samples were 
extracted for 60 min with 80 ml 0.5 mol l-1 K2SO4 solutions (1/4, w/v) and then filtered 
through a Whatman filter paper. Non-fumigated samples were extracted as above at the 
time the fumigation started. The amounts of soluble C in the fumigated and non-fumigated 
compost extract are used to determine biomass C. Organic C was quantified by the 
potassium dichromate oxidation method (Jenkinson and Powlson, 1976) and subsequent 
back-titration of the unreduced dichromate. The sample microbial biomass C (MBC) was 
estimated using the following equation (Jenkinson and Powlson, 1976): 

MBC = CE/0.35 

Where CE was the difference between organic C extracted from fumigated and non-
fumigated treated samples. 
Total N in the extracts was determined according to the Kjeldahl methods as described by 
Brookes et al., 1985. 
The microbial biomass N was estimated using the following equation: 

MBN = NE/0.68 

Where NE was the difference between total N extracted from fumigated and non fumigated 
samples. Amounts of microbial biomass C or N were expressed (mg C or N kg-1 dry weight) 
on air-dry soil basis and represent the average of three determinations (repeated three times 
on a single sample). 

2.5 DNA extraction  
About 0.5g of compost was weighed into DNA extraction matrix tubes using the Bio 101 
Fast DNA Kit for Soil (Biogene, France). All extraction steps were carried out according to 
the manufacturer’s instructions. DNA was eluted in 100µl of elution buffer. Purified DNA 
was quantified by spectrophotometer (Bio-RAD Smart Spec TM Plus, France) (Leckie et al., 
2004). Reserve aliquots were stored at - 20°C and working stocks at 8°C. 
The spectrophotometric A260 /A280 and A260 /A230 ratios were determined to evaluate 
levels of protein and humic acid impurities, respectively, in the extracted DNA (Ogram et 
al., 1987; Steffan et al., 1988). 

2.6 Statistical analysis  
The ANOVA analysis was carried out using the SPSS statistical program for Windows (SPSS 
Inc., Chicago, IL). The means were compared according to the Newman and Keuls multiple 
range-test at P < 0.05.  

3. Results 
3.1 Physico-chemical parameters of composting process 
The physicochemical characteristics evolution obtained during the municipal solid waste 
composting process was presented in Table 1. 
In this study the temperature progress vary according the two phases of composting 
process, digestion and maturation (Fig. 1). The phase of digestion starts with a mesophilic 
phase in which the temperature reached 42°C. During this mesophilic step, the humidity 
rate was up to 45%. After 20 days of composting, the temperature reached 65°C and the 



  
Progress in Biomass and Bioenergy Production 

 

240 

exceptionally difficult. Methods designed to extract DNA from soils and sediments have 
been adapted to obtain DNA from composts (Blanc et al., 1999; Kowalchuk et al., 1999). 
However, the relative effectiveness of extraction and purification methods for isolating 
compost DNA of sufficient purity has not been examined. Also, potential bias introduced by 
different extraction protocols has not been investigated yet. In this paper, we adopted the 
Fast DNA Kit for Soil DNA extraction and purification procedures to extract and purify 
DNA from compost.  
In the present study, we attempted to evaluate (i) the evolution of microbiological 
parameters such as microbial biomass C, N and DNA content during municipal solid waste 
composting process and (ii) the relationship between microbial biomass C, N and DNA 
concentration during municipal solid waste composting process and possibly use these 
parameters to find out the compost stability. 

2. Materials and methods 
2.1 Composting process 
The compost was prepared at the pilot composting station of Beja City, situated about 100 
km to the west of Tunis. At the entry of the composting station, the wastes were stocked on 
big pile with a pyramidal shape (3.0 m length x 2.5 m width x 1.5 m x high) during 2 months 
without any previous treatment. The non-biodegradable coarse wastes (mostly plastics and 
glasses) were manually removed; therefore the remaining wastes were subsequently 
crushed and sieved to 40 mm in order to decrease the waste heterogeneity. Sawdust and 
green wastes were added to the wastes and these wastes were stocked on new pile during 3 
months for stabilization.  
Temperature and humidity were controlled daily, and pile was turned and watered 
(humidity regularly adjusted to 50%) as soon as the inner temperature of the pile reached or 
exceed 65°C. These operations of turning and watering were performed almost twice per 
month on an average. 

2.2 Sampling of organic wastes during the composting process 
Ten samples (approximately 5 kg each) were collected every 15 days from day 5 to day 139 
from ten randomly selected locations in the pile by digging a small pit to 1 m depth with a 
shovel. At each sampling time, samples were mixed thoroughly and three portions of 1 kg 
each were separated. The first portion was stored at -20°C to constitute a collection of samples, 
the second was for pH determination, and the third was for microbiological analyses. 

2.3 Temperature and pH determination during the composting process 
Temperature inside the windrows was measured, every day during the composting period, 
with a special sensing device stuck introduced to 60 cm depth in randomly selected points. 
For pH, 400 g of compost were placed in an Erlenmeyer flask containing 2 l of distilled 
water and stirred for 3-5 min. The mixture was allowed to settle for 5 min and the pH was 
measured using a pH meter. For dry weight, 400 g of fresh compost was dried at 105 °C 
until the weight remained constant. 

2.4 Determination of microbial biomass C and N 
Microbial biomass C and N were determined by the CFE method, according to Vance et al. 
(1987) and Brookes (1995), respectively. Twenty grams were fumigated with ethanol-free 

Relationship between Microbial C, Microbial N and  
Microbial DNA Extracts During Municipal Solid Waste Composting Process 

 

241 

CHCl3 for 24 h at 25°C in a dessicator. After removing the fumigant the samples were 
extracted for 60 min with 80 ml 0.5 mol l-1 K2SO4 solutions (1/4, w/v) and then filtered 
through a Whatman filter paper. Non-fumigated samples were extracted as above at the 
time the fumigation started. The amounts of soluble C in the fumigated and non-fumigated 
compost extract are used to determine biomass C. Organic C was quantified by the 
potassium dichromate oxidation method (Jenkinson and Powlson, 1976) and subsequent 
back-titration of the unreduced dichromate. The sample microbial biomass C (MBC) was 
estimated using the following equation (Jenkinson and Powlson, 1976): 

MBC = CE/0.35 

Where CE was the difference between organic C extracted from fumigated and non-
fumigated treated samples. 
Total N in the extracts was determined according to the Kjeldahl methods as described by 
Brookes et al., 1985. 
The microbial biomass N was estimated using the following equation: 

MBN = NE/0.68 

Where NE was the difference between total N extracted from fumigated and non fumigated 
samples. Amounts of microbial biomass C or N were expressed (mg C or N kg-1 dry weight) 
on air-dry soil basis and represent the average of three determinations (repeated three times 
on a single sample). 

2.5 DNA extraction  
About 0.5g of compost was weighed into DNA extraction matrix tubes using the Bio 101 
Fast DNA Kit for Soil (Biogene, France). All extraction steps were carried out according to 
the manufacturer’s instructions. DNA was eluted in 100µl of elution buffer. Purified DNA 
was quantified by spectrophotometer (Bio-RAD Smart Spec TM Plus, France) (Leckie et al., 
2004). Reserve aliquots were stored at - 20°C and working stocks at 8°C. 
The spectrophotometric A260 /A280 and A260 /A230 ratios were determined to evaluate 
levels of protein and humic acid impurities, respectively, in the extracted DNA (Ogram et 
al., 1987; Steffan et al., 1988). 

2.6 Statistical analysis  
The ANOVA analysis was carried out using the SPSS statistical program for Windows (SPSS 
Inc., Chicago, IL). The means were compared according to the Newman and Keuls multiple 
range-test at P < 0.05.  

3. Results 
3.1 Physico-chemical parameters of composting process 
The physicochemical characteristics evolution obtained during the municipal solid waste 
composting process was presented in Table 1. 
In this study the temperature progress vary according the two phases of composting 
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thermophilic step started. In this step the humidity decreased significantly. Then, the 
temperature decreased gradually to reach 40°C. At the 62 days, and after the addition of 
sawdust and green wastes in order to enhance the microbial activity, the maturation phase 
took place. In this phase, like in the digestion phase, the temperature increased gradually to 
reach 50°C, stabilised for a short period then decreased. In this phase there was also 
mesophilic, thermophilic and cooling steps. 
 

 
Fig. 1. Progress of temperature, humidity and organic matter during composting process 

3.2 Evolution of microbial biomass C, microbial N and microbial DNA extracts during 
composting process 
The progress of microbial biomasses (BC and BN) over time marked a real variation, 
particularly with a decrease of BC, BN and DNA concentration registered during the 
digestion and maturation phases (Figure 2). During the digestion phase of composting 
process microbial biomass C (BC) and microbial biomass N (BN) ranged from 4.86 to 1 μg 
kg-1 and from 1.472 μg kg-1 to 0.65, respectively. During the maturation phase these values 
decreased to reach 0.44 mg kg-1 for BC and 0.26 mg kg-1 BN. DNA content evolution ranged 
from 51.9 to 39 μg g-1 of dry matter in digestion phase and this content decrease to reach 18.5 
μg g-1 of dry matter in the end product. 
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The BC/BN values registered in digestion phase indicate the dominance of three types of 
microbial communities. Homogeneous microbial community was found during mesophilic 
and thermophilic steps of municipal solid waste process was found particularly with 
BC/BN values of 3.3. Heterogeneous microbial communities were found particularly with 
BC/BN values of 7.92 and 1.54 (Table 1). 
The BC/BN values registered in maturation phase indicate the dominance of two types of 
microbial communities. Heterogeneous microbial communities were found particularly 
with BC/BN values of 2.3 and 1.6.  
 

 
Fig. 2. Progress of microbial biomass C, microbial biomass N and microbial DNA extracts 
during composting process 
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The addition of sawdust and green wastes is considered to be a source of organic matter that 
stimulates microbial biomass. In fact, the addition of sawdust and green wastes affect the 
structure and composition of the microbial communities that colonize the municipal solid 
waste.  
 

 
TOC, Total organic carbon; TN, total nitrogen; C/N, carbon: nitrogen ratio; DM: dry matter 

Table 1. Physicochemical properties obtained during municipal solid waste composting 
process 
 

 
Fig. 3. Relationship between biomass N and biomass C during digestion and maturation 
phases of composting process.  
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3.3 Relationship between microbial biomasses BC and BN and DNA content 
A good linear relation between microbial BC and BN was found during the digestion and 
maturation phases, with r coefficients of 0.69 and 0.94, respectively (Figure 3). The result 
showed clearly (r coefficients) that the microbial biomasses BC and BN obtained in the 
digestion phase were higher in comparison with those obtained during the maturation 
phase.  
A linear relationship between biomass C and DNA concentration was found (Fig. 4A and B). 
DNA concentrations and BC were highly correlated during the digestion phase of municipal 
solid waste composting process with r coefficients of 0.80 (Fig. 4A).  
On the other hand there is a linear relationship between biomass N and DNA 
concentration (Fig. 4C and D). DNA concentrations and BN were highly correlated during 
the digestion and maturation phases of municipal solid waste composting process with r 
coefficients of 0.78 and 0.76, respectively (Fig. 4B). Nevertheless, the DNA concentration 
was generally proportional to the BC or to BN and both methods seemed to give reliable 
values of compost microbial biomass. Our results indicate that BC and BN and DNA 
contents of the compost can be related with biological and chemical parameters in a 
combined way.  
 

 
Fig. 4. Relationship between DNA concentration and biomass C (A and B) and biomass N (C 
and D) during digestion and maturation phases of composting process  
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3.4 Humic acid and protein impurities during composting 
The A260 /A230 and A260 /A280 ratios for compost DNA were significantly lower than the 
ratios for DNA solutions from pure cultures showing that compost DNA was coextracted 
with humic compounds (Table 2).  
DNA extracts from the cooling stage of maturation phase showed the lowest ratio 
A260/A280 and A260/A230 ratios than those obtained with the other stage of composting 
which may due to the high proportion of humic acids with the composting progress. 
Accordingly, the decrease in the microbial biomass DNA concentration in the cooling stage 
of composting could be explained by the DNA binding to compost humic acids and the 
formation of humic-DNA complexes. 
The extracted DNA with low A260 /A230 or unsuitable A260 /A280 ratio decreases the 
efficiency of PCR amplification.  
The extraction method will be suitable for the DNA purity. The purity will determine the 
extent to which the microbial DNA template can be amplified by PCR during the 
composting analysis. However, in this study the humic acid content could not interfere 
with PCR. Then the PCR products were successfully used for DGGE analysis (data not 
shown). 
The DNA extract was thus suitable to be used for molecular studies on the microbial 
communities in municipal solid waste composting process. 
 

 
Pure culture: DNA from Gram positive bacteria. n = 3 determined by spectrophotometry at 260 nm 
(A260), 280 nm (A280) and 230 nm (A230); (In brackets): standard deviation; within a column different 
letter after bracket means that the value is significantly difference according to Student-Newmann-
Keuls test at P < 0.05; DM: dry matter 

Table 2. Comparison of compost DNA yields and purity 
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5. Discussion 
5.1 Physico-chemical parameters of composting process 
The composting process at the microbial level involves several interrelated factors, namely 
temperature, ventilation (O2 imputed), moisture content and available nutrients. Based on 
temperature, the process of aerobic composting can be divided into three major steps, a 
mesophilic-heating step, a thermophilic step and a cooling step (Mustin, 1987). During the 
mesophilic step, the temperature and the water content increased as a consequence of 
biodegradation of organic compounds. The temperature increment is the consequence of the 
organic matter oxidation (Hassen et al., 2001). The mesophilic step is followed by the 
thermophilic step. The latter step occurred between days 20 and days 34 of the composting 
process. As mentioned by Hachicha et al., 1992 and Marrug et al., 1993, a temperature above 
60 °C seriously affect the decomposition rate of the organic waste as a result of a reduction 
in microbiological activity. The temperature started to decrease after 48 days, and then 
increased again after the addition of fresh organic matter. A second decrease of the 
temperature then occurred after 111 days of the process, this decrease led to the depletion of 
organic matters and the carbon/azotes (C/N) ratio tended to stabilize. By the end of the 
composting process, the average temperature inside the windrow showed a decrement and 
reached approximately 30 °C at the end of the process (Ben Ayed et al., 2007). 
Composting is a self-heating, aerobic, solid phase, useful way of transforming organic 
wastes into valuable organic matter for use as an organic amendment for soils. The 
composting process can provide stable and valuable substrates through the bio-oxidation of 
the organic fraction deriving from different waste matrices (Castaldi et al., 2004, 2008). Many 
tests have been considered as maturity indices for compost, and most of them focus on the 
chemical and physical properties of compost. The most common parameters include 
compost temperature, pH, cation exchange capacity, dissolved organic C, C/N ratio, 
humification index, plant growth bioassay, spectroscopic methods, etc. (Garcia et al., 1992; 
Castaldi et al., 2004). 

5.2 Evolution of microbial biomass C, microbial N and microbial DNA extracts during 
composting process 
The evolution of microbial biomass C, microbial N and microbial DNA extracts during 
composting process is probably related to the availability of readily decomposable substrates; 
in fact when organisms are presented with a substrate they normally multiply rapidly until the 
substrate is nearly exhausted, when numbers reach a maximum (Joergensen et al., 1990; Ben 
Ayed et al., 2007). Thereafter, with the exhaustion of these substances caused by the intense 
microbial activity and by ongoing humification, the microbial biomass decreased. The BC and 
BN decreased possibly due to the degradation of the depletion of organic substrates available 
for micro-organisms growth (Manuael et al., 2009). 
With the progress of the process the DNA content decrease and the extraction and 
purification method yielded 18.5 µg DNA/g of dry compost in the end of the process. 
Howeler et al., 2003 found 18.2 µg DNA/g of wet compost yielded by extraction and 
purification method from compost.  
This result could be explained by (i) the microbial DNases degradation or by (ii) the 
protection of the DNA by binding to compost humic acids. The formation of humic-DNA 
complexes should be considered as a process related to the changes in compost matrix, i.e. 
formation of humic like substances, which is one of the main purposes for the composting 
process.  
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3.4 Humic acid and protein impurities during composting 
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Pure culture: DNA from Gram positive bacteria. n = 3 determined by spectrophotometry at 260 nm 
(A260), 280 nm (A280) and 230 nm (A230); (In brackets): standard deviation; within a column different 
letter after bracket means that the value is significantly difference according to Student-Newmann-
Keuls test at P < 0.05; DM: dry matter 

Table 2. Comparison of compost DNA yields and purity 
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Biological parameters such as microbial biomass are useful indicators of biological activity 
in ecosystems (Benitez et al., 1999). Since, during the composting process microbial biomass 
C, microbial biomass N and DNA contents could indicate compost stability, defined as the 
degree of decomposition of the readily biodegradable organic matter. 

5.3 Relationship between microbial BC and BN and DNA 
A good linear relationship between microbial BC and BN, during the different stages of 
composting process. The same result was found during three consecutive years of compost 
amendment at the level of the upper and deep horizon of non cultivated soil (Bouzaiane et 
al., 2007 a). Jedidi et al., 2004 found the same linear relationship between BC and BN in 
amended soil and in laboratory conditions. Franzluebbers et al., 1995 found the same linear 
relationship between BC and BN with r = 0.86.  
In the composting process the humification and mineralization of organic substances occurs 
simultaneously. The DNA content, BC and BN could be related to the humification index 
and degree of polymerisation evolutions.  
In the digestion phase we think that the micro-organisms diversity is due to the 
incorporation of extra-cellular DNA from degrade microbial in to bacterial genome as 
possible source of genetic instructions (transformation, conjugation and transduction).   
Similar results were obtained by Bouzaiane et al., 2007b who found a strong relationship 
between BC, BN estimated by CFE, and extracted DNA in cultivated-compost-amended soil. 
Marstorp et al., 2000 found also a strong relationship between BC, estimated by CFE, and 
extracted DNA in a mineral soil. They suggested that DNA could be used as a measure of 
microbial biomass in agricultural soils with low organic matter content. Tejada et al., 2009 
were found a strong correlation between biological and chemical parameters during 
municipal solid waste composting process. 
Tejada et al., 2009 suggested that humification index (HI) and degree of polymerisation (DP) 
of the compost can be related with biological and chemical parameters in a combined way. 

5.4 Humic acid and protein impurities during composting 
The humic acid increased during municipal solid waste composting process. Also Tejada et 
al., 2009 showed that the humic index and degree of polymerisation parameters, both 
increased during composting process (66% and 41%, respectively at the end of the 
composting process when compared to values at 0 days).  
Composting DNA was often contaminated with humic acid or proteins that interfered with 
accurate quantification of DNA by UV absorbance at 260 nm (Tebbe and Vahjen, 1993; 
Kuske et al., 1998). In this work, we used Fast DNA Kit for Soil DNA extraction and UV 
absorbance at 260 nm to detect very low DNA concentrations in diluted samples (typically 
100 to 1000 fold), so that the effect of humic acid contamination could be ignored. UV 
absorbance at 260 nm was an excellent method for DNA quantification of samples extracted 
from environmental sources containing high levels of humic acids. A simple and accurate 
method of humic acid quantification (e.g. absorbance) should also be used to determine the 
correct dilution required for DNA quantification and to measure the progress of humic acid. 

6. Conclusion 
It can be concluded that the microbial biomass C and N and DNA content during the 
municipal solid waste composting process can be of great use in understanding the 
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compost stability state. This fact does not mean that the study of these biological 
properties diminishes the study of the chemical properties, but rather, both types of 
properties can be combined to indicate the compost stability. In fact the linear regression 
analysis developed in this work indicates a strong relationship between the biological 
properties. On the other hand the commercial method for extraction DNA was suitable for 
PCR-DNA amplification of microbial analysis during the composting of municipal solid 
waste and of the end product such as the compost that could be used for the detection of 
microbial pathogens. 
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1. Introduction 
Activated carbon has a porous structure surrounded by carbon atoms and therefore is a 
material with adsorbent capability. The most important parameter that is put into 
consideration to investigate its chemical characterization is porosity. Pore size determines how 
adsorption takes place in pores (Marsh & Reinoso, 2006). In accordance with IUPAC, pores are 
classified into three different sizes. Pores less than 2,0 nm are classified as micropores, those in 
the range of 2,0-50 nm mesopores and those greater than 50 nm macropores (IUPAC). 
The selection of raw material for the production of activated carbon is made on the basis of 
carbon amount, mineral matter and sulfur content, availability, cost, and shelf life 
(Kroschwitz,1992). Raw material may be of vegetable, animal and mineral origin and the 
production can be carried out by means of physical and chemical activation depending on 
the type of raw material. 
The physical activation method generally involves carbonization and activation stages 
(Singh, 2001). In the activation stage oxidizing agents are used such as carbondioxide and 
steam and thus form pores and canals (Jankowska et al., 1991). 
Chemical activation involves a carbonization stage where a chemical activating agent that is 
in the form of a solution or dry is blended with the raw material. Chemicals employed in 
chemical activation (potassium hydroxide, phosphoric acid, zinc chloride etc.) are effective 
at decomposing the structure of the raw material and forming micropores (Marsh & 
Reinoso, 2006). 
The literature has many articles dealing with activated carbons produced from raw material 
using both the chemical and physical activation methods. Materials frequently used as raw 
material of vegetable origin include corncobs (Sun et al., 2007; Aworn et al., 2009; Preethi et 
al., 2006), hazelnuts (Demiral et al., 2008; Soleimani & Kaghazchi, 2007), olives (Yavuz et al., 
2010), nuts (Yeganeh et al., 2006; Aygun et al., 2003), peaches (Kim, 2004), loquat stones 
(Sütcü & Demiral, 2009), wood (Ould-Idriss et al., 2011; Sun & Jiang, 2010) and bamboo (Ip 
et al., 2008), those of animal origin bones (Moreno-Pirajan et al., 2010) and hide waste 
(Demiral & Demiral, 2008), and those of mineral origin coal (Alcaniz-Monge et al., 2010; 
Cuhadaroglu & Uygun, 2008; Liu et al., 2007; Sütcü & Dural, 2007), petroleum coke (Lu et 
al., 2010) and rubber (Gupta et al., 2011; Nabais et al., 2010). 
In this study I produced activated carbons from chars obtained through the carbonization of 
oleaster stones by physical, chemical and chemical+physical activation, and performed their 
surface characterization. 
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2. Experimental 
2.1 Material and its structural characterization 
The oleasters used in this study were obtained from a green grocer and their stones 
removed. The stones were washed clean and dried at 105ºC for 24 hours.  
The structural analysis of the oleaster stones were carried out by proximate and ultimate 
analyses, thermogravimetric analysis (TG), fourier transform infrared spectroscopy (FTIR) 
and scanning electron microscopy (SEM). The results regarding the proximate and ultimate 
analyses are given in Table 1. 
The TG analysis was performed using a PL 1500TGA apparatus from ambient to 800ºC at a 
heating rate of 10 ºC/min and a nitrogen flow rate of 100 ml/min. 
The FTIR spectrum was taken by means of a Perkin Elmer Spectrum One apparatus at  
wavelengths ranging from 4000 to 650 cm¯¹. 
The SEM image was obtained using a JEOL JSM model 5410 LV scanning electron 
microscope. 
 

Asha Volatile Matter a Fixed Carbon a C b H b N b S b 
0.57 74.27 25.16 48.16 0.66 3.44 0.29 

Table 1. The results of proximate and ultimate analyses of oleaster stones (a. on dry basis, %, 
b. on dry and ash free basis, %) 

2.2 Production of chars and their structural characterization 
The stones were subjected to carbonization at a heating rate of 10 ºC/min, a carbonization 
temperature of 600 ºC and a nitrogen flow rate of 100 ml/min, and held at that temperature 
for 1 h. The carbonization was performed in a tube furnace of internal diameter 6 cm and 
length 110 cm. The chars were reduced to a size range of 0.5-1.0 mm to make them ready for 
the production of activated carbon.  
The structural analysis of the chars were conducted by proximate and ultimate analyses, TG 
analysis, FTIR spectroscopy and SEM. Table 2 gives the results from the proximate and 
ultimate analyses undertaken. 
The FTIR spectrum was taken using a Perkin Elmer Spectrum One apparatus within a 
wavelength range of 4000-650 cm¯¹.  
The SEM image was obtained using a JEOL JSM model 5410 LV scanning electron 
microscope . 
 

Asha Volatile Matter a Fixed Carbon a C b H b N b 
2.30 10.40 87.30 62.60 2.45 0.63 

Table 2. Results from analyses of chars (a. on dry basis, %, b. on dry and ash free basis, %) 

2.3 Activated carbon production 
2.3.1 Physical Activation (PH) 
The production of activated carbon from chars by physical activation was conducted in a 
tube furnace at carbonization temperatures of 650ºC, 750ºC and 850ºC. The chars were 
heated up to the above-mentioned temperatures at a nitrogen atmosphere in a flow rate of 
100 ml/min and a heating rate of 10 ºC/min, and subjected to a CO2 atmosphere with a flow 
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rate of 100 ml/min. The chars thus obtained were kept in an desiccator. The chars produced 
by means of this method were designated as PH650, PH750 and PH850, respectively. 

2.3.2 Chemical Activation (CH) 
The production of chemical activation from chars was carried out using the chemical KOH 
at carbonization temperatures of 650ºC, 750ºC and 850ºC. The mixture prepared in such a 
way that the char/KOH ratio would be 1/1 (mass ratio) was mixed with water of 10ml and 
held in a drying oven at 50 ºC for 24 hours. The mixture was then heated up to the 
aforementioned temperatures at a heating rate of 10 ºC/min and a nitrogen flow rate of 100 
ml/min, and kept at that temperature for 1 hour. The activated carbons produced were 
boiled with 0.5 N HCI for 30 minutes and washed with distilled water until their pH was 
6.5. Finally, they were dried in a vacuum drying oven and kept in an desiccator.  
The activated carbons thus obtained were designated as CH650, CH750 and CH850, 
respectively. 

2.3.3 Sequential Activation (Chemical+Physical, CHPH) 
The chars were blended with 10ml of distilled water in such a way that the char/KOH ratio 
would be 1/1 (mass ratio) and held in a drying oven for 24 hours. After that, this mixture was 
heated up to 650 ºC, 750 ºC and 850 ºC at a nitrogen flow rate of 100 ml/min and a heating rate 
of 10 ºC/min and was held at these temperatures under CO2 with a flow rate of 100 ml/min. 
After the activated carbons produced were boiled with 0,5 N HCI for 30 minutes, they were 
washed with distilled water until a pH value of 6.5 was achieved, dried in a vacuum drying 
oven at 105 ºC for 24 hours and kept in an desiccator. The activated obtained through this 
method are denoted by CHPH650, CHPH750 and CHPH850, respectively.  

2.4 Strucural characterization of activated carbons 
Structural characterization of the activated carbons was carried out by FTIR spectroscopy, 
SEM and a Quantachrome Autosorb Automated Gas Sorption System. 
The FTIR spectra of the activated carbons were taken by means of a Perkin Elmer Spectrum 
One apparatus at wavelengths in the range of 4000 to 650 cm¯¹. 
The SEM images were obtained using a JEOL JSM model 5410 LV scanning electron 
microscope. 
The iodine number of the activated carbons was determined in accordance with ASTM D 
4607-94. 
Surface analyses were performed by nitrogen adsorption at -196ºC using a Quantachrome 
Autosorb Automated Gas Sorption System. Prior to adsorption, the activated carbons were 
outgassed under vacuum conditions at 250ºC for 3 hours. Adsorption isotherms were 
obtained at pressures in the range of 10¯5-1.0. The surface areas and pore volumes were 
determined by means of Brunauer-Emmett-Teller (BET) and t-pilot software and pore size 
distribution using density functional theory (DFT) software. 

3. Results and discussion 
3.1 Structural analysis of oleaster stones and chars 
Figure 1 gives the results from TG analysis carried out on oleaster stones. The decomposition 
of oleaster stones takes place in three stages. The first stage, which occurs at temperatures 
ranging from 30 ºC to 140 ºC involves moisture loss (Popescu et al., 20111). The other stages are 
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related to the release of volatiles resulting from the decomposition of hemicellulose, cellulose 
and lignin (Tongpoothorn et al., 2011; Luangkiattikhun et al., 2008; Antal, 1982). In the second 
stage occuring at 140 ºC-245 ºC, hemicellulose decomposes as well as cellulose which also 
starts to disintegrate. Within this temperature range, the maximum decomposition 
temperature and rate were established to be 222 ºC and 1,50%, respectively. The last stage, 
which takes place within a temperature range of 245 ºC and 600 ºC, is characterized by the 
decomposition of cellulose and lignin. The maximum decomposition temperature in this stage 
was found to be 333 ºC and the maximum decomposition rate 6.71%. 
The amount of char remaining as a result of TG analysis of oleaster stones in nitrogen 
atmosphere is 25.57%. 
 

   
Fig. 1. Graph depicting the results from thermogravimetric and differential 
thermogravimetric analyses of oleaster stones. 

Figure 2 gives the FTIR spectra of oleaster stones and chars obtained from them. An 
interpretation of the FTIR spectra reveals the existence of functional groups occurring in the 
structure. 
The band observed at 3600-3200 cm¯¹ is indicative of the –OH stretching peak and existence 
of phenol, alcohol and carboxylic containing hydroxyl groups. This band, which is present 
in oleaster stones, do not exist in chars. This can be attributed to the decomposition of the 
structure and removal of the groups containing hydroxyl groups. 
The band at 3000-2800 cm¯¹ indicates the presence of an aliphatic –CH stretching. This band 
is visible in oleaster stones but not in chars. 
The band at around 1700 cm¯¹ denotes the existence of carbonyl/carboxyl groups and can be 
observed in oleaster stones.  
The 1600-1500 cm¯¹ band, which is visible in both oleaster stones and chars, indicates the 
presence of an aromatic C=C ring stretching. 
The bands at 1450-1300 cm¯¹ denotes the existence of C-H vibrating alkene groups. This 
band which exist in oleaster stones occurs in chars more densely. 
The bands observed at 1240-1000 cm¯¹ indicates the existence of phenolic and alcoholic 
groups, and were identified in the FTIR spectra of oleaster stones and chars. The bands at 
900-600 cm¯¹ denotes the presence of aromatic ring structures and are visible in both oleaster 
stones and chars. 
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Fig. 2. FTIR spectra of (a) oleaster stones and (b) chars produced from them 

Figure 3 gives SEM micrographs of oleaster stones and chars obtained from them. 
It is clear from the SEM micrograph of oleaster stones that they have a fibrous structure. 
Chars produced at a carbonization temperature of 600ºC were also determined to have a 
fibrous structure, a heterogeneous size and pores without any homogeneous distribution. 
 

 
 

 
Fig. 3. SEM micrographs of (a) oleaster stones and (b) chars produced from them 
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is visible in oleaster stones but not in chars. 
The band at around 1700 cm¯¹ denotes the existence of carbonyl/carboxyl groups and can be 
observed in oleaster stones.  
The 1600-1500 cm¯¹ band, which is visible in both oleaster stones and chars, indicates the 
presence of an aromatic C=C ring stretching. 
The bands at 1450-1300 cm¯¹ denotes the existence of C-H vibrating alkene groups. This 
band which exist in oleaster stones occurs in chars more densely. 
The bands observed at 1240-1000 cm¯¹ indicates the existence of phenolic and alcoholic 
groups, and were identified in the FTIR spectra of oleaster stones and chars. The bands at 
900-600 cm¯¹ denotes the presence of aromatic ring structures and are visible in both oleaster 
stones and chars. 
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Fig. 2. FTIR spectra of (a) oleaster stones and (b) chars produced from them 

Figure 3 gives SEM micrographs of oleaster stones and chars obtained from them. 
It is clear from the SEM micrograph of oleaster stones that they have a fibrous structure. 
Chars produced at a carbonization temperature of 600ºC were also determined to have a 
fibrous structure, a heterogeneous size and pores without any homogeneous distribution. 
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3.2 Activated carbon yields 
Figure 4 illustrates variations in the yield of activated carbon produced at varying 
temperatures and conditions. It is evident from the graph that activated carbon yields are 
affected by the activation method and carbonization temperature. With increasing 
temperature the yield of activated carbons produced by physical, chemical and sequential 
activation exhibits a downward trend. The yields obtained through sequential activation 
were found to be significantly low. 
As the process of sequential activation involves the use of both potassium hydroxide and 
carbondioxide, there is an increase in the decomposition of the structure. In other words, 
with increasing decomposition more volatiles are released, which leads to a lower  
yield. 

 
Fig. 4. Variations in activated carbon yields in relation to conditions for the production of 
activated carbon  

3.3 Structural characterization of activated carbons 
3.3.1 Isotherms 
Figure 5 gives the nitrogen adsorption isotherms at 77K of activated carbons produced at 
three different temperatures by means of three different methods. An investigation of the 
adsorption isotherms found them to be isotherms (Type 1) in accordance with IUPAC 
classification except for activated carbon PH650. Based on this, we can speak of high 
microporosity (Sing et al., 1985-IUPAC Recommendations). 
Adsorption of activated carbons produced at 650ºC, 750ºC and 850ºC displays an upward 
trend from the lowest to the highest depending on physical, chemical and sequential 
activation methods in their respective order. Moreover, for each activation method, as 
temperature increases, so does the adsorption of activated carbons. 
The experiments carried out at 650ºC revealed that chemically produced activated carbons 
have a higher adsorption tendency compared to that of activated carbons produced by 
physical and sequential methods. There was an increase in the adsorption tendency of 
activated carbons obtained at 750ºC and 850ºC using all three methods. Activated carbons 
produced by sequential activation at both temperatures were established to have a 
comparatively higher adsorption tendency.  
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Fig. 5. Nitrogen adsorption isotherms 

3.3.2 Surface area 
Figure 6 illustrates variations in BET and micropore surface areas of activated carbons 
produced under three different activation conditions and at three different temperatures. 
The graph shows that BET and micropore surface areas exhibit variations depending on the 
activation method and temperature. 
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Fig. 5. Nitrogen adsorption isotherms 

3.3.2 Surface area 
Figure 6 illustrates variations in BET and micropore surface areas of activated carbons 
produced under three different activation conditions and at three different temperatures. 
The graph shows that BET and micropore surface areas exhibit variations depending on the 
activation method and temperature. 
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Fig. 6. Variations in BET and micropore surface areas in relation to activation method and 
temperature 

The highest BET and micropore surface area were achieved at a carbonization temperature 
of 650°C through the production of activated carbons by chemical activation. Activated 
carbons PH650, CH650 and CHPH650 were found to have BET values of 53 m²/g, 830 m²/g 
and 707 m²/g, respectively. The micropore surface areas of activated carbons PH650, CH650 
and CHPH650 were established to be 0 m²/g, 765 m²/g and 650 m²/g, respectively. The BET 
surface area for PH650 obtained was found to be low and no pores were observed in the 
microstructure. It can be stated that physical activation is not effective at this carbonization 
temperature but chemical activation is suitable. The micropore percentage of activated 
carbons produced through chemical and sequential activation is 92%. 
It was found that activated carbons obtained at 750 ºC have a comparatively higher surface 
area than those produced at 650 ºC. The BET values of activated carbons PH750, CH750 and 
CHPH750 were determined to be 447 m²/g, 1084 m²/g and 1733 m²/g, respectively. The 
same activated carbons were found to have micropore surface areas of 356 m²/g, 1008 m²/g 
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and 1254 m²/g, respectively. The percentage of the micropore surface area for PH750, 
CH750 and CHPH750 were established to be 79%, 93% and 72%, respectively. It is clear 
|that the chemical and sequential methods at the same carbonization temperature are 
suitable for producing activated carbons with a high BET and microporosity. However, it 
was found that sequential activation is more effective at obtaining a higher BET surface area 
as compared to chemical activation, which is capable of producing structures with 
micropores. 
As for activated carbons produced at a carbonization temperature of 850 ºC, their surface 
areas were found to be higher than those produced at the other two temperatures. Activated 
carbons produced at this temperature by physical activation, chemical activation and 
sequential activation were found to have BET values of 849 m²/g, 1387 m²/g and 1713 m²/g, 
respectively. The micropore surface areas of carbons produced by the same methods were 
established to be 721 m²/g, 1261 m²/g and 1094 m²/g, respectively. The percentage of 
micropore surface area of activated carbons produced by means of physical, chemical and 
sequential activation were determined to be 85%, 91% and 64%, respectively. The BET 
surface areas were observed to display an upward trend in the order of physical, chemical 
and sequential activation. In contrast, sequential activation yields a lower micropore surface 
area. This decrease is attributable to the fact that micropores decompose to become larger. 
A comparison of each carbonization temperature reveals that activated carbons produced by 
chemical activation have higher BET values. BET values of activated carbons obtained 
through sequential activation are higher compared to those of activated carbons produced 
by means of both physical and chemical activation. 
Figure 7 illustrates how total pore and micropore volumes vary depending on the 
carbonization temperature and activation method employed. 
The highest total pore volume (0,4001 cm³/g) was achieved through chemical activation 
employed in experiments carried out at a carbonization temperature of 650 ºC. At the same 
carbonization temperature, physical activation and sequential activation yielded total pore 
volumes of 0,1014 cm³/g and 0,3273 cm³/g, respectively. Micropore volume displays 
variation similar to that observed in total pore volume. It was determined that physical 
activation does not lead to the formation of micropores. Total pore volume obtained 
through chemical activation and sequential activation were calculated to be 77% and 79%, 
respectively. Sequential activation at the same carbonization temperature results in 
micropore volume increasing. 
At 750 ºC total pore volume was observed to increase during physical, chemical and 
sequential activation. For these activation methods, total pore volumes were found to be 
0,2441 cm³/g, 0,4820 cm³/g and 0,9529 cm³/g, respectively. For the same activation 
methods, the micropore volume percentages have values of 59%, 84% and 55%, respectively. 
At this temperature, micropore volume obtained by means of chemical activation was 
determined to be higher compared to that achieved by means of the other methods. 
Total pore volume achieved at 850 ºC was established to be higher than that obtained at the 
other carbonization temperatures. Physical, chemical and sequential activation at this 
temperature yielded total pore volumes of 0,4285 cm³/g, 0,6294 cm³/g and 0,9557 cm³/g, 
respectively. The micropore volume percentages were calculated to be, in the same order of 
activation methods employed, 68%, 80% and 49%, respectively. Chemical activation 
produced a higher micropore volume, whereas micropore volume obtained through 
sequential activation proved to be comparatively lower. 
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Fig. 6. Variations in BET and micropore surface areas in relation to activation method and 
temperature 

The highest BET and micropore surface area were achieved at a carbonization temperature 
of 650°C through the production of activated carbons by chemical activation. Activated 
carbons PH650, CH650 and CHPH650 were found to have BET values of 53 m²/g, 830 m²/g 
and 707 m²/g, respectively. The micropore surface areas of activated carbons PH650, CH650 
and CHPH650 were established to be 0 m²/g, 765 m²/g and 650 m²/g, respectively. The BET 
surface area for PH650 obtained was found to be low and no pores were observed in the 
microstructure. It can be stated that physical activation is not effective at this carbonization 
temperature but chemical activation is suitable. The micropore percentage of activated 
carbons produced through chemical and sequential activation is 92%. 
It was found that activated carbons obtained at 750 ºC have a comparatively higher surface 
area than those produced at 650 ºC. The BET values of activated carbons PH750, CH750 and 
CHPH750 were determined to be 447 m²/g, 1084 m²/g and 1733 m²/g, respectively. The 
same activated carbons were found to have micropore surface areas of 356 m²/g, 1008 m²/g 
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and 1254 m²/g, respectively. The percentage of the micropore surface area for PH750, 
CH750 and CHPH750 were established to be 79%, 93% and 72%, respectively. It is clear 
|that the chemical and sequential methods at the same carbonization temperature are 
suitable for producing activated carbons with a high BET and microporosity. However, it 
was found that sequential activation is more effective at obtaining a higher BET surface area 
as compared to chemical activation, which is capable of producing structures with 
micropores. 
As for activated carbons produced at a carbonization temperature of 850 ºC, their surface 
areas were found to be higher than those produced at the other two temperatures. Activated 
carbons produced at this temperature by physical activation, chemical activation and 
sequential activation were found to have BET values of 849 m²/g, 1387 m²/g and 1713 m²/g, 
respectively. The micropore surface areas of carbons produced by the same methods were 
established to be 721 m²/g, 1261 m²/g and 1094 m²/g, respectively. The percentage of 
micropore surface area of activated carbons produced by means of physical, chemical and 
sequential activation were determined to be 85%, 91% and 64%, respectively. The BET 
surface areas were observed to display an upward trend in the order of physical, chemical 
and sequential activation. In contrast, sequential activation yields a lower micropore surface 
area. This decrease is attributable to the fact that micropores decompose to become larger. 
A comparison of each carbonization temperature reveals that activated carbons produced by 
chemical activation have higher BET values. BET values of activated carbons obtained 
through sequential activation are higher compared to those of activated carbons produced 
by means of both physical and chemical activation. 
Figure 7 illustrates how total pore and micropore volumes vary depending on the 
carbonization temperature and activation method employed. 
The highest total pore volume (0,4001 cm³/g) was achieved through chemical activation 
employed in experiments carried out at a carbonization temperature of 650 ºC. At the same 
carbonization temperature, physical activation and sequential activation yielded total pore 
volumes of 0,1014 cm³/g and 0,3273 cm³/g, respectively. Micropore volume displays 
variation similar to that observed in total pore volume. It was determined that physical 
activation does not lead to the formation of micropores. Total pore volume obtained 
through chemical activation and sequential activation were calculated to be 77% and 79%, 
respectively. Sequential activation at the same carbonization temperature results in 
micropore volume increasing. 
At 750 ºC total pore volume was observed to increase during physical, chemical and 
sequential activation. For these activation methods, total pore volumes were found to be 
0,2441 cm³/g, 0,4820 cm³/g and 0,9529 cm³/g, respectively. For the same activation 
methods, the micropore volume percentages have values of 59%, 84% and 55%, respectively. 
At this temperature, micropore volume obtained by means of chemical activation was 
determined to be higher compared to that achieved by means of the other methods. 
Total pore volume achieved at 850 ºC was established to be higher than that obtained at the 
other carbonization temperatures. Physical, chemical and sequential activation at this 
temperature yielded total pore volumes of 0,4285 cm³/g, 0,6294 cm³/g and 0,9557 cm³/g, 
respectively. The micropore volume percentages were calculated to be, in the same order of 
activation methods employed, 68%, 80% and 49%, respectively. Chemical activation 
produced a higher micropore volume, whereas micropore volume obtained through 
sequential activation proved to be comparatively lower. 



 
Progress in Biomass and Bioenergy Production 

 

262 

The densest micropore structure was achieved in activated carbons produced through 
chemical activation at carbonization temperatures of 750ºC and 850ºC. During chemical 
activation at three cabonization temperatures, KOH reacts with carbon to form an alkali 
metal carbonate. This, in turn, decomposes at high temperatures, and the resultant carbon 
dioxide leads to new pores being formed and the micropores becoming larger (Alcanz-
Monge & Illan-Gomez, 2008; Nabais et al., 2008; Tseng et al., 2008). As the sequential 
activation method involved using both KOH and CO2, the micropores and new pores 
become larger. With the physical activation method, carbon dioxide proved to be ineffective 
at forming new pores. 
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Fig. 7. Variations of total pore and micropore volumes in relation to carbonization 
temperature and activation method 

3.3.3 Pore size distribution 
Figure 8 gives variations of pore size distribution calculated based on the DFT method 
depending on carbonization temperature and the activation method employed.   
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Fig. 8. Variations in pore size distribution in relation to carbonization temperature and 
activation method 
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The densest micropore structure was achieved in activated carbons produced through 
chemical activation at carbonization temperatures of 750ºC and 850ºC. During chemical 
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temperature and activation method 

3.3.3 Pore size distribution 
Figure 8 gives variations of pore size distribution calculated based on the DFT method 
depending on carbonization temperature and the activation method employed.   
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The pore size of activated carbons produced by physical activation at a carbonization 
temperature of 650 ºC is in the range of 4-55 Aº.  Moreover, this activated carbon has a very low 
BET surface area (53 m²/g) and its micropore surface area could not be determined. The pore 
size distribution of activated carbons produced through chemical and sequential activation 
methods is observed to be in the ranges of 2-20 Aº and 20-35 Aº, respectively. This indicates that 
activated carbons have, along with mesopores, a more dense micropore contents. 
A carbonization temperature of 750ºC is observed to lead to both micro- and mesopores 
forming. Physical activation yielded a pore size distribution in the ranges of 4-20 Aº and  
20-30 Aº, chemical activation a pore size distribution in the ranges 4-21 Aº and 21-34 Aº, and 
sequential activation led to a pore size distribution within the ranges of 4-20 Aº and  
20-51 Aº. Chemical activation made it possible for micropores to become more dense at this 
temperature. As for sequential activation, it was observed to bring about an increase in 
mesopore density. 
It was observed that micropores decrease and mesopores increase even more at a 
carbonization temperature of 850 ºC. At this temperature, the decomposition of the structure 
displays an upward trend. Physical activation produced pore size distribution in the ranges 
of 4-9 Aº and 9-19 Aº, chemical activation led to a pore size distribution ranging from 4 to  
9 Aº and from 9 to 19 Aº, and the pore size distribution achieved through sequential 
activation was within the ranges of 4-9 Aº, 9-12 Aº and 9-19 Aº. At this temperature, new 
micropores are formed and the existing and new micropores decompose to form mesopores. 
The densest micropore structure was achieved in activated carbons produced through 
chemical activation at carbonization temperatures of 750 ºC and 850 ºC. 

3.3.4 FTIR spectra 
Figure 9 gives FTIR spectra of activated carbons obtained at three different carbonization 
temperatures using three different activation methods. 
The band observed at 3600-3200 cm¯¹ is not present in chars but visible in the spectra of 
activated carbons produced using the three activation methods. This is because chemical 
activation and physical activation applied caused oxygen compounds to enter the structure. 
The aliphatic groups in the structure of activated carbons are observed at 3000-2800 cm¯¹ . 
Aromatic structures associated with the band observed 1600-1500 cm¯¹ is not visible in the 
spectra of activated carbons produced by sequential activation. 
 

 
Fig. 9. FITR spectra of activated carbons 
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Fig. 9. Continued 
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The pore size of activated carbons produced by physical activation at a carbonization 
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temperatures using three different activation methods. 
The band observed at 3600-3200 cm¯¹ is not present in chars but visible in the spectra of 
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Alkene groups at 1450-1300 cm¯¹ are observed as a multiple peak in activated carbons 
produced using the sequential activation method. 
The bands (1240-1000 cm¯¹) indicative of phenolic and alcoholic structures also occur in 
activated carbons. 
It is evident from the FTIR spectra that functional groups present in oleaster stones 
decreased, disapeared or became smaller in their chars. Functional groups occurring in the 
structure of activated carbons produced by physical, chemical and sequential activation at 
650ºC, 750ºC and 850ºC exhibited variations as opposed to functional groups in chars. It is 
evident from the FTIR spectra that the structure of activated carbons was found to contain 
aromatic, aliphatic and oxygen-containing functional groups. 

3.3.5 SEM micrographs  
Figure 10 depicts SEM micrographs of activated carbons obtained at three different 
carbonization temperatures by means of three activation methods. 
It can be concluded from SEM micrographs taken during experiments performed at a 
carbonization temperature of 650ºC that the fibers disintegrated and no porous structure 
was formed. This proves that the value of surface area is low. It is observed that chemical 
and sequential activation lead to the formation of pores but, do not provide a homogenous 
distribution. 
Physical activation at a carbonization temperature of 750ºC was observed to lead to the 
formation of pores. The chemical and activation methods not only maintained the fibrous 
structure, but made it possible for pore distribution to be homogenous as well. 
Physical activation at a carbonization temperature of 850ºC made the porous structure of the 
activated carbon produced even clearer. In contrast, the chemical and sequential activation 
methods resulted in the pores decomposing. 
 

     
 

     
Fig. 10. SEM micrographs of activated carbons (150X and 750X) 
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3.3.6 Iodine number 
The iodine number is a technique employed by producers, sellers, researchers etc. in order 
to determine the adsorption capacity of activated carbons. The iodine number is the amount 
of iodine adsorbed by 1g of carbon at the mg level. The iodine value is a measure of porosity 
for activated carbons. However, no relationship can be established between the iodine 
number and surface area (ASTM D4607, 2006; Qui&Guo, 2010). The iodine number displays 
variation depending on the raw material, production conditions and the distribution of the 
pore volume (ASTM D4607, 2006). 
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Fig. 11. Variations in the iodine number in relation to the activation method employed and 
carbonization temperature 

Variations in the iodine numbers of activated carbons are given in Table 11. The iodine 
number is affected by both carbonization temperature and the activation method applied.  

4. Conclusion 
In this study, I sought to produce activated carbons by physical, chemical and sequential 
(chemical+physical) activation at carbonizaton temperatures of 650 °C, 750 ºC and 850 ºC. 
It has been established that the porous structure parameters of the activated carbons 
produced are affected by both carbonization temperature and the activation method 
employed. The chemical and sequential activation methods led to the formation of activated 
carbons with a relatively higher BET and micropore surface starting from a carbonization 
temperature of 750 ºC in particular. 
Activated carbon produced by means of the sequential activation method at a cabonization 
temperature of 750 ºC yielded the highest BET surface area of 1733 m²/g. The highest 
micropore surface area was achieved through chemical activation at a carbonization 
temperature of 850 ºC. By contrast, the highest percentage of micropore surface area with 
93% was obtained by means of chemical activation at a carbonization temperature of 750 ºC. 
The iodine number was also affected by both carbonization temperature and the activation 
methods employed. Activated carbon obtained at a carbonization temperature of 850 ºC 
using the sequential activation method yielded the highest iodine number. 
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Also, the FTIR spectra and SEM micrographs taken confirm that, due to their structural 
characterization, oleaster stones are a suitable material for activated carbon production, and 
accordingly, use as  adsorbents. 
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1. Introduction 
Global warming has become one of the most serious environment problems. The main cause 
of this is because of the increasing of CO2 level in the atmosphere. In recent years, many 
attempts have been done to reduce the quantity of CO2 in the atmosphere. Studies on 
photosynthesis, CO2 fixation and utilization of micro algae biomass has been carried out. 
Similar to another Chlorella strain, Chlorella vulgaris Buitenzorg is known widely of its high 
valued potential substances such as chlorophyll, CGF, carotene, and protein,   and it can be 
used as potential biomass albeit the function of CO2 fixation  and also possible content long 
chain un–saturated fatty acid potencies biodiesel as a renewable fuel stock. These 
characteristics suggest that Chlorella is potential for removal and utilization of CO2 to 
minimize the accumulation carbon dioxide emitted from industrial plant as a solution to 
GHG problem.  
For its growth,  CO2 that was also enriched by a little content of unburned hydro carbon 
(PAH), NOx, SOx, CO in flue gas (Wijanarko & Dianursanti, 2009; Dianursanti et al, 2010), 
Chlorella needs light energy that was converted to chemical energy in the form of ATP to be 
used in photosynthesis, metabolism, growth and cell division. It also need  substrates such 
bi-phosphoric salt as phosphor source that was functioned in phosphoric linkage of RNA 
and DNA structure; urea, nitrate salt or mono ethanol amine as nitrogen source that is an 
important factor for protein synthesis and cellular growth (Ohtaguchi & Wijanarko, 2002). 
Based on previous work using Chlorella, this work uses a large flat surface photo bioreactors 
as a part of scale up design for large scale biomass production by using NOx enriched flue 
gas utilization as carbon source and also using ammonia or urea as substitution nitrate salt 
content in its substrate medium as simulated waste contaminated water. 

2. Materials & methods 
Chlorella vulgaris Buitenzorg is taken from Depok Fresh Water Fishery Research Center that 
was grown in Benneck medium. This strain grows in 18.0 dm3 of culture medium in bubble 
column photo bioreactor that have sizing of (38.5 cm x 10 cm x 60 cm). Experimental 
apparatus used in the experiment is shown on Figure 1.  
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1. Introduction 
Global warming has become one of the most serious environment problems. The main cause 
of this is because of the increasing of CO2 level in the atmosphere. In recent years, many 
attempts have been done to reduce the quantity of CO2 in the atmosphere. Studies on 
photosynthesis, CO2 fixation and utilization of micro algae biomass has been carried out. 
Similar to another Chlorella strain, Chlorella vulgaris Buitenzorg is known widely of its high 
valued potential substances such as chlorophyll, CGF, carotene, and protein,   and it can be 
used as potential biomass albeit the function of CO2 fixation  and also possible content long 
chain un–saturated fatty acid potencies biodiesel as a renewable fuel stock. These 
characteristics suggest that Chlorella is potential for removal and utilization of CO2 to 
minimize the accumulation carbon dioxide emitted from industrial plant as a solution to 
GHG problem.  
For its growth,  CO2 that was also enriched by a little content of unburned hydro carbon 
(PAH), NOx, SOx, CO in flue gas (Wijanarko & Dianursanti, 2009; Dianursanti et al, 2010), 
Chlorella needs light energy that was converted to chemical energy in the form of ATP to be 
used in photosynthesis, metabolism, growth and cell division. It also need  substrates such 
bi-phosphoric salt as phosphor source that was functioned in phosphoric linkage of RNA 
and DNA structure; urea, nitrate salt or mono ethanol amine as nitrogen source that is an 
important factor for protein synthesis and cellular growth (Ohtaguchi & Wijanarko, 2002). 
Based on previous work using Chlorella, this work uses a large flat surface photo bioreactors 
as a part of scale up design for large scale biomass production by using NOx enriched flue 
gas utilization as carbon source and also using ammonia or urea as substitution nitrate salt 
content in its substrate medium as simulated waste contaminated water. 

2. Materials & methods 
Chlorella vulgaris Buitenzorg is taken from Depok Fresh Water Fishery Research Center that 
was grown in Benneck medium. This strain grows in 18.0 dm3 of culture medium in bubble 
column photo bioreactor that have sizing of (38.5 cm x 10 cm x 60 cm). Experimental 
apparatus used in the experiment is shown on Figure 1.  
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Fig. 1. Experimental apparatus 

Conditions were defined as following. Temperature (T) was set at 29.0 oC (302 K), Pressure 
(P) was set at ambient pressure (1 atm.; 101 kPa), Light intensity (I) was set at 3.0 Klx, 
superficial gas velocity (UG) was set at 15.7 m/h and CO2 concentration (yCO2i) in blown 
bubble air was set around 5.0%. Before cultivation, this strain was grown with pre-culture 
condition that was set by blowing bubble fresh air with UG 1.0 vvm with similar operation 
condition. These photo bioreactors are illuminated by 4 (four) lamps [Philips Halogen lamp 
20W/12V/50Hz].  
Culture biomass content (OD600 method) was measured at 600 nm using UV-Vis  
Spectrophotometer (Labo-Med Inc.); Ammonia was measured at 425 nm using 
Spectrofotometer and calculated by Nessler method; Lipid content is analysis by Bligh-Dyer 
Method [Manirakizal et al, 2001); extracted fatty acid content is analyzed using GCMS; 
protein was measured by Lowry method; elemental analysis is done by XRD and CHNS 
analyzer; CO2 inlet and outlet is measured using TCD Gas Chromatography; Chlorophyl a 
and carotene contents are assayed and calculated by pigment assay procedure (Richmond, 
2004; Wijanarko et al, 2006a. 2006b). 

3. Results & discussion 
For industrial application purposes, utilization of waste water that was analyzed rich of 
nitrogen source such as urea CO (NH2)2, ammonia NH3 or other excess nitrogen substance 
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make biomass production more economically and important cause of a prediction of it’s 
biomass contain more un-saturated fatty acid.  
Figure 2 tend a determination of proper diluted nitrogen nutrients for Chlorella growth  that 
it varied into control experiment that existed at the Benneck Medium (500 mg/L NaNO3), 
deficiency diluted nitrogen (250 mg/L NaNO3), excess diluted nitrogen (750 mg/L NaNO3), 
and different diluted nitrogen sources (500 mg/L CO (NH2)2). At excess diluted nitrogen 
source that was shown at medium content 750 mg/L NaNO3 and 500 mg/L CO (NH2)2, 
Chlorella’s growth result tend lower although growth result in medium content urea more 
higher than result on excess nitrate salt. 
Based on our previous result that was known CH3.3N0.203O0.322P0.041 as biomass compound 
and was constructed from elemental analysis result of dry biomass of Chlorell vulgaris 
Buitenzorg, in presence of nitrate salt in cultivation media, whole chemical reaction of 
biomass cultivation (Dianursanti et al, 2010) could be shown as below: 

CH3.3N0.203O0.322P0.041 + 1.11 H2O + HCO3-+ 0.041 H2PO4- + 0.203 NO3-   

 2CH3.3N0.203O0.322P0.041 + 2.03 O2 (1) 

Meanwhile, in case of presence of different diluted nitrogen sources such as CO(NH2)2),  
whole chemical reaction of biomass cultivation could be changed as below: 

CH3.3N0.203O0.322P0.041 + 0.984 H2O + 0.898 HCO3-+ 0.041 H2PO4- + 0.102 CO (NH2)2      

 2CH3.3N0.203O0.322P0.041 + 1.81 O2  (2) 

 

 
Fig. 2. Effect of composition nitrogen source on Chlorella’s growth at beginning 72 hours 
cultivation 
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It could be understood, presence of 500 mg/L CO (NH2)2 that was equivalent to  two times 
concentration compare to diluted nitrate salt in cultivation media making nitrogen source 
concentration excess around 40%  and then it change to form ammonium ion that was easily 
and freely to metabolize for making essential amino acid, protein and chlorophyll, cause of 
intracellular conversion of urea could be change to ammonium ion easily using urease (urea 
amidohydrolase) or urea amidolyase that was reacted together with ATP. Both of enzymes 
was commonly present in unicellular algae (Leftley & Syrett, 1973).   
urea amidohydrolase  pathway 

 CO(NH2)2 + H2O  CO2 + 2NH3  (3) 

urea amidolyase pathway 

 CO(NH2)2 + ATP + 3HCO−  2Mg K+ +
←⎯⎯⎯→  allophanate + ADP + Pi   (4) 

 allophanate  2NH3 + 2CO2 (5) 

In case of nitrate assimilate reaction, intercellular conversion of nitrate ion was performed 
via nitrate reduction pathway need NADH that was also needed for intracellular lipid, 
protein and chlorophyll formation and it directly influence to cellular growth.  
Nitrate Reduction pathway 

 3 2 2

NR

NO NADH H NO NAD H O− + − ++ + → + +  (6) 

 2 2 4 2 23 2   1.5 2NO H O H hv NH O H O− + ++ + + → + +  (7) 

Meanwhile, excess of intracellular ammonium ion or ammonia could be inhibited formation 
ATP in chloroplast [9] and it could be understood that optimum condition for Chlorella’s 
growth was around 500 mg/L NaNO3 that existed at the Benneck Medium. This 
phenomenon could be impressed that Chlorella’s growth was followed subtrate activation 
and inhibition model (Sallisbury & Ross, 1992).  
Determination of proper diluted nitrogen nutrients for Chlorella growth shown that diluted 
nitrogen concentration in the Benneck medium (control) there is the most optimal nutrition 
to produce lipids up to 0.42 g / g biomass for biodiesel utilizing purpose [Figure 3].   
Cause of intracellular conversion of urea could be change to ammonium ion more easily 
using both of intracellular  algal’s urease (urea amidohydrolase) or urea amidolyase, it could 
be understood why algal’s lipid content of alga that was cultivated in diluted urea tend 
more high  [0.3 g/g biomass] at beginning and hereafter shown relatively constant. Urea 
metabolism was not consumed NADH which was also necessary for intracellular lipid 
formation.  In the meantime, composition of diluted nitrate ion as nitrogen source,  at excess 
diluted nitrogen source that was shown at medium content 750 mg/L NaNO3, algal’s 
cellular produce lipid up to 0.40 g/g biomass but similar to experimental result that was 
held by Yanqun, as consequence of substrate activation and inhibition growth model, this 
lipid formation could be happen only at stationer phase of cellular growth (Bailey & Ollis, 
1986).  
Although cellular growth was decrease around 30%, presence of urea as nitrogen source, 
diluted urea in cultivation media is the most appropriate nutrients to produce protein until 
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it reaches 0.54 g / g biomass [Figure 4]. This protein content is attractable for food 
supplement development purpose and it was around one and half times increasing compare 
to result on control experiment. The evidence of intracellular protein formation was closed 
similar to the reason of lipid formation. Urea metabolism was not consumed NADH which 
was also necessary for intracellular protein formation and produced ammonium was easily 
to metabolize for making essential amino acid and also protein (Leftley & Syrett, 1973; 
Sallisbury & Ross, 1992)  
 

 

 
Fig. 3. Effect of composition nitrogen source on Chlorella’s lipid content at beginning 72 
hours cultivation 

Whereas, in excess diluted nitrogen (750 mg/L NaNO3), cell growth produced relatively 
high protein content on its intracellular around 0.24 g / g biomass at the beginning and 
increasing to 0.43 g / g biomass at 72 h cultivation and it was closed to result in media 
contain urea as nitrogen source [Figure 5]. Cause of growth relatively lower than both of 
control experiment that existed at the Benneck Medium (500 mg/L NaNO3) and deficiency 
diluted nitrogen (250 mg/L NaNO3), increasing of ammonium as conversion produced of 
excess nitrate via nitrate reduction pathway, together with carbon metabolite product 
spontaneously could be metabolize for making essential amino acid and then also protein 
(Sallisbury & Ross, 1992). 
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Fig. 4. Effect of composition nitrogen source on Chlorella’s protein content at beginning 72 
hours cultivation 

Furthermore, medium that excess diluted nitrogen is the most appropriate nutrients to 
produce chlorophyll and it reach 4.9 g/100g biomass at beginning 48 hours [Figure 6]. 
Similar to explanation in above, increasing of ammonium as conversion product from media 
contain excess nitrate via nitrate reduction pathway, beside making essential amino acid 
and then also protein, together with carbon metabolite product spontaneously could be 
metabolize for intracellular chlorophyll (Sallisbury & Ross, 1992). Meanwhile, presence of 
urea as nitrogen source, as consequence of its high cellular protein producing, algal’s 
growth produce  small amount of cellular chlorophyll.  
Henceforth, presence of urea as nitrogen source, drastically change intracellular fatty acid 
content [Table 1]. It is shown that presence of urea as substitution species of nitrate salt in 
Benneck medium, was converted fatty acid C16 species (around 30.4 % C16 in Benneck) to 
be fatty acid C18 species significantly (around 77.0 % C18 in presence of urea) that was 
guessed by presence of additional carbonyl group in urea structure that was already 
absorbed into cytoplasm and carry out in cellular metabolizing and converting 
significantly 16:0 fatty acid to be 18:0 fatty acid and also other species un-significantly 
18:1, 18:2 fatty acids. 
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Fig. 5. Effect of composition nitrogen source on Chlorella’s chlorophyll content at beginning 
72 hours cultivation 

 

Fatty Acid 

% Content 
Appropriate 

diluted Nitrate 
Salt (Benneck) 

Diluted Urea 
Media 

08 : 0 0.48 0.65 
12 : 0 5.50 4.93 
14 : 0 3.15 8.60 
16 : 0 30.04 0.55 
16 : 1 0.33 1.63 
18 : 0 9.53 18.04 
18 : 1 34.23 40.91 
18 : 2 16.74 18.04 
20 : 0 0.0 0.60 

Table 1. Chlorella’s fatty acid content that was cultivated in media contain urea or nitrate salt 
as nitrogen source. 
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Determination of proper ammonia nutrients from diluted domestic waste water by 1 : 15 for 
Chlorella growth and compare to appropriate nitrate ion concentration in the Benneck 
medium (control, 500 mg/L NaNO3) was shown in Figure 6. This diluted domestic waste 
water contain 4.7 mg/L NH3, 330.8 Chemical Oxygen Demand, 78.8 mg/L phosphate salt 
and pH 8.67. This comparison was done for elaborate effect of substitution nitrate salt in 
cultivation media with more cheaply and acceptable consumed chemical substance which 
was contained in waste water such as ammonia to maximize producing of cellular lipids for 
biodiesel development purpose. 
 

 
Fig. 6. Effect of replacement diluted domestic waste water 1 : 15 which contained NH3 as 
nitrogen source on Chlorella’s growth at beginning 56 hours cultivation 

At diluted domestic waste water that was measured 4.7 mg/L NH3 as nitrogen source 
shown that chlorella’s growth result tend near 60% higher than cultivated biomass 
production in commonly growth media contained appropriate nitrate salt content.  It could 
be understood, in diluted waste water, contained ammonium ion could be directly 
metabolized for making essential amino acid, protein and chlorophyll that directly related to 
microbial growth. Composition of free ammonia and ammonium ion in diluted waste water 
was found 1.05 and 3.65 g/L, as a notification, presence free ammonia could be inhibited 
cellular growth. Although free ammonia in cultivation media was inhibited algal’s growth 
but in this waste water, presence only 1.05 g/L free ammonia and it was lower than 
Chlorella’s tolerance limit that was found around 6 g/L free ammonia(Strauss et al, 2010).  
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Compare to intercellular growth in nitrate salt contained media that must be converted to 
ammonium species at beginning step, presence of ammonium ion in this waste water make 
it more quickly utilized and of course increasing its biomass production significantly. This 
phenomenon was similar to previous result on cellular growth of Chlorella pyrenesoide which 
was already done (Ogbonna & Tanaka, 1996). During 48 hours hours cultivation in waste 
water, ammonia could be decreased to 1.6 mg/L and it is around 66% ammonia nitrogen 
removal. Furthermore, intracellular lipid formation in algal’s growth in waste water, was 
un-significantly higher than in appropriate nitrate content in Benneck media. Table 2 shown 
that change nitrate salt to ammonia as nitrogen source could be increased around  15%  in 
algal’s lipid formation. Beside it, chlorophyll formation was also increasing significantly, it 
was around 55% increasing. 
 

Media Lipid Content (% 
weight)

Chlorophyill content 
(mg/L) 

Diluted waste water 57.1 12.1 
Benneck 48.7 7.8 

Table 2. Chlorella’s fatty acid content that was cultivated in diluted waste water and Benneck 
media  

Finally, as a conclusion remarks, compare to result on utilization urea as nitrogen source, 
substitution nitrate salt in cultivation media with ammonia that was more cheaply cause it 
presence in domestic waste water, is more significantly for maximizing producing of 
cellular lipids for biodiesel development purpose. 

4. Conclusion  
For biodiesel utilizing purpose, diluted nitrogen concentration in the Benneck medium 
(control) is the most optimal nutrition to produce lipids up to 0.42 g / g biomass. In another 
case, although cellular growth was decreased around 30%, presence of urea as substituted 
nitrogen source is the most appropriate nutrients to produce protein up to 0.54 g / g 
biomass that is necessary for food supplement purpose. Beside that, for producing 
chlorophyll, medium that excess diluted nitrogen is the most appropriate nutrients to reach 
up to 49 o/oo weight.  Furthermore, presence of urea, drastically change intracellular fatty 
acid content and it is shown that presence of urea as substitution species of nitrate salt in 
Benneck medium, was converted fatty acid C16 species (around 30.4 % C16 in Benneck) to be 
fatty acid C18 species significantly (around 77.0 % C18 in presence of urea) that was guessed 
by presence of additional carbonyl group in urea structure that was already absorbed into 
cytoplasm and carry out in cellular metabolizing. Finally, compared to result on utilization 
urea as nitrogen source, substitution nitrate salt in cultivation media with ammonia which 
was used to minimizing operation cost  cause it more cheaply and commonly presence in 
domestic waste water. Utilization of ammonia for maximizing producing of biomass and 
cellular lipids is more interesting  for biodiesel development purpose. It makes around  
55 – 60 % increasing in both Chlorella’s growth and cellular lipid formation.  
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it more quickly utilized and of course increasing its biomass production significantly. This 
phenomenon was similar to previous result on cellular growth of Chlorella pyrenesoide which 
was already done (Ogbonna & Tanaka, 1996). During 48 hours hours cultivation in waste 
water, ammonia could be decreased to 1.6 mg/L and it is around 66% ammonia nitrogen 
removal. Furthermore, intracellular lipid formation in algal’s growth in waste water, was 
un-significantly higher than in appropriate nitrate content in Benneck media. Table 2 shown 
that change nitrate salt to ammonia as nitrogen source could be increased around  15%  in 
algal’s lipid formation. Beside it, chlorophyll formation was also increasing significantly, it 
was around 55% increasing. 
 

Media Lipid Content (% 
weight)

Chlorophyill content 
(mg/L) 

Diluted waste water 57.1 12.1 
Benneck 48.7 7.8 

Table 2. Chlorella’s fatty acid content that was cultivated in diluted waste water and Benneck 
media  

Finally, as a conclusion remarks, compare to result on utilization urea as nitrogen source, 
substitution nitrate salt in cultivation media with ammonia that was more cheaply cause it 
presence in domestic waste water, is more significantly for maximizing producing of 
cellular lipids for biodiesel development purpose. 

4. Conclusion  
For biodiesel utilizing purpose, diluted nitrogen concentration in the Benneck medium 
(control) is the most optimal nutrition to produce lipids up to 0.42 g / g biomass. In another 
case, although cellular growth was decreased around 30%, presence of urea as substituted 
nitrogen source is the most appropriate nutrients to produce protein up to 0.54 g / g 
biomass that is necessary for food supplement purpose. Beside that, for producing 
chlorophyll, medium that excess diluted nitrogen is the most appropriate nutrients to reach 
up to 49 o/oo weight.  Furthermore, presence of urea, drastically change intracellular fatty 
acid content and it is shown that presence of urea as substitution species of nitrate salt in 
Benneck medium, was converted fatty acid C16 species (around 30.4 % C16 in Benneck) to be 
fatty acid C18 species significantly (around 77.0 % C18 in presence of urea) that was guessed 
by presence of additional carbonyl group in urea structure that was already absorbed into 
cytoplasm and carry out in cellular metabolizing. Finally, compared to result on utilization 
urea as nitrogen source, substitution nitrate salt in cultivation media with ammonia which 
was used to minimizing operation cost  cause it more cheaply and commonly presence in 
domestic waste water. Utilization of ammonia for maximizing producing of biomass and 
cellular lipids is more interesting  for biodiesel development purpose. It makes around  
55 – 60 % increasing in both Chlorella’s growth and cellular lipid formation.  
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1. Introduction 

Huge amounts of biomass wastes, such as animal waste and sewage sludge, are produced 
continuously in farms and disposal plants. The most common method for treating these 
wastes is to use landfill and/or incineration methods that consume large amounts of energy 
and cause environmental problems such as air and soil pollution. Because biomass wastes 
contain nitrogen compounds and various hydrocarbons, a new alternative process to 
convert the wastes into useful chemicals is desirable. 
Ammonia, one such chemical, has been used as a fertilizer, and increasing interest has 
focused on it as a hydrogen carrier. Ammonia is a liquid around 0.8 MPa at room 
temperature and offers significant hydrogen storage capacity (17.7 wt% hydrogen in 
ammonia). Hydrogen has been produced by the decomposition of ammonia with catalysts, 
such as ruthenium and nickel (Ganley et al., 2004; Liu et al., 2008; Wang et al., 2004; Yin et 
al., 2004, 2006; Zhen et al., 2008). Hence, the recovery of ammonia from biomass wastes is 
demanded. After the treatment for ammonia recovery, the remaining liquid wastes 
containing lower ammonia concentrations could be used as liquid fertilizer, whereas the 
high concentration of ammonia in raw biomass wastes causes eutrophication of the soil. 
Biomass wastes also contain various hydrocarbons, and several methods exist, such as 
thermal cracking and fermentation, to convert these wastes into useful chemicals. Methane 
and hydrogen have been produced by the gasification of biomass wastes above 1000 K with 
the addition of steam or air (Gross et al., 2008; Nipattummakul et al., 2010). Supercritical 
water gasification is a method conducted under high pressure to produce hydrogen (Guo et 
al., 2010a). Fuel oil has been produced by the treatment of biomass wastes at relatively low 
temperatures of between 673 and 823 K (Shen et al., 2005). Anaerobic fermentation has 
produced methane (Guo et al., 2010b). The treatment of biomass wastes under moderate 
conditions is desirable because of the high moisture content of the wastes. Biomass wastes 
contain various oxygen-containing hydrocarbons, and thus the conversion of these 
hydrocarbons into useful chemicals, such as ketones, appears to be a promising approach. 
Acetone is used as a raw material for plastics, such as poly(methyl methacrylate) (PMMA) 
and polycarbonate (PC). 
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1. Introduction 

Huge amounts of biomass wastes, such as animal waste and sewage sludge, are produced 
continuously in farms and disposal plants. The most common method for treating these 
wastes is to use landfill and/or incineration methods that consume large amounts of energy 
and cause environmental problems such as air and soil pollution. Because biomass wastes 
contain nitrogen compounds and various hydrocarbons, a new alternative process to 
convert the wastes into useful chemicals is desirable. 
Ammonia, one such chemical, has been used as a fertilizer, and increasing interest has 
focused on it as a hydrogen carrier. Ammonia is a liquid around 0.8 MPa at room 
temperature and offers significant hydrogen storage capacity (17.7 wt% hydrogen in 
ammonia). Hydrogen has been produced by the decomposition of ammonia with catalysts, 
such as ruthenium and nickel (Ganley et al., 2004; Liu et al., 2008; Wang et al., 2004; Yin et 
al., 2004, 2006; Zhen et al., 2008). Hence, the recovery of ammonia from biomass wastes is 
demanded. After the treatment for ammonia recovery, the remaining liquid wastes 
containing lower ammonia concentrations could be used as liquid fertilizer, whereas the 
high concentration of ammonia in raw biomass wastes causes eutrophication of the soil. 
Biomass wastes also contain various hydrocarbons, and several methods exist, such as 
thermal cracking and fermentation, to convert these wastes into useful chemicals. Methane 
and hydrogen have been produced by the gasification of biomass wastes above 1000 K with 
the addition of steam or air (Gross et al., 2008; Nipattummakul et al., 2010). Supercritical 
water gasification is a method conducted under high pressure to produce hydrogen (Guo et 
al., 2010a). Fuel oil has been produced by the treatment of biomass wastes at relatively low 
temperatures of between 673 and 823 K (Shen et al., 2005). Anaerobic fermentation has 
produced methane (Guo et al., 2010b). The treatment of biomass wastes under moderate 
conditions is desirable because of the high moisture content of the wastes. Biomass wastes 
contain various oxygen-containing hydrocarbons, and thus the conversion of these 
hydrocarbons into useful chemicals, such as ketones, appears to be a promising approach. 
Acetone is used as a raw material for plastics, such as poly(methyl methacrylate) (PMMA) 
and polycarbonate (PC). 
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This chapter describes a new method, shown in Fig. 1, to recover useful chemicals, such as 
ammonia and ketones, from biomass wastes. Ammonia is recovered by the adsorption of 
nitrogen compounds in the waste, and oxygen-containing hydrocarbons in the waste are 
catalytically cracked to produce ketones. 
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Fig. 1. Recovery method of ammonia and ketones from biomass wastes. 

2. Recovery of ammonia 
A promising method of ammonia recovery from biomass wastes includes two processes: the 
recovery of gaseous ammonia, which is generated by aeration of the biomass wastes, and the 
recovery of aqueous ammonium ions. Adequate adsorbents are required in both processes.  
Some adsorbents, such as zeolite, sepiolite, and activated carbon, have been used to recover 
ammonia gas (Bernal and Lopez-Real, 1993; Park et al., 2005). The maximum amounts of 
ammonia adsorption on zeolite and sepiolite were approximately 0.8 mol-N/kg-zeolite and 
0.3 mol-N/kg-sepiolite (Bernal and Lopez-Real, 1993). Zeolite and sepiolite have also been 
used to recover ammonium ions in liquid phase (Balci, 2004; Bernal and Lopez-Real, 1993; 
Yusofa et al., 2010). The maximum adsorption of ammonium ions on zeolite Y was 
approximately 2.4 mol-N/kg-zeolite (Yusofa et al., 2010). 
The precipitation of magnesium ammonium phosphate (MgNH4PO4·6H2O, MAP) is a useful 
process for removing ammonium ions in liquid phase (Chimenos et al., 2003; Diwania et al., 
2007; Nelson et al., 2003; Stratful et al., 2001). MAP can be precipitated by adding magnesium 
and phosphate to ammonium solution at a pH above 7. Sugiyama et al. (2005, 2007) reported 
that an adsorbent derived from MAP was useful for the recovery of ammonium ions from 
aqueous solution. Ammonia was removed from MAP by thermal treatment above 353 K, 
yielding a solid, which is the adsorbent for the recovery of aqueous ammonium ions. 
The application of MAP-derived adsorbents to both the adsorption process of gaseous 
ammonia and aqueous ammonium ions could be a promising approach to recover ammonia 
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from biomass wastes. The recovery process of ammonia from biomass wastes in liquid or 
gas phase is depicted in Fig. 2. Thermal treating of MAP produces ammonia, water, and the 
adsorbent, which is Mg(NH3)1-XHPO4. The behaviors of adsorption of gaseous ammonia and 
aqueous ammonium ions and desorption of ammonia are discussed in this section. 
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Fig. 2. Ammonia recovery process from biomass wastes using MAP-derived adsorbents. 

2.1 Adsorbents derived from MAP 
Ammonia can be removed from MAP by heating. Sugiyama et al. (2005) reported that the 
weight of MAP decreased drastically in the temperature range of 350–400 K due to the 
elimination of ammonia and water when MAP was heated. The nitrogen content in MAP 
was reduced by heating, and ammonia was largely eliminated from MAP in the 
temperature range of 340–360 K (Fumoto et al., 2009). Table 1 shows the remaining nitrogen 
content in the solids treated at 378 K and 573 K for 24 h in a thermostatic oven. 
Approximately 70% and 90% of ammonia was eliminated from MAP by thermal treatment 
at 378 K and 573 K, respectively (Fumoto et al., 2009). The remaining nitrogen content and 
the amount of weight loss indicate that the adsorption capacity of ammonia onto the solids 
treated at 378 K and 573 K was 3.6 and 6.0 mol-N/kg-solid, respectively. 
 

Treatment temperature  
[K] 

Remaining nitrogen content 
[mol-N/mol-Mg] 

Surface area 
 [m2/g] 

378 0.30 204 
573 0.090 111 

Table 1. Remaining nitrogen content and BET surface area of solids obtained by thermal 
treatment of MAP (Fumoto et al., 2009). 



  
Progress in Biomass and Bioenergy Production 

 

284 

This chapter describes a new method, shown in Fig. 1, to recover useful chemicals, such as 
ammonia and ketones, from biomass wastes. Ammonia is recovered by the adsorption of 
nitrogen compounds in the waste, and oxygen-containing hydrocarbons in the waste are 
catalytically cracked to produce ketones. 
 

Catalytic cracking process

Oxygen-containing 
hydrocarbons

Plastics

Ketones

Hydrogen

Adsorption process

Nitrogen 
compounds

Ammonia

(Animal wastes, sewadge sludge, etc.)
Biomass wastes

Catalytic cracking process

Oxygen-containing 
hydrocarbons

Plastics

Ketones

Catalytic cracking process

Oxygen-containing 
hydrocarbons

Plastics

Ketones

Hydrogen

Adsorption process

Nitrogen 
compounds

Ammonia

Hydrogen

Adsorption process

Nitrogen 
compounds

Ammonia

(Animal wastes, sewadge sludge, etc.)
Biomass wastes

 
Fig. 1. Recovery method of ammonia and ketones from biomass wastes. 

2. Recovery of ammonia 
A promising method of ammonia recovery from biomass wastes includes two processes: the 
recovery of gaseous ammonia, which is generated by aeration of the biomass wastes, and the 
recovery of aqueous ammonium ions. Adequate adsorbents are required in both processes.  
Some adsorbents, such as zeolite, sepiolite, and activated carbon, have been used to recover 
ammonia gas (Bernal and Lopez-Real, 1993; Park et al., 2005). The maximum amounts of 
ammonia adsorption on zeolite and sepiolite were approximately 0.8 mol-N/kg-zeolite and 
0.3 mol-N/kg-sepiolite (Bernal and Lopez-Real, 1993). Zeolite and sepiolite have also been 
used to recover ammonium ions in liquid phase (Balci, 2004; Bernal and Lopez-Real, 1993; 
Yusofa et al., 2010). The maximum adsorption of ammonium ions on zeolite Y was 
approximately 2.4 mol-N/kg-zeolite (Yusofa et al., 2010). 
The precipitation of magnesium ammonium phosphate (MgNH4PO4·6H2O, MAP) is a useful 
process for removing ammonium ions in liquid phase (Chimenos et al., 2003; Diwania et al., 
2007; Nelson et al., 2003; Stratful et al., 2001). MAP can be precipitated by adding magnesium 
and phosphate to ammonium solution at a pH above 7. Sugiyama et al. (2005, 2007) reported 
that an adsorbent derived from MAP was useful for the recovery of ammonium ions from 
aqueous solution. Ammonia was removed from MAP by thermal treatment above 353 K, 
yielding a solid, which is the adsorbent for the recovery of aqueous ammonium ions. 
The application of MAP-derived adsorbents to both the adsorption process of gaseous 
ammonia and aqueous ammonium ions could be a promising approach to recover ammonia 

 
Recovery of Ammonia and Ketones from Biomass Wastes 

 

285 
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2.1 Adsorbents derived from MAP 
Ammonia can be removed from MAP by heating. Sugiyama et al. (2005) reported that the 
weight of MAP decreased drastically in the temperature range of 350–400 K due to the 
elimination of ammonia and water when MAP was heated. The nitrogen content in MAP 
was reduced by heating, and ammonia was largely eliminated from MAP in the 
temperature range of 340–360 K (Fumoto et al., 2009). Table 1 shows the remaining nitrogen 
content in the solids treated at 378 K and 573 K for 24 h in a thermostatic oven. 
Approximately 70% and 90% of ammonia was eliminated from MAP by thermal treatment 
at 378 K and 573 K, respectively (Fumoto et al., 2009). The remaining nitrogen content and 
the amount of weight loss indicate that the adsorption capacity of ammonia onto the solids 
treated at 378 K and 573 K was 3.6 and 6.0 mol-N/kg-solid, respectively. 
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Surface area 
 [m2/g] 

378 0.30 204 
573 0.090 111 

Table 1. Remaining nitrogen content and BET surface area of solids obtained by thermal 
treatment of MAP (Fumoto et al., 2009). 
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Figures 3 and 4 illustrate the nitrogen sorption isotherms and pore volume distributions of 
the solids obtained by treating MAP at 378 K and 573 K. The Brunauer-Emmett-Teller (BET) 
surface area of the solids was calculated and is given in Table 1. The sorption isotherms 
exhibited hysteresis, indicating that the solids have pores. The solid treated at 378 K had 
several nanopores, and the surface area of this solid was larger than that of the solid treated 
at 573 K (Fumoto et al., 2009). These results suggest that the solid treated at 378 K may be a 
suitable adsorbent for recovering gaseous ammonia and aqueous ammonium ions. 
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Fig. 3. Nitrogen sorption isotherms of solids obtained by treating MAP at 378 K and 573 K 
(Fumoto et al., 2009). 
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Fig. 4. Pore volume distribution of solids obtained by treating MAP at 378 K and 573 K 
(Fumoto et al., 2009). 
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2.2 Gas phase adsorption of ammonia on MAP-derived adsorbents 
The adsorption of gaseous ammonia on the adsorbent obtained by treating MAP at 378 K 
was investigated. The adsorbent, loaded in a stainless steel column, was controlled at 313–
353 K, and the experiment of ammonia adsorption was conducted by introducing a mixture 
of ammonia, hydrogen, and argon. The concentration of ammonia in the inlet gas, C0, was 
2.4 mol/m3. The outlet gas, including ammonia, hydrogen, and argon, was monitored with 
a quadrupole mass spectrometer (Q-MS). The mass numbers were chosen as 15, 2, and 40, to 
detect ammonia, hydrogen, and argon, respectively. Hydrogen was introduced to determine 
the travel time of the gas from the inlet to the Q-MS. In a preliminary experiment, hydrogen 
and argon were confirmed to not be adsorbed on the adsorbent. 
Figure 5 depicts the effect of temperature on the amount of adsorption of gaseous ammonia 
on the adsorbent obtained by treating MAP at 378 K. Breakthrough curves of ammonia 
adsorption were obtained from the measured ammonia concentration in the outlet gas, Ct. 
The amount of ammonia adsorption, q, was calculated according to Eq. (1). 

 ( )0
00

1 / dt
v Cq C C t

W
∞⋅

= − , (1) 

where v is the flow rate and W is the weight of the adsorbent. The lower the temperature is, 
the larger the amount of ammonia is adsorbed. The maximum adsorption amount was 2.56 
mol-N/kg-adsorbent (Fumoto et al., 2009), which is much larger than that on zeolite (0.8 
mol-N/kg-zeolite; Bernal and Lopez-Real, 1993). 
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Fig. 5. Effect of temperature on the amount of gaseous ammonia adsorbed on the adsorbent 
obtained by treating MAP at 378 K (Fumoto et al., 2009). 

Figure 6 presents an adsorption isotherm of gaseous ammonia at 313 K. The adsorbent was 
obtained by thermal treatment of MAP at 378 K. The amount of adsorption of ammonia was 
proportional to the ammonia concentration, indicating Henry-type adsorption (Fumoto et 
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Figures 3 and 4 illustrate the nitrogen sorption isotherms and pore volume distributions of 
the solids obtained by treating MAP at 378 K and 573 K. The Brunauer-Emmett-Teller (BET) 
surface area of the solids was calculated and is given in Table 1. The sorption isotherms 
exhibited hysteresis, indicating that the solids have pores. The solid treated at 378 K had 
several nanopores, and the surface area of this solid was larger than that of the solid treated 
at 573 K (Fumoto et al., 2009). These results suggest that the solid treated at 378 K may be a 
suitable adsorbent for recovering gaseous ammonia and aqueous ammonium ions. 
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Fig. 3. Nitrogen sorption isotherms of solids obtained by treating MAP at 378 K and 573 K 
(Fumoto et al., 2009). 
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Fig. 4. Pore volume distribution of solids obtained by treating MAP at 378 K and 573 K 
(Fumoto et al., 2009). 
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2.2 Gas phase adsorption of ammonia on MAP-derived adsorbents 
The adsorption of gaseous ammonia on the adsorbent obtained by treating MAP at 378 K 
was investigated. The adsorbent, loaded in a stainless steel column, was controlled at 313–
353 K, and the experiment of ammonia adsorption was conducted by introducing a mixture 
of ammonia, hydrogen, and argon. The concentration of ammonia in the inlet gas, C0, was 
2.4 mol/m3. The outlet gas, including ammonia, hydrogen, and argon, was monitored with 
a quadrupole mass spectrometer (Q-MS). The mass numbers were chosen as 15, 2, and 40, to 
detect ammonia, hydrogen, and argon, respectively. Hydrogen was introduced to determine 
the travel time of the gas from the inlet to the Q-MS. In a preliminary experiment, hydrogen 
and argon were confirmed to not be adsorbed on the adsorbent. 
Figure 5 depicts the effect of temperature on the amount of adsorption of gaseous ammonia 
on the adsorbent obtained by treating MAP at 378 K. Breakthrough curves of ammonia 
adsorption were obtained from the measured ammonia concentration in the outlet gas, Ct. 
The amount of ammonia adsorption, q, was calculated according to Eq. (1). 
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where v is the flow rate and W is the weight of the adsorbent. The lower the temperature is, 
the larger the amount of ammonia is adsorbed. The maximum adsorption amount was 2.56 
mol-N/kg-adsorbent (Fumoto et al., 2009), which is much larger than that on zeolite (0.8 
mol-N/kg-zeolite; Bernal and Lopez-Real, 1993). 
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Fig. 5. Effect of temperature on the amount of gaseous ammonia adsorbed on the adsorbent 
obtained by treating MAP at 378 K (Fumoto et al., 2009). 

Figure 6 presents an adsorption isotherm of gaseous ammonia at 313 K. The adsorbent was 
obtained by thermal treatment of MAP at 378 K. The amount of adsorption of ammonia was 
proportional to the ammonia concentration, indicating Henry-type adsorption (Fumoto et 
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al., 2009). The adsorption energy, calculated from the data of Arrhenius plots in Fig. 5, was 
low (–3.0 kJ/mol). These results suggest that gaseous ammonia was physically adsorbed on 
the adsorbent. 
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Fig. 6. Adsorption isotherm of gaseous ammonia at 313 K on the adsorbent obtained by 
treating MAP at 378 K (Fumoto et al., 2009). 

2.3 Liquid phase adsorption of ammonium ions on MAP-derived adsorbents 
The adsorption of ammonium ions on MAP-derived adsorbents from ammonia water was 
investigated. The ammonium concentration was 500–12000 ppm and the pH of the ammonia 
water was adjusted to 11 by adding sodium hydroxide. The adsorbent obtained by treating 
MAP at 378 K and 573 K was added to the ammonia water at a weight ratio of adsorbents to 
ammonia water of 1:100, and the ammonium concentration was analyzed after 1 h of stirring 
at room temperature. 
Figure 7 depicts the adsorption isotherms of ammonium ions on the adsorbent from 
ammonia water at room temperature; the calculated adsorption capacity of ammonium ions 
is also shown. A large amount of ammonium ions became adsorbed on the adsorbent 
treated at 378 K (Fumoto et al., 2009), whereas the maximum adsorption amount on zeolite 
Y was approximately 2.4 mol-N/kg-zeolite (Yusofa et al., 2010). The experimental value of 
the adsorbed ammonium ions on the adsorbent treated at 378 K was larger than the 
calculated value. An adsorption isotherm of ammonium ions on the adsorbent treated at 378 
K shows Langmuir-type adsorption, indicating chemical adsorption. Figure 8 shows X-ray 
diffraction (XRD) patterns of MAP and the adsorbent treated at 378 K before and after the 
adsorption of ammonium ions. The pattern of the adsorbent treated at 378 K shows peaks 
corresponding to MgNH4PO4·H2O. Sugiyama et al. (2005) reported that MAP was converted 
to amorphous MgHPO4 by thermal treatment below 773 K. These results suggest that the 
adsorbent consisted of amorphous MgHPO4 and MgNH4PO4·H2O. The adsorbent after the 
adsorption of ammonium ions exhibited peaks similar to those of the MAP (Fumoto et al., 
2009). Hence, ammonium ions were adsorbed on the site of MgHPO4 of the adsorbent, and 
the MAP was re-formed in the presence of water. 
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Fig. 7. Adsorption isotherms of ammonium ions at room temperature on the adsorbent 
obtained by treating MAP at 378 K and 573 K (Fumoto et al., 2009). 
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Fig. 8. XRD patterns of MAP and adsorbent treated at 378 K before and after the adsorption 
of ammonium ions (Fumoto et al., 2009). 



  
Progress in Biomass and Bioenergy Production 

 

288 

al., 2009). The adsorption energy, calculated from the data of Arrhenius plots in Fig. 5, was 
low (–3.0 kJ/mol). These results suggest that gaseous ammonia was physically adsorbed on 
the adsorbent. 
 

0 1 2 3
0

1

2

3

4

Ammonia concentration [mol/m3]

Ad
so

rp
tio

n 
am

ou
nt

s [
mo

l-N
/kg

-a
ds

or
be

nt
]

 
Fig. 6. Adsorption isotherm of gaseous ammonia at 313 K on the adsorbent obtained by 
treating MAP at 378 K (Fumoto et al., 2009). 

2.3 Liquid phase adsorption of ammonium ions on MAP-derived adsorbents 
The adsorption of ammonium ions on MAP-derived adsorbents from ammonia water was 
investigated. The ammonium concentration was 500–12000 ppm and the pH of the ammonia 
water was adjusted to 11 by adding sodium hydroxide. The adsorbent obtained by treating 
MAP at 378 K and 573 K was added to the ammonia water at a weight ratio of adsorbents to 
ammonia water of 1:100, and the ammonium concentration was analyzed after 1 h of stirring 
at room temperature. 
Figure 7 depicts the adsorption isotherms of ammonium ions on the adsorbent from 
ammonia water at room temperature; the calculated adsorption capacity of ammonium ions 
is also shown. A large amount of ammonium ions became adsorbed on the adsorbent 
treated at 378 K (Fumoto et al., 2009), whereas the maximum adsorption amount on zeolite 
Y was approximately 2.4 mol-N/kg-zeolite (Yusofa et al., 2010). The experimental value of 
the adsorbed ammonium ions on the adsorbent treated at 378 K was larger than the 
calculated value. An adsorption isotherm of ammonium ions on the adsorbent treated at 378 
K shows Langmuir-type adsorption, indicating chemical adsorption. Figure 8 shows X-ray 
diffraction (XRD) patterns of MAP and the adsorbent treated at 378 K before and after the 
adsorption of ammonium ions. The pattern of the adsorbent treated at 378 K shows peaks 
corresponding to MgNH4PO4·H2O. Sugiyama et al. (2005) reported that MAP was converted 
to amorphous MgHPO4 by thermal treatment below 773 K. These results suggest that the 
adsorbent consisted of amorphous MgHPO4 and MgNH4PO4·H2O. The adsorbent after the 
adsorption of ammonium ions exhibited peaks similar to those of the MAP (Fumoto et al., 
2009). Hence, ammonium ions were adsorbed on the site of MgHPO4 of the adsorbent, and 
the MAP was re-formed in the presence of water. 

 
Recovery of Ammonia and Ketones from Biomass Wastes 

 

289 

0 4000 8000 12000
0

2

4

6

8

10

Adsorbent treated at 573 K

Adsorbent treated at 378 K

Adsorbent treated at 573 K

Calculated capacity

Calculated capacity

Adsorbent treated at 378 K

Ammonia concentration [ppm]

Ad
so

rp
tio

n 
am

ou
nt

s [
m

ol-
N/

 kg
-a

ds
or

be
nt

]

 
Fig. 7. Adsorption isotherms of ammonium ions at room temperature on the adsorbent 
obtained by treating MAP at 378 K and 573 K (Fumoto et al., 2009). 
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Fig. 8. XRD patterns of MAP and adsorbent treated at 378 K before and after the adsorption 
of ammonium ions (Fumoto et al., 2009). 



  
Progress in Biomass and Bioenergy Production 

 

290 

The amount of ammonium ions adsorbed on the adsorbent treated at 573 K was significantly 
less than that of the adsorbent treated at 378 K, as shown in Fig. 7. Furthermore, the 
experimental value was less than the calculated capacity in the case of the adsorbent treated 
at 573 K. The fewer nanopores and smaller surface area of the adsorbent treated at 573 K 
caused the lower adsorption of ammonium ions. The surface chemical properties of the 
adsorbent may be different between the adsorbents treated at 378 K and 573 K. 
Consequently, the adsorbent obtained by treating MAP at 378 K was more suitable for the 
adsorption of ammonium ions. 

2.4 Recovery of ammonium ions from animal wastes 
The feasibility of recovering ammonia from biomass wastes was demonstrated using cow 
urine. The urine was pretreated under a hydrothermal condition at 573 K for 1 h to convert 
nitrogen compounds in the urine into ammonium ions. The pH was adjusted to 10.5 by 
adding sodium hydroxide and the adsorbent treated at 378 K was added to the pretreated 
urine at an adsorbent to urine weight ratio of 1:10. The nitrogen concentration was analyzed 
after 1 h of stirring. 
 

 Recovery yield 
[mol%-N] 

Impurities deposition [mol/mol] 
C/N S/N 

Pretreated urine 56.9 0.103 0 
Untreated urine 65.2 0.486 0.0196 

Table 2. Nitrogen recovery yield and impurities deposited on the adsorbent from urine 
solution (Fumoto et al., 2009). 

Table 2 lists the nitrogen recovery yield and the impurities deposited on the adsorbent from 
the urine; the results obtained using untreated urine are also shown. More than 50% of the 
nitrogen was recovered from the urine using the adsorbent obtained by treating MAP at 378 
K (Fumoto et al., 2009). The nitrogen concentration of the urine decreased to 2000 ppm after 
the recovery experiment, and the remaining liquid wastes could be used as liquid fertilizer 
because the liquid contained a low concentration of ammonia. 
The nitrogen recovered from pretreated urine corresponded well with ammonium ions 
because the carbon deposition on the adsorbent was small, as shown in Table 2. In contrast, 
some carbon was deposited on the adsorbent from the untreated urine, indicating that most of 
the nitrogen adsorbed on the adsorbent was urea. Furthermore, no sulfur was deposited on 
the adsorbent from the pretreated urine, which contained sulfur. Therefore, large amounts of 
ammonia were recovered from the biomass wastes using this method without impurities. 

2.5 Desorption of ammonia from solids adsorbing ammonia 
The recovery of ammonia by thermal treatment of the solids adsorbing gaseous ammonia 
and aqueous ammonium ions was examined. The MAP structure was re-formed after the 
adsorption of ammonium ions in liquid phase. Hence, the solid adsorbing gaseous ammonia 
and MAP were loaded in the stainless column, followed by heating the column at a rate of 1 
K/min in an argon stream. The solid, which was obtained by treating MAP at 378 K, was 
used after the adsorption of gaseous ammonia. The ammonia and steam eliminated from the 
solid and MAP was measured by Q-MS. The mass numbers were chosen as 15, 18, and 40 to 
detect ammonia, steam, and argon, respectively. 
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Fig. 9. Gas fractions generated from the solid adsorbing gaseous ammonia and MAP. 

Figure 9 describes the gas fractions eliminated from the solids adsorbing gaseous ammonia 
and MAP. Ammonia was eliminated when these samples were heated. The solid adsorbing 
gaseous ammonia released ammonia at a relatively lower temperature compared with the 
MAP, suggesting the physical adsorption of gaseous ammonia. Steam may be desorbed 
from moisture adsorbed on the surface of the solids and crystallization water of MAP. These 
results indicate that ammonia could be recovered by thermal treatment of the solids after the 
adsorption of gaseous ammonia and ammonium ions. Hence, the adsorbent derived from 
MAP could be used repeatedly. 

2.6 Stability of adsorbents for repeated use 
The adsorbents derived from MAP are expected to be reused for the recycling process of 
adsorption and desorption of ammonia. Sugiyama et al. (2005) reported that the removal of 
ammonium ions in the second run was about 80% of that in the first run when an 
ammonium removal experiment from aqueous ammonium ions was conducted using 
adsorbent derived from MAP. The stability of the adsorbents was investigated for repeated 
use in gaseous ammonium adsorption. 
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Figure 10 illustrates the change in amounts of adsorbed ammonia on the adsorbents when the 
sequence of ammonia adsorption and desorption was repeated. After the adsorption of 
gaseous ammonia at 313 K on the adsorbent obtained by treating MAP at 378 K, the adsorbent 
was heated to 378 K to eliminate the ammonia, and it was used repeatedly for the adsorption 
experiment. The amount of ammonia hardly changed in the adsorption/desorption sequence. 
The pore structure of the adsorbent was almost maintained. Accordingly, this adsorbent is 
useful for the recovery of ammonia with repeated sequences of adsorption and desorption. 
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Fig. 10. Change in the amount of adsorbed gaseous ammonia with repeated sequences of 
ammonia adsorption and desorption. 

3. Recovery of ketones 
The conversion of hydrocarbons in biomass wastes into useful chemicals is also a promising 
method. Figure 11 depicts the recovery process of ketones from biomass wastes. To 
solubilize the solid biomass wastes, such as sewage sludge, the wastes are hydrothermally 
treated, producing black water. The obtained black water consists of oxygen-containing 
hydrocarbons and a large amount of water. Some impurities, such as nitrogen and sulfur, 
are contained in the black water. The conversion of black water into useful chemicals 
requires catalysts having the following properties: a strong ability to decompose the 
hydrocarbons in the black water, stable activity in the presence of water, and resistance to 
the deposition of impurities contained in the black water. 
Zirconia-supporting iron oxide catalysts are effective for the decomposition of oil palm 
waste (Masuda et al., 2001) and petroleum residual oil (Fumoto et al., 2004) in a steam 
atmosphere. Oil palm waste can be converted to a mixture containing phenol, acetone, and 
butanone using the catalyst. Hydrocarbons in oil palm waste and petroleum residual oil 
react with active oxygen species generated from steam on the iron oxide catalyst. Zirconia 
promotes the generation of the active oxygen species from steam. 
The production of ketones from sewage-derived black water was investigated. Figure 12 
presents the conversion of oxygen-containing hydrocarbons to ketones with the zirconia-
supporting iron oxide catalysts. The active oxygen species generated from steam could react 
with the hydrocarbons. 
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Fig. 11. Recovery of ketones from biomass wastes. 
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Fig. 12. Reaction mechanism of oxygen-containing hydrocarbons with zirconia-supporting 
iron oxide catalysts. 

3.1 Production of ketones from sewage sludge 
Catalytic cracking of sewage-derived black water was investigated under superheating steam 
conditions. The black water was obtained by the hydrothermal treatment of digested sewage 
sludge at 573 K. The moisture content of the black water was 98 wt%. The zirconia-supporting 
iron oxide catalyst was prepared by a coprecipitation method using FeCl3·6H2O and 
ZrOCl3·8H2O, yielding the catalyst denoted as Zr(Y)-FeOX, where Y is the amount of the 
supported zirconia by weight percent. The catalytic cracking of sewage-derived black water 
was carried out at 523 K under 2 MPa for 2 h using a batch autoclave reactor loaded with 0.2 g 
of catalyst and 3.2 g of black water. The product was analyzed by gas chromatography (GC). 
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iron oxide catalysts. 
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Figure 13 illustrates the product yield after the reaction of black water with Zr(Y)-FeOX 
catalysts. The catalysts were active for producing acetone from black water (Fumoto et al., 
2006a). The yield of acetone produced from black water increased with increasing zirconia 
content and reached the maximum value at 7.7 wt% zirconia content. Figure 14 shows the 
desorption rate of hydrogen generated by the decomposition of steam when the catalysts 
were heated after the pre-adsorption of steam on the catalysts. The catalyst supporting 
zirconia exhibited higher steam decomposition activity, even at lower temperatures, 
producing hydrogen (Masuda et al., 2001). Simultaneously, active oxygen species were 
generated from steam. These oxygen species spill over to the surface of iron oxide, and 
oxygen-containing hydrocarbons in black water react with the active oxygen species on the 
iron oxide. The yield of acetone produced in the reaction with the Zr(15.8)- FeOX catalyst 
was less than that in case of the Zr(7.7)-FeOX catalyst. The active sites on the iron oxide may 
be covered with the excessively supported zirconia. Consequently, the largest amount of 
acetone was produced by the reaction of sewage-derived black water with the Zr(7.7)-FeOX 
catalyst. 
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Fig. 13. Product yield of the reaction of black water derived from sewage sludge with Zr(Y)-
FeOX catalysts (Fumoto et al., 2006a). 

3.2 Durability of zirconia-supporting iron oxide catalysts 
High durability of the catalysts is demanded for their long-term use. The black water 
contains impurities, such as nitrogen and sulfur, which have the potential of poisoning the 
catalysts. Nitrogen compounds could be removed by adsorption using the MAP-derived 
adsorbent. To examine the durability of the catalysts, an accelerated deterioration test using 
petroleum residual oil, which contained sulfur, was conducted. 
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Fig. 14. Desorption rate of hydrogen from steam when the catalyst was heated after the pre-
adsorption of steam on the catalysts (Masuda et al., 2001). 

Three types of catalysts, Zr/FeOX, Zr/Al-FeOX, and Zr-Al-FeOX, were prepared. Zirconia 
was supported on the iron oxide, which was generated from the treatment of α-FeOOH with 
steam, by impregnation using ZrOCl3·8H2O, yielding the Zr/FeOX catalyst. The complex 
metal oxide of aluminum and iron was obtained by a coprecipitation method using 
FeCl3·6H2O and Al2(SO4)3·14-18H2O, and zirconia was supported on the complex metal 
oxide by impregnation, yielding the Zr/Al-FeOX catalyst. The Zr-Al-FeOX catalyst was 
prepared by coprecipitation using FeCl3·6H2O, Al2(SO4)3·14-18H2O, and ZrOCl3·8H2O. The 
loaded amount of zirconia was 7.7 wt% and the atomic fraction of Al in Al-FeOX was 0.079. 
The catalytic cracking of atmospheric residual oil was conducted in a steam atmosphere at 
773 K under atmospheric pressure using a fixed bed reactor loaded with the catalyst. The 
product oil was analyzed by GC and gel permeation chromatography (GPC). 
Figure 15 depicts the change in catalytic activity for the decomposition of heavy oil after the 
sequence of reaction of residual oil and regeneration of the catalyst. The reaction rate 
constant, k, was calculated according to Eq. (2): 
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where fC30+ represents the weight fraction of heavy oil (carbon number above 30), and W/FR 
is the time factor corresponding to the ratio of the weight of catalyst to the flow rate of 
residual oil. The activity of the Zr/FeOX catalyst decreased when the sequence of reaction 
and regeneration was repeated (Fumoto et al., 2006b). The peeling of zirconia from iron 
oxide due to structural changes of the iron oxide catalyst caused the deactivation. The 
Zr/Al-FeOX catalyst was not deactivated after the reaction and regeneration sequence. The 
addition of alumina prevented the structural change of iron oxide. When the reaction was 
repeated without regeneration, the Zr-Al-FeOX catalyst maintained high activity (Fumoto et 
al., 2006c), whereas the activity of the Zr/Al-FeOX catalyst decreased without the 



  
Progress in Biomass and Bioenergy Production 

 

294 

Figure 13 illustrates the product yield after the reaction of black water with Zr(Y)-FeOX 
catalysts. The catalysts were active for producing acetone from black water (Fumoto et al., 
2006a). The yield of acetone produced from black water increased with increasing zirconia 
content and reached the maximum value at 7.7 wt% zirconia content. Figure 14 shows the 
desorption rate of hydrogen generated by the decomposition of steam when the catalysts 
were heated after the pre-adsorption of steam on the catalysts. The catalyst supporting 
zirconia exhibited higher steam decomposition activity, even at lower temperatures, 
producing hydrogen (Masuda et al., 2001). Simultaneously, active oxygen species were 
generated from steam. These oxygen species spill over to the surface of iron oxide, and 
oxygen-containing hydrocarbons in black water react with the active oxygen species on the 
iron oxide. The yield of acetone produced in the reaction with the Zr(15.8)- FeOX catalyst 
was less than that in case of the Zr(7.7)-FeOX catalyst. The active sites on the iron oxide may 
be covered with the excessively supported zirconia. Consequently, the largest amount of 
acetone was produced by the reaction of sewage-derived black water with the Zr(7.7)-FeOX 
catalyst. 
 

Zr(15.8)-FeOX

Zr(7.7)-FeOX

Zr(4.4)-FeOX

Zr(0)-FeOX

No catalyst

0 20 40 60 80 100

 Others 

 Carboxylic acid 

 Acetone 

Yield [mol%-C]
 

Fig. 13. Product yield of the reaction of black water derived from sewage sludge with Zr(Y)-
FeOX catalysts (Fumoto et al., 2006a). 

3.2 Durability of zirconia-supporting iron oxide catalysts 
High durability of the catalysts is demanded for their long-term use. The black water 
contains impurities, such as nitrogen and sulfur, which have the potential of poisoning the 
catalysts. Nitrogen compounds could be removed by adsorption using the MAP-derived 
adsorbent. To examine the durability of the catalysts, an accelerated deterioration test using 
petroleum residual oil, which contained sulfur, was conducted. 

 
Recovery of Ammonia and Ketones from Biomass Wastes 

 

295 

400 600 800
0

0.001

0.002

0.003

 Zirconia-supporitng
 iron oxide

 Iron oxide

Temperature [K]

De
so

rp
tio

n 
ra

te
 o

f h
yd

ro
ge

n 
[m

m
ol/

kg
· K

]

 
Fig. 14. Desorption rate of hydrogen from steam when the catalyst was heated after the pre-
adsorption of steam on the catalysts (Masuda et al., 2001). 

Three types of catalysts, Zr/FeOX, Zr/Al-FeOX, and Zr-Al-FeOX, were prepared. Zirconia 
was supported on the iron oxide, which was generated from the treatment of α-FeOOH with 
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773 K under atmospheric pressure using a fixed bed reactor loaded with the catalyst. The 
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Figure 15 depicts the change in catalytic activity for the decomposition of heavy oil after the 
sequence of reaction of residual oil and regeneration of the catalyst. The reaction rate 
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oxide due to structural changes of the iron oxide catalyst caused the deactivation. The 
Zr/Al-FeOX catalyst was not deactivated after the reaction and regeneration sequence. The 
addition of alumina prevented the structural change of iron oxide. When the reaction was 
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regeneration. The lattice oxygen of iron oxide was consumed during the reaction, causing a 
phase change of the iron oxide of Zr/FeOX and Zr/Al-FeOX catalysts from hematite to 
magnetite. Hence, the catalyst was regenerated by calcinations. In contrast, the hematite of 
the Zr-Al-FeOX catalyst was maintained after the reaction, leading to stable activity without 
regeneration. No correlation was observed between the activity of the catalyst and the 
deposition of impurities from residual oil. Accordingly, the Zr-Al-FeOX catalyst could be 
useful for long-term application in the conversion process of biomass wastes. 
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Fig. 15. Change in catalytic activity for the decomposition of heavy oil with a repeated 
sequence of reaction and regeneration (Fumoto et al., 2006b, 2006c). 

4. Conclusion 
New methods for recovering ammonia and ketones from biomass wastes were investigated. 
The gaseous ammonia and aqueous ammonium ions were adsorbed effectively on the 
adsorbent obtained by treating MAP at 378 K. The adsorption of gaseous ammonia and 
aqueous ammonium ions was physical and chemical adsorption, respectively. The ammonia 
could be recovered by thermal treating of the adsorbent after the adsorption of ammonia 
and ammonium ions, suggesting that the adsorbent is useful for repeated use of the 
ammonia adsorption/desorption sequence. Large amounts of ammonia were recovered 
from hydrothermally treated cow urine using the adsorbent, without impurities contained 
in the urine. Biomass wastes also contain various hydrocarbons. The solid wastes, such as 
sewage sludge, were solubilized by hydrothermal treatment, producing black water, and 
catalytic cracking of the black water was conducted. As a result, large amounts of acetone 
were produced with the zirconia-supporting iron oxide catalyst. Oxygen-containing 
hydrocarbons reacted with the active oxygen species generated from steam on the iron 
oxide catalyst. Supported zirconia promoted the generation of the active species. Hence, the 
yield of acetone increased with the increasing zirconia content in the catalyst. Furthermore, 
the complex metal oxide catalyst of iron, zirconium, and aluminum showed stable activity 
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for the decomposition of heavy oil. Accordingly, the catalyst may be suitable for the catalytic 
cracking of biomass wastes. 
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Fig. 15. Change in catalytic activity for the decomposition of heavy oil with a repeated 
sequence of reaction and regeneration (Fumoto et al., 2006b, 2006c). 
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1. Introduction   
In the last decades the problem of CO2 emission in the atmosphere has driven the industry 
of power generation towards an increasing use of biomass fuels in addition to conventional 
fuels.  
Figure 1 reports the well known Van Krevelen diagram for a wide variety of solid fuels. It 
can be seen that biomasses are in general characterized by larger O/C and H/C ratios 
compared to fossil fuels such as coals. They stand, instead, close to RDFs (refuse derived 
fuels). As a matter of fact it is not easy to draw a clear demarcation line between biomass 
and RDFs. Biomass itself is a broad category of materials ranging from raw vegetal materials 
to solid refuses of industrial and civil origin (wood and agricultural residues,  residues of 
paper, food and dairy industry,  sludge of civil origin etc) .  
A further element of despair in this already very broad category of fuels lies in the content 
of inorganics and/or metals, which are present in some biomasses at levels distinctively 
higher than in traditional fuels. Under this respect biomasses appear even more close to 
industrial wastes. The presence of metals and inorganic matter may produce unusual effects 
in terms of both energetic and environmental performance.  
It has been shown for a variety of solid fuels that the process and reactor design, in 
particular the temperature level and the inert/oxidizing nature of the gaseous atmosphere, 
determine the reaction path and affects severely the fate of the organic matter [1-2] but is 
also expected to determine the fate of inorganic matter and metals. 
As far as the organic content is concerned, upon heating under inert atmosphere this 
undergoes a combination of thermal cracking and condensation reactions, called pyrolysis, 
producing a gas, a liquid (tar) and a solid product (char). Gaseous species generally include 
hydrogen, carbon monoxide, methane, carbon dioxide and other incondensable 
hydrocarbons; tar consists of  chemicals, such as methanol, acetone, acetic acid etc. liquid at 
room temperature; char is a carbonaceous type solid containing mainly carbon but also the 
residual inorganic matter.  
As shown by Senneca et al. [3] heating of a solid fuel in the presence of oxygen may result in 
two types of processes depending on the fuel properties and on the process conditions 
(oxygen concentration, temperature and heating rate). At low temperature (if under 
isothermal conditions), or at low heating rate (if under non isothermal conditions) thermal 
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cracking and condensation reactions are assisted and enhanced by parallel oxidative and 
combustion reactions. Char and tar combustion occur in parallel with thermal cracking as 
shown by fig. 2A and the resulting gas is rich in CO and CO2. For high enough temperature 
(under isothermal conditions) or for large particle heating rates (under non isothermal 
conditions), purely thermally activated pyrolysis overtakes direct combustion and the 
reaction follows the most typical pattern: pyrolysis occurs first, followed by heterogeneous 
combustion of the tar and char. The corresponding reduced network is represented in Fig. 
2B. It must be noted that volatile matter emission and the formation of an attached or 
detached volatile flame further contribute to preventing the occurrence of heterogeneous 
oxidation in this case. 
 

 
Fig. 1. Van Krevelen diagram   

 

 
Fig. 2. A Reaction path of oxidative pyrolysis 
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Fig. 2. B Reaction path of pyrolysis-char combustion 

The presence of metals and inorganic matter in biomass further complicates the scenario and 
makes it difficult to predict whether a reaction pathway of type A or B would be active.  A first 
consequence is that the yields and the chemical composition of gaseous, liquid and solid 
products cannot be predicted a-priori and require appropriate consideration of the process 
conditions. A second consequence concerns the fate of inorganics and metals themselves, 
which is a matter of utmost importance for environmental reasons. The potential hazard of 
emission of volatile metals during the pyrolysis/combustion process and of leaching upon 
disposal of the final residue is indeed a problem that has already been underlined for a 
number of  wastes of industrial origin, such as sludges and wastes obtained from the 
reclamation of metal from insulated wires and electronic equipments and automobile wastes 
[4-9], but also for some wastes that may be included in the category of biomass, for instance 
meat and bone meal [10] and residues of the pulp and paper industry [11].  
In conclusions the design of thermal processes aiming at the exploitation of biomass as solid 
fuels requires a more comprehensive understanding of how process conditions and reactor 
design affect the efficiency in terms of energy conversion, yields and chemical composition 
of gaseous, liquid and solid products as well as the fate of inorganic matter. In other words 
the exploitation of biomass fuels in thermal processes requires biased experimental 
investigation of its pyrolysis and combustion behaviour. To this end a diversity of 
techniques at the laboratory scale can be used. The present paper discusses the problems 
related with the standard laboratory techniques and presents a comprehensive experimental 
protocol for the characterization of biomass fuels based on thermal analysis and lab-scale 
reactors. Examples of selected fuels are presented to demonstrate and clarify the issue. 

2. Conventional experimental techniques  
The most commonly used lab scale technique for the study of thermal processes involving 
biomass it thermal analysis, because of it apparent simplicity. Thermal analysis is definitely 
the easiest and most accurate tool to perform proximate analysis but its natural and most 
valuable goal is the kinetic study.  
Today it is well known that the most reliable kinetic methods for the analysis of non  
isothermal TG experiments are the Friedman plot [12,13], the Kissinger±Akahira± Sunose 
plot [13-15] and the Ozawa-Flynn-Wall method [16,17]. A very important point is that this 
analysis is easy and reliable in the case of single power law reactions but is more 
complicated in the case of parallel reactions. Thermal processes of biomass in fact have often 
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been described using power law kinetic expressions, for a single reaction when one major 
event of weigh loss is distinguished, for two or more parallel reactions when two or more 
stages of weight loss are observed. This choice is made for sake of simplicity and also 
because the method for kinetic analysis of TG curves is well consolidated. In the case of  
multiple/competitive reactions in series/parallel some methods for kinetic analysis have 
been proposed, but there are few examples of their application.  
In any case it must be clear that thermogravimetric analysis can be used confidently to  
predict the thermal life of a fuel only at relatively low temperature and heating rate. 
Outsiders may misunderstand there are serious problems to apply the results of 
thermogravimetric analysis to practical operating conditions of pyrolysers/combustors, 
where temperature and heating rates are quite different from those of thermogravimetric 
analysis. 
The potential of thermogravimetric analysis in the study of thermal processes of biomass is 
considerably enhanced by the introduction of simultaneous DSC or DTA and analysis of 
evolved gas (EGA) by FT-IR and mass-spectrometry. The former technique reveals the 
presence of transitions, particularly important for biomasses rich in minerals and metals, 
moreover it gives information on the endothermic/exothermic nature of the processes, thus 
contributing significantly to interprete the weight changes events detected by the TG curves. 
Again outsiders should not be tempted to use the DSC data obtained during simultaneous 
TG/DSC experiments of biomass for a quantitative measure of its heat of 
pyrolysis/combustion.  
Analysis of gaseous species by FT-IR and MS is also very useful to obtain information on the 
type of gaseous species evolved throughout a thermal process and to understand the 
reaction paths, but also in this case results must be regarded as qualitative more than 
quantitative and caution is needed to extend them to real situation. Examples of this type of 
equipment are shown in Fig. 3. 
For the study of the yields of biomass pyrolysis the most common experimental approach 
is the recourse to purposely made lab furnaces equipped for the collection of tar and the 
analysis and tar and gases. Different configurations and different collection systems have 
been proposed.  An example of this type of equipment is shown in Fig. 4. Typically the 
sample is located inside a pyrolysis reactor which is heated by an external electrical 
furnace with heating rates in the order of 5-50°C/min. The product is conveyed to a set  
of consecutive traps for tar condensation at progressively lower temperature. Tar is 
analysed off-line typically by Gass Cromatography. Uncondensables are analysed either 
of line or online by different analythical tools, such as GC (off-line) or FT-IR or MS  
(on-line).   
This type of experiments is able to give quantitative data on the yield of biomass pyrolysis, 
however the extrapolation of these results to reaction conditions far from those of the 
experiment would again be ingenuous.   

3. Experimental protocol 
The experimental protocol proposed for biomass fuels couples experiments in a 
thermobalance with experiments in lab scale reactors and tests of physico-chemical 
characterization of the fuels themselves and of their solid products. It therefore includes 
three activities. 
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TGA-FTIR experimental set-up.  
Fig. 3. TG-MS and TF-FTIR apparati. 

1. Physico-chemical characterization of the solid 
This includes proximate and ultimate analysis, SEM-EDX,  ICP, XRD, Porosimetry by Hg 
and/or gas adsorption, Granulometric analysis.  
The same set of analysis is applied to the raw sample and to samples of char and ash. The 
char is obtained in the necessary amount by pyrolysis in a tubular furnace or in a fluidized 
bed reactor at temperatures in the order of 600-800°C in a flow of nitrogen.  
Ashes are obtained from complete burn-off of the material in lab scale reactors such as 
tubular furnaces or fluidized bed reactors, in air at temperatures in the order of 800°C.   
2. Thermogravimetric analysis 
This includes three sets of experiments:  
TG-IP.   pyrolysis under inert conditions;  
TG-OP.  oxidative pyrolysis; 
TG-C.  combustion of char. 
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Thermal analysis is carried out in a TG system, possibly coupled with a DSC/EGA 
equipment for on-line analysis of the gaseous products. It is important that such devices are 
designed to minimize condensation and secondary reactions in the gas phase.  
Approximately 10mg of sample are loaded in the pan in each test. Notably the particle size 
of the sample must be reduced when possible to 100-200  o µm to minimize heat gradients 
inside the particle and mass transfer limitations. An upward flow of gas of 100-200mL/min 
is used.  
In pyrolysis experiments (TG-IP and TG-OP) the temperature is raised from 25°C to 110°C 
and held at 110°C for 5-10min to release moisture. The sample is then further heated up to 
850-900°C at a constant heating rate. Heating rates in the range 5-20°C/min are scanned. 
During the ramp, 100% He or Ar or N2 or a mixture of 0.01-21% oxygen in He/Ar/N2 are 
used. The sample is finally held at 850-900°C for 30min, while the gas is switched to 21%O2 
in He/Ar/N2 to burn the residual char.   
 

 
Fig. 4. Lab scale pyrolysis reactor. 

In experiments of char combustion (TG-C), the char can be prepared in the thermobalance 
immediately prior to the combustion test or externally in a lab scale reactor.  The char can be 
then heated in the thermobalance up to 850-900°C at a constant heating rate in a the desired 
mixture of 0.01-21% oxygen. Alternatively the char is heated in He/Ar/N2 up to a desired 
temperature in the range 350-600°C. The gas is then switched to the desired mixture of 0.01-
21% oxygen O2 to burn the char isothermally.   
It must be noted that the conditions chosen for the thermogravimetric experiments have 
been used in past experimental campaigns of pyrolysis and combustion of a wide range of 
solid fuels. In most cases such conditions proved successful to avoid internal gradients of 
heat and gas concentration as well as particle overheating and guaranteed that reactions 
took place under kinetic control. However such precautions may result insufficient to 
guarantee kinetic control in some cases.  
The mass recorded during experiments of pyrolysis and oxidative pyrolysis is worked out 

in order to obtain TG plots of  m/mo versus T and DTG plots of  1 o

o o

df m mdm
dT m dT m

∞−= −  

versus T.  
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where where m, mo and m∞ are the actual weight of the sample, the initial weight of sample 
(after the dehumidification stage in pyrolysis and oxidative pyrolysis experiments) and the 
weight of the sample residue at the end of the experiment, respectively. 
Results were fitted to a power law expression:  

 1 exp 1o
o o

dm E mk
m dt RT m

α
∞ − − = −  

  
 (1) 

The kinetic parameters of equation (1) can be obtained by non linear regression analysis of 
the DTG curves according to the Friedman and Kissinger methods using general-purpose  
regression tools. Data from experiments at heating rate (HR) below 20°C/min are used.  
The mass loss recorded during experiments of char combustion is further worked out to 
calculate: 
• the carbon conversion degree f =(mo-m)/(mo-m∞) 
m, mo and m∞ being the actual weight of the sample, the initial weight of sample and the 
weight of the sample residue at the end of the experiment; 
• the instantaneous rate of carbon conversion  df/dt 
Assuming that a power law kinetic expression of the type 
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is a good approximation in most cases, where pg is the partial pressure of the oxygen and 
A(f) describes the evolution of instantaneous conversion rate along burn-off. 
Accordingly the time τ0.5   required to achieve 50% conversion reads: 
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and the reaction rate averaged over the first 50% conversion: 
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kinetic parameters of equation (4) can be obtained by non linear regression analysis of 
average reaction rate over the conversion interval f=[0, 0.5] at different temperature and 
different values of oxygen partial pressure. Alternatively an average over a larger 
conversion interval can be adopted. 
3. Experiments in lab scale reactors 
These include: 
TR-IP-SH Experiments of inert pyrolysis with slow heating. 
TR-OP-SH Experiments of oxidative pyrolysis  with slow heating. 
TR-IP-I  Experiments of inert pyrolysis under isothermal conditions. 
TR-OP-I  Experiments of oxidative pyrolysis under isothermal conditions 
TR-CC-SH Experiments of char combustion with slow heating 
TR-CC-I  Experiments of char combustion under isothermal conditions 
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where where m, mo and m∞ are the actual weight of the sample, the initial weight of sample 
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kinetic parameters of equation (4) can be obtained by non linear regression analysis of 
average reaction rate over the conversion interval f=[0, 0.5] at different temperature and 
different values of oxygen partial pressure. Alternatively an average over a larger 
conversion interval can be adopted. 
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These include: 
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TR-OP-SH Experiments of oxidative pyrolysis  with slow heating. 
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In experiments of slow pyrolysis (TR-IP-SH and TR-OP-SH) typically tubular reactors are 
used heated externally by electric furnaces at 5-10°C/min. The vessel with the sample is 
placed inside the reactor from the very beginning of the experiment and heated accordingly. 
In experiments of pyrolysis under isothermal conditions (TR-IP-I and TR-OP-I) the sample is 
fed to  the already hot  reactor at a given temperature, typically in the range 600-850°C.  
Inert pyrolysis is carried out using helium, while for oxidative pyrolysis inert gas is mixed 
with a small quantity (0.1-5%) of O2. The reaction products are quickly cooled down as they 
flow through bubblers held at  0°C  and -12°C respectively. Tar captured by the bubblers are 
characterized off line by GC or simulated distillation. The gas which passes through the 
bubblers is sent directly  to a  gas analysis system, possibly a micro-GC in order to analyse 
the gaseous products on line. These experiments allow to measure the overall yield in gas-
tar and solid products. Further data concern the composition of the tar cumulatively 
produced during the test and the profiles of gaseous species evolved as a function of 
time/temperature.  
In experiments of char combustion at slow heating rate  (TR-CC-SH) the same tubular reactor 
and experimental procedure as for experiments of slow pyrolysis can be used. In experiments 
of char combustion under isothermal conditions (TR-CC-I) the reactor used for experiments of 
isothermal pyrolysis can be used or alternatively small scale fluidized bed reactors. In 
fluidized bed reactors a bed of inert material such as quarzite can be used with particle size 
typically between 300-400 µm. Particles are fed from the top of the reactor at a fixed 
temperature (between 500-900°C). During char combustion experiments the gas is initially 
nitrogen. After pyrolysis is complete, the gas is switched from nitrogen to an O2/N2 mixture 
(with O2 at values between   4-15%).   The profiles of CO and CO2 evolved as a function of time 
can be worked out to evaluate char combustion rate according to the following expressions: 
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f:  carbon conversion degree 
tR, to:  reaction time,time when oxygen feed started, s  
cCO, cCO2:  concentration of CO e CO2, mol/l 
Q:   gas flow rate, l/s 
nC:   moles of carbon fed with the solid fuel, mol 

4. Examples of sample preparation and physico-chemical characyterization 
tests 
In order to explain the  experimental protocol proposed in the previous paragraph, results 
will be presented here for a set of different biomasses as well as for other carbon rich 
materials. The examples have been selected so as to show typical and problematic cases.   
As a first example the case of meat and bone meal (MBM) has been chosen, from a 
previously published paper [10].  
MBM char was prepared in an electrically heated tubular furnace at 650°C for 5min in a flow 
of nitrogen. Ashes of MBM were produced in the same electrically heated tubular furnace at 
800°C in a flow of air.   
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Elemental analysis, SEM, ICP and granulometric analysis have been carried out on the 
above samples The following instruments have been used: LECO CHN 2000 and Perkin 
Elmer CHNOS elemental analysers, a Philips XL30 SEM equipped for EDAX analysis, an 
Agilent 7500 CE ICP-MS, a Mastersizer 2000 granulometer of Malvern Instruments.   
Results are reported in Table 1 and in Fig. 5.  
The granulometric analysis of MBM indicate that the sample has a quite dispersed particle 
size distribution with average particle diameter of 250μm. In the SEM picture of MBM some 
smooth and roughly cylindrical particles can be recognized within the bulk of the material. 
The EDAX analysis reveals large amounts of C, O, Ca, P. In comparison the roughly 
cylindrical particles are poor in Ca and P and quite rich in C and S.  
 

 
Fig. 5. SEM picture of MBM 

The ICP analyses indicates that raw MBM contains large amounts of Na and Ca, followed by 
K, Mg and by small amounts of  Fe, Zn, Al, Sr with traces of Ba, Mn, Cr, Co, Pb. The same 
metals are found in ashes of MBM produced in the electrical furnace at 800°C, however 
upon ashing the amounts of Ca, Mg increase by a factor of 3, those of Al, Na, Fe, Zn  by a 
factor of 2; K significantly decreases. XRD of MBM reveals that the only crystalline 
substance present in MBM is Apatite (Ca10(PO4)6(OH)2). 
In order to provide a good example of the tests of characterization of the microstructural 
properties the case of three biomass materials, investigated in ref. [18] will also be reported: 
namely, wood chips (Pinus radiata), pine seed shells and exhausted olive husk. Porosimetric 
analysis was carried out on the raw materials, on chars and on partially reacted chars.  
Char samples were prepared in a bubbling fluidised bed reactor operated with nitrogen at 
850°C for 5min. A selection of char particles prepared in the fluidised bed reactor were 
embedded in a in epoxy resin and cut. Cross-sections were observed under a scanning electron 
microscope (Philips XL30 with LaB6 filament) at magnifications up to 50 times. Some char 
samples were ground and sieved to particle size <300μm and further reacted with air or up to 
10% carbon conversion in an electrically heated tubular furnace operated at 440°C in air.  
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Proximate analysis of MBM 
Moisture (as received w%) 6 

Ash (as received w%) 20 
Fixed carbon (as received w%) 10 

Volatile Matter (as received w%) 64 
Ultimate analysis 

 MBM (as received, w%) MBM char (w%) 
C 43.4 31.1 
H 6.4 1.7 
N 9.2 5.1 
S 0.4 n.d. 
Cl 0.3 n.d. 
P n.d. n.d. 

Heating Value of MBM  (d.b. %w) 
HHV (MJ/kg) 15.50 
LHV (MJ/kg) 14.47 

ICP analysis of raw and ashed material 
 MBM (as received, ppm) Ash (ppm) 

Al 57 108 
Na 11422 19498 
Fe 138 331 
Ca 19832 58541 
K 3910 808 

Mg 1777 5150 
Ba 11 78 
Mn 8 31 
Sr 37 140 
Cr 1 17 
Va 0 0 
Ni 0 8 
Zn 70 139 
Ce 0 0 
Co 2 9 
La 0 0 
Pb 10 9 

Granulometric analysis 
 MBM EP1 EP3 

d (0.1) μm 6 4 1 
d (0.5) μm 124 44 8 
d (0.9) μm 706 162 51 

Mean d (Surface weighted), μm 16 9 3 
Mean d (Volume weighted), μm 252 73 18 

Table 1. Characterization of MBM  
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The analysis included mercury intrusion porosimetry, adsorption of N2 at 77K and of CO2 at 
273K. The porosimetric station consisted in a high-pressure mercury porosimeter Carlo Erba 
2000 equipped with a Macropore unit and a Carlo Erba Sorptomatic 1900. Mercury 
porosimetry allowed to evaluate the pore size distribution of char in the size range of 
200μm>dp>75Å and the % porosity, ε. Nitrogen adsorption results allowed to evaluate BET  
surface areas. Data of carbon dioxide adsorption were analysed according to Dubinin 
Radishkevich method to evaluate micropore volumes.  
Figures 6 A-C show the cross-sections of char particles of wood chips, pine seed shells and 
olive husk observed under the scanning electron microscope. The micrographs show that 
char from wood chips and pine seed shells has a highly anisotropic pore structure 
characterized by parallel channels running in the axial direction (orthogonal to the paper 
sheet). This is a consequence of the fibrous structure of the parent biomass. Large pores 
and cavities are also evident in the case of olive husk char, but the orientation appears to 
be random. A comparison of the three micrographs shows that the solid matrix of the char 
from wood chips is the most porous, while that of pine seed shell char is the most 
compact.  
The cumulative pore size distribution on volume basis for the chars of the three biomass 
fuels is reported in Figure 7. Table 2 reports the overall char porosity and density calculated 
from porosimetric data. Table 3 reports the BET surface area and the micropore volume of 
unconverted char samples and of char reacted with air or with carbon dioxide up to 10% 
carbon conversion. 
It can be observed that wood chip char is characterized by the lowest density and the largest 
porosity, which consists predominantly of macropores (>1μm). Wood chip char has also the 
smallest micropore volume of the three chars (0.17 cm3/g). Moreover micropore volume of 
wood chip chars is scarcely affected by partial conversion both with air and with carbon 
dioxide. BET area of wood chip char is negligible after pyrolysis, it increases to 300m2/g 
after 10% combustion. Noteworthy the increase in BET surface with the progress of carbon 
consumption can be related with the opening up and development of mesopores, while the 
increase of micropore volume can be related with the evolution of microporosity [19]. The 
observed results therefore suggest that reaction of wood chip char with oxygen opens up 
larger pores (macro and mesopores). The extent and the role of microporosity is very limited 
in wood chip char.  
Olive husk generates a char that is denser than wood chips char and relatively less macro-
porous. The pore size distribution is indeed shifted toward smaller pore sizes. Micropore 
volume of the unconverted char is comparable with that of wood chips (0.18 cm3/g) but 
increases by 40% after combustion. BET surface increases up to 320m2/g after combustion 
Altogether results of porosimetric analysis suggest that olive husk char possess a more 
extensive network of mesopores compared to wood chip char and again quite modest 
microporosity. Moreover mesoporosity develops along with reaction with oxygen.  
The char obtained from pyrolysis of pine seed shells has the smallest pore size distribution 
and the highest density of the three biomass chars investigated. Its micropore volume is  
0.23 cm3/g and increases by 32% after combustion indicating a considerable activation of 
small pores especially by carbon dioxide. BET area reaches 580 m2/g after combustion 
suggesting that mesoporosity is significantly developed by oxygen. Altogether results 
indicate that pine seed shell char contains a large portion of micro and mesopores prone to 
be activated by the reaction. 



  
Progress in Biomass and Bioenergy Production 

 

308 

Proximate analysis of MBM 
Moisture (as received w%) 6 

Ash (as received w%) 20 
Fixed carbon (as received w%) 10 

Volatile Matter (as received w%) 64 
Ultimate analysis 

 MBM (as received, w%) MBM char (w%) 
C 43.4 31.1 
H 6.4 1.7 
N 9.2 5.1 
S 0.4 n.d. 
Cl 0.3 n.d. 
P n.d. n.d. 

Heating Value of MBM  (d.b. %w) 
HHV (MJ/kg) 15.50 
LHV (MJ/kg) 14.47 

ICP analysis of raw and ashed material 
 MBM (as received, ppm) Ash (ppm) 

Al 57 108 
Na 11422 19498 
Fe 138 331 
Ca 19832 58541 
K 3910 808 

Mg 1777 5150 
Ba 11 78 
Mn 8 31 
Sr 37 140 
Cr 1 17 
Va 0 0 
Ni 0 8 
Zn 70 139 
Ce 0 0 
Co 2 9 
La 0 0 
Pb 10 9 

Granulometric analysis 
 MBM EP1 EP3 

d (0.1) μm 6 4 1 
d (0.5) μm 124 44 8 
d (0.9) μm 706 162 51 

Mean d (Surface weighted), μm 16 9 3 
Mean d (Volume weighted), μm 252 73 18 

Table 1. Characterization of MBM  

 
Characterization of Biomass as Non Conventional Fuels by Thermal Techniques 

 

309 

The analysis included mercury intrusion porosimetry, adsorption of N2 at 77K and of CO2 at 
273K. The porosimetric station consisted in a high-pressure mercury porosimeter Carlo Erba 
2000 equipped with a Macropore unit and a Carlo Erba Sorptomatic 1900. Mercury 
porosimetry allowed to evaluate the pore size distribution of char in the size range of 
200μm>dp>75Å and the % porosity, ε. Nitrogen adsorption results allowed to evaluate BET  
surface areas. Data of carbon dioxide adsorption were analysed according to Dubinin 
Radishkevich method to evaluate micropore volumes.  
Figures 6 A-C show the cross-sections of char particles of wood chips, pine seed shells and 
olive husk observed under the scanning electron microscope. The micrographs show that 
char from wood chips and pine seed shells has a highly anisotropic pore structure 
characterized by parallel channels running in the axial direction (orthogonal to the paper 
sheet). This is a consequence of the fibrous structure of the parent biomass. Large pores 
and cavities are also evident in the case of olive husk char, but the orientation appears to 
be random. A comparison of the three micrographs shows that the solid matrix of the char 
from wood chips is the most porous, while that of pine seed shell char is the most 
compact.  
The cumulative pore size distribution on volume basis for the chars of the three biomass 
fuels is reported in Figure 7. Table 2 reports the overall char porosity and density calculated 
from porosimetric data. Table 3 reports the BET surface area and the micropore volume of 
unconverted char samples and of char reacted with air or with carbon dioxide up to 10% 
carbon conversion. 
It can be observed that wood chip char is characterized by the lowest density and the largest 
porosity, which consists predominantly of macropores (>1μm). Wood chip char has also the 
smallest micropore volume of the three chars (0.17 cm3/g). Moreover micropore volume of 
wood chip chars is scarcely affected by partial conversion both with air and with carbon 
dioxide. BET area of wood chip char is negligible after pyrolysis, it increases to 300m2/g 
after 10% combustion. Noteworthy the increase in BET surface with the progress of carbon 
consumption can be related with the opening up and development of mesopores, while the 
increase of micropore volume can be related with the evolution of microporosity [19]. The 
observed results therefore suggest that reaction of wood chip char with oxygen opens up 
larger pores (macro and mesopores). The extent and the role of microporosity is very limited 
in wood chip char.  
Olive husk generates a char that is denser than wood chips char and relatively less macro-
porous. The pore size distribution is indeed shifted toward smaller pore sizes. Micropore 
volume of the unconverted char is comparable with that of wood chips (0.18 cm3/g) but 
increases by 40% after combustion. BET surface increases up to 320m2/g after combustion 
Altogether results of porosimetric analysis suggest that olive husk char possess a more 
extensive network of mesopores compared to wood chip char and again quite modest 
microporosity. Moreover mesoporosity develops along with reaction with oxygen.  
The char obtained from pyrolysis of pine seed shells has the smallest pore size distribution 
and the highest density of the three biomass chars investigated. Its micropore volume is  
0.23 cm3/g and increases by 32% after combustion indicating a considerable activation of 
small pores especially by carbon dioxide. BET area reaches 580 m2/g after combustion 
suggesting that mesoporosity is significantly developed by oxygen. Altogether results 
indicate that pine seed shell char contains a large portion of micro and mesopores prone to 
be activated by the reaction. 



  
Progress in Biomass and Bioenergy Production 

 

310 

 Average pore diameter [μm] ε % Particle density [kg/m3] 
Wood chips char 17 91 170 
Olive husk char 7.5 80 400 
Pine seed shells char 17.5 70   490 

Table 2. Results of Hg-porosimetry on three biomass chars 

 
 BET area (N2) [m2/g] Micropore volume (CO2) [cm3/g] 

Unreacted char 
Wood chips char < 1 0.165 
Olive husk char < 1 0.183 

Pine seed shells char < 1 0.232 
Char reacted with air up to 10% conversion 

Wood chips char 296 0.175 
Olive husk char 320 0.256 

Pine seed shells char 579 0.307 

Table 3. Results of gas adsorption on unreacted and partially reacted biomass chars 

A last example is reported to demonstrate the study of the fate of metals by SEM, ICP and 
XRD analysis. The case reported here refers to a bitumen like refuse of the oil industry, 
particularly riched in Mo and V. Although this is not a biomass fuel, it is presented here 
because it is particularly instructive of the problematic related to the presence of metals.  
In addition to the raw material , also char, ashes, a sample of leached material and a sample 
of char at intermediate burn-off have been characterized The char was prepared in a tubular 
reactor at 600°C in a flow of nitrogen. Ashes were obtained from complete burn-off of the 
material in the same reactor in the excess of 800°C. Partial conversion of the char was 
accomplished at 600°C in air. Additionally a sample was obtained by overnight leaching of 
the raw material in pentane. 
SEM and ICP analysis were carried out using a Philips XL30 SEM equipped for EDAX 
analysis and an Agilent 7500 CE ICP-MS. XRD  measurements were made with a Brucker D8 
ADVANCE diffractometer in reflection mode from 3°(2θ) to 70°(2θ) with a step size of 
0.03°(2θ) with an energy dispersive detector Sol-X. Porosimetric analysis was carried out by 
nitrogen absorption at 77K with a Carlo Erba Sorptomatic. 
Results are reported in Tables 4-5 and in Fig 8. Notably the raw material has a very high 
carbon content and good calorific value (PCS 34050 kJ/kg). It contains also non-negligible 
contents of selected heteroatoms and several impurities, such as S, Cl, Ca, V, Fe, Ni, Mo. 
These metals, identified also by XRD, form different crystalline phases: V1.87FeS4, S8V5.44, 
V2NiS4, V2Fe0.67S4, V3S4 and V2MoS4. XRD reveals also the presence of a sharp peak at   
2θ=26° indicative of the presence of graphitic carbon, probably resulting from catalytic 
graphitization. The BET area is 200m2/g. 
Notably during vacuum treatment prior to nitrogen adsorption tests the sample released a 
large quantity of sticky and intensely odorous volatile matter.  This sticky matter removed 
under vacuum could also be removed by mild heat treatment up to 150°C or alternatively by 
leaching the sample with organic solvents such as pentane, as already explained. The 
proximate and ultimate analyses and the ICP analysis confirm that such pre-treatments 
removed mainly volatile organic matter with very low boiling point which impregnated the 
raw sample, while metals remained in the sample.  

 
Characterization of Biomass as Non Conventional Fuels by Thermal Techniques 

 

311 

 
Fig. 6. SEM picture of cross-section of biomass chars. A. Wood chips; B. Pine seed shells; C. 
Olive husk  
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leaching the sample with organic solvents such as pentane, as already explained. The 
proximate and ultimate analyses and the ICP analysis confirm that such pre-treatments 
removed mainly volatile organic matter with very low boiling point which impregnated the 
raw sample, while metals remained in the sample.  
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Fig. 6. SEM picture of cross-section of biomass chars. A. Wood chips; B. Pine seed shells; C. 
Olive husk  
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Fig. 7. Cumulative pore size distribution of three biomass chars from Hg porosimetry 
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Fig. 8. Results of XRD analysis for a residue of the oil industry: raw sample (red), char 
produced under inert conditions (black) and partially burned sample (blue). 

Upon pyrolysis in nitrogen at 600°C volatile organic matter is further lost whereas metals 
mainly remain in the solid residue. Results from XRD characterization of the char 
surprisingly show that the sample becomes less graphitic in nature. When the char is burnt 
with air in the excess of 800°C the carbon content gradually decreases and the concentration 
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of metals increases. XRD reveals the appearance of vanadium oxides (VO2 and V2O3) and a 
renewed increase in graphitic order. 
The ash composition has been characterized by ICP, and results are reported in Table 5. If 
one considers that ash residue remaining after complete burn off of the raw fuel represents 
about 10% of the original sample mass, one would expect that the content of metals in the 
ash residue should be nearly ten times the corresponding amount in the raw sample. 
Inspection of Table 5 suggests that this is not the case. To better appreciate the partitioning 
of metals between the solid residue and the leachate (for samples leached with pentane) or 
the gas phase (for char remaining after pyrolysis and for the ash residue remaining after 
combustion), a partitioning factor α has been reported for all but the raw samples and for 
each metal. Based on an ash-tracing concept, the partitioning factor α has been defined as: 
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where wi,k represents the amount of metal i in sample k (k=pentane-leached sample, char, 
ash) and wi,raw the amount of the same metal in the raw sample. Similarly, wref,k and wref,raw 
represent the amounts of a reference metal in sample k and in the raw sample, respectively. 
The reference metal was selected so as to meet two constraints: stability upon both heat 
treatment and combustion, abundance so as to minimize uncertainties associated with its 
quantification. After consideration of different candidates, Nickel proved to be the better 
suited reference metal.  
Analysis of the partitioning factors provides a clear picture of the relative stability of the 
different metals upon pentane-leaching, fuel pyrolysis and combustion, which can be 
related to the departure of α from unity. Most metals are relatively stable upon pyrolysis 
(with possible exceptions of sodium and lead). More pronounced is the effect of combustion 
on selected metals: extensive depletion of Se, Sb, Cd and Hg is observed. The more 
pronounced effect is no doubt that associated with Mo, whose abundant content in the raw 
residue is only marginally retained in the ash residue after combustion, possibly because of 
the large volatility of this metal in the oxidized state.  
 

 Raw sample Pentane-leached sample
Moisture 0.1-0.3 0 
Volatiles 22.1-23.8 15.1 

Ashes 8.7-10.9 15.9 
Fixed carbon 66.7-67.5 69.0 

 

 Raw sample Pentane-leached sample Char 
C 78.3 78.2 77.2 
H 4.6 4.1 1.8 
N 0.8 1.0 1.0 
S 6.5 n.d. n.d. 

O2 (by difference) 0-1.1 n.d. n.d. 

Table 4. Analysis (a.r. w%) of refuses of the oil industry. *Minimum and maximum values. 
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Fig. 8. Results of XRD analysis for a residue of the oil industry: raw sample (red), char 
produced under inert conditions (black) and partially burned sample (blue). 

Upon pyrolysis in nitrogen at 600°C volatile organic matter is further lost whereas metals 
mainly remain in the solid residue. Results from XRD characterization of the char 
surprisingly show that the sample becomes less graphitic in nature. When the char is burnt 
with air in the excess of 800°C the carbon content gradually decreases and the concentration 
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of metals increases. XRD reveals the appearance of vanadium oxides (VO2 and V2O3) and a 
renewed increase in graphitic order. 
The ash composition has been characterized by ICP, and results are reported in Table 5. If 
one considers that ash residue remaining after complete burn off of the raw fuel represents 
about 10% of the original sample mass, one would expect that the content of metals in the 
ash residue should be nearly ten times the corresponding amount in the raw sample. 
Inspection of Table 5 suggests that this is not the case. To better appreciate the partitioning 
of metals between the solid residue and the leachate (for samples leached with pentane) or 
the gas phase (for char remaining after pyrolysis and for the ash residue remaining after 
combustion), a partitioning factor α has been reported for all but the raw samples and for 
each metal. Based on an ash-tracing concept, the partitioning factor α has been defined as: 
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represent the amounts of a reference metal in sample k and in the raw sample, respectively. 
The reference metal was selected so as to meet two constraints: stability upon both heat 
treatment and combustion, abundance so as to minimize uncertainties associated with its 
quantification. After consideration of different candidates, Nickel proved to be the better 
suited reference metal.  
Analysis of the partitioning factors provides a clear picture of the relative stability of the 
different metals upon pentane-leaching, fuel pyrolysis and combustion, which can be 
related to the departure of α from unity. Most metals are relatively stable upon pyrolysis 
(with possible exceptions of sodium and lead). More pronounced is the effect of combustion 
on selected metals: extensive depletion of Se, Sb, Cd and Hg is observed. The more 
pronounced effect is no doubt that associated with Mo, whose abundant content in the raw 
residue is only marginally retained in the ash residue after combustion, possibly because of 
the large volatility of this metal in the oxidized state.  
 

 Raw sample Pentane-leached sample
Moisture 0.1-0.3 0 
Volatiles 22.1-23.8 15.1 

Ashes 8.7-10.9 15.9 
Fixed carbon 66.7-67.5 69.0 

 

 Raw sample Pentane-leached sample Char 
C 78.3 78.2 77.2 
H 4.6 4.1 1.8 
N 0.8 1.0 1.0 
S 6.5 n.d. n.d. 

O2 (by difference) 0-1.1 n.d. n.d. 

Table 4. Analysis (a.r. w%) of refuses of the oil industry. *Minimum and maximum values. 
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 Raw sample Pentane-leached sample Char Ash 
 ppm ppm α ppm α ppm α 

Na 3896 3757 0.97 2980 0.62 29904 0.82 
Mg 105 99 0.95 142 1.09 1046 1.07 
Al 355 320 0.91 414 0.94 2804 0.84 
P 19 10 0.53 17 0.72 152 0.86 
K 77 70 0.92 95 0.99 493 0.68 
Ca 586 538 0.93 1394 1.92 5193 0.95 
Ti 17 15 0.89 22 1.04 118 0.74 
V 12720 12360 0.98 15340 0.97 85450 0.72 
Cr 24 23 0.97 32 1.07 233 1.04 
Mn 17 16 0.95 21 0.99 155 0.97 
Fe 2048 1823 0.90 2542 1.00 18546 0.97 
Co 39 39 1.01 49 1.01 336 0.92 
Ni 4006 3970 1.00 4975 1.00 37469 1.00 
Cu 58 56 0.97 76 1.06 381 0.70 
Zn 62 61 0.99 63 0.82 553 0.95 
Ga 10 10 1.01 13 1.05 78 0.83 
As 5 5 1.01 6 0.97 24 0.51 
Se 4 4 1.01 3.7 0.74 0.1 0.00 
Sr 11 11 1.01 15 1.10 82 0.80 

Mo 30818 31298 1.02 40068 1.05 21309 0.07 
Cd 51 49 0.97 62 0.98 36 0.08 

Table 5. ICP analysis of inorganics and metal partitioning factors of refuses of the oil 
industry 

5. Examples of thermogravimetric analysis 
TG-IP/TG-OP/TG-C results for typical biomass 
The results of thermal analysis carried out on some of the previously mentioned fuels will 
be reported in this section in order to provide examples of typical as well as more 
problematic results as regards TG-IP, TG-OP and TG-C experiments. 
Notably the TG analysis was carried out in a Netzsch STA 409 CD TG/DSC equipped with a 
special Skimmer device and a quadrupole Mass Spectrometer Balzers QMG422 (0-300 
a.m.u.). This device, described in detail in ref [20] and shown in Fig. 3, enables on-line 
analysis of gaseous products while minimizing condensation and secondary reactions in the 
gas phase.   
Pine seed shells provide a good example of the typical biomass behaviour during TG-IP and 
TG-OP experiments. The TG-DTG curves are reported in Fig. 9. The DTG curves exhibit a 
single peak anticipated by a shoulder. The peak temperature increases with the heating rate. 
The char residue is around 25% at all heating rates.  
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Fig. 9. TG-DTG curves from experiments TG-IP and TG-OP on a typical biomass.  

With 5% oxygen at 5°C/min two stages of weight loss are observed: the first stage, accounts 
for the loss of volatile matter, the second one accounts for conversion of char, leaving behind 
only residual ash. The first DTG peak is anticipated by 25°C compared to the case of inert 
pyrolysis. Altogether results of pyrolysis under inert and oxidative conditions indicate a 
reaction path of the type descried in Fig. 2B.  
Completely different results have been obtained for coals [2] which, upon oxidative 
pyrolysis experience a single stage of weight loss with peak at quite higher temperatures 
(around 670°C at 5°C/min), according to the reaction path of reported in fig. 2A.  
DTG curves of the type shown can be analysed easily according to the Friedmann and the 
Kissinger methods in order to obtain kinetic parameters. Notably large values of the 
parameter  are commonly obtained when a single reaction model of the type of eqn. (1) is 
applied to a set of multiple parallel reactions with a broad distribution of activation 
energies. For ligno-cellulosic materials in fact a wide range of kinetic schemes have been 
used, including two parallel reactions, nucleation models, discrete activation energy models. 
The adoption of a single reaction model is a relatively good simplification in the case of pine 
seed shells, it may be an oversimplification in the case of other biomasses, nevertheless it 
remains useful for calculations within a first order approximation. 
Fig. 10-11 report results of TG-C experiments on pine seed shell char and other biomasses. In 
particular the procedure followed to assess the kinetics of char–combustion reaction is 
exemplified assuming a power law expression of the type in eqn. (2). 
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Fig. 9. TG-DTG curves from experiments TG-IP and TG-OP on a typical biomass.  

With 5% oxygen at 5°C/min two stages of weight loss are observed: the first stage, accounts 
for the loss of volatile matter, the second one accounts for conversion of char, leaving behind 
only residual ash. The first DTG peak is anticipated by 25°C compared to the case of inert 
pyrolysis. Altogether results of pyrolysis under inert and oxidative conditions indicate a 
reaction path of the type descried in Fig. 2B.  
Completely different results have been obtained for coals [2] which, upon oxidative 
pyrolysis experience a single stage of weight loss with peak at quite higher temperatures 
(around 670°C at 5°C/min), according to the reaction path of reported in fig. 2A.  
DTG curves of the type shown can be analysed easily according to the Friedmann and the 
Kissinger methods in order to obtain kinetic parameters. Notably large values of the 
parameter  are commonly obtained when a single reaction model of the type of eqn. (1) is 
applied to a set of multiple parallel reactions with a broad distribution of activation 
energies. For ligno-cellulosic materials in fact a wide range of kinetic schemes have been 
used, including two parallel reactions, nucleation models, discrete activation energy models. 
The adoption of a single reaction model is a relatively good simplification in the case of pine 
seed shells, it may be an oversimplification in the case of other biomasses, nevertheless it 
remains useful for calculations within a first order approximation. 
Fig. 10-11 report results of TG-C experiments on pine seed shell char and other biomasses. In 
particular the procedure followed to assess the kinetics of char–combustion reaction is 
exemplified assuming a power law expression of the type in eqn. (2). 
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Fig. 10. Instantaneous char combustion rate vs burn-off for a typical biomass.  
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Fig. 11. Arrhenius plots for combustion of three biomass chars.  
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The instantaneous carbon conversion rate has been normalised with respect to the time τ0.5, 
By this procedure data points at different temperature and oxygen partial pressure overlay 
and a regression curve can be drawn, which gives the variation of the rate of carbon 
conversion along burnoff (A(f)).  
It is important to observe that the Arrhenius plots in the temperature range investigated are 
reasonably linear. This allows to obtain the kinetic parameters for char combustion from  
regression over all data points in the figure. At higher temperature the slope of the 
Arrhenius plot might decrease as a consequence of the onset of mass transfer limitations to 
the rate of combustion. In this case only the linear portion of the Arrhenius plot should be 
used to obtain kinetic data.  
An additional information which can be readily obtained from Fig. 11 is the scale of 
reactivity of different chars: in the case shown it is evident that olive husk char is the most 
reactive of the three samples. 
TG-IP/TG-OP/TG-C results for metal rich materials 
Olive husk and MBM provide examples of atypical TG results that can be obtained for 
fuels with high inorganic or metal content as regards the effect of oxygen during 
pyrolysis. As shown in Fig.12 the presence of oxygen during pyrolysis of this type of fuels 
does not enhance the mass loss, on the contrary the pyrolytic scission seems to be delaied.  
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Fig. 12. TG curves of olive husk during TG-IP and TG-OP experiments 

This apparently anomalous trend can be related to the high metal and inorganic content of 
these biomasses which promote formation of oxidized complexes. The uptake of oxygen  
partly compensates the  mass loss due to pyrolysis at moderate temperature. At higher 
temperature complexes are released and eventually lead to complete burnout above 
500°C.  
The case of the bitumen like residue, particularly rich in Mo and V, will also be presented 
here, because it is considered very useful to explain this phenomenology. The results of TG-
IP and TG-OP tests for this material are reported in Figs. 13-14 TG-DTG-DSC curves are 
complemented by MS curves. 
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Fig. 12. TG curves of olive husk during TG-IP and TG-OP experiments 

This apparently anomalous trend can be related to the high metal and inorganic content of 
these biomasses which promote formation of oxidized complexes. The uptake of oxygen  
partly compensates the  mass loss due to pyrolysis at moderate temperature. At higher 
temperature complexes are released and eventually lead to complete burnout above 
500°C.  
The case of the bitumen like residue, particularly rich in Mo and V, will also be presented 
here, because it is considered very useful to explain this phenomenology. The results of TG-
IP and TG-OP tests for this material are reported in Figs. 13-14 TG-DTG-DSC curves are 
complemented by MS curves. 
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Under inert conditions between 150 and 300°C distinct peaks can be recognized in MS 
profiles corresponding to M/e equal to 29, 43, 41, 57, 56. Although it is not possible to 
achieve a full identification of the chemical species corresponding to these values of M/e, it 
is likely that  alkanes (propane M/e 29, butane M/e 43,29; pentane M/e 43, 57) and butene 
(M/e 41, 56) are produced in this temperature range. The complete spectrum at 200°C 
reveals the release also of species with high molecular mass: M/e 81, 95-98, 104, 118, 140, 
154, 160, 164, 176, 180. In the temperature range 350-800°C a large MS peak identified as 
hydrogen is observed, which may be due to dehydrogenation/aromatization reactions and 
breakage/condensation of higher molecular weight chains.  
When mild oxidizing conditions are established (pO2=0.001bar)  the pattern does not change 
significantly up to 400°C,  although above 450°C the weight loss increases from 2 to 9%.  
When strongly oxidizing conditions are established (pO2=0.21 bar) a totally different 
behaviour is observed: up to 350°C the weight loss is depressed. Combustion takes off above 
450°C with a marked heat release resulting in 90% weight loss. MS curves are not reported, 
but it is  CO and CO2 are the major products in this case. 
The presence of solid state reactions under oxidizing conditions at moderate temperature at 
the expense of metals is supported by the evidence during experiment DTG-OP of a small 
though noticeable DSC peak at 350°C and by results of XRD that show the formation of 
vanadium and molibdenum oxides. 
 

TG 100% He TG 0.1% O2 TG 21% O2

DTG 100% He DTG 0.1% O2 DTG 21% O2

 
Fig. 13. TG-DTG-DSC curves from experiments TG-IP and TG-OP of a residue of the oil 
industry.  

6. Examples of lab scale experiments  
Pyrolysis (TR-IP-SH, TR-OP-SH, TR-IP-I, TR-OP-I)  
Examples of results of pyrolysis in ab scale reactors with the specific aim of studying the 
yields in tar and gas under different pyrolysis conditions are reported for the bitumen like 
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residue of oil residue already mentioned before. In particular, the effect of inert vs mild 
oxidizing conditions and the effect of slow vs fast heating are presented.  
Pyrolysis and oxidative pyrolysis experiments have been carried out in the tubular reactor 
described in Fig. 4. The reaction products were quickly cooled down as they flowed through 
250ml bubblers held at  0°C  and -12°C respectively. Tar captured by the bubblers has been 
characterized off line by means of simulated distillation. The gas which passed through the 
bubblers was sent directly  to a  micro-GC Agilent 3000° equipped with four columns 
(Molesieve MS5A, Poraplot U, Poraplot allumina and OV1) in order to analyse the gaseous 
products on line.  
 

150°C 900°C350°C 600°C 900°C  
Fig. 14. MS curves from experiments TG-IP of a residue of the oil industry.  

The overall char yield was between 19-22% in all the tests. The tar yield was around 10% but 
turned out to be rather scattered. The analysis of the tars collected by the bubblers is 
reported in Tab. 6. The weight fractions corresponding to different boiling points are 
reported.  It can be observed that tar produced from slow pyrolysis under inert conditions 
has a minor fraction of components with boiling point between 170-300°C, a 60% weight 
fraction has boiling point in the range 350-500°C and 30% above 500°C. These figures are 
consistent with the weight loss measured by TGA. Tar obtained by fast pyrolysis under inert 
conditions and by slow pyrolysis with a mild oxidizing atmosphere both contain a larger 
fraction  with boiling point below 350°C. 
The composition of the gas leaving the bubblers during an experiment of slow pyrolysis in 
He are reported in Fig. 15. It can be observed that hydrocarbons with more than two carbon 
atoms are released in two stages. The first, more pronounced one, occurs between 150-
400°C, the second between 400 and 600°C. Methane is instead released over the entire 
temperature range of the experiment. Under moderately oxidizing conditions similar 
profiles are obtained up to 300°C, but at higher temperatures CO2 is produced at the 
expense of methane and other hydrocarbons. 
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but it is  CO and CO2 are the major products in this case. 
The presence of solid state reactions under oxidizing conditions at moderate temperature at 
the expense of metals is supported by the evidence during experiment DTG-OP of a small 
though noticeable DSC peak at 350°C and by results of XRD that show the formation of 
vanadium and molibdenum oxides. 
 

TG 100% He TG 0.1% O2 TG 21% O2

DTG 100% He DTG 0.1% O2 DTG 21% O2

 
Fig. 13. TG-DTG-DSC curves from experiments TG-IP and TG-OP of a residue of the oil 
industry.  

6. Examples of lab scale experiments  
Pyrolysis (TR-IP-SH, TR-OP-SH, TR-IP-I, TR-OP-I)  
Examples of results of pyrolysis in ab scale reactors with the specific aim of studying the 
yields in tar and gas under different pyrolysis conditions are reported for the bitumen like 
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residue of oil residue already mentioned before. In particular, the effect of inert vs mild 
oxidizing conditions and the effect of slow vs fast heating are presented.  
Pyrolysis and oxidative pyrolysis experiments have been carried out in the tubular reactor 
described in Fig. 4. The reaction products were quickly cooled down as they flowed through 
250ml bubblers held at  0°C  and -12°C respectively. Tar captured by the bubblers has been 
characterized off line by means of simulated distillation. The gas which passed through the 
bubblers was sent directly  to a  micro-GC Agilent 3000° equipped with four columns 
(Molesieve MS5A, Poraplot U, Poraplot allumina and OV1) in order to analyse the gaseous 
products on line.  
 

150°C 900°C350°C 600°C 900°C  
Fig. 14. MS curves from experiments TG-IP of a residue of the oil industry.  

The overall char yield was between 19-22% in all the tests. The tar yield was around 10% but 
turned out to be rather scattered. The analysis of the tars collected by the bubblers is 
reported in Tab. 6. The weight fractions corresponding to different boiling points are 
reported.  It can be observed that tar produced from slow pyrolysis under inert conditions 
has a minor fraction of components with boiling point between 170-300°C, a 60% weight 
fraction has boiling point in the range 350-500°C and 30% above 500°C. These figures are 
consistent with the weight loss measured by TGA. Tar obtained by fast pyrolysis under inert 
conditions and by slow pyrolysis with a mild oxidizing atmosphere both contain a larger 
fraction  with boiling point below 350°C. 
The composition of the gas leaving the bubblers during an experiment of slow pyrolysis in 
He are reported in Fig. 15. It can be observed that hydrocarbons with more than two carbon 
atoms are released in two stages. The first, more pronounced one, occurs between 150-
400°C, the second between 400 and 600°C. Methane is instead released over the entire 
temperature range of the experiment. Under moderately oxidizing conditions similar 
profiles are obtained up to 300°C, but at higher temperatures CO2 is produced at the 
expense of methane and other hydrocarbons. 
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Figure 16 reports the cumulative yields of different gaseous species throughout pyrolysis in 
the tubular reactor under different conditions. It can be observed that during slow heating rate 
pyrolysis in helium the product gas contains mainly CH4 (90%) and small percentages of CO, 
CO2, C2H6 (3-5% each). The presence of oxygen in the pyrolysis atmosphere at low 
concentration levels (0.1%) produces a gas with 50% di CO2  and 40% CH4. Upon fast heating 
pyrolysis rate under inert conditions produces a rather different gas, with a marked increase in 
C2H4 , which becomes the most abundant species, followed by CH4, C2H6, CO, CO2.  
 

 
 

Experiment TR-IP-SH 
w% 

Experiment TR-OP-SH
w% 

Experiment TR-OP-I 
w% 

1st bubbler 2nd bubbler 1st bubbler  1st bubbler 

<170 0 0 0 <170 0 

170-350 4.7 12.3 18 170-350 4.7 

350-500 61.5 55.8 58 350-500 61.5 

500-800 33.8 31.9 24 500-800 33.8 

Table 6. Boiling points of tar collected during pyrolysis in lab scale reactor of a residue of the 
oil industry 

Char combustion (TR-CC-SH,  TR-CC-I) 
Char combustion experiments have been carried out in a fluidized bed reactor (FB-C) 
consisting of a 1.1 m long quartz tube with 20 mm id.. The tube is heated by a vertical 
electrical furnace with 110 mm ID and length 750 mm. Gas flows bottom up and passes 
through a distributor positioned at the centre of the  tube. The gas flow rate is 100NL/h. A 
bed of 20mm quarzite is used with particle size between 300-400 µm. Exhaust gas is 
analysed on line by ABB IR analysers.  In each test initially the bed is fluidized by nitrogen. 
One single particle of approximately 5mm diameter is fed from the top of the reactor at a 
fixed temperature (between 500-600°C). After pyrolysis is complete, the gas is switched from 
nitrogen to an O2/N2 mixture (with O2 at values between   4-15%).    
Figure 17 shows typical results of a fluidized bed experiment. In the example reported in 
this figure the particle was fed at t=100s under inert conditions. The bed was at 600°C. The 
progress of pyrolysis can be followed from the profile of CH4. The time of pyrolysis in this 
experiment was 58s. At time t=800s oxygen was let into the reactor at the desired level of 
concentration (15% in the example), this produced a fast increase of combustion products. 
The CO and CO2 profiles obtained during this stage are reported in the figure and show 
that char combustion took 430s. Notably in all the experiments devolatilization took 
roughly 60s. Pyrolysis time was indeed not affected by the operating conditions, in the 
range investigated, suggesting that the process was dominated by heat and mass transfer 
effects.  
The char combustion time increased from 430s to 1500s when the temperature was lowered 
from 600 to 500°C at a value of oxygen concentration of 15% and from 430s to 1700s when 
oxygen concentration was lowered from 15 to 4 % at the temperature of 600°C. A regression 
of data of average rate of char combustion at different temperature and oxygen 
concentration allows to estimate the values of  kinetic parameters.  
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Fig. 15. Gas evolved during TR-IP experiment of a residue of the oil industry  
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Fig. 16. Analysis of gas evolved during TR-IP experiment of a residue of the oil industry. 
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Fig. 16. Analysis of gas evolved during TR-IP experiment of a residue of the oil industry. 
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Fig. 17. Profiles of O2  CO and CO2 released during an experiment of TRCCI at 600°C in the 
fluidized bed reactor for a residue of the oil industry 

7. Conclusions 
An experimental procedure has been proposed to investigate at a lab-scale the potential of 
biomasses as fuels for pyrolysis and combustion processes. The experimental work coupled 
physico-chemical characterization tests with pyrolysis under inert and oxidizing conditions 
and char combustion using different experimental techniques.  
Thermogravimetric analysis provides useful information on the temperature range in which 
pyrolysis/combustion of the fuel can be carried out and allows to estimate the rate and 
kinetics of the reactive processes. Moreover it provides useful information on the effect of 
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inert/oxidative conditions on the products yield. Examples reported in this paper show that 
the presence of oxygen upon heating favours pyrolysis reactions in many cases, but when 
biomasses have a high content of metals and inorganic matter the presence of oxygen 
hinders the pyrolitic reactions at low-moderate temperature through formation of oxygen 
complexes.   
Tests of pyrolysis in lab scale reactors show that the composition of the pyrolysis gas and tar 
are strongly affected by the heating rate and by the presence of even minor concentrations of 
oxygen. As far as gas composition is concerned, slow heating under rigorously inert 
conditions produces mainly methane and minor amounts of hydrogen, methane, propane, 
ethylene, CO, CO2. When heating is carried out in an even mild oxidizing atmosphere the 
gas produced contains mainly CO2 and CH4  and modest amounts of alkanes and alkenes of 
higher order. As far as tar is concerned, both fast heating and the presence of oxygen 
increase the low boiling point fraction.  
Experiments in a fluidized bed reactor allows to estimate the time of pyrolysis and of char 
combustion under different conditions.  
Characterization of the solid products by ICP and XRD allows to investigate the fate of 
mineral matter and metals. The examples reported for some metal rich fuels show that 
metals mainly remain in the solid residue during pyrolysis under rigorously inert 
conditions (up to 600°C). On the contrary pyrolysis under oxidizing conditions and char 
combustion at temperatures in excess of 800°C produce the oxidation and loss of selected 
volatile metals, most likely in their oxidized forms. This result has severe environmental 
implications and needs to be taken into account in process design.  
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1. Introduction 
Non harvested above and below ground carbon must be continuously replaced to maintain 
the soil resilience and adaptability.  The soil organic carbon (SOC) maintenance requirement 
is the amount of non-harvested carbon (NHC) that must be added to maintain the SOC 
content at the current level (NHCm) (Mamani-Pati et al., 2010; Mamani-Pati et al., 2009).  To 
understand the maintenance concept a basic understanding of the carbon cycle is needed 
(Mamani-Pati et al., 2009).  The carbon cycle is driven by photosynthesis that produces 
organic biomass which when returned to soil can either be respired by the soil biota or 
contribute to the SOC.  The rates that non-harvested biomass is converted from fresh 
biomass to SOC and SOC is converted to CO2 are functions of many factors including, 
management, climate, and biomass composition.  First order rate mineralization constants 
for nonharvested carbon (kNHC) and SOC (kSOC) can be used to calculate half lives and 
residence times.  Carbon turnover calculations are based on two equations, 

 [ ]NHC a m
SOC k NHC NHCd
dt

= −  (1) 

 kSOC × SOCe = kNHC × NHCm (2) 

In these equations, SOC is soil organic C, NHCa is the non-harvested carbon returned to soil, 
NHCm is the nonharvested carbon maintenance requirement, ksoc is the first order rate 
constant for the conversion of SOC to CO2, and kNHC is the first order rate constant for the 
conversion of NHC to SOC (Clay et al., 2006).   These equations state that the temporal 
change in SOC (dSOC/dt) is equal to the non-harvested carbon mineralization rate constant 
(kNHC) times the difference between the amounts of carbon added to the soil (NHCa) and the 
maintenance requirement (NHCm) and that at the SOC equilibrium point (SOCe), the rate 
that non-harvested C (NHC) is converted into SOC (kNHC × NHCm) is equal to the rate that 
SOC is mineralized into CO2 (kSOC × SOCe).  Through algebraic manipulation, these 
equations can be combined to produce the equation,   

 a SOC

e NHC NHC e

NHC k SOC 1
SOC k t k SOC

d
d

 
= +  × 

 (3)  



  
Progress in Biomass and Bioenergy Production 

 

324 

[10] Senneca O., Fuel 87 (2008) 3262 – 3270 
[11] Monte M.C., Fuente E., Blanco A. , Negro C., Waste Management 29 (2009) 293–308 
[12] H.L. Friedman, J. Polym. Sci. C6 (1964) 183. 
[13] T. Ozawa, J. Therm. Anal. 31 (1986) 547. 
[14] H.E. Kissinger, Anal. Chem. 29 (1957) 1702. 
[15] T. Ozawa, J. Therm. Anal. 2 (1970) 301. 
[16] T. Ozawa, Bull. Chem. Soc. Jpn. 38 (1965) 1881. 
[17] J.H. Flynn, L.A. Wall, J. Polym. Sci B4 (1966) 
[18] Senneca O, Fuel Processing Technology 88 (2007) 87-97  
[19] Salatino P., Senneca O., Masi S., Gasification of a coal char by oxygen and carbon 

dioxide, Carbon, 36 (1998) 443 

17 

Estimating Nonharvested Crop Residue  
Cover Dynamics Using Remote Sensing  

V.P. Obade1, D.E. Clay1, C.G. Carlson1,  
K. Dalsted1, B. Wylie2, C. Ren1 and S.A. Clay1 

1South Dakota State University 
2United States Geological Survey (EROS), Sioux Falls 

United States of America 

1. Introduction 
Non harvested above and below ground carbon must be continuously replaced to maintain 
the soil resilience and adaptability.  The soil organic carbon (SOC) maintenance requirement 
is the amount of non-harvested carbon (NHC) that must be added to maintain the SOC 
content at the current level (NHCm) (Mamani-Pati et al., 2010; Mamani-Pati et al., 2009).  To 
understand the maintenance concept a basic understanding of the carbon cycle is needed 
(Mamani-Pati et al., 2009).  The carbon cycle is driven by photosynthesis that produces 
organic biomass which when returned to soil can either be respired by the soil biota or 
contribute to the SOC.  The rates that non-harvested biomass is converted from fresh 
biomass to SOC and SOC is converted to CO2 are functions of many factors including, 
management, climate, and biomass composition.  First order rate mineralization constants 
for nonharvested carbon (kNHC) and SOC (kSOC) can be used to calculate half lives and 
residence times.  Carbon turnover calculations are based on two equations, 

 [ ]NHC a m
SOC k NHC NHCd
dt

= −  (1) 

 kSOC × SOCe = kNHC × NHCm (2) 

In these equations, SOC is soil organic C, NHCa is the non-harvested carbon returned to soil, 
NHCm is the nonharvested carbon maintenance requirement, ksoc is the first order rate 
constant for the conversion of SOC to CO2, and kNHC is the first order rate constant for the 
conversion of NHC to SOC (Clay et al., 2006).   These equations state that the temporal 
change in SOC (dSOC/dt) is equal to the non-harvested carbon mineralization rate constant 
(kNHC) times the difference between the amounts of carbon added to the soil (NHCa) and the 
maintenance requirement (NHCm) and that at the SOC equilibrium point (SOCe), the rate 
that non-harvested C (NHC) is converted into SOC (kNHC × NHCm) is equal to the rate that 
SOC is mineralized into CO2 (kSOC × SOCe).  Through algebraic manipulation, these 
equations can be combined to produce the equation,   

 a SOC

e NHC NHC e

NHC k SOC 1
SOC k t k SOC

d
d

 
= +  × 

 (3)  



 
Progress in Biomass and Bioenergy Production 326 

When fit to a zero order equation, the y-intercept and slopes are SOC

NHC

k
k

 and 
NHC

1
k eSOC×

, 

respectively.  
Based on this equation, NHCm, kNHC, and kSOC can be calculated using the equations, NHCm 
=  b × SOCe;  kNHC  = 1/ (m × SOCe); and kSOC  = b/(m × SOCe).  This approach assumed that 
above and below ground biomass make equal contributions to SOC;  that the amount of 
below ground biomass is known; and NHC is known and that initial (SOCe) and final 
(SOCfinal) SOC values are near the equilibrium point.  Advantages with this approach are 
that kSOC and kNHC are calculated directly from the data and the assumptions needed for 
these calculations can be tested.  A disadvantage with this solution is that surface and 
subsurface NHC must be measured or estimated.  Remote sensing may provide the 
information needed to calculate surface NHC, through estimating the spatial variation of 
crop residues which are a major source of NHC.   
Traditionally crop residue cover estimates have relied on visual estimation through road 
side surveys, line-point transect or photographic methods (CTIC, 2004; McNairn and Protz, 
1993; Serbin et al., 2009 a).  However, such ground-based survey methods tend to be time-
consuming and expensive and therefore are inadequate for crop residue quantification over 
large areas (Daughtry et al., 2005; Daughtry et al., 2006).  The need to improve these 
estimates has prompted much research on the extraction of surface residue information 
from aerial and satellite remote sensing (Bannari et al., 2006; Daughtry et al., 2005;  Gelder et 
al., 2009; Serbin et al., 2009 a & b; Thoma et al., 2004).   Previous research has shown crop 
residues may lack the unique spectral signature of actively growing green vegetation 
making the discrimination between crop residues and soils difficult (Daughtry et al., 2005).  
Daughtry and Hunt (2008) reported that dry plant materials have their greatest effect in the 
short wave infra-red (SWIR) region between 2000 and 2400 nm related to the concentration 
of ligno-cellulose in dry plant residue.   
Other studies have proposed the Cellulose Absorption Index (CAI), the Lignin Cellulose 
Absorption index (LCA) and the Shortwave Infrared Normalized Difference Residue 
Index (SINDRI) for estimating field residue coverage (Daughtry et al., 2005;  Daughtry et 
al., 2006; Thoma et al., 2004;  Serbin et al., 2009 c).  However, neither CAI, LCA nor 
SINDRI are currently practical for use in spaceborne platforms (Serbin et al., 2009 a).  For 
example, EO-1 Hyperion which was sensitive to the spectral ranges of CAI and LCA (2100 
and 2300 nm wavelengths), is past its planned operational lifetime and suffers bad 
detector lines (USGS, 2007), while the shortwave infrared (SWIR) detector for ASTER 
satellite failed in April, 2008 (NASA, 2010; Serbin et al., 2009 c).  Therefore, indices that 
utilize the multispectral wavelength ranges (450-1750 nm) appear to be the most viable 
economical alternative.  The objective of this research was to assess if remote sensing can 
be used to evaluate surface crop residue cover, and the amount of nonharvested biomass 
returned to soil.   

2. Materials and methods 
2.1 Study area 
A randomized block field experiment was conducted in South Dakota (SD) in the years 2009 
and 2010.  The coordinates at the site were 44 32'07"North and 97 22' 08"West.   Soil at the 
site was a fine-loamy, mixed, superactive, frigid typic calciudoll (Buse).  The treatments 
considered were residue removed (baled) or returned (not baled) with each treatment 
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replicated 36 times.  The field was chisel plowed and corn was seeded at the site during the 
first week of May in 2009 and 2010.  The row spacing was 76 cm and the population was 
80,000 plants per hectare.  Following physiological maturity in October, grain and stover 
yields were measured.  In all plots corn residue was chopped after harvesting.  In residue 
removal plots, stover was baled, and removed.  The amount of residue remaining after 
baling was measured in at 16 locations that were 0.5806 m2 in size.  For these measurements, 
the stover was collected, dried, and weighed.  Approximately 56% (±0.08) of the corn 
residue was removed by this process.  Following residue removal, soil surface coverage was 
measured using the approach by Wallenhaupt (1993) on 27th November 2009 and 13th 
November 2010.   

2.2 Field measurements and model development 
Spectral reflectance measurements of corn residues were collected with a Cropscan 
handheld multispectral radiometer (Cropscan Inc., Rochester, Minnesota) under clear sky 
conditions between 10 a.m. and 3 p.m. for all the field sites on 28th November 2009 and 
13th November 2010. The Cropscan radiometer measures incoming and reflected light 
simultaneously.  It measures within the following band widths, 440-530 (blue), 520-600 
(green), 630-690 (red), 760-900 (near infra red, NIR), 1550-1750 (mid infra red, MIR),  
for wide (W) bands, and 506-514, 563-573, 505-515, 654-666, 704-716, 755-765,  
804-816, 834-846, 867-876, 900-910, 1043-4053 nanometer (nm) for narrow wavelength 
bands.   
The Cropscan radiometer was set at a height of 2 m above ground, so as to approximate a 
1 m2 spatial resolution on the ground.  The Cropscan was calibrated by taking five 
spectral radiance readings on a standard reflectance, white polyester tarp, before 
beginning the scanning and after the whole field had been scanned.   Scanning errors 
were minimized by following the protocols as reported by Chang et al. (2005).  For 
calculations it is assumed that the irradiance flux density at the top of the radiometer is 
identical to the target.  Reflectance data were corrected for temperature and incident light 
angles, relative to top of the sensor.  Based on measured reflectance information, four 
wide reflectance bands and four indices derived from the wide spectral bands were 
calculated (Table 1).   
 

Vegetation 
 Index 

Equation  
(modified) Reference 

Normalized Difference 
Vegetation Index (NDVIw) 

NDVIw= 
(R830-R660)/(R830+R660)  

Rouse et al.  1974   

Green Normalized Difference 
Vegetation Indexw (GNDVIw) 

GNDVIw = 
(R830-R560)/(R830+R560) 

Daughtry et al. 2000 
Gitelson and Merzlyak  
1996 

Normalized Difference Water 
Index (NDWIw) 

NDWIw= 
(R830-R1650/(R830+R1650) 

Gao  1996 

Blue Normalized Difference 
Vegetation Index (BNDVIw) 

BNDVIw= 
(R830-R485)/(R830+R485) 

Hancock and 
Dougherty 2007 

Table 1. Spectral band combinations (indices) 
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SINDRI are currently practical for use in spaceborne platforms (Serbin et al., 2009 a).  For 
example, EO-1 Hyperion which was sensitive to the spectral ranges of CAI and LCA (2100 
and 2300 nm wavelengths), is past its planned operational lifetime and suffers bad 
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economical alternative.  The objective of this research was to assess if remote sensing can 
be used to evaluate surface crop residue cover, and the amount of nonharvested biomass 
returned to soil.   

2. Materials and methods 
2.1 Study area 
A randomized block field experiment was conducted in South Dakota (SD) in the years 2009 
and 2010.  The coordinates at the site were 44 32'07"North and 97 22' 08"West.   Soil at the 
site was a fine-loamy, mixed, superactive, frigid typic calciudoll (Buse).  The treatments 
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replicated 36 times.  The field was chisel plowed and corn was seeded at the site during the 
first week of May in 2009 and 2010.  The row spacing was 76 cm and the population was 
80,000 plants per hectare.  Following physiological maturity in October, grain and stover 
yields were measured.  In all plots corn residue was chopped after harvesting.  In residue 
removal plots, stover was baled, and removed.  The amount of residue remaining after 
baling was measured in at 16 locations that were 0.5806 m2 in size.  For these measurements, 
the stover was collected, dried, and weighed.  Approximately 56% (±0.08) of the corn 
residue was removed by this process.  Following residue removal, soil surface coverage was 
measured using the approach by Wallenhaupt (1993) on 27th November 2009 and 13th 
November 2010.   

2.2 Field measurements and model development 
Spectral reflectance measurements of corn residues were collected with a Cropscan 
handheld multispectral radiometer (Cropscan Inc., Rochester, Minnesota) under clear sky 
conditions between 10 a.m. and 3 p.m. for all the field sites on 28th November 2009 and 
13th November 2010. The Cropscan radiometer measures incoming and reflected light 
simultaneously.  It measures within the following band widths, 440-530 (blue), 520-600 
(green), 630-690 (red), 760-900 (near infra red, NIR), 1550-1750 (mid infra red, MIR),  
for wide (W) bands, and 506-514, 563-573, 505-515, 654-666, 704-716, 755-765,  
804-816, 834-846, 867-876, 900-910, 1043-4053 nanometer (nm) for narrow wavelength 
bands.   
The Cropscan radiometer was set at a height of 2 m above ground, so as to approximate a 
1 m2 spatial resolution on the ground.  The Cropscan was calibrated by taking five 
spectral radiance readings on a standard reflectance, white polyester tarp, before 
beginning the scanning and after the whole field had been scanned.   Scanning errors 
were minimized by following the protocols as reported by Chang et al. (2005).  For 
calculations it is assumed that the irradiance flux density at the top of the radiometer is 
identical to the target.  Reflectance data were corrected for temperature and incident light 
angles, relative to top of the sensor.  Based on measured reflectance information, four 
wide reflectance bands and four indices derived from the wide spectral bands were 
calculated (Table 1).   
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2.3 Statistical analysis 
Proc Mixed available within the Statistical Analysis System (SAS Institute, North Carolina) 
software, was used to determine reflectance differences in the residue removed and 
returned plots.  Correlation (r) coefficients between reflectance values and weights of stover 
returned and % surface residue  cover were determined.  Finally, graphs of percent residue 
cover versus spectral band and index for the models with the highest correlations were 
compared.   

3. Results and discussion 
In 2009, 28.8 % of the soil was covered with residue in the removed (baled) plots, while in 
2010, 54% of the soil was covered with residue (Table 2).  In the residue returned (not baled) 
plots, the surface cover was 100 and 70%, in 2009 and 2010, respectively.  The residue 
removal plots (28.8% cover) in 2009 had the lowest reflectance in the green, red, and NIR 
bands, while the residue returned plots in 2010 had the highest reflectance in the green, red, 
NIR, and MIR bands.  These results imply that corn residues have a relative high albedo, 
compared to soil.  Slightly different results would be expected in soybean (Glycine max) 
where Chang et al. (2004) did not detect reflectance differences between bare and soybean 
residue covered soil.    
 

Year Residue Percent 
Cover 

Weight
Mg/ha Blue W. Green W. Red W. NIR W. MIR W. NDVIw GNDVIw BNDVIw NDWIw 

             
2009 Removed 28.8 d 3.7a 4.60 c    6.50 c  8.84 c 13.75 d 19.50 b 0.22b 0.36b 0.50b -0.0035b 
2009 Returned 100  a 7.1b 7.72 a  11.10 ab 15.60 b 23.05 c 24.02 a 0.20c 0.35c 0.50b 0.026a 
2010 Removed 54.2 c 2.7c 6.60 b 11.22 b 16.53 b 26.6 b 26.61 a 0.24a 0.41a 0.60a -0.15c 
2010 Returned 70.0 b 5.5d 7.18 a 12.28 a 18.16 a 28.91 a 27.30 a 0.23ab 0.41a 0.60a 0.02ab 

p-value  0.0001 0.001 0.0001 0.0001 0.0001 0.0001 0.0005 0.0001 0.0047 0.1691 0.0001 
             

2009  64.4 10.9 6.2 8.77 12.2 18.4 21.76 0.21b 0.36 0.50 -0.08 
2010  62.1 7.1 6.9 11.75 17.3 27.74 26.96 0.23a 0.41 0.60 0.011 

p-value  0.464 0.001 0.14 0.0010 0.0002 0.0001 0.0368 0.013 0.0001 0.0001 0.0003 
             

*Values within a column that have different letters are significantly different at the 0.05 probability level.   

Table 2. Variation in residue cover over several wavelengths reflected from corn residues on 
the ground near Badger site, SD in the years 2009 and 2010. 

 
  Blue Green Red NIR MIR 

r 
Residue  returned (ton/ha) 0.39 0.30 0.27 0.22 0.002 
% residue cover 0.61 0.56 0.53 0.48 0.24 

NDVIw GNDVIw NDWIw BNDVIw 
Residue returned (ton/ha) -0.35 -0.24 0.35 -0.19 
% residue cover -0.34 -0.15 0.47 0.01 

Table 3. The correlation between the amounts of residue returned in 2009 and 2010 to the 
soil and the ground cover with surface reflectance.   r values greater than 0.174 are 
significant at the 0.05 level.   
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The correlation coefficient between the residue returned in ton/ha and percent residue 
cover with surface reflectance are shown in Table 3.  The correlation coefficients between 
residue returned and reflectance ranged from 0.002 in the MIR band to 0.39 in the blue band.  
For the % surface residue cover, higher r values were observed.  These results suggest that 
surface reflectance measurements were better at predicting the crop residue coverage than 
residue amount.  The highest r value between % ground cover and reflectance was observed 
for the blue band.  The different bands previously have been reported for different uses 
(http://landsat.usgs.gov/best_spectral_bands_to_use.php).  The blue band is useful for 
distinguishing soil from vegetation, while green is useful for assessing plant vigor.  The NIR 
(770-900 nm) and short-wave infrared (1550 – 1750 nm) discriminates biomass content from 
soil moisture content.  Although blue has a high correlation with surface residue cover, 
atmospheric scattering may reduce its suitability for space-based sensors (Lillesand and 
Kiefer, 2000;  Wang et al., 2010).   
The amount of residue retained on the soil was correlated to NDVI, GNDVI, and NDWI, 
while the percent coverage was correlated to NDVI and NDWI.  Of the indices 
determined, NDWIw had the highest r value with percent residue cover followed by 
NDVIw, GNDVIw, and BNDVIw respectively.  It is important to note, that the results are 
limited by the boundary conditions of the experiment.  Although only the percent residue 
cover and residue weights versus the reflectance were analyzed, other factors such as soil 
cover, color or moisture could have impacted the reflectance values (Barnes et al. 2003; 
Daughtry et al., 2005;  Daughtry et al., 2006;  Pacheco and McNairn, 2010; Thoma et al., 
2004). 
A comparison of the reflectance data across years for the blue band suggests that a zero 
order equation (y = 4.31 + 0.036x; r2 = 0.38) could explain the relationship between 
reflectance and surface coverage (Fig. 1).  Slightly different results were observed for the 
NDWIw indices where a second order quadratic equation (y = -0.22 + 0.005x – 0.0000263 x2; 
R2 = 0.26) was used to describe the relationship with surface coverage.  The graph of % 
residue cover versus NDWIw flattens after the 60 % residue cover which implies that 
NDWIw may saturate with increasing coverage.  A limitation of this study is that only one 
site was analyzed, therefore any models generated would be suitable for the specific site and 
only after fall harvest.  Other errors can occur when extrapolating plot measurements data 
to the whole field coverage.  In future, research that confirms the finding for other sites and 
harvesting approach needs to be conducted.   

4. Conclusion 
The main objective of this study was to investigate the potential of remote sensing  
to assess residue coverage. The research showed that surface reflectance was more closely 
correlated with percent cover than the amount of residue returned. Of the spectral  
band widths measured, reflectance in the blue range provided the most consistent results 
across the two years.  NDWIw had a higher correlation with residue returned and % cover 
than NDVIw, GNDVIw, or BNDVIw. Future studies should not only consider more field 
sites, but incorporate factors such as the decomposition rates of residues on spectral 
reflectance and harvesting approaches (see Daughtry et al. 2010), so as to develop an 
accurate and standard approach for mapping residue cover in real time over large 
geographic areas. 
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Proc Mixed available within the Statistical Analysis System (SAS Institute, North Carolina) 
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cover versus spectral band and index for the models with the highest correlations were 
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The correlation coefficient between the residue returned in ton/ha and percent residue 
cover with surface reflectance are shown in Table 3.  The correlation coefficients between 
residue returned and reflectance ranged from 0.002 in the MIR band to 0.39 in the blue band.  
For the % surface residue cover, higher r values were observed.  These results suggest that 
surface reflectance measurements were better at predicting the crop residue coverage than 
residue amount.  The highest r value between % ground cover and reflectance was observed 
for the blue band.  The different bands previously have been reported for different uses 
(http://landsat.usgs.gov/best_spectral_bands_to_use.php).  The blue band is useful for 
distinguishing soil from vegetation, while green is useful for assessing plant vigor.  The NIR 
(770-900 nm) and short-wave infrared (1550 – 1750 nm) discriminates biomass content from 
soil moisture content.  Although blue has a high correlation with surface residue cover, 
atmospheric scattering may reduce its suitability for space-based sensors (Lillesand and 
Kiefer, 2000;  Wang et al., 2010).   
The amount of residue retained on the soil was correlated to NDVI, GNDVI, and NDWI, 
while the percent coverage was correlated to NDVI and NDWI.  Of the indices 
determined, NDWIw had the highest r value with percent residue cover followed by 
NDVIw, GNDVIw, and BNDVIw respectively.  It is important to note, that the results are 
limited by the boundary conditions of the experiment.  Although only the percent residue 
cover and residue weights versus the reflectance were analyzed, other factors such as soil 
cover, color or moisture could have impacted the reflectance values (Barnes et al. 2003; 
Daughtry et al., 2005;  Daughtry et al., 2006;  Pacheco and McNairn, 2010; Thoma et al., 
2004). 
A comparison of the reflectance data across years for the blue band suggests that a zero 
order equation (y = 4.31 + 0.036x; r2 = 0.38) could explain the relationship between 
reflectance and surface coverage (Fig. 1).  Slightly different results were observed for the 
NDWIw indices where a second order quadratic equation (y = -0.22 + 0.005x – 0.0000263 x2; 
R2 = 0.26) was used to describe the relationship with surface coverage.  The graph of % 
residue cover versus NDWIw flattens after the 60 % residue cover which implies that 
NDWIw may saturate with increasing coverage.  A limitation of this study is that only one 
site was analyzed, therefore any models generated would be suitable for the specific site and 
only after fall harvest.  Other errors can occur when extrapolating plot measurements data 
to the whole field coverage.  In future, research that confirms the finding for other sites and 
harvesting approach needs to be conducted.   

4. Conclusion 
The main objective of this study was to investigate the potential of remote sensing  
to assess residue coverage. The research showed that surface reflectance was more closely 
correlated with percent cover than the amount of residue returned. Of the spectral  
band widths measured, reflectance in the blue range provided the most consistent results 
across the two years.  NDWIw had a higher correlation with residue returned and % cover 
than NDVIw, GNDVIw, or BNDVIw. Future studies should not only consider more field 
sites, but incorporate factors such as the decomposition rates of residues on spectral 
reflectance and harvesting approaches (see Daughtry et al. 2010), so as to develop an 
accurate and standard approach for mapping residue cover in real time over large 
geographic areas. 
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Fig. 1. Percent residue cover versus spectral bands (top) and NDWIw index (below)  
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1. Introduction 
As a result of environmental requirements in many countries and new areas of application 
the demand on activated carbon is still growing. Due to the unavailability of the main basic 
materials like hard coal, wood or coconut shells in many countries other biomass matters 
were tested for their appropriateness of activated carbon production. 
The objective of this experimental work is the conversion of waste biomass into activated 
carbon. Waste biomass like straw matters, olive stones, nut shells, coffee grounds and spent 
grain is converted thermally in two steps. First the biomass undergoes a pyrolysis process at 
500°C–600°C in nitrogen atmosphere. The gaseous and liquid pyrolysis products can be 
used energetically either for heating the facilities or for electricity production. 
Second, the solid residue, the char, is treated in an activation process at 800°C–1000°C in 
steam atmosphere in order to enhance the char surface area which was analyzed by 
standard BET method. The increase of surface area depends on the type of biomass and on 
the activation parameters. The production methods were investigated in lab-scale facilities 
whereas a pilot scale reactor was designed for the transformation of the discontinuous 
activation process to a continuous production process.  
The use of agricultural by-products for activated carbon production as well as the influence of 
ash content, pyrolysis and activation conditions on the activated carbon quality is investigated 
by many authors. The high ash content of rice straw makes it difficult to achieve a sufficiently 
high surface area (Ahmedna et al., 2000). The influence of a one step and a two step thermal 
treatment of rice straw in CO2 atmosphere is discussed in (Yun et al., 2001). The two step 
treatment leads to higher surface areas than the one step treatment which correspond to the 
own results. Higher temperatures of physical activation in CO2 atmosphere leads to pore 
widening which causes an increase of mesopores. Physical activation by the use of an 
oxidizing gas like steam or CO2 results in carbons with low surface area whereas chemical 
activation enhances the carbon surface area (Ahmedna et al., 2000). Chemical activation of rice 
husks and rice straw is investigated in (Guo et al., 2002; Oh & Park, 2002). The impregnation of 
rice precursors with KOH or NaOH enhances the surface area. In addition the activation 
temperature can be lowered. Washing rice straw with alkaline solutions like NaOH allows to 
reduce the ash content as shown in Table 1 and (Huang et al., 2001). Carbonisation and 
activation of pretreated rice straw leads to higher surface areas than of non-treated straw 
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matters but only in a certain range of washing time and temperature due to the effect that 
lignin and hemicelluloses are dissolved as well which leads to the reduction of straw carbon 
content (Finch & Redlick 1969; Sun et al. 2001). Ash extraction of straw matters is also 
discussed in (Di Blasi et al., 2000; Jensen et al., 2001a, 2001b). Activated carbons from olive 
stones and other waste biomass matters are given in (Daifullah & Girgis, 2003). High porosity 
can be attained by the use of phosphoric acid prior to heat treatment. Olive stones as precursor 
are also investigated in (El-Sheikh et al., 2004). They point out the microporous structure of 
their carbons which were activated in both steam and CO2 atmosphere. Pretreatment of olive 
stones with hydrogen peroxide has a negative effect on porosity and surface area. The 
influence of gas atmosphere on the formation of mesopores in olive stone chars is investigated 
in (Gonzalez, 1994; Molina-Sabio, 1996). CO2 activation leads to larger micropore volume than 
steam activation. Here, pore widening is the predominant effect. Compared to CO2 activation 
chemical activation of olive stones with of ZnCl leads to higher surface areas with a high 
amount of micropores (Lopez-Gonzalez, 1980). Highly microporous carbons with high surface 
areas are produced by chemical activation of hazelnut, walnut and almond shells and of 
apricot stones (Aygün, et al., 2003). Pistachio shells and fir wood were investigated in (Wu et 
al., 2005) by both physical and chemical activation. Chemical activation and the influence of 
KOH and NaOH on the formation of micropores of loquat stones is reported in (Sütcü & 
Demiral, 2009). High surface areas are attained with KOH and an increase of chemical agent 
leads to an increase of surface area. The influence of pyrolysis conditions on pore generation is 
investigated by pyrolysis of oil palm shells under both, nitrogen and vacuum (Qipeng & Aik, 
2008). It is shown that vacuum pyrolysis avoids pore blocking which results in higher surface 
areas. The effect of binders and pressing conditions on the production of granulated activated 
carbons are worked out in (Ahmedna et al., 2000; Pendyal et al., 1999). Straw matters and 
binders from agricultural byproducts like molasses from sugarcane and sugar beet, corn syrup 
and coal tar were mixed and pressed prior to pyrolysis and CO2 activation. Molasses as binder 
leads to lower hardness and higher ash content of the activated carbons than corn syrup or 
coal tar.  
Also chemical activation leads to highly microporous activated carbons with high surface 
areas this work considers steam activation which is regarded be a low cost method for 
technical use. 

2. Experimental method of biomass pyrolysis and char activation 
The experiments on pyrolysis and activation of waste biomass matters were run in lab-scale 
facilities. The advantage of these small-scale equipments is that the experiments could be 
run very quickly without long heat-up times and with one operating person. Only small 
amounts of biomass were needed and the operation conditions could be changed quite 
easily. Not many efforts had to be made in gas cleaning procedure due to the low exhaust 
gas flow. The screening test to figure out the optimal char residence time in the activation 
facility was a one or two day work with an output of 6 – 10 data points.  The description of 
the lab-scale experiments is given in detail for both, pyrolysis and activation activities. 

2.1 Biomass properties 
For the generation of activated carbon from waste biomass more than 12 different waste 
biomass matters were investigated. The properties of some of the investigated types of 
biomass are given in Table 1. 
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 C H O N S Cl Ash* H2O 
Rice straw untreated 39.6 4.6 36.4 0.7 0.1 0.2 18.3 8 
Rice straw pretreated 42.4 5.9 n.m 0.76 n.m n.m 3.6 None 

Olive stones 48 5.6 n.m <1 n.m n.m 5 4 
Wheat straw 44.1 6 44.9 0.5 0.2 0.7 7.9 9.8 

Wheat straw pellets 43.1 5.9 45.5 1 n.m n.m ~8 6.5 
Walnut shells 50.7 6 n.m n.m n.m n.m 0.9 10.7 

Pistachio shells 43.7 5.9 n.m n.m n.m n.m 0.8 Dry 

Table 1. Elemental analysis of different types of biomass based on dry matters (wt%). 
*Appendix C.7 Alkali Deposit Investigation Samples Alkali Deposits Found in Biomass 
Power Plants: A Preliminary Investigation of Their Extent and Nature National Renewable 
Energy Laboratory Subcontract TZ-2-11226-1; n.m.: not measured 

2.2 Lab-scale pyrolysis  
The pyrolysis experiments were run in a “pocket“-reactor which was originally designed for 
fast pyrolysis experiments and which was reconverted to slow pyrolysis. Heating of 
biomass at low heating rates of 5-10 K/min was considered to be better than fast heating 
rates with respect to activated carbon production. A scheme of the reactor is shown in Fig. 1. 
 

 
Fig. 1. Scheme of the pyrolysis reactor. Four pockets are connected in parallel and wrapped 
round with an electric heater. The width of the pockets was 5 mm. 

The pockets altogether were filled with about 100 g of biomass. The feed was heated by a 
flow of hot nitrogen and additionally by electric heaters which were fixed to the walls of 
each pocket. The pyrolysis temperature was varied but it had only a marginal influence on 
the quality of the activated carbon because the biomass was not completely devolatilized 
after pyrolysis. The reason is that activation took place at higher temperature than pyrolysis 
therefore the entire devolatilization had been realized in the activation step. The 
disadvantage of incomplete pyrolysis is that some oils which are produced in the activation 
step require an additional cooling and filter system. The primary pyrolysis gases were 
cooled in a gas cooler to 5 °C and the oils were collected in order to use them as binder 
material for the production of granulated activated carbon. After the run of the experiments 
the char was taken out of the pockets and the mass balance was established. 
The total amounts of the pyrolysis products char, tar and gas of the investigated biomass 
matters are given in Table 2: 
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after pyrolysis. The reason is that activation took place at higher temperature than pyrolysis 
therefore the entire devolatilization had been realized in the activation step. The 
disadvantage of incomplete pyrolysis is that some oils which are produced in the activation 
step require an additional cooling and filter system. The primary pyrolysis gases were 
cooled in a gas cooler to 5 °C and the oils were collected in order to use them as binder 
material for the production of granulated activated carbon. After the run of the experiments 
the char was taken out of the pockets and the mass balance was established. 
The total amounts of the pyrolysis products char, tar and gas of the investigated biomass 
matters are given in Table 2: 
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Biomass Char [wt% dm] Tar [wt% dm] Gas [wt% dm] 
Rice straw 27 40 33 

Rice straw washed* 19 30-40 50-40 
Wheat straw 28 22 50 

Wheat straw pellets 32 33 35 
Olive stones crashed 30 49 21 

Pistachio shells 29 36 35 
Walnut shells 31 29 40 
Coconut shells 33 40 27 
Coffee grounds 23 53 24 

Spent grain 29 20 51 
Beech wood (525 °C)+ 24 46 30 
Coconut press residue 27 51 22 

Rape seed 17 63 20 

Table 2. Yields of pyrolysis products based on dry biomass matter. The pyrolysis 
temperature was  600 °C, the heating rate amounted to 10 K/min. * Based on washed and 
dried straw. + Pyrolysis temperature was 525°C. 

The influence of heating rate on the pyrolysis product yields is shown in Table 3. The 
pyrolysis temperature was set to 600 °C for some biomass matters whereas the heating rate 
amounted to 30 K/min. 
 

Biomass Char [wt% dm] Tar [wt% dm] Gas [wt% dm] 
Rice straw washed 24 36 40 
Wheat straw pellets 31 25 44 

Pistachio shells 24 54 22 

Table 3. Yields of pyrolysis products. The pyrolysis was run at 600 °C, the heating rate 
amounted to 30 K/min. 

As shown from Tables 2 and 3 the tar yield increases if the heating rate is enhanced 
whereas the char yield slightly decreases. From the aspect of using the tars/oils for energy 
production in a combined heat and power plant the higher heating rate is more 
reasonable. The influence of pyrolysis heating rate on the surface area of activated carbon 
is marginal in this range. A negative effect on the activated carbon quality can be detected 
at heating rates of more than 250 K/min. For optimization reasons, the amount and 
quality of the liquid pyrolysis products may be a decision criterion for higher heating 
rates. 

2.3 Lab-scale activation  
The activation experiments were run in a reaction tube which was installed in an oven. The 
scheme of the activation lab-scale facility is shown in Fig. 2. 
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Fig. 2. Scheme of the activation reactor. The reaction tube can be passed through by steam 
flow. The case where the char is inserted has a porous bottom and can be removed from the 
tube.  

The activation reactor consists of a tube furnace which can be heated to 1100°C. Inside of the 
furnace a tube with a small case at the bottom is inserted. The case contains the char and has 
a porous bottom to ensure, that the incoming gas (nitrogen or steam) flows through the char 
bed. The tube can be taken out of the oven. In the beginning of the experiment 5–10 g of char 
were inserted into the case with the porous bottom. Afterwards the case was fixed to the 
tube. The tube was then inserted into the hot furnace and the char was kept under nitrogen 
atmosphere. When the desired char temperature was reached the nitrogen flow was 
substituted by steam flow. After some minutes of reacting time, the steam flow was 
switched off, the tube was taken out of the reactor and cooled to ambient temperature under 
nitrogen atmosphere. The char mass was recorded and a sample of char was taken out of the 
case for surface analysis. The remaining char was again inserted into the oven for the next 
time interval. In this way the surface area of the char could be recorded as function of the 
conversion rate, i.e. actual char mass/initial char mass. 
In the hot steam atmosphere the char got partially oxidized which lead to the loss of char 
mass and the production of gaseous products like H2, CO and CO2. Higher amounts of 
gaseous long-chain hydrocarbons were produced during the heat-up interval of the char as 
a result of incomplete pyrolysis at 600 °C. These gases may be of interest in terms of 
energetic utilization in order to rise the economy of the activated carbon production chain. 
One way of enhancing the calorific value of the exhaust gases may be a catalytic reforming 
process as reported in (Hornung et al., 2009a; Hornung et al., 2009b). 
As a result of partial oxidation under steam atmosphere, the surface area of the char 
increases which is shown in Fig. 3-14. The surface area created by the chemical reactions in 
the steam atmosphere reaches a maximum. Higher char conversion leads to diminishing 
surface areas due to the lack of carbon. In the final stage, only ash remains. 
Some of the char yields which remained at maximum surface area are given in Table 4 for 
rice straw and olive stones. 
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Fig. 2. Scheme of the activation reactor. The reaction tube can be passed through by steam 
flow. The case where the char is inserted has a porous bottom and can be removed from the 
tube.  

The activation reactor consists of a tube furnace which can be heated to 1100°C. Inside of the 
furnace a tube with a small case at the bottom is inserted. The case contains the char and has 
a porous bottom to ensure, that the incoming gas (nitrogen or steam) flows through the char 
bed. The tube can be taken out of the oven. In the beginning of the experiment 5–10 g of char 
were inserted into the case with the porous bottom. Afterwards the case was fixed to the 
tube. The tube was then inserted into the hot furnace and the char was kept under nitrogen 
atmosphere. When the desired char temperature was reached the nitrogen flow was 
substituted by steam flow. After some minutes of reacting time, the steam flow was 
switched off, the tube was taken out of the reactor and cooled to ambient temperature under 
nitrogen atmosphere. The char mass was recorded and a sample of char was taken out of the 
case for surface analysis. The remaining char was again inserted into the oven for the next 
time interval. In this way the surface area of the char could be recorded as function of the 
conversion rate, i.e. actual char mass/initial char mass. 
In the hot steam atmosphere the char got partially oxidized which lead to the loss of char 
mass and the production of gaseous products like H2, CO and CO2. Higher amounts of 
gaseous long-chain hydrocarbons were produced during the heat-up interval of the char as 
a result of incomplete pyrolysis at 600 °C. These gases may be of interest in terms of 
energetic utilization in order to rise the economy of the activated carbon production chain. 
One way of enhancing the calorific value of the exhaust gases may be a catalytic reforming 
process as reported in (Hornung et al., 2009a; Hornung et al., 2009b). 
As a result of partial oxidation under steam atmosphere, the surface area of the char 
increases which is shown in Fig. 3-14. The surface area created by the chemical reactions in 
the steam atmosphere reaches a maximum. Higher char conversion leads to diminishing 
surface areas due to the lack of carbon. In the final stage, only ash remains. 
Some of the char yields which remained at maximum surface area are given in Table 4 for 
rice straw and olive stones. 



 
Progress in Biomass and Bioenergy Production 

 

338 

Time [min] Rice straw [wt%] 
Act. Temp.: 800 °C 

Olive stones [wt%] 
Act. Temp.: 750 °C 

30 55 70 
45 50 60 
60 45 50 
90 40 30 

Table 4. Char yield as function of activation time for different biomass matters based on the 
dry initial char mass. 

2.4 Surface measurement – BET method 
The surface area of pyrolysis char and activated carbon is measured by standard BET–
method (Bunauer, Emmett, Teller) with the automatically operating measurement technique 
NOVA 4000e from Quantachrome Partikelmesstechnik GmbH. The char is exposed in 
nitrogen atmosphere at the boiling temperature of liquid nitrogen. The amount of nitrogen 
molecules which are adsorbed in a monolayer on the particles´ surface specify the surface 
area. In addition pore size analysis and pore volume measurements are made with this 
technology (Klank, 2006).  

2.5 Activation results 
The following diagrams show the BET surface area as function of conversion rate, i.e. loss of 
char mass resulting from steam activation. The values are based on dry initial char mass. 
The initial char was produced in the lab-scale pyrolysis reactor by the use of various 
biomass matters. As shown from the diagrams the surface area increases with increasing 
conversion rate. At conversion rates of more than 80 wt% the surface area diminishes due to 
the lack of carbon. 
Fig. 3 and 4 show the influence of conversion rate on the formation of surface area and the 
influence of activation temperature on activation time. The higher the activation 
temperature the lower the resulting activation time for the accessibility of a high surface 
areas. This example is given for crashed olive stones, but can be observed at all the other 
investigated biomass matters. Fig. 5-14 give a summary of the biomass type investigation for 
the applicability of activated carbon production. 
From Fig. 3 to 14 it is shown that any kind of nut shell is appropriate for activated carbon 
production. Straw materials end up with surface areas around 800 m2/g which is the 
minimum value that commercially available activated carbons provide. 
Activated carbon from rice straw with sufficient quality can only be attained if the straw 
matter is washed in alkaline solution like NaOH prior to the thermal treatment in order to 
extract the inorganic compounds (Finch, 1969). Intermediate surface areas can be attained 
with olive stones, spent grain, coffee grounds and sunflower shells. Due to the low 
feedstock price activated carbon which is made from these materials seems to have the most 
economic perspective. 
The residence time of the biomass in the pyrolysis reactor averaged 1 hour at a heating rate 
of 10 K/min. A rotary kiln reactor which is described in (Hornung et al., 2005; Hornung & 
Seifert, 2006) was tested for pyrolysis of wheat straw pellets and rape seeds. Here the 
pyrolysis was run at heating rates of 30 K/min. 
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Fig. 3. Active surface of crashed olive stones compared with prevalent raw materials. 
 

 
Fig. 4. Influence of activation temperature on activation time in the case of crashed olive 
stones. 
 

 
Fig. 5. Wheat straw 
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Time [min] Rice straw [wt%] 
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Olive stones [wt%] 
Act. Temp.: 750 °C 
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Table 4. Char yield as function of activation time for different biomass matters based on the 
dry initial char mass. 

2.4 Surface measurement – BET method 
The surface area of pyrolysis char and activated carbon is measured by standard BET–
method (Bunauer, Emmett, Teller) with the automatically operating measurement technique 
NOVA 4000e from Quantachrome Partikelmesstechnik GmbH. The char is exposed in 
nitrogen atmosphere at the boiling temperature of liquid nitrogen. The amount of nitrogen 
molecules which are adsorbed in a monolayer on the particles´ surface specify the surface 
area. In addition pore size analysis and pore volume measurements are made with this 
technology (Klank, 2006).  

2.5 Activation results 
The following diagrams show the BET surface area as function of conversion rate, i.e. loss of 
char mass resulting from steam activation. The values are based on dry initial char mass. 
The initial char was produced in the lab-scale pyrolysis reactor by the use of various 
biomass matters. As shown from the diagrams the surface area increases with increasing 
conversion rate. At conversion rates of more than 80 wt% the surface area diminishes due to 
the lack of carbon. 
Fig. 3 and 4 show the influence of conversion rate on the formation of surface area and the 
influence of activation temperature on activation time. The higher the activation 
temperature the lower the resulting activation time for the accessibility of a high surface 
areas. This example is given for crashed olive stones, but can be observed at all the other 
investigated biomass matters. Fig. 5-14 give a summary of the biomass type investigation for 
the applicability of activated carbon production. 
From Fig. 3 to 14 it is shown that any kind of nut shell is appropriate for activated carbon 
production. Straw materials end up with surface areas around 800 m2/g which is the 
minimum value that commercially available activated carbons provide. 
Activated carbon from rice straw with sufficient quality can only be attained if the straw 
matter is washed in alkaline solution like NaOH prior to the thermal treatment in order to 
extract the inorganic compounds (Finch, 1969). Intermediate surface areas can be attained 
with olive stones, spent grain, coffee grounds and sunflower shells. Due to the low 
feedstock price activated carbon which is made from these materials seems to have the most 
economic perspective. 
The residence time of the biomass in the pyrolysis reactor averaged 1 hour at a heating rate 
of 10 K/min. A rotary kiln reactor which is described in (Hornung et al., 2005; Hornung & 
Seifert, 2006) was tested for pyrolysis of wheat straw pellets and rape seeds. Here the 
pyrolysis was run at heating rates of 30 K/min. 
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Fig. 3. Active surface of crashed olive stones compared with prevalent raw materials. 
 

 
Fig. 4. Influence of activation temperature on activation time in the case of crashed olive 
stones. 
 

 
Fig. 5. Wheat straw 
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Fig. 6. Washed rice straw 

 

 
Fig. 7. Pistachio shells 

 

 
Fig. 8. Walnut shells. The steam flow was 0,5 l/min. 
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Fig. 9. Coconut shells 

 

 
Fig. 10. Sunflower shells 

 

 
Fig. 11. Coffee waste 



 
Progress in Biomass and Bioenergy Production 

 

340 

 
Fig. 6. Washed rice straw 

 

 
Fig. 7. Pistachio shells 
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Fig. 12. Spent grain 

 

 
Fig. 13. Rape seed 

 

 
Fig. 14. Oak fruit 
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Within this heating range the influence of heating rate on the activated carbon quality is 
negligible. Lower residence times i.e. 10 – 20 min should be chosen for economic reasons. 
For this the use of the rotary kiln reactor (Hornung et al., 2005, 2006) is suitable. 
The residence time of char in the activation step is given as function of conversion rate in 
following diagrams, Fig. 15 and 16. 
 

 
Fig. 15. Activation time as function of conversion rate. 

 

 
Fig. 16. Activation time as function of conversion rate. 

In Fig. 15 the values of walnut shells and pistachio shells belong to 800°C activation 
temperature except the lower pistachio values which correspond to the activation 
temperature of 900°C. The activation time was varying from experiment to experiment. 
The reason for this might have been local effects due to inhomogeneous flow through of 
the small fixed bed. But nevertheless, experiments with wheat straw pellets exhibits that 
the char residence time needs to be in the range of 60 - 75 min. These results in 
combination with the lab-scale pyrolysis experiments are helpful to determine the 
production parameters of activated carbon from a special type of biomass in a continuous 
production process. 
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The reason for this might have been local effects due to inhomogeneous flow through of 
the small fixed bed. But nevertheless, experiments with wheat straw pellets exhibits that 
the char residence time needs to be in the range of 60 - 75 min. These results in 
combination with the lab-scale pyrolysis experiments are helpful to determine the 
production parameters of activated carbon from a special type of biomass in a continuous 
production process. 
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2.6 Pore size distribution 
The pore size distribution of the investigated activated carbons were calculated by DFT 
method (Density Functional Theory) from the corresponding adsorption isotherms in 
Figure 17. DFT method (Evans et al., 1986) allows for the determination of the micro- and 
mesopore volume. The investigated carbons which were used for the isotherm 
measurements, Fig. 17, were high surface area carbons. As shown from Fig. 17 activated 
carbons from coconut shells, wheat straw, olive stones and walnut shells follow the same 
type of isotherm which was detected to be of IUPAC classification type I, indicating the 
presence of micropores (Sing et al., 1985; Klank, 2006). The hysteresis loops follow type 
H4 which refers to the presence of mesopores with a predominance of narrow slit-like 
pores.  
 

 
Fig. 17. Adsorption isotherms of nitrogen on various activated carbons.  

Activated carbons from rice straw offer as well a high microporosity but at high pressure 
ratio, there is a steep increase in pore volume which gives rise to the presence of  
meso- and macropores. The adsorption isotherm of pistachio shells is different from the 
other curves and tends to type IV. There is a big hysteresis loop visible which can be 
regarded as hysteresis type H2 and gives rise to complex pore structure and network 
effects. Due to its resemblance to H1-hysteresis the pore size calculations were based on 
spherical pores.  
The pore size diagrams of Fig. 18 a-d are similar and exhibit a predominant pore diameter 
of 40 Å, a high amount of micropores but nearly no macropores except the curves of 
pistachio shells and rice straw. The first one has a sharp peek in the range between 50 and 
60 Å indicating a high amount of meso-/macropores. The micropore volume of pistachio 
shell char is lower compared to the other activated carbon types. The light slope of the 
curve at higher pore diameters gives rise to a high amount of macropores. For this 
activated carbons from pistachio shells are predominated by meso- and macropores. 
Activated carbons from rice straw are predominated by micropores but meso- and 
macropores are present as well. The shape of the isotherms indicates that all investigated 
biomass based activated carbons are characterized by a high amount of micro- and 
mesopores. Macropores are only present in activated carbons from pistachio shells and 
rice straw.  
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Fig. 18. a-d: Pore size distribution of various activated carbons by use of DFT-method. 
Activated carbons from pistachio shells are based on a cylindrical pore model whereas the 
others are calculated on a slit-like model. 

3. Generation of granular activated carbon 
Dependent on the application of activated carbon, the material has to be granulated for 
better handling purposes. For this pelletizing tests of char powder were made in order find 
out the pelletizing conditions. The chars which came out of the pyrolysis reactor were in 
nearly the same shape than the biomass was before. For this the chars had to be milled to 
particle sizes of 40 – 280 μm. To form stable pellets the use of a binder is necessary. State of 
the art is the use of molasses as binder material prior to pyrolysis (Pendyal et al., 1999). For 
economic reasons and from the aspect of using the high viscous pyrolysis tars for energetic 
applications the biomass pyrolysis tars were tested as binder material. The scheme of the 
pellet production is shown in Fig. 19. 
 

 
Fig. 19. Scheme of the pelletizing method. 
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The pelletizing procedure is implemented in between the pyrolysis and the activation step. 
During activation the binder was decomposed. For this many tar components passed into 
the gas phase during activation combined with the gaseous products from the char–steam 
reactions. This lead to an energy rich exhaust gas. Measurements of the exhaust gas 
composition were made in the pilot-scale rotary kiln reactor and are given in Section 4. For 
further applications and for economic reasons the possibility of using the exhaust gas 
energetically p.e. in a gas engine should be taken into account. This procedure allows for 
further use of pyrolysis tars which are too viscous in order to use them directly as a fuel in 
an engine. Especially for the energy rich tars from the pyrolysis of straw matters which are 
difficult to handle this procedure may be an option for further use. 
The mixtures of chars and binder had to be put into a shape which was stable enough, to 
overcome the activation process. Test by extruding the mixtures were not successful. The 
extruder was either blocked or the pellets were unstable and melt after extruding. For this the 
concept of using a static press arose. A small lab-scale pressing unit was designed and build in 
order to test the pressing conditions. With the lab-scale pressing unit the pelletizing conditions 
were worked out. Several binders were tested and the char/binder ratios were varied. 
Furthermore the pressing conditions and the pressing temperatures were investigated. 
The following Table 5 gives an overview of the pelletizing combinations. 
 

Char Binder 
Pyrolysis oils from

Pressing 
conditions Temperature 

wheat straw 
rice straw 

pistachio shells 
olive stones 

coffee grounds 
mixtures of wheat straw and 

pistachio shells 
mixtures of rice straw and 

pistachio shells 

coconut press cake
 

coffee ground 
 

wheat straw 

150 bar – 
350 bar 

200 °C after 
pressing 

 

200 °C while 
pressing 

Table 5. List of pelletizing conditions. Combinations of these conditions were investigated. 

The results of the pelletizing investigations can be summarized as follows. After activation 
the binder had passed into the gas phase. Therefore the loss of pellet mass was higher than 
the loss of unpelletized char mass at the same activation time. The surface area of the pellets 
corresponds to the surface area of the unpelletized char. With respect to surface area the 
influence of the binder is marginal.   
Further, mixtures with different chars, i.e. chars with good and bad quality like rice straw 
and pistachio shells, lead to activated carbons with intermediate surface areas. This allows 
for the enhancement of surface areas from chars which are not of sufficient quality for 
activated carbon production.    
The following pictures show the influence of the binder on the formation of surface area, 
Fig. 20, and the influence of char mixing, Fig. 21, for wheat straw carbons. Fig. 22 and 23 
present the same effects of pelletizing and char mixing by the use of rice straw. 
In Fig. 20 it is shown that the surface area of the pelletized char is similar to the unpelletized 
char but the values are shifted to higher conversion rates due to the fact that the binder 
evaporates and/or reacts with the steam atmosphere. Fig. 21 and 23 demonstrate that the 
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surface area is shifted to higher numbers when the wheat/rice straw char is mixed with char 
from pistachio shells. 
 

 
Fig. 20. Influence of binder on the formation of active surface during activation of wheat straw. 
 

 
Fig. 21. Influence of char mixing on surface formation during activation in the case of wheat 
straw.  
 

 
Fig. 22. Influence of binder on the formation of active surface during activation of rice straw. 
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The following Table 5 gives an overview of the pelletizing combinations. 
 

Char Binder 
Pyrolysis oils from

Pressing 
conditions Temperature 
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rice straw 

pistachio shells 
olive stones 

coffee grounds 
mixtures of wheat straw and 

pistachio shells 
mixtures of rice straw and 

pistachio shells 

coconut press cake
 

coffee ground 
 

wheat straw 

150 bar – 
350 bar 

200 °C after 
pressing 

 

200 °C while 
pressing 

Table 5. List of pelletizing conditions. Combinations of these conditions were investigated. 

The results of the pelletizing investigations can be summarized as follows. After activation 
the binder had passed into the gas phase. Therefore the loss of pellet mass was higher than 
the loss of unpelletized char mass at the same activation time. The surface area of the pellets 
corresponds to the surface area of the unpelletized char. With respect to surface area the 
influence of the binder is marginal.   
Further, mixtures with different chars, i.e. chars with good and bad quality like rice straw 
and pistachio shells, lead to activated carbons with intermediate surface areas. This allows 
for the enhancement of surface areas from chars which are not of sufficient quality for 
activated carbon production.    
The following pictures show the influence of the binder on the formation of surface area, 
Fig. 20, and the influence of char mixing, Fig. 21, for wheat straw carbons. Fig. 22 and 23 
present the same effects of pelletizing and char mixing by the use of rice straw. 
In Fig. 20 it is shown that the surface area of the pelletized char is similar to the unpelletized 
char but the values are shifted to higher conversion rates due to the fact that the binder 
evaporates and/or reacts with the steam atmosphere. Fig. 21 and 23 demonstrate that the 

 
Activated Carbon from Waste Biomass 

 

347 

surface area is shifted to higher numbers when the wheat/rice straw char is mixed with char 
from pistachio shells. 
 

 
Fig. 20. Influence of binder on the formation of active surface during activation of wheat straw. 
 

 
Fig. 21. Influence of char mixing on surface formation during activation in the case of wheat 
straw.  
 

 
Fig. 22. Influence of binder on the formation of active surface during activation of rice straw. 
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Fig. 23. Influence of char mixing on surface formation during activation in the case of rice 
straw. 

The stability of the pellets, 4 mm in diameter and 20 mm long, was tested by the use of 
different char/binder ratios and pressing conditions.  For this some of the pellets were 
disposed between the dies of a pressing unit. The break force of the pellets was recorded. 
These values are given in Tables 6 and 7. Best hardness was attained at a char/binder ratio 
of 2/1 and 1.5/1. To form the pellets, the char/binder mixtures were pressed at 20 bar and 
afterwards the matrix was heated in an oven for 2 hours at 200°C. Subsequently the hot 
matrix was put under the press again to form the pellets at 200 bar. After cooling to ambient 
temperature the pellets were taken out of the matrix. Another possibility of pellet formation 
was cold pressing at 200 bar and subsequent heating at 200 °C. As shown from Tables 6 and 
7 heating and subsequent pressing leads to higher hardness of the pellets. A higher pressure 
did not enhance the hardness significantly. 
The binders which lead to stable pellets were pyrolysis oil from coconut press residues, tars 
from wheat straw pellets and tars from coffee ground pyrolysis. Especially wheat straw and 
coffee ground tars are low in water content and of sticky consistency. Therefore they were 
regarded to offer good bonding conditions as reported in (Fütterer, 2008).  
 

Binder: Pyrolysis oil Char/Binder 
ratio 

Pressing 
temperature 

Pressure 
[bar] Force [N] 

Coffee waste 2 /1 cold 250 136 
Spent grain 2/1 200 °C 200 50.9 

Coconut press 
residue 

1/2 cold 250 103 

2/1 cold 

100 50,6 
330 48.5 
200 34.2 
250 88.6 

Wheat straw 

2/1 cold 200 48 
1.5/1 200 °C 200 155 

2/1 200 °C 200 
65.9 
44.5 
49.5 

Table 6. Break strength of pellets made from wheat straw char. Bold: best combinations. 
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Binder: 
 Pyrolysis oil 

Char/Binder  
ratio 

Pressing 
temperature Pressure [bar] Force [N] 

Coconut press 
residue 1.5 / 1 

cold 
250 33.7 

350 73.6 

200 °C 200 38.7 

Wheat straw 1.5 / 1 200 °C 200 205 

Table 7. Break strength of pellets made from olive stone char. Bold: best combinations. 

The stability of the pellets was not only influenced by the type of binder but as well by the 
type of biomass. Pellets from olive stone chars were very hard to form, due to the melting 
effects after pressing. Stable pellets could only be attained by the use of wheat straw tar as 
binder. 

4. Rotary kiln reactor for char activation 
The advantage of the lab-scale pyrolysis and activation facilities is the easy way of handling 
and the short heat-up times. Many experiments can be made in a short time interval. 
Unfortunately the possibility of treating larger amounts of biomass is not given. Likewise 
these facilities do not serve for an up-scale to an industrial production process neither for 
biomass pyrolysis nor for char activation. For this a new concept of an activated carbon 
production process had to be worked out.  
For the pyrolysis step an already existing screw driven rotary kiln reactor (Hornung et al. 
2005; Hornung & Seifert, 2006) was used to transfer the lab-scale experiments into a 
continuous production process. Unfortunately the pyrolysis temperature was limited to 
500°C within this reactor. Tests were run with wheat straw pellets, olive stones, coconut 
press residues, rape seeds and spent grain. The chars were activated in the lab-scale facility. 
No influence of the chars from lab-scale experiments and rotary kiln pyrolysis was found 
after the activation step. The surface area of the chars from rotary kiln pyrolysis was similar 
to the area of the chars from lab-scale pyrolysis. The mass loss during activation was higher 
when the rotary kiln chars were used due to the lower pyrolysis temperature of 450°C–
500°C. The lab-scale pyrolysis was run at 600°C. For this at lot of volatiles were left in the 
rotary kiln chars. Nevertheless, this type of reactor serves for the pyrolysis of biomass 
matters with respect of activated carbon production due to the latter heating of the chars to 
higher temperatures during activation. 
The charcoal activation still needed a new upscale concept but some requirements had to be 
confirmed. First the production process had to be a continuous process with automatically 
operating feed and discharge systems. Second the char pellets had to be mixed with the 
steam quite well to ensure that partial char oxidation takes place over the entire particle´s 
surface. Third the stirring of the particles had to be made softly because the char pellets 
were not stable enough to withstand high mechanical forces. Forth the residence time of the 
char inside of the reactor should be well controlled as well as the steam flux. Fifth the 
reactor should operate at 1000 °C and the possibility of changing the heat system from 
electrical heating to the use of gas burners should be taken into account. 
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Fig. 23. Influence of char mixing on surface formation during activation in the case of rice 
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No influence of the chars from lab-scale experiments and rotary kiln pyrolysis was found 
after the activation step. The surface area of the chars from rotary kiln pyrolysis was similar 
to the area of the chars from lab-scale pyrolysis. The mass loss during activation was higher 
when the rotary kiln chars were used due to the lower pyrolysis temperature of 450°C–
500°C. The lab-scale pyrolysis was run at 600°C. For this at lot of volatiles were left in the 
rotary kiln chars. Nevertheless, this type of reactor serves for the pyrolysis of biomass 
matters with respect of activated carbon production due to the latter heating of the chars to 
higher temperatures during activation. 
The charcoal activation still needed a new upscale concept but some requirements had to be 
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steam quite well to ensure that partial char oxidation takes place over the entire particle´s 
surface. Third the stirring of the particles had to be made softly because the char pellets 
were not stable enough to withstand high mechanical forces. Forth the residence time of the 
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As a result of these requirements the use of a further rotary kiln reactor seemed to be the 
most appropriate method for the scale-up of the activation process. To control the 
residence time of the char in the rotary kiln, it should be equipped with a rotating screw. 
The temperature control of the char is realized by the installation of five thermocouples 
along the screw axis. Although the principles of the rotary kiln pyrolysis reactor 
(Hornung et al. 2005; Hornung & Seifert, 2006) was used for the activation step, a total 
redesign of this reactor type was necessary in order to run the experiments at higher 
temperatures. 
A sketch of the new, high temperature rotary kiln is shown in Fig. 24. It consists of a tube 
which is 2 meters long and the outer diameter amounts to 110 mm. The wall thickness is 6 
mm. Inside of this tube a screw is located. Both parts consist of heat resistant steel. The tube 
and the screw can be turned independently from each other. The rotation of the tube insures 
the particle mixing whereas the rotation of the screw controls the char residence time. The 
tube is heated electrically by an oven over a length of one meter but it can be changed to gas 
burner heating if necessary. The axis of the screw is equipped with an electric heater and in 
the small gap between heater and wall of the screw axis the steam is flowing. Holes in the 
screw axis assure that the steam enters the reactor room. The steam itself is generated 
separately by a steam generator. In addition five thermocouples are fixed to the screw to 
allow for the char temperature control. The rotation speed of the screw is measured and 
controlled as well as the rotation speed of the tube. Both, the screw and the tube are driven 
by electric motors. Two valves, one at the feed system and one at the outlet prevent the air 
from entering the reactor. At the outlet steam, condensed water and the activated char is 
separated. The activated carbon is cooled to room temperature after leaving the reactor. The 
heat-up of the rotary kiln to 950°C needs about 3 hours and has to be run carefully due to 
the thermal expansion of the metal components. The reactor was designed for a char 
throughput of ~ 1 kg/hour. The valve on the right hand side of the reactor enables the char 
input. The steam flows through the screw axis and enters the reactor from the right. The 
steam and the exhaust gases leave the reactor via a small valve which is located close to the 
activated carbon outlet on the left hand side.  
 

 
Fig. 24. Sketch of the high temperature rotary kiln reactor for char activation. The 
operation temperature is 950°C with steam flow and the char throughput amounts to 
max.  1 kg/h. 

Fig. 25 gives an impression of the build-up of the activation rotary kiln reactor. 
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Fig. 25. Photograph of the high temperature rotary kiln reactor for char activation.  

To proof whether this reactor is useful for char coal activation batch wise tests were run 
with char from wheat straw pellets and beech wood cubes. For this 80-100 g of char were 
inserted into the 950°C hot reactor. The residence time was varied between 40 min and 90 
min and the steam flow was adapted to the lab-scale experiments and amounted to 1,7 – 2 
m3/h. After collecting the activated carbon at the reactor outlet, the mass balance was 
established and the surface area measured. These results were compared with the lab-scale 
activation results and are given in Fig. 26 and 27. As shown from Fig. 26 and 27 the same or 
even higher surface areas could be attained with the rotary kiln activation. Only little mass 
got lost in the reactor as a result of particle destruction. Most of the particles left the reactor 
in the same shape as they got in but shrinkage due to the chemical reactions could be 
detected. As expected the particles were not pulverized due to the smooth transport and 
rotation. 
The results are promising and this concept seems to have a good perspective for the 
activation of the biomass char. This principle allows for the scale-up of the activation step 
into a continuous production process. For the up-scale of the rotary kiln to a technical plant  
much attention has to be paid on the heat impact. Inner and outer heating ensures that the 
steam flux and the char reach the operating temperature.  
 

 
Fig. 26. Comparison of lab-scale and pilot-scale activation in the case of wheat straw pellets. 
The half-filled pentagons are the pilot scale results of the rotary kiln. 

rotary kiln
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Fig. 27. Comparison of lab-scale and pilot-scale activation in the case of beech wood cubes. 

 
 Experiment 1: 600 g char input Experiment 2: 600 g char input 

gas 
component 

[vol%] 
(1) 

[wt%] 
(1) 

[vol%] 
(2) 

[wt%] 
 (2) 

[vol%] 
(3) 

[wt%] 
(3) 

[vol%] 
(4) 

[wt%] 
(4) 

H2 52,78 6,87 56,14 7,49 55,56 7,36 58,62 8,07 
O2 0,31 0,65 0,20 0,43 0,01 0,03 0,26 0,58 
N2 1,45 2,62 0,97 1,80 0,05 0,10 1,12 2,13 
CO 19,52 35,29 23,27 43,12 23,12 42,52 22,46 42,94 
CH4 10,33 10,70 4,95 5,25 5,97 6,29 3,31 3,63 
CO2 15,18 43,12 14,26 41,52 14,82 42,84 14,18 42,57 
C2H2 0,01 0,01 0,00 0,00 0,01 0,02 0,00 0,00 
C2H4 0,41 0,75 0,21 0,38 0,46 0,84 0,05 0,09 

 
Hu [MJ/kg] 17,5 16,15 16,67 15,87 
Ho [MJ/kg] 19,6 18,08 18,85 17,83 
BET [m2/g] 516 482 474 519 

Table 8. Composition of water free gas atmosphere during steam activation of 600 g  
wheat straw pellet pyrolysis char. The values are based on the volume resp. mass of water 
free gas samples. The numbers indicate sampling after 25 min (1), 30 min (2), 37 min (3), 
46 min (4). 

To proof whether the exhaust gases which were produced during activation of the char in 
the rotary kiln reactor have the potential of being used energetically, the composition of the 
gas and steam atmosphere was analyzed by gas chromatography, (Agilent 6890A Plus, 
packed column CarboxenTM 1000 from Supelco with helium flow of 20 mL/min). 
This method required a water free gas sample. For this, the exhaust gas flow was cooled to 
(-50) °C in several cooling units. An additional filter unit allowed for a water free gasflow. 
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At the outlet of the cooling section, gas samples were collected at different instants of time. 
The experiments were run with 600 g of wheat straw pellets and a steam flow of 1,7 – 2 
m3/h. Prior to activation the wheat straw pellets were pyrolysed at 600 °C in the pyrolysis 
rotary kiln reactor for 20 min. The composition of the water free exhaust gas is documented 
in (Barth, 2009) and given in Table 8. The experiments were run batch-wise. The reason for it 
was the better control of the process due to the fact, that the in- and outlet valves did not 
operate automatically at this instant of time. As shown in Table 8 the calorific value is 
mainly determined by the gas contents of H2, CO and by small amounts of CH4. This gas 
composition corresponds to a typical synthesis gas which is produced during gasification of 
hydrocarbons and carbon matters. Behind the cooling unit, the gas flow was measured and 
amounted to 0.8 m3/h. Compared to the steam flow of around 2 m3/h the dilution of the 
exhaust gas was quite high. Therefore the steam flow should be reduced and its influence on 
activated carbon quality should be investigated. 

5. Conclusion 
The generation of activated carbon in a two step process of pyrolysis and steam activation 
from different waste biomass matters was investigated in both, lab-scale and pilot-scale 
facilities. The lab-scale experiments provided a database for the production parameters of best 
quality carbons with high surface areas. The surface measurements were determined by BET 
method. Activated carbons with high BET surface area can be generated with any kind of nut 
shells, like pistachio, walnut or coconut. The BET surface amounts to more than 1000 m2/g. 
Intermediate values of 800 – 1000 m2/g can be accomplished with beech wood, olive stones, 
spent grain, sunflower shells, coffee waste and oak fruits. Straw matters and rape seeds do not 
serve well for activated carbon production due to their low BET surface of 400–800 m2/g.  
Especially rice straw leads to low surface values unless it is not treated with alkaline solvents 
prior to pyrolysis. The activated carbons are mainly dominated by micro- and mesopores of 
40–60 Å. Macropores are as well present in rice straw and pistachio shell carbons.  
The composition of the exhaust gases which occur during char activation is determined 
mainly by H2, CO, Methane and CO2. This corresponds to a typical synthesis gas, which 
occurs during gasification of carbon matters. Due to the high amount of combustible 
components (50-80 vol%) the dry exhaust gas may serve for energy recovery of the activated 
carbon production process.  
Investigations were made to prove whether pyrolysis tars can be used as binder material for 
granulated activated carbon production. The pelletizing conditions were worked out and 
the influence of the binder on the quality and stability of the pellets was tested as well as the 
influence of char mixing. Heating and pressing of the char/binder mixtures led to stable 
pellets by the use of pyrolysis oils of coconut press residues, wheat straw and coffee 
grounds. Mixing of different kinds of chars resulted in intermediate BET surface areas. 
Finally a concept for a continuous production process was given. For this a new high 
temperature rotary kiln reactor was designed which can be heated to 1000 °C. An inner 
screw allows for a smooth transport of the pelletized material. The char residence time was 
controlled by the rotation speed of the screw. The experiments showed, that the activated 
carbons which were produced in the rotary kiln were of same quality than the carbons from 
the lab-scale facility with respect to surface area. It demonstrates that this type of reactor is 
suitable for a continuous activated carbon production process. 
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Fig. 27. Comparison of lab-scale and pilot-scale activation in the case of beech wood cubes. 
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Intermediate values of 800 – 1000 m2/g can be accomplished with beech wood, olive stones, 
spent grain, sunflower shells, coffee waste and oak fruits. Straw matters and rape seeds do not 
serve well for activated carbon production due to their low BET surface of 400–800 m2/g.  
Especially rice straw leads to low surface values unless it is not treated with alkaline solvents 
prior to pyrolysis. The activated carbons are mainly dominated by micro- and mesopores of 
40–60 Å. Macropores are as well present in rice straw and pistachio shell carbons.  
The composition of the exhaust gases which occur during char activation is determined 
mainly by H2, CO, Methane and CO2. This corresponds to a typical synthesis gas, which 
occurs during gasification of carbon matters. Due to the high amount of combustible 
components (50-80 vol%) the dry exhaust gas may serve for energy recovery of the activated 
carbon production process.  
Investigations were made to prove whether pyrolysis tars can be used as binder material for 
granulated activated carbon production. The pelletizing conditions were worked out and 
the influence of the binder on the quality and stability of the pellets was tested as well as the 
influence of char mixing. Heating and pressing of the char/binder mixtures led to stable 
pellets by the use of pyrolysis oils of coconut press residues, wheat straw and coffee 
grounds. Mixing of different kinds of chars resulted in intermediate BET surface areas. 
Finally a concept for a continuous production process was given. For this a new high 
temperature rotary kiln reactor was designed which can be heated to 1000 °C. An inner 
screw allows for a smooth transport of the pelletized material. The char residence time was 
controlled by the rotation speed of the screw. The experiments showed, that the activated 
carbons which were produced in the rotary kiln were of same quality than the carbons from 
the lab-scale facility with respect to surface area. It demonstrates that this type of reactor is 
suitable for a continuous activated carbon production process. 
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1. Introduction  
The increase in carbon dioxide (CO2) emissions has clearly much more profound effects on 
global climate than earlier anticipated. The main source of CO2 is by combustion of fossil fuel 
but its concentration has increased from 355 ppm in 1990 to 391 ppm in 2011 (Mauna Loa 
Observatory: NOAA-ASRL, 2011). Production of biofuels from biomass has emerged as a 
realistic possibility to reduce fossil fuel use and scientists have increasingly searched for new 
economically feasible ways to produce biofuels. The term biofuel is defined as fuel produced 
from biomass that has been cultivated for a very short time; the opposite of fuel that is derived 
from fossil fuel biomass (Demirbas, 2009). Plants and autotrophic microorganisms fix gaseous 
CO2 into volatile (sugars) and solid compounds (lignocellulose, starch) during growth. These 
compounds can thereafter be converted to biofuels which, by combustion, releases CO2 back to 
atmosphere. This simplified way of carbon flow is not completely true, because growing, 
cultivating, harvesting and process conversion to biofuels will, in almost all cases, add more 
CO2 to atmosphere although less as compared to fossil fuels.  
There are several types of biofuels produced and used worldwide today. The most common 
are methane, ethanol (EtOH) and biodiesel but also, to a lesser extent, hydrogen (H2), 
butanol and propanol. There are also several methods to produce biofuels, ranging from 
direct oil extraction from fat-rich plants or animal fat (biodiesel) to complex fermentations of 
various types of carbohydrate rich biomass (H2, EtOH, butanol). Fermentation processes can 
be performed by both bacteria and yeasts. This overview mainly focuses on the production 
of EtOH and H2 from biomass with thermophilic bacteria.  

2. Production of EtOH and H2 from biomass 
EtOH as a vehicle fuel originated in 1908 when Henry Ford‘s famous car, Ford Model T 
was running on gasoline and EtOH or a combination of both (Gottemoeller & 
Gottemoeller, 2007). Biomass was however not used as a source for EtOH production until 
in the early thirties of the 20th century when Brazil started to extract sugar from 
sugarcane for EtOH production. During the World War II, EtOH production peaked at 77 
million liters in Brazil (mixed to gasoline at 42%) (Nardon & Aten, 2008). After the war, 
cheap oil outcompeted the use of EtOH and it was not until the oil crisis in the mid 70‗s 
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that interest in EtOH rose again. The program ―Pro-Alcool‖ was launched in 1975 to 
favour EtOH production from sugarcane. In US, there has been a steady increase in EtOH 
production from starch based plant material, e.g. corn, since the late 1970‘s (Nass et al., 
2007). Perhaps the main reason for the increase in EtOH production is the discovery that 
methyl tert-butyl ether (MTBE), earlier used in gasoline as an additive, was contaminating 
groundwater, leading to search for alternative and more environmentally friendly source 
(Vedenov & Wetzsstein, 2008). Today, US and Brazil produce more than 65.3 billion liters 
of EtOH which corresponds for 89% of the world production (Renewable Fuel 
Association, 2010).  
Production of EtOH from lignocellulose rich biomass has recently been focused upon. The 
main reason is the fact that EtOH production from starch and sugar based biomasses is in 
direct competition with food and feed production. This has been criticized extensively 
lately, because of the resulting rise in the prizes of food and feed products (Cha & Bae, 
2011). Production of EtOH from sugars and starch is called first generation production, 
opposite to second generation production where lignocellulosic biomass is used. 
Lignocellulose is composed of complex biopolymers (lignin, cellulose and hemicelluloses) 
that are tightly bound together in plants. The composition of these polymers varies in 
different plants (cellulose, 36-61%; hemicellulose, 13-39%; lignin 6-29%) (Olsson & Hahn-
Hagerdal, 1996). Of these polymers, only cellulose and hemicelluloses can be used for EtOH 
production. However, before fermentation, the polymers need to be separated by 
physiological, chemical or biological methods (Alvira et al., 2010). The most common 
method is to use chemical pretreatment, either weak acids or bases but many other methods 
are known and used today (see Alvira et al., 2010 and references therein). This extra 
pretreatment step has been one of the major factors for the fact that EtOH production from 
complex biomass has not been commercialized to any extent yet compared to first 
generation ethanol production. Also, after hydrolysis, expensive enzymes are needed to 
convert the polymers to monosugars which can only then be fermented to EtOH. 
Conventionally, most of the EtOH produced today is first generation EtOH but lately, 
especially after US launched their large scale investment programs (US Department of 
Energy, 2007), second generation of EtOH seems to becoming a reality within the next few 
years or decades.  
The sugars available for fermentation after the pretreatment and hydrolysis of biomass 
(when needed) can be either homogenous like sucrose and glucose from sugarcane, and 
starch, respectively or heterogeneous when originating from lignocellulosic biomass. Thus, 
the main bulk of biomass used for EtOH production today are two types of sugars, the 
disaccharide sucrose and the monosugar glucose, both of whom can easily be fermented to 
EtOH by the traditional baker‘s yeast, Saccharomyces cerevisae. This microorganisms has 
many advantages over other known EtOH producing microorganisms. The most important 
are high EtOH yields (>1.9 mol EtOH/mol hexose), EtOH tolerance (> 12%), high 
robustness and high resistance to toxic inhibitors. However, the wild type yeast does not 
degrade any pentoses (Jeffries, 2006). The use of genetic engineering to express foreign 
genes associated with xylose and arabinose catabolism have been done with some success 
(van Maris et al., 2007) and a new industrial strain with xylose and arabinose genes was 
recently described (Sanchez et al., 2010).  Also, no yeast has been reported to have cellulase 
or hemicellulase activity. The mesophilic bacterium Zymomonas mobilis is a highly efficient 
EtOH producer. The bacterium is homoethanolgenic, tolerates up to 12% EtOH and grows 
2.5 times faster compared to yeasts (Rogers et al., 1982). The bacterium utilizes the Entner-
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Doudoroff pathway with slightly higher EtOH yields than yeasts but lacks the pentose 
degrading enzymes. Many attempts have however been made to insert arabinose and xylose 
degrading genes in this bacterium (Deanda et al., 1996; Zhang et al., 1995).  The company 
DuPont has recently started to use a genetically engineered Z. mobilis for cellulosic EtOH 
production  (DuPont Danisko Cellulosic Ethanol LLC, 2011).  
Especially, the lack of being able to utilize arabinose and xylose, both major components in 
the hemicellulosic fraction of lignocelluloses, has lead to increased interest in using other 
bacteria with broader substrate spectrum. Bacteria often possess this ability and are capable 
of degrading pentoses, hexoses, disaccharides and in some cases even polymers like 
cellulose, pectin and xylans (Lee et al., 1993; Rainey et al., 1994).  The main drawback of 
using such bacteria is their lower EtOH tolerance and lower yields because of production of 
other fermentation end products like acetate, butyrate, lactate and alanine (Baskaran et al., 
1995; Klapatch et al., 1994; Taylor et al. 2008).  Additionally, most bacteria seem to tolerate 
much lower substrate concentrations although the use of fed batch or continuous culture 
may minimize that problem. On the opposite however, many bacteria show good EtOH 
production rates. The use of thermophilic microorganisms has especially gained increased 
interest recently. The  main reasons are, as previously mentioned, high growth rates but also 
less contamination risk as well as using bacteria that can grow at temperatures where ―self 
distillation‖ is possible, thus eliminating low EtOH tolerance and high substrate 
concentration problems. Also, the possibilty to use bacteria with the capacity to hydrolyze 
lignocellulosic biomass and ferment the resulting sugars to EtOH simultaneously is a 
promising method for EtOH production.  
The production of H2 is possible in several ways but today the main source of H2 is from 
fossil fuels and, to a lesser extent, by electrolysis from water. H2 is an interesting energy 
carrier and its combustion, opposite to carbon fuels, does not lead to emission of CO2. 
Biological production of H2 is possible through photosynthetic or fermentative processes 
(Levin et al., 2004; Rupprecht et al., 2006). This chapter will focus on biological H2 
production by dark fermentation by thermophilic bacteria only.  Fermentative production of 
H2 has been known for a long time and has the advantage over photosynthetic processes of 
simple operation and high production rates (Chong et al., 2009). Also, many types of organic 
material, e.g. wastes, can be used as substrates. Thus, its production possesses the use of 
waste for the production of renewable energy. Fermentative hydrogen production has 
though not been commercialized yet but several pilot scale plants have been started (Lee & 
Chung, 2010; Lin et al., 2010).  

3. Physiology of thermophilic EtOH and H2 producing bacteria 
Thermophilic bacteria can degrade many carbohydrates and produce various end products, 
among them both EtOH and H2. Figure 1 shows the carbon flow from glucose by 
fermentation by the use of Embden-Meyerhof pathway (EMP). The majority of 
microorganisms degrade hexoses through this pathway or the Entner-Douderoff pathway 
(ED). The degradation of glucose with EMP generates two NADH,  two pyruvates, the key 
intermediate in most organisms, together with the formation of two ATP by substrate level 
phosphorylation. The ED pathway, however, is more restricted to Gram-negative bacteria 
and Archaea and generates only one mol of ATP, which explains its low distribution among 
anaerobic bacteria. Some bacteria, especially hyperthermophiles, are known to be able to use 
both pathways simultaneously (Moat et al., 2002; Siebers & Schönheit, 2005).  
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that interest in EtOH rose again. The program ―Pro-Alcool‖ was launched in 1975 to 
favour EtOH production from sugarcane. In US, there has been a steady increase in EtOH 
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that are tightly bound together in plants. The composition of these polymers varies in 
different plants (cellulose, 36-61%; hemicellulose, 13-39%; lignin 6-29%) (Olsson & Hahn-
Hagerdal, 1996). Of these polymers, only cellulose and hemicelluloses can be used for EtOH 
production. However, before fermentation, the polymers need to be separated by 
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Doudoroff pathway with slightly higher EtOH yields than yeasts but lacks the pentose 
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carrier and its combustion, opposite to carbon fuels, does not lead to emission of CO2. 
Biological production of H2 is possible through photosynthetic or fermentative processes 
(Levin et al., 2004; Rupprecht et al., 2006). This chapter will focus on biological H2 
production by dark fermentation by thermophilic bacteria only.  Fermentative production of 
H2 has been known for a long time and has the advantage over photosynthetic processes of 
simple operation and high production rates (Chong et al., 2009). Also, many types of organic 
material, e.g. wastes, can be used as substrates. Thus, its production possesses the use of 
waste for the production of renewable energy. Fermentative hydrogen production has 
though not been commercialized yet but several pilot scale plants have been started (Lee & 
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fermentation by the use of Embden-Meyerhof pathway (EMP). The majority of 
microorganisms degrade hexoses through this pathway or the Entner-Douderoff pathway 
(ED). The degradation of glucose with EMP generates two NADH,  two pyruvates, the key 
intermediate in most organisms, together with the formation of two ATP by substrate level 
phosphorylation. The ED pathway, however, is more restricted to Gram-negative bacteria 
and Archaea and generates only one mol of ATP, which explains its low distribution among 
anaerobic bacteria. Some bacteria, especially hyperthermophiles, are known to be able to use 
both pathways simultaneously (Moat et al., 2002; Siebers & Schönheit, 2005).  
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There are also some variations of the classical EMP among thermophilic microorganisms. 
Some archaea e.g. Pyrococcus and Thermococcus use ADP instead of ATP to transfer 
phosphate groups to hexoses in the preparation steps of the glycolysis. These bacteria also 
use ferredoxin-dependent glyceraldehyde-3-phosphate ferredoxin oxidoreductase (GAPOR) 
for converting glyceraldehyde-3-phosphate to 3-phosphoglycerate in one step (Chou et al., 
2008). Thermophilic bacteria, however, use the common glyceraldehydes-3-phosphate 
dehydrogenase (GAPDH) and reduce glyceraldehydes-3-phosphate to 1,3-glycerate which is 
thereafter converted to 3-phosphoglycerate. Thus, both groups produce two molecules of 
ATP by substrate level phosphorylation but the archaea ―sacrifice‖ one and use it to 
together with two molecules of AMP to produce two molecules of ADP, needed for hexose 
phosphorylation. Consequently, the amount of energy conserved in glucose to acetate 
conversion is 3.2 instead of the expected 4.0 ATP/glucose (Sapra et al., 2003).  
 

 
Fig. 1. Simplified scheme of glucose degradation to various end products by strict anaerobic 
bacteria. Enzyme abbreviations: ACDH, acetaldehyde dehydrogenase; ADH, alcohol 
dehydrogenase; AK, acetate kinase; Fer:NAD(P), ferredoxin:NAD(P) oxidoreductase; H2-
ase, hydrogenase; LDH, lactate dehydrogenase; PFOR, pyruvate:ferredoxin oxidoreductase; 
PTA, phosphotransacetylase.  

Pyruvate is the end product of glycolysis and can be converted to fermentation products 
like H2, EtOH and many more (Fig. 1). The carbon flow depends on the microorganisms 
involved and the environmental conditions. Pyruvate can e.g. be reduced to lactate by 
lactate dehydrogenase (LDH) but the most favorable pathway for anaerobic bacteria is to 
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oxidize pyruvate to acetyl-CoA and CO2 by using pyruvate:ferredoxin oxidoreductase 
(PFOR) which can be converted to acetate with concomitant ATP synthesis from the 
acetyl-phosphate intermediate. Acetate is thus the oxidized product but the main 
advantage for the microorganism is the extra ATP produced. The electrons are 
transported to reduced ferredoxin which acts as an electron donor for hydrogenases and 
H2 is produced as the reduced product. There are  mainly two types of hydrogenases; 
NiFe hydrogenases and the FeFe hydrogenases. Recent overview articles have been 
published on the subject (Chou et al., 2008; Kengen et al., 2009). Acetyl Coenzyme A can 
also be converted to acetaldehyde by acetaldehyde dehydrogenase (ACDH) and further to 
EtOH by alcohol dehydrogenase.  
Strict anaerobes can produce H2 from two major breakpoints during degradation of glucose. 
Firstly, from a NAD(P)H by GAPDH and from pyruvate ferredoxin oxidoreductase (PFOR) 
(Jones, 2008). The principal H2 pathway is through PFOR because of thermodynamics 
hindrance of reoxidizing NADH (Jones, 2008). It is a well known phenomenon that the low 
H2 yields observed by mesophilic and moderate thermophilic bacteria are due to the fact 
that H2 production from either ferredoxin or NAD(P)H are thermodynamically unfavorable 
(Jones, 2008; Hallenbeck, 2009). The redox potential of Fdred/Feox couple depends on the 
microorganism and temperature involved. In nature, high partial pressures of H2 are 
relatively uncommon because of the activity of H2 scavenging microbes, e.g. methanogens 
or sulfate reducing bacteria (Cord-Ruwisch et al., 1988). This results in a low partial pressure 
of H2 which is favorable for a complete oxidation of glucose to acetate and CO2. At high 
temperatures, the influence of the partial pressure of H2 is less on the key enzymes 
responsible for H2 production. This is the main reason why extremophilic bacteria have been 
reported to produce up to 4 moles of H2 together with 2 moles of acetate in pure cultures 
and also for the fact that microorganisms growing at lower temperatures direct their end 
product formation to other reduced products. At lower temperatures, the NADH ferrodoxin 
oxidoreductase (NOR) that converts NADH to Fdred is strongly inhibited. The E° is – 400 mV 
for Fdred/Fdox couple but -320 mV for the NADH/NAD+ couple (Jones, 2008; Hallenbeck, 
2009). Therefore, at low temperatures, elevated H2 concentrations inhibit H2 evolution at 
much lower concentrations as compared to extreme temperatures. Mesophilic and moderate 
thermophilic bacteria respond to this by directing their reducing equivalents to other more 
favorable electron acceptors and consequently produce reduced products like EtOH, lactate, 
butyrate and alanine (Fig. 1).  
Following are the main stoichiometry equations for the degradation of glucose to various 
end products by microorganisms with special focus on H2 and EtOH production.  
The amount of H2 produced depends on the fermentation pathways used and end product 
formation. For example, if acetic acid is the final product the theoretical yield for one mole 
of glucose is four moles of H2: 

 C6H12O6 + 4 H2O  2CH3COO- + 4H2 + 2HCO3- + 4H+  (1) 

If on the other hand the final product is butyric acid, the theoretical yield of H2 is only two 
moles of H2 per mole of glucose: 

 C6H12O6 + 2 H2O  CH3CH2CH2COO- + 2H2 + 2HCO3- + 3H+  (2) 

The production of EtOH by Saccharomyces cerevisae and Zymomonas mobilis occurs according 
to:  
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oxidize pyruvate to acetyl-CoA and CO2 by using pyruvate:ferredoxin oxidoreductase 
(PFOR) which can be converted to acetate with concomitant ATP synthesis from the 
acetyl-phosphate intermediate. Acetate is thus the oxidized product but the main 
advantage for the microorganism is the extra ATP produced. The electrons are 
transported to reduced ferredoxin which acts as an electron donor for hydrogenases and 
H2 is produced as the reduced product. There are  mainly two types of hydrogenases; 
NiFe hydrogenases and the FeFe hydrogenases. Recent overview articles have been 
published on the subject (Chou et al., 2008; Kengen et al., 2009). Acetyl Coenzyme A can 
also be converted to acetaldehyde by acetaldehyde dehydrogenase (ACDH) and further to 
EtOH by alcohol dehydrogenase.  
Strict anaerobes can produce H2 from two major breakpoints during degradation of glucose. 
Firstly, from a NAD(P)H by GAPDH and from pyruvate ferredoxin oxidoreductase (PFOR) 
(Jones, 2008). The principal H2 pathway is through PFOR because of thermodynamics 
hindrance of reoxidizing NADH (Jones, 2008). It is a well known phenomenon that the low 
H2 yields observed by mesophilic and moderate thermophilic bacteria are due to the fact 
that H2 production from either ferredoxin or NAD(P)H are thermodynamically unfavorable 
(Jones, 2008; Hallenbeck, 2009). The redox potential of Fdred/Feox couple depends on the 
microorganism and temperature involved. In nature, high partial pressures of H2 are 
relatively uncommon because of the activity of H2 scavenging microbes, e.g. methanogens 
or sulfate reducing bacteria (Cord-Ruwisch et al., 1988). This results in a low partial pressure 
of H2 which is favorable for a complete oxidation of glucose to acetate and CO2. At high 
temperatures, the influence of the partial pressure of H2 is less on the key enzymes 
responsible for H2 production. This is the main reason why extremophilic bacteria have been 
reported to produce up to 4 moles of H2 together with 2 moles of acetate in pure cultures 
and also for the fact that microorganisms growing at lower temperatures direct their end 
product formation to other reduced products. At lower temperatures, the NADH ferrodoxin 
oxidoreductase (NOR) that converts NADH to Fdred is strongly inhibited. The E° is – 400 mV 
for Fdred/Fdox couple but -320 mV for the NADH/NAD+ couple (Jones, 2008; Hallenbeck, 
2009). Therefore, at low temperatures, elevated H2 concentrations inhibit H2 evolution at 
much lower concentrations as compared to extreme temperatures. Mesophilic and moderate 
thermophilic bacteria respond to this by directing their reducing equivalents to other more 
favorable electron acceptors and consequently produce reduced products like EtOH, lactate, 
butyrate and alanine (Fig. 1).  
Following are the main stoichiometry equations for the degradation of glucose to various 
end products by microorganisms with special focus on H2 and EtOH production.  
The amount of H2 produced depends on the fermentation pathways used and end product 
formation. For example, if acetic acid is the final product the theoretical yield for one mole 
of glucose is four moles of H2: 

 C6H12O6 + 4 H2O  2CH3COO- + 4H2 + 2HCO3- + 4H+  (1) 

If on the other hand the final product is butyric acid, the theoretical yield of H2 is only two 
moles of H2 per mole of glucose: 

 C6H12O6 + 2 H2O  CH3CH2CH2COO- + 2H2 + 2HCO3- + 3H+  (2) 

The production of EtOH by Saccharomyces cerevisae and Zymomonas mobilis occurs according 
to:  
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 C6H12O6 + 4 H2O  2CH3COH- +  2HCO3- + 4H+  (3) 

Bacteria however, usually produce a mixture of EtOH together with other end products. 
This results in lower EtOH yields and, in some cases, production of H2. If lactate is the only 
end product, no H2 is formed:  

 C6H12O6 + 4 H2O  Lactate- +  2HCO3- + 4H+  (4) 

4. Thermophilic anaerobic bacteria – classification and physiology 
In recent years, thermophilic anaerobic bacteria have gained increased attention as potential 
EtOH and H2 producing microorganisms. Depending on optimal growth temperatures, 
thermophilic bacteria can be divided into several categories, e.g. moderate thermophiles 
(Topt between en 45 to 55°C), true thermophiles (Topt between 55 to 75°C) and extremophiles 
with optimum temperature above 75°C (Brock, 1986). The ability of thermophiles to live at 
high temperatures is mainly due to their thermostable proteins; the cell membrane of 
thermophilic bacteria contains more saturated fatty acids which make it stiffer and more 
heat resistant as compared to mesophiles (Brock, 1986). 
Thermophilic bacteria are capable of adapting to environmental conditions and are able to 
thrive in geothermal areas although the temperature might be slightly higher than the 
optimum growth temperature. Geothermal areas offer stability in heat and are thus 
favorable habitats for thermophilic bacteria (Brock, 1986; Kristjansson & Alfredsson, 1986). 
Generally, most known thermophilic species are obligate or facultative anaerobes since 
geothermal areas have low oxygen concentrations (Amend & Shock, 2001). Less variety 
seems to be of strict anaerobic, heterotrophic thermophilic bacteria (see review of Wagner & 
Wiegel, 2008 and references therein).  

4.1 Thermophilic EtOH and H2 producing bacteria 
There are relatively few genera of thermophiles that include bacteria with good H2 and 
EtOH producing capacities. Among good EtOH producers are bacteria that belong to the 
genera of Clostridium, Thermoanaerobacter and Thermoanaerobacterium but good H2 producers 
are the extremophiles like Caldicellulosiruptor and Thermotoga and the archaeon Thermococcus 
and Pyrococcus. It varies to a great extent how much data is available in literature concerning 
pure culture studies of individual species on biofuel production. Much data is not on the 
efficiency of these bacteria to produce H2 and EtOH but merely on phylogenetic status and 
basic physiological properties. Also, the data on biofuel production properties from these 
bacteria on hydrolysates from lignocellulosic biomass is scarce but more is known on yields 
from monosugars. Below, the discussion will be on the major phylogenetic and 
physiological characteristics of most of the ―good‖ EtOH and H2 producing thermophiles 
known today. Later chapters deal with H2 and EtOH production rates and yields from both 
sugars and from complex lignocellulosic biomasses by these bacteria and more.  

4.1.1 Clostridium
The genus Clostridium belongs to the family Clostridiaceae, order Clostridiales, class 
Clostridia and phylum Firmicutes. These bacteria are spore forming and often present in 
environments which are rich in plant decaying material. It is thus not surprising that many 
species are capable of polymer hydrolyzation and this is one of the main reasons for 
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extensive research on biofuel production from complex biomass by these bacteria 
(Canganella & Wiegel, 1993; Carreira & Ljungdahl, 1993). Several cellulose-degrading 
enzymes form a structure called cellulosome, located and embedded on the external surface 
of the cell membrane (Demain et al., 2005). The genus contains a very diverse group of 
bacteria as shown by a phylogenetic analysis of Collins and co-workers where Clostridium 
species were compared both within species belonging to the genus and to related taxa 
(Collins, et al., 1994). This investigation and others lead to the conclusion that more than half 
of the species currently assigned to the genus Clostridium are in fact not closely related to the 
type species C. butyricum and should therefore not be included in the newly defined genus 
Clostridium. The genus contains more than 200 validly described species but only about 15 
are thermophilic.  Two of those thermophilic Clostridia, C. thermocellum and C. 
thermohydrosulfuricum (now Thermoanaerobacter thermohydrosulfuricum) have attracted the 
most attention and the cellulosome of C. thermocellum has been characterized extensively 
(Demain et al., 2005). Among other well known thermophilic Clostridia are C. 
thermobutyricum (Wiegel et al., 1989), C. thermosucciongenes (Drent et al., 1991) and C. 
clariflavum (Shiratori et al., 2009) and several others.  

4.1.2 Thermoanaerobacterium
Thermoanaerobacterium together with genus Thermoanaerobacter falls within clusters V, VI and 
VII in phylogenetic interrelationships of Clostridium species (Collins et al., 1994). The genus 
was first described in 1993 when two thermophilic, xylan degrading strains were isolated 
from Frying Pan Springs in Yellowstone National Park (Lee et al., 1993). They were 
compared with other xylan degrading bacteria and new taxonomic assignments were 
proposed thereafter. Today the genus consists of nine validly described species;  T. 
aciditolerans, T. aotearoense, T. saccharolyticum, T. thermosaccharolyticum,  T. thermosulfurigenes, 
T. xylanolyticum, T. fijiensis, T. polysaccharolyticum and T. zeae (German Collection of 
Microorganisms and Cell Cultures and references therein). Most Thermoanaerobacterium 
species have been isolated from hot springs or leachate of waste from canning factories. 
Thermoanaerobacterium species are known for their abilities to convert carbohydrates to 
various end products like acetate, EtOH, lactate, H2 and CO2. Some species have shown 
promising EtOH and H2 production capacity but production of mixed end products limit 
their use (Ren et al., 2008; 2009; 2010; Romano et al., 2010; Sveinsdottir et al., 2010). T. 
saccharolyticum has however been genetically engineered and both acetate and lactate 
formation has been knocked out (Shaw et al., 2008). According to the description, members 
of this genus reduce thiosulfate to elemental sulfur while members of Thermoanaerobacter 
reduce thiosulfate to H2S (Lee et al., 1993).  

4.1.3 Thermoanaerobacter
Bacteria within this genus were originally classified within the genus Clostridium because of 
close phylogenetic relationship and physiological properties. These bacteria use the classical 
EMP pathway for sugar degradation and produce EtOH, acetate and lactate as major end 
products (Lee et al., 1993). Most species have broad substrate range and can degrade both 
pentoses and hexoses.  The genus consists of 24 species (subspecies included) originating 
from various environments like hot springs and oil fields (Collins et al., 1994; Larsen et al., 
1997; Lee et al., 1993; German Collection of Microorganisms and Cell Cultures and 
references therein). Most species produce EtOH and H2 as well as lactate, and in some cases 
alanine as end products. The type species, Thermoanerobacter ethanolicus and several other 
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 C6H12O6 + 4 H2O  2CH3COH- +  2HCO3- + 4H+  (3) 
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seems to be of strict anaerobic, heterotrophic thermophilic bacteria (see review of Wagner & 
Wiegel, 2008 and references therein).  

4.1 Thermophilic EtOH and H2 producing bacteria 
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EtOH producing capacities. Among good EtOH producers are bacteria that belong to the 
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known today. Later chapters deal with H2 and EtOH production rates and yields from both 
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of the species currently assigned to the genus Clostridium are in fact not closely related to the 
type species C. butyricum and should therefore not be included in the newly defined genus 
Clostridium. The genus contains more than 200 validly described species but only about 15 
are thermophilic.  Two of those thermophilic Clostridia, C. thermocellum and C. 
thermohydrosulfuricum (now Thermoanaerobacter thermohydrosulfuricum) have attracted the 
most attention and the cellulosome of C. thermocellum has been characterized extensively 
(Demain et al., 2005). Among other well known thermophilic Clostridia are C. 
thermobutyricum (Wiegel et al., 1989), C. thermosucciongenes (Drent et al., 1991) and C. 
clariflavum (Shiratori et al., 2009) and several others.  

4.1.2 Thermoanaerobacterium
Thermoanaerobacterium together with genus Thermoanaerobacter falls within clusters V, VI and 
VII in phylogenetic interrelationships of Clostridium species (Collins et al., 1994). The genus 
was first described in 1993 when two thermophilic, xylan degrading strains were isolated 
from Frying Pan Springs in Yellowstone National Park (Lee et al., 1993). They were 
compared with other xylan degrading bacteria and new taxonomic assignments were 
proposed thereafter. Today the genus consists of nine validly described species;  T. 
aciditolerans, T. aotearoense, T. saccharolyticum, T. thermosaccharolyticum,  T. thermosulfurigenes, 
T. xylanolyticum, T. fijiensis, T. polysaccharolyticum and T. zeae (German Collection of 
Microorganisms and Cell Cultures and references therein). Most Thermoanaerobacterium 
species have been isolated from hot springs or leachate of waste from canning factories. 
Thermoanaerobacterium species are known for their abilities to convert carbohydrates to 
various end products like acetate, EtOH, lactate, H2 and CO2. Some species have shown 
promising EtOH and H2 production capacity but production of mixed end products limit 
their use (Ren et al., 2008; 2009; 2010; Romano et al., 2010; Sveinsdottir et al., 2010). T. 
saccharolyticum has however been genetically engineered and both acetate and lactate 
formation has been knocked out (Shaw et al., 2008). According to the description, members 
of this genus reduce thiosulfate to elemental sulfur while members of Thermoanaerobacter 
reduce thiosulfate to H2S (Lee et al., 1993).  

4.1.3 Thermoanaerobacter
Bacteria within this genus were originally classified within the genus Clostridium because of 
close phylogenetic relationship and physiological properties. These bacteria use the classical 
EMP pathway for sugar degradation and produce EtOH, acetate and lactate as major end 
products (Lee et al., 1993). Most species have broad substrate range and can degrade both 
pentoses and hexoses.  The genus consists of 24 species (subspecies included) originating 
from various environments like hot springs and oil fields (Collins et al., 1994; Larsen et al., 
1997; Lee et al., 1993; German Collection of Microorganisms and Cell Cultures and 
references therein). Most species produce EtOH and H2 as well as lactate, and in some cases 
alanine as end products. The type species, Thermoanerobacter ethanolicus and several other 



Progress in Biomass and Bioenergy Production 366

species within the genus has been extensively studied for EtOH production (Fardeau et al., 
1996; Georgieva & Ahring, 2007; Georgieva et al., 2008a. b;  Lacis & Laword 1988a,b; Lamed 
& Zeikus, 1980a,b). H2 production is usually low compared to EtOH by Thermoanaerobacter 
although Thermoanaerobacter tengcongensis has been described to produce up to 4 moles of H2 
from one mole of glucose under nitrogen flushed fermentor systems (Soboh et al., 2004).  

4.1.4 Caldicellulosiruptor
The genus Caldicellulosiruptor was first proposed in 1994 by Rainey and co-workers on the 
basis of physiological characteristics and phylogenetic position of a strain they isolated, 
Caldicellulosiruptor saccharolyticus (Tp8T 6331) (Rainey et al., 1995). Today the genus holds 
nine different species; C. acetigenus, C. bescii, C. hydrothermalis, C. kristjanssonii, C. 
kronotskyensis, C. lactoaceticus, C. obsidiansis, C. owensensis and C. saccharolyticus (German 
Collection of Microorganisms and Cell Cultures and referenses therein). All species are 
extremely thermophilic, cellulolytic, non-spore-forming anaerobes that have been isolated 
from geothermal environments such as hot springs and lake sediments (Rainey et al., 1994; 
Yang et al., 2010). Caldicellulosiruptor species have a relatively broad substrate spectrum 
capable to utilize e.g. cellulose, cellobiose, xylan and xylose. Extreme thermophiles, have 
been shown to have superior H2 production yields and rates compared to mesophiles and 
produce few other byproduct besides acetate. This makes Caldicellulosiruptor species 
excellent candidates for H2 production. C. saccharolyticus and C. owensis have been 
extensively studied for H2 production from sugar and hydrolysates from lignocellulosic 
biomass (Kadar et al., 2004; Vrije et al., 2007; Zeidan & van Niel, 2010).  

4.1.5 Thermotoga
The genus of Thermotoga was first described in 1986 when a unique extremely thermophilic 
bacteria was isolated from geothermally heated sea floors in Italy and the Azores (Huber et al., 
1986). Today, nine different species have been identified; T. elfii, T. hyphogea, T. lettingae, T. 
maritima (type species), T. naphthophila, T. neapolitana, T. petrophila, T. subterranean and T. 
thermarum (German Collection of Microorganisms and Cell Cultures and references therein). 
These species are extremophiles, growing at temperatures that are highest reported for 
bacteria. All are strictly anaerobic and the cells are rod-shaped with an outer sheethlike 
structure called toga.  (Huber et al., 1986; Jannasch et al., 1988). Most species have been isolated 
from deep environments, high temperature and pressure environments like oil reservoirs, 
often rich of sulfur-compounds. Most of them are thus able to reduce either elemental sulfur, 
thiosulfate or both. Members of Thermotoga ferment sugars to mainly acetate, CO2 and H2 like 
Caldicellulosiruptor species. Only three species have been reported producing traces of EtOH. 
Most strains have shown the property of reducing pyruvate to alanine from sugar 
fermentation and T. lettingae produces alanine from methanol (in the presence of elemental 
sulfur or thiosulfate) (Balk et al., 2002). Other special feature within the genus is the ability of 
T. lettingae to degrade xylan at 90°C and its property of methanol metabolism (Balk et al., 
2002). Hydrogen production has been extensively studied for T. elfi, T. maritima and T. 
neapolitana (d‘Ippolito et al., 2010; Nguyen et al., 2008a,b; van Niel et al., 2002).  

4.1.6 Other thermophilic bacteria producing H2 and EtOH 
Apart from the above mentioned genera the capacity to produce EtOH and H2 has been 
reported for many other genera. Examples are species within Caloramator, Caldanaerobacter, 
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Caldanerobius and the archaeon Thermococcus and Pyrococcus. Some species within these 
genera will be discussed in later chapters.  

5. Production of EtOH by thermophilic bacteria 
The interest in EtOH production by thermophilic bacteria originates shortly after the oil 
crisis in the mid 70‗s of the twentieth century. Earliest reports on EtOH production from 
sugars include work on Thermoanaerobacter brockii and Clostridium thermocellum (Ben Bassat 
et al., 1981; Lamed et al., 1980; Lamed & Zeikus, 1980a, 1980b) but later on other 
Thermoanaerobacter species, e.g. T. finnii, (Faredau et al., 1996), T. thermohydrosulfuricus 
(Lovitt et al., 1984; Lovitt et al., 1988), T. mathrani (Larsen et al., 1997) and 
Thermoanaerobacterium species (Koskinen et al., 2008a; Sveinsdottir et al., 2009; Zhao et al., 
2009, 2010).  It was however not until recently that the use of thermophilic bacteria for EtOH 
production from lignocellulosic biomass arises. The earliest reports on EtOH production of 
more complex nature are from 1981 on starch (Ben Bassat et al., 1981) and 1988 on avicel 
(Lamed et al., 1988). The first study on lignocellulosic biomass (hemicellulose fraction of 
birch- and beechwood) was in 1983 by Thermoanaerobacter ethanolicus and several other 
thermophilic bacteria (Wiegel et al., 1983).  Following chapters are divided into two main 
subchapters; 1) studies of EtOH production from sugars both in batch and continuous 
cultures with either pure or cocultures of thermophilic bacteria and 2) studies of EtOH 
production from lignocellulosic biomass by mixed or pure cultures of thermophilic bacteria.   

5.1 Production of EtOH from sugars 
Although it has been known for a long time that thermophilic bacteria produce EtOH from 
various carbohydrates it was not until 1980 the first papers appeared in literature with the 
focus on EtOH production. Earlier investigations include work on Thermoanaerobacter brockii, 
Thermoanaerobacter thermohydrosulfuricus and Clostridium thermocellum (Ben Bassat et al., 1981; 
Lamed & Zeikus, 1980a; 1980b; Lovitt et al., 1984). Ethanol yields by T. brockii were only 
moderate or between 0.38 (Lamed & Zeikus, 1980b) to 0.44 mol EtOH mol glucose-1 
equivalents (Ben Bassat et al., 1981). In the latter investigation the focus was mostly on the 
effects of additional acetone and H2 on end product formation. Much higher yields were 
later observed by Thermoanaerobacter thermohydrosulfuricus, or 0.9 to 1.9 mol EtOH mol 
glucose-1. (Lovitt et al., 1984; 1988), also with the main focus on the effect of solvents on 
EtOH production, e.g. EtOH tolerance. Thermoanerobacter ethanolicus was described in 1981 
(Wiegel & Ljungdahl., 1981) showing extremely good yields of ethanol from glucose  
(1.9 mol EtOH mol glucose-1). Later this strain has been extensively studied by Lacis and 
Lawford  (Lacis and Lawford 1988a, 1988b, 1989, 1991). Early observation was on high EtOH 
yields on xylose at low substrate (4.0 g L-1) concentrations. The yields were 1.30 and 1.37 mol 
EtOH mol xylose-1 in batch and continuous cultures, respectively (Lacis & Lawford, 1988a) 
but only at low substrate concentrations. At higher concentrations (27.5 g L-1) the yields 
lowered to 0.6 mol EtOH mol xylose-1. Further studies by using xylose limiting continuous 
cultures, indicated that EtOH yields were more dependent on length of cultivation than 
upon growth rate and higher yields were presented (1.43 mol mol xylose-1) (Lacis & 
Lawford, 1988b, 1989). Later data from this strain on glucose showed lower EtOH yields and 
the direction of the carbon flow was towards lactate formation by increasing substrate 
concentrations (Lacis & Lawford, 1991). Thermoanerobacter ethanolicus JW200 showed also 
very good EtOH yields from xylose and glucose at low (10 g L-1) substrate concentrations, or 
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species within the genus has been extensively studied for EtOH production (Fardeau et al., 
1996; Georgieva & Ahring, 2007; Georgieva et al., 2008a. b;  Lacis & Laword 1988a,b; Lamed 
& Zeikus, 1980a,b). H2 production is usually low compared to EtOH by Thermoanaerobacter 
although Thermoanaerobacter tengcongensis has been described to produce up to 4 moles of H2 
from one mole of glucose under nitrogen flushed fermentor systems (Soboh et al., 2004).  

4.1.4 Caldicellulosiruptor
The genus Caldicellulosiruptor was first proposed in 1994 by Rainey and co-workers on the 
basis of physiological characteristics and phylogenetic position of a strain they isolated, 
Caldicellulosiruptor saccharolyticus (Tp8T 6331) (Rainey et al., 1995). Today the genus holds 
nine different species; C. acetigenus, C. bescii, C. hydrothermalis, C. kristjanssonii, C. 
kronotskyensis, C. lactoaceticus, C. obsidiansis, C. owensensis and C. saccharolyticus (German 
Collection of Microorganisms and Cell Cultures and referenses therein). All species are 
extremely thermophilic, cellulolytic, non-spore-forming anaerobes that have been isolated 
from geothermal environments such as hot springs and lake sediments (Rainey et al., 1994; 
Yang et al., 2010). Caldicellulosiruptor species have a relatively broad substrate spectrum 
capable to utilize e.g. cellulose, cellobiose, xylan and xylose. Extreme thermophiles, have 
been shown to have superior H2 production yields and rates compared to mesophiles and 
produce few other byproduct besides acetate. This makes Caldicellulosiruptor species 
excellent candidates for H2 production. C. saccharolyticus and C. owensis have been 
extensively studied for H2 production from sugar and hydrolysates from lignocellulosic 
biomass (Kadar et al., 2004; Vrije et al., 2007; Zeidan & van Niel, 2010).  

4.1.5 Thermotoga
The genus of Thermotoga was first described in 1986 when a unique extremely thermophilic 
bacteria was isolated from geothermally heated sea floors in Italy and the Azores (Huber et al., 
1986). Today, nine different species have been identified; T. elfii, T. hyphogea, T. lettingae, T. 
maritima (type species), T. naphthophila, T. neapolitana, T. petrophila, T. subterranean and T. 
thermarum (German Collection of Microorganisms and Cell Cultures and references therein). 
These species are extremophiles, growing at temperatures that are highest reported for 
bacteria. All are strictly anaerobic and the cells are rod-shaped with an outer sheethlike 
structure called toga.  (Huber et al., 1986; Jannasch et al., 1988). Most species have been isolated 
from deep environments, high temperature and pressure environments like oil reservoirs, 
often rich of sulfur-compounds. Most of them are thus able to reduce either elemental sulfur, 
thiosulfate or both. Members of Thermotoga ferment sugars to mainly acetate, CO2 and H2 like 
Caldicellulosiruptor species. Only three species have been reported producing traces of EtOH. 
Most strains have shown the property of reducing pyruvate to alanine from sugar 
fermentation and T. lettingae produces alanine from methanol (in the presence of elemental 
sulfur or thiosulfate) (Balk et al., 2002). Other special feature within the genus is the ability of 
T. lettingae to degrade xylan at 90°C and its property of methanol metabolism (Balk et al., 
2002). Hydrogen production has been extensively studied for T. elfi, T. maritima and T. 
neapolitana (d‘Ippolito et al., 2010; Nguyen et al., 2008a,b; van Niel et al., 2002).  

4.1.6 Other thermophilic bacteria producing H2 and EtOH 
Apart from the above mentioned genera the capacity to produce EtOH and H2 has been 
reported for many other genera. Examples are species within Caloramator, Caldanaerobacter, 
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Caldanerobius and the archaeon Thermococcus and Pyrococcus. Some species within these 
genera will be discussed in later chapters.  

5. Production of EtOH by thermophilic bacteria 
The interest in EtOH production by thermophilic bacteria originates shortly after the oil 
crisis in the mid 70‗s of the twentieth century. Earliest reports on EtOH production from 
sugars include work on Thermoanaerobacter brockii and Clostridium thermocellum (Ben Bassat 
et al., 1981; Lamed et al., 1980; Lamed & Zeikus, 1980a, 1980b) but later on other 
Thermoanaerobacter species, e.g. T. finnii, (Faredau et al., 1996), T. thermohydrosulfuricus 
(Lovitt et al., 1984; Lovitt et al., 1988), T. mathrani (Larsen et al., 1997) and 
Thermoanaerobacterium species (Koskinen et al., 2008a; Sveinsdottir et al., 2009; Zhao et al., 
2009, 2010).  It was however not until recently that the use of thermophilic bacteria for EtOH 
production from lignocellulosic biomass arises. The earliest reports on EtOH production of 
more complex nature are from 1981 on starch (Ben Bassat et al., 1981) and 1988 on avicel 
(Lamed et al., 1988). The first study on lignocellulosic biomass (hemicellulose fraction of 
birch- and beechwood) was in 1983 by Thermoanaerobacter ethanolicus and several other 
thermophilic bacteria (Wiegel et al., 1983).  Following chapters are divided into two main 
subchapters; 1) studies of EtOH production from sugars both in batch and continuous 
cultures with either pure or cocultures of thermophilic bacteria and 2) studies of EtOH 
production from lignocellulosic biomass by mixed or pure cultures of thermophilic bacteria.   

5.1 Production of EtOH from sugars 
Although it has been known for a long time that thermophilic bacteria produce EtOH from 
various carbohydrates it was not until 1980 the first papers appeared in literature with the 
focus on EtOH production. Earlier investigations include work on Thermoanaerobacter brockii, 
Thermoanaerobacter thermohydrosulfuricus and Clostridium thermocellum (Ben Bassat et al., 1981; 
Lamed & Zeikus, 1980a; 1980b; Lovitt et al., 1984). Ethanol yields by T. brockii were only 
moderate or between 0.38 (Lamed & Zeikus, 1980b) to 0.44 mol EtOH mol glucose-1 
equivalents (Ben Bassat et al., 1981). In the latter investigation the focus was mostly on the 
effects of additional acetone and H2 on end product formation. Much higher yields were 
later observed by Thermoanaerobacter thermohydrosulfuricus, or 0.9 to 1.9 mol EtOH mol 
glucose-1. (Lovitt et al., 1984; 1988), also with the main focus on the effect of solvents on 
EtOH production, e.g. EtOH tolerance. Thermoanerobacter ethanolicus was described in 1981 
(Wiegel & Ljungdahl., 1981) showing extremely good yields of ethanol from glucose  
(1.9 mol EtOH mol glucose-1). Later this strain has been extensively studied by Lacis and 
Lawford  (Lacis and Lawford 1988a, 1988b, 1989, 1991). Early observation was on high EtOH 
yields on xylose at low substrate (4.0 g L-1) concentrations. The yields were 1.30 and 1.37 mol 
EtOH mol xylose-1 in batch and continuous cultures, respectively (Lacis & Lawford, 1988a) 
but only at low substrate concentrations. At higher concentrations (27.5 g L-1) the yields 
lowered to 0.6 mol EtOH mol xylose-1. Further studies by using xylose limiting continuous 
cultures, indicated that EtOH yields were more dependent on length of cultivation than 
upon growth rate and higher yields were presented (1.43 mol mol xylose-1) (Lacis & 
Lawford, 1988b, 1989). Later data from this strain on glucose showed lower EtOH yields and 
the direction of the carbon flow was towards lactate formation by increasing substrate 
concentrations (Lacis & Lawford, 1991). Thermoanerobacter ethanolicus JW200 showed also 
very good EtOH yields from xylose and glucose at low (10 g L-1) substrate concentrations, or 
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1.45 and 1.95 mol, respectively (Carreira et al., 1982). A mutant strain was later developed 
(JW200Fe(4)) that showed similar yields but at higher (30 g L-1) substrate concentrations 
(Carreira et al., 1983).  Other investigations on this species on sucrose showed between  
1.76 to 3.60 mol EtOH mol sucrose-1 with high substrate concentrations (15 to 30 g L-1)  
(Avci et al., 2006). Recent study on Thermoanerobacter ethanolicus strain interestingly shows 
that the addition of external acetate increases EtOH yields from xylose, glucose and 
cellobiose (He et al., 2010). EtOH yields on xylose were 1.0 mol EtOH mol glucose-1 without 
any acetate added but increased to 1.17 by adding 150 mM of acetate. Similar increase was 
observed on glucose, or from 1.16 to 1.34 mol EtOH mol glucose-1 without and with added 
acetate, respectively. It has been suggested that acetate may disrupt energy production 
through accelerated fermentation (Russel, 1992) which may lead to lower biomass 
production and higher end product formation. Fardeau et al. (1996) investigated the effect  
of thiosulfate as electron acceptor on sugar degradation and end product formation  
by Thermoanaerobacter finnii. This strain shows good EtOH yields on xylose or 1.76 mol  
EtOH mol xylose-1 which is actually higher than the theoretical yield (1.67) from this sugar. 
Yields on glucose were however lower or, 1.45 mol EtOH mol glucose-1. Not surprisingly, 
the addition of thiosulfate shifted end product formation towards acetate with higher cell 
yield and lower EtOH production. A study of bacteria isolated from Icelandic hot spring 
shows that a Thermoanerobacter sp. AK33 showed good EtOH yields on monosugars 
(Sveinsdottir et al., 2009). Glucose and xylose fermentations resulted in 1.5 and 0.8 mol 
EtOH from one mole of glucose and xylose, respectively. Thermoanaerobacterium AK17, 
isolated from Icelandic hot spring, has been extensively studied for EtOH production 
(Koskinen et al., 2008a; Orlygsson & Baldursson, 2007; Sveinsdottir et al., 2009). This strain 
produces 1.5 and 1.1 mol EtOH from one mole of glucose and xylose, respectively.  
A moderate thermophile, Paenibacillus sp. AK25 has also been shown to produce 1.5 mol 
EtOH mol glucose-1 (Sveinsdottir et al., 2009). 
One of the main drawbacks for the use of thermophilic bacteria for EtOH production from 
biomass is their low tolerance towards EtOH. Several studies have been done with 
Clostridium thermosaccharolyticum (Baskaran et al., 1995; Klapatch et al., 1994) and 
Thermoanaerobacter sp. (Georgieva et al., 2008b) to increase EtOH tolerance. The highest 
EtOH tolerance is by a mutant strain of Thermoanaerobacter ethanolicus, or 9% (wt/vol) at 
69°C (Carriera & Ljungdahl, 1983) but later studies with JW200 Fe(4), one of its derivatives, 
show much less tolerance (Hild et al., 2003). Georgieva and co-workers published very high 
EtOH tolerance (8.3%) for Thermoanerobacter BG1L1, a highly efficient xylose degrader in 
continuous culture studies (Georgieva et al., 2008b).  Thermoanerobacter thermohydrosulfuricus 
degrades various pentoses and hexoses as well as starch to high concentrations of EtOH (Ng 
et al., 1981). By transferring the parent strain (39E) to successively higher concentrations of 
EtOH, an alcohol tolerant strain (39EA) was obtained (Lovitt et al., 1984). The mutant strain 
grows at 8% EtOH concentrations (wt/vol) at 45°C but only up to 3.3% at 68°C. The parent 
strain produces 1.5 mol EtOH mol glucose-1 without any addition of EtOH but the yield 
lowered to 0.6 mol at 1.5% initial EtOH concentrations. The mutant strain showed lower 
EtOH yields without any addition of EtOH, or 0.9 mol EtOH mol glucose-1 but the yields did 
not decrease to any extent by increasing initial EtOH concentrations up to 4%. Further 
experiments with the wild type also indicated the role of H2 production and its influence on 
EtOH production (Lovitt et al., 1988). Thus, by changing the gas phase from nitrogen to H2 
or carbon monoxide, EtOH yields increased from 1.41 mol EtOH mol glucose-1 to 1.60 and 
1.90 mol, respectively.  
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Table 1. EtOH production from sugars by defined and mixed cultures of thermophilic 
bacteria. Cultivation was either in batch or continuous (con). EtOH yields as well as 
substrate concentrations and incubation temperature are also shown.  

Recent studies with mixed cultures (batch) were conducted on glucose  (Zhao et al., (2009) 
and xylose (Zhao et al., 2010) where various environmental parameters were optimized for 
both EtOH and H2 production. The main bacterial flora, originating from biohydrogen 
reactor operated at 70°C and fed with xylose and synthetic medium,  was identified as 
various species of Thermoanaerobacter, Thermoanaerobacterium and Caldanaerobacter. Highest 
yields observed to be 1.53 and 1.60 mol EtOH mol glucose-1 and xylose-1 respectively.  
Several efforts have recently been made to enrich for new ethanologenic thermoanerobes. 
Two surveys have been done from Icelandic hot springs  where several interesting bacteria 
were isolated with EtOH yields of > 1.0 mol EtOH from one mol glucose and xylose 
(Koskinen et al., 2008; Orlygsson et al., 2010).  

T. brockii Cellobiose Batch 10.0 0.38 60 Lamed & Zeikus (1980)

T. brockii Glucose Batch 5.0 0.44 nd Ben Bassat et al. (1981)

T. ethanolicus Glucose Batch 8.0 1.90 72 Wiegel & Ljungdahl. (1981)

T. ethanolicus Glucose Batch 20.0 1.90 68 Carreira et al. (1983)

T. thermohydrosulfuricus Glucose Batch 5.0 1.60 60 Lovitt et al. (1984)
T. thermohydrosulfuricus Glucose Batch 5.0 0.90 60 Lovitt et al. (1984)

T. thermohydrosulfuricus Glucose Batch 10.0 1.40-1.90 60 Lovitt et al. (1988)

T. ethanolicus Xylose Batch 4.0-27.5 0.60-1.30 60 Lacis & Lawford (1988a)
T. ethanolicus Xylose Con 4.0 1.37 60 Lacis & Lawford (1988a)

T. ethanolicus Xylose Con 4.0 1.43 60 Lacis & Lawford  (1988b)

T. ethanolicus Xylose Con 4.0 1.37 68 Lacis & Lawford (1989)
T. ethanolicus Xylose Con 4.0 1.37 67-69 Lacis & Lawford (1991)

T. ethanolicus Xylose Con 20.0 1.06 67-69 Lacis & Lawford (1991)

T. finnii Glucose Batch NA 1.45 60 Fardeau et al. (1996)
T. finnii Xylose Batch NA 1.76 60 Fardeau et al. (1996)

C. thermocellum Cellobiose Batch 2.6 1.60 60 Knutson et al. (1999)

T. ethanolicus Xylose Con 4.0 1.30 69 Hild et al. (2003)
T. ethanolicus Sucrose Batch 15-30 1.80-3.60 65 Avci et al. (2006)

T. thermohydrosulfuricus Sucrose Batch 15-30 1.10 - 3.00 65 Avci et al. (2006)

Thermoanaerobacter  ap 65-2 Sucrose Batch 15-30 1.30-3.20 65 Avci et al. (2006)
Thermoanaerobacter  BG1L1 Xylose Con 10.0 1.28 70 Georgieva at al. (2008)

Enrichment cultures Glucose Batch 18.0 0.10-1.70 50-78 Koskinen et al. (2008)
Coculture Glucose Con 12.6-25.2 1.37 60 Koskinen et al. (2008a)
Thermoanaerobacterium   AK17 Glucose Batch 3.6 1.50 60 Sveinsdottir et al. (2009)

Thermoanaerobacterium   AK17 Xylose Batch 3.0 1.10 60 Sveinsdottir et al. (2009)

Thermoanaerobacter  Ak33 Glucose Batch 3.6 1.50 70 Sveinsdottir et al. (2009)
Thermoanaerobacter  Ak33 Xylose Batch 3.0 0.80 70 Sveinsdottir et al. (2009)

Paenibacillus AK25 Glucose Batch 3.6 1.50 50 Sveinsdottir et al. (2009)

Paenibacillus AK25 Xylose Batch 3.0 0.90 50 Sveinsdottir et al. (2009)

Mixed culture Glucose Batch 5.0 1.53 70 Zhao et al. (2009)
Mixed culture Xylose Batch 2.0 1.60 70 Zhao et al. (2010)
Enrichment cultures Glucose Batch 9.0 1.34 50-75 Orlygsson et al. (2010)
Enrichment cultures Xylose Batch 7.5 1.30 50-75 Orlygsson et al. (2010)
T. ethanolicus Xylose Batch 5.0 1.00-1.20 65 He et al. (2010)

T. ethanolicus Glucose Batch 5.0 1.20-1.30 65 He et al. (2010)

Ethanol yield 
(mol EtOH mol 

sugar-1 )

Temp. 
(°C)

ReferenceOrganisms Sugar
Cultivation 

method
Sugar conc.    

(gL-1 )
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1.45 and 1.95 mol, respectively (Carreira et al., 1982). A mutant strain was later developed 
(JW200Fe(4)) that showed similar yields but at higher (30 g L-1) substrate concentrations 
(Carreira et al., 1983).  Other investigations on this species on sucrose showed between  
1.76 to 3.60 mol EtOH mol sucrose-1 with high substrate concentrations (15 to 30 g L-1)  
(Avci et al., 2006). Recent study on Thermoanerobacter ethanolicus strain interestingly shows 
that the addition of external acetate increases EtOH yields from xylose, glucose and 
cellobiose (He et al., 2010). EtOH yields on xylose were 1.0 mol EtOH mol glucose-1 without 
any acetate added but increased to 1.17 by adding 150 mM of acetate. Similar increase was 
observed on glucose, or from 1.16 to 1.34 mol EtOH mol glucose-1 without and with added 
acetate, respectively. It has been suggested that acetate may disrupt energy production 
through accelerated fermentation (Russel, 1992) which may lead to lower biomass 
production and higher end product formation. Fardeau et al. (1996) investigated the effect  
of thiosulfate as electron acceptor on sugar degradation and end product formation  
by Thermoanaerobacter finnii. This strain shows good EtOH yields on xylose or 1.76 mol  
EtOH mol xylose-1 which is actually higher than the theoretical yield (1.67) from this sugar. 
Yields on glucose were however lower or, 1.45 mol EtOH mol glucose-1. Not surprisingly, 
the addition of thiosulfate shifted end product formation towards acetate with higher cell 
yield and lower EtOH production. A study of bacteria isolated from Icelandic hot spring 
shows that a Thermoanerobacter sp. AK33 showed good EtOH yields on monosugars 
(Sveinsdottir et al., 2009). Glucose and xylose fermentations resulted in 1.5 and 0.8 mol 
EtOH from one mole of glucose and xylose, respectively. Thermoanaerobacterium AK17, 
isolated from Icelandic hot spring, has been extensively studied for EtOH production 
(Koskinen et al., 2008a; Orlygsson & Baldursson, 2007; Sveinsdottir et al., 2009). This strain 
produces 1.5 and 1.1 mol EtOH from one mole of glucose and xylose, respectively.  
A moderate thermophile, Paenibacillus sp. AK25 has also been shown to produce 1.5 mol 
EtOH mol glucose-1 (Sveinsdottir et al., 2009). 
One of the main drawbacks for the use of thermophilic bacteria for EtOH production from 
biomass is their low tolerance towards EtOH. Several studies have been done with 
Clostridium thermosaccharolyticum (Baskaran et al., 1995; Klapatch et al., 1994) and 
Thermoanaerobacter sp. (Georgieva et al., 2008b) to increase EtOH tolerance. The highest 
EtOH tolerance is by a mutant strain of Thermoanaerobacter ethanolicus, or 9% (wt/vol) at 
69°C (Carriera & Ljungdahl, 1983) but later studies with JW200 Fe(4), one of its derivatives, 
show much less tolerance (Hild et al., 2003). Georgieva and co-workers published very high 
EtOH tolerance (8.3%) for Thermoanerobacter BG1L1, a highly efficient xylose degrader in 
continuous culture studies (Georgieva et al., 2008b).  Thermoanerobacter thermohydrosulfuricus 
degrades various pentoses and hexoses as well as starch to high concentrations of EtOH (Ng 
et al., 1981). By transferring the parent strain (39E) to successively higher concentrations of 
EtOH, an alcohol tolerant strain (39EA) was obtained (Lovitt et al., 1984). The mutant strain 
grows at 8% EtOH concentrations (wt/vol) at 45°C but only up to 3.3% at 68°C. The parent 
strain produces 1.5 mol EtOH mol glucose-1 without any addition of EtOH but the yield 
lowered to 0.6 mol at 1.5% initial EtOH concentrations. The mutant strain showed lower 
EtOH yields without any addition of EtOH, or 0.9 mol EtOH mol glucose-1 but the yields did 
not decrease to any extent by increasing initial EtOH concentrations up to 4%. Further 
experiments with the wild type also indicated the role of H2 production and its influence on 
EtOH production (Lovitt et al., 1988). Thus, by changing the gas phase from nitrogen to H2 
or carbon monoxide, EtOH yields increased from 1.41 mol EtOH mol glucose-1 to 1.60 and 
1.90 mol, respectively.  
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Table 1. EtOH production from sugars by defined and mixed cultures of thermophilic 
bacteria. Cultivation was either in batch or continuous (con). EtOH yields as well as 
substrate concentrations and incubation temperature are also shown.  

Recent studies with mixed cultures (batch) were conducted on glucose  (Zhao et al., (2009) 
and xylose (Zhao et al., 2010) where various environmental parameters were optimized for 
both EtOH and H2 production. The main bacterial flora, originating from biohydrogen 
reactor operated at 70°C and fed with xylose and synthetic medium,  was identified as 
various species of Thermoanaerobacter, Thermoanaerobacterium and Caldanaerobacter. Highest 
yields observed to be 1.53 and 1.60 mol EtOH mol glucose-1 and xylose-1 respectively.  
Several efforts have recently been made to enrich for new ethanologenic thermoanerobes. 
Two surveys have been done from Icelandic hot springs  where several interesting bacteria 
were isolated with EtOH yields of > 1.0 mol EtOH from one mol glucose and xylose 
(Koskinen et al., 2008; Orlygsson et al., 2010).  

T. brockii Cellobiose Batch 10.0 0.38 60 Lamed & Zeikus (1980)

T. brockii Glucose Batch 5.0 0.44 nd Ben Bassat et al. (1981)

T. ethanolicus Glucose Batch 8.0 1.90 72 Wiegel & Ljungdahl. (1981)

T. ethanolicus Glucose Batch 20.0 1.90 68 Carreira et al. (1983)

T. thermohydrosulfuricus Glucose Batch 5.0 1.60 60 Lovitt et al. (1984)
T. thermohydrosulfuricus Glucose Batch 5.0 0.90 60 Lovitt et al. (1984)

T. thermohydrosulfuricus Glucose Batch 10.0 1.40-1.90 60 Lovitt et al. (1988)

T. ethanolicus Xylose Batch 4.0-27.5 0.60-1.30 60 Lacis & Lawford (1988a)
T. ethanolicus Xylose Con 4.0 1.37 60 Lacis & Lawford (1988a)

T. ethanolicus Xylose Con 4.0 1.43 60 Lacis & Lawford  (1988b)

T. ethanolicus Xylose Con 4.0 1.37 68 Lacis & Lawford (1989)
T. ethanolicus Xylose Con 4.0 1.37 67-69 Lacis & Lawford (1991)

T. ethanolicus Xylose Con 20.0 1.06 67-69 Lacis & Lawford (1991)

T. finnii Glucose Batch NA 1.45 60 Fardeau et al. (1996)
T. finnii Xylose Batch NA 1.76 60 Fardeau et al. (1996)

C. thermocellum Cellobiose Batch 2.6 1.60 60 Knutson et al. (1999)

T. ethanolicus Xylose Con 4.0 1.30 69 Hild et al. (2003)
T. ethanolicus Sucrose Batch 15-30 1.80-3.60 65 Avci et al. (2006)

T. thermohydrosulfuricus Sucrose Batch 15-30 1.10 - 3.00 65 Avci et al. (2006)

Thermoanaerobacter  ap 65-2 Sucrose Batch 15-30 1.30-3.20 65 Avci et al. (2006)
Thermoanaerobacter  BG1L1 Xylose Con 10.0 1.28 70 Georgieva at al. (2008)

Enrichment cultures Glucose Batch 18.0 0.10-1.70 50-78 Koskinen et al. (2008)
Coculture Glucose Con 12.6-25.2 1.37 60 Koskinen et al. (2008a)
Thermoanaerobacterium   AK17 Glucose Batch 3.6 1.50 60 Sveinsdottir et al. (2009)

Thermoanaerobacterium   AK17 Xylose Batch 3.0 1.10 60 Sveinsdottir et al. (2009)

Thermoanaerobacter  Ak33 Glucose Batch 3.6 1.50 70 Sveinsdottir et al. (2009)
Thermoanaerobacter  Ak33 Xylose Batch 3.0 0.80 70 Sveinsdottir et al. (2009)

Paenibacillus AK25 Glucose Batch 3.6 1.50 50 Sveinsdottir et al. (2009)

Paenibacillus AK25 Xylose Batch 3.0 0.90 50 Sveinsdottir et al. (2009)

Mixed culture Glucose Batch 5.0 1.53 70 Zhao et al. (2009)
Mixed culture Xylose Batch 2.0 1.60 70 Zhao et al. (2010)
Enrichment cultures Glucose Batch 9.0 1.34 50-75 Orlygsson et al. (2010)
Enrichment cultures Xylose Batch 7.5 1.30 50-75 Orlygsson et al. (2010)
T. ethanolicus Xylose Batch 5.0 1.00-1.20 65 He et al. (2010)

T. ethanolicus Glucose Batch 5.0 1.20-1.30 65 He et al. (2010)
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5.2 Production of EtOH from complex biomass 
Production of EtOH from lignocellulosic biomass has gained increased interest in recent 
years. The type of biomass used has varied to a great extent, e.g. wheat straw, barley 
straw, hemp, grass, paper and more. Also, the type of pretreatment used is different from 
one experiment to another. Most data is on biomass pretreated with dilute sulfuric acid or 
with alkaline pretreatment. The concentration of hydrolysates made from the biomass is 
also very broad, mostly varying from 0.2 % (w/v) to 15% (w/v). Finally, either pure or 
mixed cultures are used and either batch or continuous mode. The maximum yield of 
EtOH from glucose fermentation is 0.51 g EtOH g glucose-1. This corresponds to 2 mol 
EtOH/mol hexose or 11.1 mM g-1. Considering the complex structure of lignocellulosic 
biomass, it is not surprising that EtOH yields are usually considerable lower from such 
substrates (Table 2). Earliest available data on thermophilic bacteria using polymeric 
biomass originates from studies on Thermoanaerobacter ethanolicus and Clostridium 
thermocellum on hemicellulose from birch- and beechwood (Wiegel et al., 1983). These 
early reports showed promising results but highest yields were observed from the mutant 
strain T. ethanolicus, 4.5 mM g-1  xylose equivalent used. Three strains of Clostridium 
thermocellum produced between 1.40 to 2.60 mM EtOH g avicel-1 (Lamed et al., 1988). 
Higher yields (5.0 mM g-1 and 5.5 mM g-1) by this bacterium were shown on the same 
substrate by others (Ahn et al., 1996;  Lynd et al., 1989). Rani and co-workers studied 
EtOH production from both cellulose and lignocellulosic biomass by C. thermocellum (Rani 
et al., 1998). EtOH yields on avicel and Whatman paper was up to 7.2 and 8.0 mM g-1 
EtOH, respectively. Similar yields were obtained from paddy straw, sorghum stover and 
corn stubs, pretreated with alkali. The highest yields of EtOH production from cellulosic 
biomass by C. thermocellum are from filter paper, 8.2 mM g-1 substrate (Balusu et al., 2004; 
2005). In all studies mentioned above with C. thermocellum the concentration of cellulose 
was below 8.0 g L-1. Lin and co-workers  recently investigated degradation of napier grass 
and cellulose (avicel) by C. thermocellum and a mixed enrichment culture (Lin et al., 2010). 
They used from 2.0 to 40.0 g L-1 substrate concentrations. The pure culture produced 
merely 0.72 mM g-1 avicel but up to 3.87 mM g-1 Napier grass. The mixed culture 
produced between 0.7-0.9 mM g-1 Napier grass and 0.4–5.7 mM g-1 avicel. A dramatic 
decrease in yields was observed by increasing substrate concentrations.  
Ahring and co-workers (Ahring et al., 1996) investigated the potential of five 
thermoanaerobes for EtOH production from the hemicelluloses fraction of wheat straw 
hydrolysates. Three of the strains produced only minor amounts of EtOH from xylan but 
Thermoanaerobacterium saccharolyticum HG8 and strain A3 produced 6.30 and 5.43 mM g   
xylan-1, respectively. Strain A3 was further investigated on hydrolysates made from wheat 
straw, pretreated with wet oxidation. EtOH yields were lower as compared to xylan, or 2.61 
mM g wheat straw-1 pretreated without oxygen.  
Thermoanerobacter mathranii was isolated in 1993 from Hveragerdi in Iceland (Larsen et al., 
1997) and has been adapted by Ahring et al., (1996). The strain has been investigated for 
EtOH production capacity on wet oxidized wheat straw (Ahring et al., 1999). By using very 
high substrate concentrations (60 g L-1) and wet oxidation with different amounts of sodium 
carbonate the amount of total sugars released varied from 3.5 to 9.9 g L-1. A fermentation of 
the strain on undiluted hydrolysate by the strain resulted in the production of 
approximately 9 mM of EtOH, or 1.3 mM g sugar-1. This strain was also investigated for the 
effects of inhibitory compounds and hydrolysate concentration on the fermentation of wheat 
straw hydrolysates (Klinke et al., 2001). The main outcome was that the addition of 
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hydrolysate to a medium containing 4 g L xylose-1 did not inhibit EtOH production and it 
produced 5.5 mM g xylose-1. Increased concentrations of aromatic compounds and 
hydrolysates however, severely inhibited EtOH production by the strain. Wheat straw 
hydrolysates have also been investigated by other thermophilic bacteria (Sommer et al., 
2004) but with lower EtOH yields.  
 

 
Table 2. EtOH production from lignocellulosic biomass by defined and mixed cultures of 
thermophilic bacteria. Cultivation was either in batch or continuous (con). EtOH yields 
given in mM/g substrate degraded as well as substrate concentrations and incubation 
temperature are also shown. * = sugar concentration, ** = 30 to 50% as hydrolysate.  

Fermentation of beet molasses by three thermophilic Thermoanaerobacter species (T. 
ethanolicus, Thermoanaerobacter sp. and T. thermohydrosulfuricus) were recently investigated 

T. ethanolicus Wood hydrolysate Batch 8.0 3.30-4.50 70 Wiegel et al. (1983)

C. thermocellum (3 strains) Avicel Batch 20.0 1.40-2.60 60 Lamed et al. (1988)

C. thermocellum Avicel Batch 2.5 5.00 60 Lynd et al. (1989)

C. thermocellum Wood hydrolysate Batch 4.8 3.10 60 Lynd et al. (1989)

C. thermocellum Avicel Con 5.0 5.48 60 Ahn et al. (1996)

C. thermocellum Avicel Batch 5.0 3.66 60 Ahn et al. (1996)

C. thermocellum Whatman paper Batch 8.0 7.20-8.00 60 Rani et al. (1997)

C. thermocellum Avicel Batch 8.0 6.50-7.20 60 Rani et al. (1997)

C. thermocellum Paddy straw Batch 8.0 6.10-8.00 60 Rani et al. (1997)

C. thermocellum Sorghum stover Batch 8.0 4.80-8.10 60 Rani et al. (1997)

C. thermocellum Corn stubs Batch 8.0 4.60-7.80 60 Rani et al. (1997)

Thermophilic strain  A3 Xylan Batch 10.0 5.43 70 Ahring et al. (1996)

T. saccharolyticum Xylan Batch 10.0 6.30 60 Ahring et al. (1996)

Thermophilic strain A3 Wheat straw Batch 60.0 (10.0)* 2.61 70 Ahring et al. (1996)

T. mathranii Wheat straw Batch 60.0 (6.7)* 2.61 70 Ahring et al. (1999)

T. mathranii Wheat straw Batch 60.0 5.30 70 Klinke et al. (2001)

Several Wheat straw Batch 30.0 0.30-0.50 70 Sommer et al. (2004)
Several Wheat straw Batch 60.0 0.20-0.40 70 Sommer et al. (2004)
C. thermocellum Filter paper/Corn steep liq. Batch 45.0/8.0 8.18 60 Balusu et al. (2005)

T. ethanolicus Beet molasses Batch 40.0 (19.5)* 4.81 65 Avci et al. (2006)

T. thermohydrosulfuricus 70-1 Beet molasses Batch 40.0 (19.5)* 2.95 65 Avci et al. (2006)

Thermoanaerobacter sp. 65-2 Beet molasses Batch 40.0 (19.5)* 7.25 65 Avci et al. (2006)

Thermoanaerobacter  BG1L1 Corn stover Batch 25.0-150.0 8.50-9.20 70 Georgieva et al. (2007)

Thermoanaerobacter BG1L1 Wheat straw Batch 30.0-120.0 8.50-9.20 70 Georgieva et al. (2008)

Thermoanaerobacter BG1L1 Corn stover Con 25.0-150.0 8.50-9.20 70 Georgieva et al. (2008)

Clostridium thermocellum Avicel Batch 300-700** 0.70 60 Chinn et al. (2008)

T. ethanolicus Been card HL Batch 10.0 1.80 60 Miyazaki et al. (2008)

Clostridium sp. Been card HL Batch 10.0 0.85 60 Miyazaki et al. (2008)

Thermoanaerobacterium sp. Been card HL Batch 10.0 0.90 60 Miyazaki et al. (2008)

Thermoanaerobacterium  AK17 Cellulose Batch 7.5 5.81 60 Sveinsdottir et al. (2009)

Thermoanaerobacterium  AK17 Grass Batch 7.5 2.91 60 Sveinsdottir et al. (2009)

Thermoanaerobacterium  AK17 Paper Batch 7.5 2.03 60 Sveinsdottir et al. (2009)

Mixed Napier grass Batch 2.0-40.0 0.70-0.90 60 Lin et al. (2010)
Mixed Avicel Batch 2.0-40.0 0.40-5.70 60 Lin et al. (2010)
C. thermocellum Napier grass Batch 2.0-40.0 0.80-3.90 60 Lin et al. (2010)

C. thermocellum Avicel Batch 10.0 0.70 60 Lin et al. (2010)

Mixed (C. thermocellum) Banana waste Batch 10.0-100.0 5.50-9.20 60 Harish et al. (2010)
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5.2 Production of EtOH from complex biomass 
Production of EtOH from lignocellulosic biomass has gained increased interest in recent 
years. The type of biomass used has varied to a great extent, e.g. wheat straw, barley 
straw, hemp, grass, paper and more. Also, the type of pretreatment used is different from 
one experiment to another. Most data is on biomass pretreated with dilute sulfuric acid or 
with alkaline pretreatment. The concentration of hydrolysates made from the biomass is 
also very broad, mostly varying from 0.2 % (w/v) to 15% (w/v). Finally, either pure or 
mixed cultures are used and either batch or continuous mode. The maximum yield of 
EtOH from glucose fermentation is 0.51 g EtOH g glucose-1. This corresponds to 2 mol 
EtOH/mol hexose or 11.1 mM g-1. Considering the complex structure of lignocellulosic 
biomass, it is not surprising that EtOH yields are usually considerable lower from such 
substrates (Table 2). Earliest available data on thermophilic bacteria using polymeric 
biomass originates from studies on Thermoanaerobacter ethanolicus and Clostridium 
thermocellum on hemicellulose from birch- and beechwood (Wiegel et al., 1983). These 
early reports showed promising results but highest yields were observed from the mutant 
strain T. ethanolicus, 4.5 mM g-1  xylose equivalent used. Three strains of Clostridium 
thermocellum produced between 1.40 to 2.60 mM EtOH g avicel-1 (Lamed et al., 1988). 
Higher yields (5.0 mM g-1 and 5.5 mM g-1) by this bacterium were shown on the same 
substrate by others (Ahn et al., 1996;  Lynd et al., 1989). Rani and co-workers studied 
EtOH production from both cellulose and lignocellulosic biomass by C. thermocellum (Rani 
et al., 1998). EtOH yields on avicel and Whatman paper was up to 7.2 and 8.0 mM g-1 
EtOH, respectively. Similar yields were obtained from paddy straw, sorghum stover and 
corn stubs, pretreated with alkali. The highest yields of EtOH production from cellulosic 
biomass by C. thermocellum are from filter paper, 8.2 mM g-1 substrate (Balusu et al., 2004; 
2005). In all studies mentioned above with C. thermocellum the concentration of cellulose 
was below 8.0 g L-1. Lin and co-workers  recently investigated degradation of napier grass 
and cellulose (avicel) by C. thermocellum and a mixed enrichment culture (Lin et al., 2010). 
They used from 2.0 to 40.0 g L-1 substrate concentrations. The pure culture produced 
merely 0.72 mM g-1 avicel but up to 3.87 mM g-1 Napier grass. The mixed culture 
produced between 0.7-0.9 mM g-1 Napier grass and 0.4–5.7 mM g-1 avicel. A dramatic 
decrease in yields was observed by increasing substrate concentrations.  
Ahring and co-workers (Ahring et al., 1996) investigated the potential of five 
thermoanaerobes for EtOH production from the hemicelluloses fraction of wheat straw 
hydrolysates. Three of the strains produced only minor amounts of EtOH from xylan but 
Thermoanaerobacterium saccharolyticum HG8 and strain A3 produced 6.30 and 5.43 mM g   
xylan-1, respectively. Strain A3 was further investigated on hydrolysates made from wheat 
straw, pretreated with wet oxidation. EtOH yields were lower as compared to xylan, or 2.61 
mM g wheat straw-1 pretreated without oxygen.  
Thermoanerobacter mathranii was isolated in 1993 from Hveragerdi in Iceland (Larsen et al., 
1997) and has been adapted by Ahring et al., (1996). The strain has been investigated for 
EtOH production capacity on wet oxidized wheat straw (Ahring et al., 1999). By using very 
high substrate concentrations (60 g L-1) and wet oxidation with different amounts of sodium 
carbonate the amount of total sugars released varied from 3.5 to 9.9 g L-1. A fermentation of 
the strain on undiluted hydrolysate by the strain resulted in the production of 
approximately 9 mM of EtOH, or 1.3 mM g sugar-1. This strain was also investigated for the 
effects of inhibitory compounds and hydrolysate concentration on the fermentation of wheat 
straw hydrolysates (Klinke et al., 2001). The main outcome was that the addition of 
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hydrolysate to a medium containing 4 g L xylose-1 did not inhibit EtOH production and it 
produced 5.5 mM g xylose-1. Increased concentrations of aromatic compounds and 
hydrolysates however, severely inhibited EtOH production by the strain. Wheat straw 
hydrolysates have also been investigated by other thermophilic bacteria (Sommer et al., 
2004) but with lower EtOH yields.  
 

 
Table 2. EtOH production from lignocellulosic biomass by defined and mixed cultures of 
thermophilic bacteria. Cultivation was either in batch or continuous (con). EtOH yields 
given in mM/g substrate degraded as well as substrate concentrations and incubation 
temperature are also shown. * = sugar concentration, ** = 30 to 50% as hydrolysate.  

Fermentation of beet molasses by three thermophilic Thermoanaerobacter species (T. 
ethanolicus, Thermoanaerobacter sp. and T. thermohydrosulfuricus) were recently investigated 

T. ethanolicus Wood hydrolysate Batch 8.0 3.30-4.50 70 Wiegel et al. (1983)

C. thermocellum (3 strains) Avicel Batch 20.0 1.40-2.60 60 Lamed et al. (1988)

C. thermocellum Avicel Batch 2.5 5.00 60 Lynd et al. (1989)

C. thermocellum Wood hydrolysate Batch 4.8 3.10 60 Lynd et al. (1989)

C. thermocellum Avicel Con 5.0 5.48 60 Ahn et al. (1996)

C. thermocellum Avicel Batch 5.0 3.66 60 Ahn et al. (1996)

C. thermocellum Whatman paper Batch 8.0 7.20-8.00 60 Rani et al. (1997)

C. thermocellum Avicel Batch 8.0 6.50-7.20 60 Rani et al. (1997)

C. thermocellum Paddy straw Batch 8.0 6.10-8.00 60 Rani et al. (1997)

C. thermocellum Sorghum stover Batch 8.0 4.80-8.10 60 Rani et al. (1997)

C. thermocellum Corn stubs Batch 8.0 4.60-7.80 60 Rani et al. (1997)

Thermophilic strain  A3 Xylan Batch 10.0 5.43 70 Ahring et al. (1996)

T. saccharolyticum Xylan Batch 10.0 6.30 60 Ahring et al. (1996)

Thermophilic strain A3 Wheat straw Batch 60.0 (10.0)* 2.61 70 Ahring et al. (1996)

T. mathranii Wheat straw Batch 60.0 (6.7)* 2.61 70 Ahring et al. (1999)

T. mathranii Wheat straw Batch 60.0 5.30 70 Klinke et al. (2001)

Several Wheat straw Batch 30.0 0.30-0.50 70 Sommer et al. (2004)
Several Wheat straw Batch 60.0 0.20-0.40 70 Sommer et al. (2004)
C. thermocellum Filter paper/Corn steep liq. Batch 45.0/8.0 8.18 60 Balusu et al. (2005)

T. ethanolicus Beet molasses Batch 40.0 (19.5)* 4.81 65 Avci et al. (2006)

T. thermohydrosulfuricus 70-1 Beet molasses Batch 40.0 (19.5)* 2.95 65 Avci et al. (2006)

Thermoanaerobacter sp. 65-2 Beet molasses Batch 40.0 (19.5)* 7.25 65 Avci et al. (2006)

Thermoanaerobacter  BG1L1 Corn stover Batch 25.0-150.0 8.50-9.20 70 Georgieva et al. (2007)

Thermoanaerobacter BG1L1 Wheat straw Batch 30.0-120.0 8.50-9.20 70 Georgieva et al. (2008)

Thermoanaerobacter BG1L1 Corn stover Con 25.0-150.0 8.50-9.20 70 Georgieva et al. (2008)

Clostridium thermocellum Avicel Batch 300-700** 0.70 60 Chinn et al. (2008)

T. ethanolicus Been card HL Batch 10.0 1.80 60 Miyazaki et al. (2008)

Clostridium sp. Been card HL Batch 10.0 0.85 60 Miyazaki et al. (2008)

Thermoanaerobacterium sp. Been card HL Batch 10.0 0.90 60 Miyazaki et al. (2008)

Thermoanaerobacterium  AK17 Cellulose Batch 7.5 5.81 60 Sveinsdottir et al. (2009)

Thermoanaerobacterium  AK17 Grass Batch 7.5 2.91 60 Sveinsdottir et al. (2009)

Thermoanaerobacterium  AK17 Paper Batch 7.5 2.03 60 Sveinsdottir et al. (2009)

Mixed Napier grass Batch 2.0-40.0 0.70-0.90 60 Lin et al. (2010)
Mixed Avicel Batch 2.0-40.0 0.40-5.70 60 Lin et al. (2010)
C. thermocellum Napier grass Batch 2.0-40.0 0.80-3.90 60 Lin et al. (2010)

C. thermocellum Avicel Batch 10.0 0.70 60 Lin et al. (2010)

Mixed (C. thermocellum) Banana waste Batch 10.0-100.0 5.50-9.20 60 Harish et al. (2010)
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(Avci et al., 2006). The concentration of sugars were 19.5 g L-1 and and fermentation resulted 
in yields between 3.0 (T. thermohydrosulfuricus) and 7.26 mM g-1 (Thermoanaerobacter sp. ). 
The highest reported EtOH yields reported from complex biomass are by Thermoanaerobacter 
BG1L1 on corn stover and wheat straw (Georgieva & Ahring, 2007; Georgieva et al., 2008a). 
The biomass was pretreated with acid or wet oxidation and EtOH yields were up to 9.2 mM 
g-1 for biomass hydrolysates.  
Studies on Thermoanaerobacterium sp and Clostridium sp. on been curd refuse hydrolysates 
were investigated by Miyazaki and co-workers (Miyazaki et al., 2008) with emphasis on 
cooperation between aerobic cellulose degrading Geobacillus with the anaerobes.  
EtOH yields in this study were relatively low, or between 0.72 to 1.80 mM g substrate-1. 
Studies on EtOH production by Thermoanaerobacterium sp. AK17, isolated from Icelandic hot 
spring, on various types of lignocellulosic biomass were reported recently (Sveinsdottir et 
al., 2009). Batch culture studies on 7.5 g L-1 of cellulose, grass and newspaper, pretreated 
with heat and enzymes, showed EtOH yields of 2.0 (paper), 2.91 (grass) to 5.81 (cellulose) 
mM/g biomass. Optimization experiments were recently done on this strain where EtOH 
yields on grass and cellulose were increased to 4.0 and 8.6 mM g-1, respectively. The main 
environmental factors concerning increasing EtOH yields were the use of acid/alkali for 
pretreatment and by lowering the substrate concentration from 7.5 to 2.5 g L-1 (unpublished 
results).  

6. Production of H2 from thermophilic bacteria 
H2 production from various organic materials by fermentation has been known for a long 
time. Firstly, the focus was mainly on facultative mesophilic bacteria within the genera of 
e.g. Enterobacter, Citrobacter and strict anaerobes like the typical acetate/butyrate 
fermentative Clostridia. There are numerous publications which focus on mesophilic bacteria 
that will not be dealt with in this paper. It has not been until relatively recently that H2 
production by thermophiles has gained increased interest and in the past three years there 
has been an explosion of number of publications within this field of research. Thermophilic 
bacteria have many advantages as compared to mesophiles concerning H2 production, 
however, have remained less studied. High temperatures favor the stoichiometry of H2 
production resulting in higher H2 yields compared to mesophilic systems (van Groenestijn 
et al., 2002; van Niel et al., 2003). Furthermore, thermophilic fermentation results in less 
variety of end products as compared to those of mesophilic fermentation (van Niel et al., 
2003). The discussion below is divided into production of H2 from sugars and from other 
biomass.  

6.1 Production of H2 from sugars 
Pure cultures are, for the most part, used to study effects of environmental factors affecting 
commercial H2 production. Several studies on H2 production on sugars, using pure 
thermophilic cultures have been reported. The most common are dealing with bacteria 
belonging to the genera of Thermoanaerobacterium, Caldicellulosiruptor and Thermotoga. Table 3 
summarizes studies using pure cultures for H2 production from sugars.  
Thermotoga  neopolitana was first described by Jannasch and co-workers (1988) but earliest 
data of H2 production is from 2002 where the bacterium produced 2.0 ml L-1 h-1 on glucose 
in batch cultures (van Ootegehem et al., 2002). H2 production capacity from glucose by this 
species has since then been investigated in detail by others (Eriksen et al., 2008; d‘Ippolito et 
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al., 2008; Nguyen et al., 2008, 2010; Munro et al., 2009) showing yields between 1.84 to 3.85 
mol H2 mol glucose-1. Xylose can also be used by the bacterium with good yields, or 2.20 
mol H2 mol xylose-1 (Nguyen et al., 2010b). Most studies reported on H2 production by T. 
neopolitana have been conducted in batch experiments with relatively low sugar 
concentrations (5 to 7 g L-1). The only experiment in continuous culture is reported by 
d‘Ippolito et al., (2010) on glucose but very high yields were reported (3.85 mol H2 mol 
glucose-1). Other studies on species within the genus have been on T. elfii (van Niel et al., 
2002) and T. maritima (Nguyen et al., 2008;  Schröder et al., 1994) with H2 yields varying 
from 1.67 to 4.00 (maximum) mol H2 mol glucose-1.  
 

 
Table 3. H2 production from sugars by pure cultures of thermophilic bacteria. Cultivation 
was either in batch or continuous (con). Volumetric H2 production rates, H2 yields as well as 
substrate concentrations and incubation temperature are also shown. 

Species belonging to genus Caldicellulosiruptor have been intensively investigated for H2 
production. C. saccharolyticus grown on sucrose showed good yields in continuous culture, 
or 6.6 mol H2 mol sucrose-1 (= 3.3 mol H2 mol hexose-1) (van Niel et al., 2002) and between 
2.5 and 3.0 mol H2 for one mole of xylose and glucose in batch (Kadar et al., 2004; Willquist 
et al., 2009). Higher yields were observed in continuous culture, or 3.6 as well as high H2 
production rates (Vrije et al., 2007). Recently C. owensis has also been shown to be a good H2 
producer both in continuous culture with H2 yields of 3.8 and 2.7 from glucose and xylose, 

P. furiosus Maltose Con 0.22 5.5-22.0 2.90 98 Schicho et al. (1993)

T. maritima Glucose Batch 0.1 6.9 4.00 80 Schroder et al. (1994)

T. elfii Glucose Con 10.0 0.6 3.30 65 van Niel et al. (2002 )

C. saccharolyticus Sucrose Con 10.0 0.6 3.30 70 van Niel et al. (2002)

T. neapolitana Glucose Batch 5.0 0.6 N/A 70 Van Ooteghem et al. (2002)

T. tengcongensis Glucose Con 4.5 N/A 4.00 75 Soboh et al. (2004)

C. saccharolyticus Glucose Batch 1.7 N/A 2.50 70 Kadar et al. (2004)

C. saccharolyticus Xylose Batch 1.6 11.3 2.70 70 Kadar et al. (2004)

C. saccharolyticus Xyl/Glu Batch 1.0 9.2 2.40 70 Kadar et al. (2004)

C. saccharolyticus Glucose Con 4.0 2.5 3.60 70 Vrije et al. (2007)

T. thermosaccharolyticum sucrose Batch 20.0 3.0 2.53 60 O-Thong et al. (2008)

T. thermosaccharolyticum Glucose Batch 10.0 1.6 2.42 60 Ren et al. (2008)

T. thermosaccharolyticum Xylose Batch 10.0 1.6 2.19 60 Ren et al. (2008)

T. neapolitana Glucose Batch 5.0 N/A 2.40 80 Eriksen et al. (2008)

T. neapolitana Glucose Batch 7.5 N/A 1.84 80 Nguyen et al. (2008a)

T. maritima Glucose Batch 7.5 N/A 1.67 80 Nguyen et al. (2008a)

T. neapolitana Glucose Batch 2.5 0.1 3.85 77 Munro et al. (2009)

C. thermocellum Cellobiose Batch 1.1 N/A 1.73 60 Levin et al. (2006)

C. saccharolyticus Glucose Con 10.0 N/A 3.00 70 Willquist et al. (2009)

T. neapolitana Glucose Batch 7.0 N/A 3.24 77 Nguyen et al. (2010b)

T. neapolitana Xylose Batch 4.0 N/A 2.20 77 Nguyen et al. (2010b)

T. thermosaccharolyticum Xylose Batch 12.2 N/A 2.37 60 Cao et al. (2010)

T. neapolitana Glucose Con 5.0 6.3 3.85 80 d'Ippolito et al. (2010)

C. ownsensis Glucose Con 10.0 1.9 3.80 70 Zeidan & van Niel (2010)

C. ownsensis Xylose Con 10.0 1.4 2.70 70 Zeidan & van Niel (2010)

C. thermolacticum Lactose Batch 10.0 N/A 1.80 58 Collet et al. (2003)

Clostridium AK14 Glucose Batch 3.6 N/A 2.21 50 Almarsdottir et al. (2010)

Clostridium AK14 Xylose Batch 3.0 N/A 2.55 50 Almarsdottir et al. (2010)
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(Avci et al., 2006). The concentration of sugars were 19.5 g L-1 and and fermentation resulted 
in yields between 3.0 (T. thermohydrosulfuricus) and 7.26 mM g-1 (Thermoanaerobacter sp. ). 
The highest reported EtOH yields reported from complex biomass are by Thermoanaerobacter 
BG1L1 on corn stover and wheat straw (Georgieva & Ahring, 2007; Georgieva et al., 2008a). 
The biomass was pretreated with acid or wet oxidation and EtOH yields were up to 9.2 mM 
g-1 for biomass hydrolysates.  
Studies on Thermoanaerobacterium sp and Clostridium sp. on been curd refuse hydrolysates 
were investigated by Miyazaki and co-workers (Miyazaki et al., 2008) with emphasis on 
cooperation between aerobic cellulose degrading Geobacillus with the anaerobes.  
EtOH yields in this study were relatively low, or between 0.72 to 1.80 mM g substrate-1. 
Studies on EtOH production by Thermoanaerobacterium sp. AK17, isolated from Icelandic hot 
spring, on various types of lignocellulosic biomass were reported recently (Sveinsdottir et 
al., 2009). Batch culture studies on 7.5 g L-1 of cellulose, grass and newspaper, pretreated 
with heat and enzymes, showed EtOH yields of 2.0 (paper), 2.91 (grass) to 5.81 (cellulose) 
mM/g biomass. Optimization experiments were recently done on this strain where EtOH 
yields on grass and cellulose were increased to 4.0 and 8.6 mM g-1, respectively. The main 
environmental factors concerning increasing EtOH yields were the use of acid/alkali for 
pretreatment and by lowering the substrate concentration from 7.5 to 2.5 g L-1 (unpublished 
results).  

6. Production of H2 from thermophilic bacteria 
H2 production from various organic materials by fermentation has been known for a long 
time. Firstly, the focus was mainly on facultative mesophilic bacteria within the genera of 
e.g. Enterobacter, Citrobacter and strict anaerobes like the typical acetate/butyrate 
fermentative Clostridia. There are numerous publications which focus on mesophilic bacteria 
that will not be dealt with in this paper. It has not been until relatively recently that H2 
production by thermophiles has gained increased interest and in the past three years there 
has been an explosion of number of publications within this field of research. Thermophilic 
bacteria have many advantages as compared to mesophiles concerning H2 production, 
however, have remained less studied. High temperatures favor the stoichiometry of H2 
production resulting in higher H2 yields compared to mesophilic systems (van Groenestijn 
et al., 2002; van Niel et al., 2003). Furthermore, thermophilic fermentation results in less 
variety of end products as compared to those of mesophilic fermentation (van Niel et al., 
2003). The discussion below is divided into production of H2 from sugars and from other 
biomass.  

6.1 Production of H2 from sugars 
Pure cultures are, for the most part, used to study effects of environmental factors affecting 
commercial H2 production. Several studies on H2 production on sugars, using pure 
thermophilic cultures have been reported. The most common are dealing with bacteria 
belonging to the genera of Thermoanaerobacterium, Caldicellulosiruptor and Thermotoga. Table 3 
summarizes studies using pure cultures for H2 production from sugars.  
Thermotoga  neopolitana was first described by Jannasch and co-workers (1988) but earliest 
data of H2 production is from 2002 where the bacterium produced 2.0 ml L-1 h-1 on glucose 
in batch cultures (van Ootegehem et al., 2002). H2 production capacity from glucose by this 
species has since then been investigated in detail by others (Eriksen et al., 2008; d‘Ippolito et 
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al., 2008; Nguyen et al., 2008, 2010; Munro et al., 2009) showing yields between 1.84 to 3.85 
mol H2 mol glucose-1. Xylose can also be used by the bacterium with good yields, or 2.20 
mol H2 mol xylose-1 (Nguyen et al., 2010b). Most studies reported on H2 production by T. 
neopolitana have been conducted in batch experiments with relatively low sugar 
concentrations (5 to 7 g L-1). The only experiment in continuous culture is reported by 
d‘Ippolito et al., (2010) on glucose but very high yields were reported (3.85 mol H2 mol 
glucose-1). Other studies on species within the genus have been on T. elfii (van Niel et al., 
2002) and T. maritima (Nguyen et al., 2008;  Schröder et al., 1994) with H2 yields varying 
from 1.67 to 4.00 (maximum) mol H2 mol glucose-1.  
 

 
Table 3. H2 production from sugars by pure cultures of thermophilic bacteria. Cultivation 
was either in batch or continuous (con). Volumetric H2 production rates, H2 yields as well as 
substrate concentrations and incubation temperature are also shown. 

Species belonging to genus Caldicellulosiruptor have been intensively investigated for H2 
production. C. saccharolyticus grown on sucrose showed good yields in continuous culture, 
or 6.6 mol H2 mol sucrose-1 (= 3.3 mol H2 mol hexose-1) (van Niel et al., 2002) and between 
2.5 and 3.0 mol H2 for one mole of xylose and glucose in batch (Kadar et al., 2004; Willquist 
et al., 2009). Higher yields were observed in continuous culture, or 3.6 as well as high H2 
production rates (Vrije et al., 2007). Recently C. owensis has also been shown to be a good H2 
producer both in continuous culture with H2 yields of 3.8 and 2.7 from glucose and xylose, 

P. furiosus Maltose Con 0.22 5.5-22.0 2.90 98 Schicho et al. (1993)

T. maritima Glucose Batch 0.1 6.9 4.00 80 Schroder et al. (1994)

T. elfii Glucose Con 10.0 0.6 3.30 65 van Niel et al. (2002 )

C. saccharolyticus Sucrose Con 10.0 0.6 3.30 70 van Niel et al. (2002)

T. neapolitana Glucose Batch 5.0 0.6 N/A 70 Van Ooteghem et al. (2002)

T. tengcongensis Glucose Con 4.5 N/A 4.00 75 Soboh et al. (2004)

C. saccharolyticus Glucose Batch 1.7 N/A 2.50 70 Kadar et al. (2004)

C. saccharolyticus Xylose Batch 1.6 11.3 2.70 70 Kadar et al. (2004)

C. saccharolyticus Xyl/Glu Batch 1.0 9.2 2.40 70 Kadar et al. (2004)

C. saccharolyticus Glucose Con 4.0 2.5 3.60 70 Vrije et al. (2007)

T. thermosaccharolyticum sucrose Batch 20.0 3.0 2.53 60 O-Thong et al. (2008)

T. thermosaccharolyticum Glucose Batch 10.0 1.6 2.42 60 Ren et al. (2008)

T. thermosaccharolyticum Xylose Batch 10.0 1.6 2.19 60 Ren et al. (2008)

T. neapolitana Glucose Batch 5.0 N/A 2.40 80 Eriksen et al. (2008)

T. neapolitana Glucose Batch 7.5 N/A 1.84 80 Nguyen et al. (2008a)

T. maritima Glucose Batch 7.5 N/A 1.67 80 Nguyen et al. (2008a)

T. neapolitana Glucose Batch 2.5 0.1 3.85 77 Munro et al. (2009)

C. thermocellum Cellobiose Batch 1.1 N/A 1.73 60 Levin et al. (2006)

C. saccharolyticus Glucose Con 10.0 N/A 3.00 70 Willquist et al. (2009)

T. neapolitana Glucose Batch 7.0 N/A 3.24 77 Nguyen et al. (2010b)

T. neapolitana Xylose Batch 4.0 N/A 2.20 77 Nguyen et al. (2010b)

T. thermosaccharolyticum Xylose Batch 12.2 N/A 2.37 60 Cao et al. (2010)

T. neapolitana Glucose Con 5.0 6.3 3.85 80 d'Ippolito et al. (2010)

C. ownsensis Glucose Con 10.0 1.9 3.80 70 Zeidan & van Niel (2010)

C. ownsensis Xylose Con 10.0 1.4 2.70 70 Zeidan & van Niel (2010)

C. thermolacticum Lactose Batch 10.0 N/A 1.80 58 Collet et al. (2003)

Clostridium AK14 Glucose Batch 3.6 N/A 2.21 50 Almarsdottir et al. (2010)

Clostridium AK14 Xylose Batch 3.0 N/A 2.55 50 Almarsdottir et al. (2010)
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respectively (Zeidan & van Niel, 2010). Hydrogen production from glucose (4.5 g L-1) in 
batch by Thermoanaerobacter tengcongensis has been investigated (Soboh et al., 2009). The 
culture was continuously flushed with N2 to keep the partial pressure of H2 low. This 
resulted in higher growth rates but due to high N2 flushing rates H2 could not be quantified. 
However, glucose was almost completely converted to acetate and since no external electron 
acceptor was added, it was assumed that 4.0 mol H2 were formed per mol glucose degraded. 
Other thermophilic bacteria that have been investigated for H2 production capacity are e.g. 
Clostridium sp. (Almarsdottir et al., 2010 ; Levin et al., 2006), Thermoanerobacterium 
saccharolyticum (Cao et al., 2010; Kadar et al., 2004) and Pyrococcus furiosus (Schicho et al., 
1993).  
In practice it may not be feasible to use pure cultures for H2 production in large scale 
production facilities. Therefore, a more attention has recently been upon the use of mixed 
culture studies for H2 production, often with sugars as model substrates.  
 

 
Table 4. H2 production from sugars by mixed cultures of thermophilic bacteria. Cultivation 
was either in batch or continuous (con). Volumetric H2 production rates, H2 yields as well as 
substrate concentrations and incubation temperature are also shown. 

The origin of bacteria used in such studies are from e.g. compost, hot springs, manure or 
anaerobic digestion systems (Calli et al., 2008; Hniman et al., 2010; Karadag et al., 2009; 
Karadag & Puhakka, 2010; Lin et al., 2008; Zhao et al., 2009; Zhao et al., 2010). Available data 
from such experiments are presented in Table 4. Although the yields of H2 production are 
usually lower as compared to pure culture studies, very high yields have indeed been 
obtained. An example of this is from the study of xylose and lactose, fed batch fermentation 
with bacteria from compost. Yields on lactose were 3.70 mol H2 mol lactose-1 (Calli et al., 
2008). Glucose fermentation in continuous culture with bacteria from manure resulted in 
3.32 mol H2 mol glucose-1 (Yokoyama et al., 2009). Enrichment culture from Icelandic 
geothermal hot spring produced H2 of up to 3.20 mol H2 mol glucose-1 in batch assay 
(Koskinen et al., 2008c). A continuous culture study showed H2 yields of 2.74 mol H2 mol 
glucose-1. The enrichment culture was dominated by strains closely affiliated with 
Thermobrachium celere.  

Mixed Glucose Con 4.9 N/A 2.47 70 Kotsopoulus et al. (2005)
Compost Lactose Fed-batch 2.0 N/A 3.70 55 Calli et al. (2008)
Compost Xylose Fed-batch 2.0 N/A 1.70 55 Calli et al. (2008)
Natural anaerobic mixed culture Xylose Batch 20.0 N/A 0.80 55 Lin et al. (2008)
Anaerobic culture fromhot spring Glucose Batch 4.5 N/A 1.16 52 Karadag et al. (2009)
Household solid waste Xylose Batch 0.5 N/A 1.62 70 Kongjan et al. (2009)
Household solid waste Xylose Con 1.0 2.6 1.61 70 Kongjan et al. (2009)
Cow manure Glucose Con 5.0 50.8 3.32 75 Yokoyama et al. (2009)
Mixed Xylose Con 6.0 3.4 2.60 70 Zeidan et al. (2010)
Mixed Glucose Batch 2.0 N/A 1.58 70 Zhao et al. (2009)
Mixed Xylose Batch 2.0 N/A 1.84 70 Zhao et al. (2010)
Sediments-rich samples from hot springs Glucose Batch 10.0 N/A 1.71 60 Hniman et al. (2010)
Sediments-rich samples from hot springs Xylose Batch 10.0 N/A 1.57 60 Hniman et al. (2010)
Anaerobic culture from hot spring Glucose Con 9.0 N/A 1.10 37 Karadag & Puhakka (2010)
Enrichment cultures from hot springs Glucose Batch 18.0 N/A 2.10 59 Koskinen et al. (2008a)
Mixed Glucose Con 3.6 6.1 0.80 60 Koskinen et al. (2008b)
Enichment culture from hot spring Glucose Batch 5.9 N/A 3.20 60 Koskinen et al. (2008c)
Enichment culture from hot spring Glucose Con 18.0 N/A 2.74 58 Koskinen et al. (2008c)
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6.2 Production of H2 from complex biomass 
Available data on H2 production from complex biomass has exploded in the last three years. 
Complex biomass, such as food waste and lignocellulosic agricultural residues has been 
used for thermophilic biohydrogen production in both laboratory and pilot scale. The 
discussion below will be divided according to H2 production from different types of 
biomass.  

6.2.1 Agricultural wastes and energy crops  
Several studies have been done with various corn straw as substrate both in pure (Ivanova 
et al., 2009) and mixed (Kongjan & Angelidaki, 2010; Kongjan et al., 2010) cultures. Mixed 
cultures, originating from methanogenic sludge from a potato factory were used in 
continuous cultures (UASB, CSTR, AF) with hemicellulose rich wheat straw (Kongjan & 
Angelidaki, 2010). The highest H2 production yields of 9.5 mmol H2 g sugar-1 (1.70 mol H2 
mol glucose-1) was achieved in the UASB reactor. The reactors were fed with hydrolysates 
that contained 4.4% (TS), mainly xylose. The hydrolysate prepared with hydrothermal 
pretreatment was diluted prior to inoculation to 25% (v/v). The main conclusion from this 
study was that reactor configuration is of great importance for enhancing and stabilizing H2 
production. In another study on this substrate the focus was on the importance of 
hydrolysate concentrations (Kongjan et al., 2010). High hydrolysate concentrations strongly 
inhibited H2 production. Batch culture trials on 5% hydrolysate concentrations showed 
highest yield or 14.1 mmol H2 g sugar-1 (2.55 mol H2 mol hexose-1 equivalent ) but  CSTR-
reactor that ran on 20% HL showed considerable lower yields or 7.9 mmol H2 mol sugar-1 
(1.43 mol H2 mol glucose-1 equivalent). Phylogenetic analysis of the mixed cultures showed 
presence of Caldanaerobacter subterraneus, Thermoanaerobacter subterraneus and 
Thermoanaerobacterium thermosaccharolyticum.  
Caldicellulosiruptor saccharolyticus has been used for H2 production from hemicellulose-rich 
pine tree wood shavings, maize leaves, wheat straw, sugarcane bagasse and the sweet 
sorghum bagasse without chemical pretreatment in batch (Ivanova et al., 2009). The highest 
yields of 3.8 mol H2 mol glucose -1 equivalents was achived from wheat straw hydrolysates. 
The maize leaves were used both unpretreated and pretreated with cellulase-producing 
aerobic bacteria, Bacillus amyloliquefaciens. The pretreatment greatly improved the H2 yields. 
Unpretreated maize leaves yielded 1.53 mol H2 mol glucose-1 while pretreated leaves yielded 
3.67 mol H2 mol glucose-1. Lower yields were obtained from other biomass. Thermotoga 
neapolitana produced 2.3 to 2.7 mmol H2 g korean rice straw-1 (0.41 to 0.49 mol H2 mol 
hexose-1 equivalent) from untreated and thermally ammonia or dilute sulfuric acid 
pretreatment, respectively (Nguyen et al., 2010b). Fermentation of hydrolysates from 
Miscanthus hydrolysates by Caldicellulosiruptor saccharolyticus and Thermotoga elfi, pretreated 
by alkali, resulted in 3.4 and 3.2 mol H2 mol glucose-1 equivalent, respectively (de Vrije et al., 
2009).  
Corn stover and corn stover cornstalk have been investigated for H2 production capacity by 
many (Cao et al., 2009; Datar et al., 2007; Liu et al., 2008b; Liu & Cheng, 2010; Ren et al., 
2010). Pure culture studies on Thermoanaerobacterium thermosaccharolyticum on corn stover 
hydrolysates showed maximum of 2.7 mol H2 mol glucose-1 equivalent diluted corn stover 
hydrolysates that contained a  mixture of glucose, xylose and arabinose (total sugar 
concentration, 10 g L-1) (Ren et al., 2010). Pretreatment consisted of mincing with hammer 
mill, drying and enzymatic hydrolysis. The bacterium showed classical acetate/butyrate 
fermentation and yields were similar as on equal amounts of pure sugars. Earlier reports on 
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respectively (Zeidan & van Niel, 2010). Hydrogen production from glucose (4.5 g L-1) in 
batch by Thermoanaerobacter tengcongensis has been investigated (Soboh et al., 2009). The 
culture was continuously flushed with N2 to keep the partial pressure of H2 low. This 
resulted in higher growth rates but due to high N2 flushing rates H2 could not be quantified. 
However, glucose was almost completely converted to acetate and since no external electron 
acceptor was added, it was assumed that 4.0 mol H2 were formed per mol glucose degraded. 
Other thermophilic bacteria that have been investigated for H2 production capacity are e.g. 
Clostridium sp. (Almarsdottir et al., 2010 ; Levin et al., 2006), Thermoanerobacterium 
saccharolyticum (Cao et al., 2010; Kadar et al., 2004) and Pyrococcus furiosus (Schicho et al., 
1993).  
In practice it may not be feasible to use pure cultures for H2 production in large scale 
production facilities. Therefore, a more attention has recently been upon the use of mixed 
culture studies for H2 production, often with sugars as model substrates.  
 

 
Table 4. H2 production from sugars by mixed cultures of thermophilic bacteria. Cultivation 
was either in batch or continuous (con). Volumetric H2 production rates, H2 yields as well as 
substrate concentrations and incubation temperature are also shown. 

The origin of bacteria used in such studies are from e.g. compost, hot springs, manure or 
anaerobic digestion systems (Calli et al., 2008; Hniman et al., 2010; Karadag et al., 2009; 
Karadag & Puhakka, 2010; Lin et al., 2008; Zhao et al., 2009; Zhao et al., 2010). Available data 
from such experiments are presented in Table 4. Although the yields of H2 production are 
usually lower as compared to pure culture studies, very high yields have indeed been 
obtained. An example of this is from the study of xylose and lactose, fed batch fermentation 
with bacteria from compost. Yields on lactose were 3.70 mol H2 mol lactose-1 (Calli et al., 
2008). Glucose fermentation in continuous culture with bacteria from manure resulted in 
3.32 mol H2 mol glucose-1 (Yokoyama et al., 2009). Enrichment culture from Icelandic 
geothermal hot spring produced H2 of up to 3.20 mol H2 mol glucose-1 in batch assay 
(Koskinen et al., 2008c). A continuous culture study showed H2 yields of 2.74 mol H2 mol 
glucose-1. The enrichment culture was dominated by strains closely affiliated with 
Thermobrachium celere.  

Mixed Glucose Con 4.9 N/A 2.47 70 Kotsopoulus et al. (2005)
Compost Lactose Fed-batch 2.0 N/A 3.70 55 Calli et al. (2008)
Compost Xylose Fed-batch 2.0 N/A 1.70 55 Calli et al. (2008)
Natural anaerobic mixed culture Xylose Batch 20.0 N/A 0.80 55 Lin et al. (2008)
Anaerobic culture fromhot spring Glucose Batch 4.5 N/A 1.16 52 Karadag et al. (2009)
Household solid waste Xylose Batch 0.5 N/A 1.62 70 Kongjan et al. (2009)
Household solid waste Xylose Con 1.0 2.6 1.61 70 Kongjan et al. (2009)
Cow manure Glucose Con 5.0 50.8 3.32 75 Yokoyama et al. (2009)
Mixed Xylose Con 6.0 3.4 2.60 70 Zeidan et al. (2010)
Mixed Glucose Batch 2.0 N/A 1.58 70 Zhao et al. (2009)
Mixed Xylose Batch 2.0 N/A 1.84 70 Zhao et al. (2010)
Sediments-rich samples from hot springs Glucose Batch 10.0 N/A 1.71 60 Hniman et al. (2010)
Sediments-rich samples from hot springs Xylose Batch 10.0 N/A 1.57 60 Hniman et al. (2010)
Anaerobic culture from hot spring Glucose Con 9.0 N/A 1.10 37 Karadag & Puhakka (2010)
Enrichment cultures from hot springs Glucose Batch 18.0 N/A 2.10 59 Koskinen et al. (2008a)
Mixed Glucose Con 3.6 6.1 0.80 60 Koskinen et al. (2008b)
Enichment culture from hot spring Glucose Batch 5.9 N/A 3.20 60 Koskinen et al. (2008c)
Enichment culture from hot spring Glucose Con 18.0 N/A 2.74 58 Koskinen et al. (2008c)
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6.2 Production of H2 from complex biomass 
Available data on H2 production from complex biomass has exploded in the last three years. 
Complex biomass, such as food waste and lignocellulosic agricultural residues has been 
used for thermophilic biohydrogen production in both laboratory and pilot scale. The 
discussion below will be divided according to H2 production from different types of 
biomass.  

6.2.1 Agricultural wastes and energy crops  
Several studies have been done with various corn straw as substrate both in pure (Ivanova 
et al., 2009) and mixed (Kongjan & Angelidaki, 2010; Kongjan et al., 2010) cultures. Mixed 
cultures, originating from methanogenic sludge from a potato factory were used in 
continuous cultures (UASB, CSTR, AF) with hemicellulose rich wheat straw (Kongjan & 
Angelidaki, 2010). The highest H2 production yields of 9.5 mmol H2 g sugar-1 (1.70 mol H2 
mol glucose-1) was achieved in the UASB reactor. The reactors were fed with hydrolysates 
that contained 4.4% (TS), mainly xylose. The hydrolysate prepared with hydrothermal 
pretreatment was diluted prior to inoculation to 25% (v/v). The main conclusion from this 
study was that reactor configuration is of great importance for enhancing and stabilizing H2 
production. In another study on this substrate the focus was on the importance of 
hydrolysate concentrations (Kongjan et al., 2010). High hydrolysate concentrations strongly 
inhibited H2 production. Batch culture trials on 5% hydrolysate concentrations showed 
highest yield or 14.1 mmol H2 g sugar-1 (2.55 mol H2 mol hexose-1 equivalent ) but  CSTR-
reactor that ran on 20% HL showed considerable lower yields or 7.9 mmol H2 mol sugar-1 
(1.43 mol H2 mol glucose-1 equivalent). Phylogenetic analysis of the mixed cultures showed 
presence of Caldanaerobacter subterraneus, Thermoanaerobacter subterraneus and 
Thermoanaerobacterium thermosaccharolyticum.  
Caldicellulosiruptor saccharolyticus has been used for H2 production from hemicellulose-rich 
pine tree wood shavings, maize leaves, wheat straw, sugarcane bagasse and the sweet 
sorghum bagasse without chemical pretreatment in batch (Ivanova et al., 2009). The highest 
yields of 3.8 mol H2 mol glucose -1 equivalents was achived from wheat straw hydrolysates. 
The maize leaves were used both unpretreated and pretreated with cellulase-producing 
aerobic bacteria, Bacillus amyloliquefaciens. The pretreatment greatly improved the H2 yields. 
Unpretreated maize leaves yielded 1.53 mol H2 mol glucose-1 while pretreated leaves yielded 
3.67 mol H2 mol glucose-1. Lower yields were obtained from other biomass. Thermotoga 
neapolitana produced 2.3 to 2.7 mmol H2 g korean rice straw-1 (0.41 to 0.49 mol H2 mol 
hexose-1 equivalent) from untreated and thermally ammonia or dilute sulfuric acid 
pretreatment, respectively (Nguyen et al., 2010b). Fermentation of hydrolysates from 
Miscanthus hydrolysates by Caldicellulosiruptor saccharolyticus and Thermotoga elfi, pretreated 
by alkali, resulted in 3.4 and 3.2 mol H2 mol glucose-1 equivalent, respectively (de Vrije et al., 
2009).  
Corn stover and corn stover cornstalk have been investigated for H2 production capacity by 
many (Cao et al., 2009; Datar et al., 2007; Liu et al., 2008b; Liu & Cheng, 2010; Ren et al., 
2010). Pure culture studies on Thermoanaerobacterium thermosaccharolyticum on corn stover 
hydrolysates showed maximum of 2.7 mol H2 mol glucose-1 equivalent diluted corn stover 
hydrolysates that contained a  mixture of glucose, xylose and arabinose (total sugar 
concentration, 10 g L-1) (Ren et al., 2010). Pretreatment consisted of mincing with hammer 
mill, drying and enzymatic hydrolysis. The bacterium showed classical acetate/butyrate 
fermentation and yields were similar as on equal amounts of pure sugars. Earlier reports on 
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the production capacity of this bacterium on corn stover pretreated with acid showed 
similar yields, or 2.24 mol H2 mol glucose-1 (Cao et al., 2009). From a study of Liu and Cheng 
(2010), corn stover was pretreated with microwave assisted strategy and the resulting 
biomass hydrolysate fermented with mixed thermophilic microflora from a anaerobic 
digester. H2 production capacity was however modest, or 1.53 mol H2 mol glucose-1 
equivalents  
 

 
Table 5. H2 production from agricultural wastes and energy crops. Cultivation was either in 
batch or continuous (con). Volumetric H2 production rates, H2 yields as well as substrate 
concentrations and incubation temperature are also shown. * = concentrations of sugars.  

A coculture of Clostridium thermocellum and Thermoanaerobacterium thermosaccharolyticum 
grown on hydrolysate made from 5 g L-1 of corn stalk and corn cob powder (no 
pretreatment), resulted in 1.80 mol H2 mol glucose-1 (Liu et al., 2008b). Clostridium AK14 was 
used to degrade hemp (both stem and leaf), grass, paper and straw (Almarsdottir et al., 
2010). Highest yields were observed on grass pretreated with 0.75% sulfuric acid and 

Mixed Cellulose wastewater Batch 5.0 ND 0.82 55 Liu et al. (2003)
C. saccharolyticus Paper sludge Batch 8.4 91.8 3.70 70 Kadar et al. (2004)

C. thermocellum Delignified wood fibers Batch 0.1-4.5 ND 1.00-2.30 60 Levin et al. (2006)

C. thermocellum 27405 Cellulose Batch 0.1-4.5 ND 0.80-2.00 60 Levin et al. (2006)

C. thermocellum 27405 Whatman paper Batch 0.1-4.5 ND 0.80-1.90 60 Levin et al. (2006)

Thermotoga neapolitana Microcrystalline cellulose Batch 5.0 ND 1.00-2.20 80 Nguyen et al. (2008b)

C. thermocellum Dried distillers grain Batch 5.0 5.1 1.27 60 Magnusson et al. (2008)

C. thermocellum Barley hulls Batch 5.0 2.0 1.24 60 Magnusson et al. (2008)

C. thermocellum Cellulose Batch 1.1 5.1 0.76 60 Magnusson et al. (2008)

C. thermocellum Contaminated barley hulls Batch 5.0 5.4 1.18 60 Magnusson et al. (2008)

Coculture Cellulose Batch 5.0 ND 1.80 60 Liu et al. (2008b)
T. thermosaccharolyticum Corn stover Batch 6.4-12.2 ND 2.24 60 Cao et al. (2009b)

T. thermosaccharolyticum Miscanthus hydrolysate Batch 10.0 282.2 3.40 72 Vrije et al. (2009)

Thermotoga neapolitana Miscanthus hydrolysate Batch 14.0 275.5 3.20 80 Vrije et al. (2009)

Mixed Napier grass Batch 10.0 ND 1.20 55 Lo et al. (2009)
Coculture Cellulose (filter paper) Batch 9.0 ND 1.36 55 Geng et al. (2010)
C. saccharolyticus Wheat straw Batch 20.0 ND 3.80 70 Ivanova et al. (2009)

C. saccharolyticus Sweet sorghum plant Batch 30.0 ND 1.75 70 Ivanova et al. (2009)

C. saccharolyticus Sugarcane bagasse Batch 15.0 ND 2.30 70 Ivanova et al. (2009)

C. saccharolyticus Maize leaves Batch 8.0 ND 3.67 70 Ivanova et al. (2009)

Mixed Oil palm trunk hydrolysate Batch 10.0 ND 1.94 60 Hniman et al. (2010)
Mixed Corn stover Batch 13.3 ND 1.53 55 Liu & Cheng (2010)
Clostridium AK14 Cellulose Batch 5.0 ND 1.10-1.20 50 Almarsdottir et al. (2010)

Clostridium AK14 Hemp stem Batch 5.0 ND 0.60-0.70 50 Almarsdottir et al. (2010)

Clostridium AK14 Hemp leaf Batch 5.0 ND 0.20-0.40 50 Almarsdottir et al. (2010)

Clostridium AK14 Grass Batch 5.0 ND 0.80-0.90 50 Almarsdottir et al. (2010)

Clostridium AK14 Paper Batch 5.0 ND 0.10-0.40 50 Almarsdottir et al. (2010)

Clostridium AK14 Barley straw Batch 5.0 ND 0.70-0.80 50 Almarsdottir et al. (2010)

Mixed Wheat straw Con 3.9* 34.2 1.70 70 Kongjan & Angelidaki (2010) 
Mixed Wheat straw Con 3.9* 10.1 1.51 70 Kongjan & Angelidaki (2010) 
Mixed Wheat straw Con 3.9* 20.6 1.00 70 Kongjan & Angelidaki (2010) 
Mixed Wheat straw Batch 0.8-3.9* ND 1.20-2.60 70 Kongjan et al. (2010)
Mixed Wheat straw Con 3.1* 7.7 1.42 70 Kongjan et al. (2010)
Mixed Wheat straw Batch 50.0 ND 2.54 70 Kongjan et al. (2010)
T. thermosaccharolyticum  W16 Corn stover Batch 10* 250.9 2.70 60 Ren et al. (2010)

Thermotoga neapolitana Korean rice straw Batch 10* 31.8 0.41 75 Nguyen et al. (2010b)

Thermotoga neapolitana Korean rice straw Batch 10.0 112.4 0.49 75 Nguyen et al. (2010b)
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enzymes, or 6.23 mol H2 g VS-1. Pretreatment with either alkali or acid increased H2 in most 
cases substantially.  
Several studies of H2 production form cellulose have been conducted (Almarsdottir et al., 
2010; Geng et al., 2010; Levin et al., 2006; Liu et al., 2003; Liu et al., 2008b; Nguyen et al., 
2008). Various sources of cellulose have been used, e.g. wastewater (Liu et al., 2003) 
Whatman filter paper (Almarsdottir et al., 2010; Geng et al., 2008), microcrystalline cellulose 
(Liu et al., 2008b; Nguyen et al., 2008b). Hydrogen yields from these studies (all batch) 
varied from 0.95 to 2.32 mol H2 mol glucose-1 equivalent. In some studies the focus was on 
different pretreatment methods used. Studies with pure cultures of Clostridium AK14, a 
moderate thermophilic bacterium  showed similar results (1.17 mol H2 mol glucose-1 
equivalent) from Whatman paper whether it was only enzymatically pretreated or 
pretreated with both enzymes and weak acid or alkali (Almarsdottir et al., 2010). Hydrogen 
production from microcrystalline cellulose by Thermotoga neapolitana increased however 
from 1.59 to 2.20 mol H2 mol glucose-1 equivalent by using ionic liquid pretreatment 
(Nguyen et al., 2008b).  The influence of substrate concentrations on H2 yields from 
degradation of cellulosic substrates by Clostridium thermocellum were investigated by Levin 
et al., (2006). Highest yields were observed on delignified wood fibers at 0.1 g L-1, 2.32 mol 
H2 mol glucose-1 equivalents. At 4.5 g L-1 yields dramatically decreased to less than 1 mol H2 
mol glucose-1. Other reports on H2 production from lignocellulosic biomass presented in 
Table 5 include studies on paper sludge (Kadar et al., 2004), oil palm trunk hydrolysate 
(Hniman et al., 2010), Napier grass (Lo et al., 2009) and barley hulls (Magnusson et al., 2008) 
and are not discussed in detail in this overview.  

6.2.2 Starch and mixed biomass  
Several studies of H2 production from starch have been done, both with pure soluble starch 
and a starch based biomass. Akutsu and co-workers used mixed cultures from five different 
kinds of sludge as inocula to produce hydrogen from starch  in CSTR-reactors without any 
pretreatment (Akutsu et al., 2008). The highest H2 production yields (2.30 mol H2 mol 
glucose-1 equivalent) was obtained with thermophilically digested waste activated sludge as 
inocula. Phylogenetic analysis showed the presence of Thermoanaerobacterium in all reactors. 
Janthinobacterium and aerobic bacteria of the genus Flavobacterium were also detected. Two 
other studies by Akutsu and co-workers focused on the effects of different factors on H2 
production from starch (Akutsu et al., 2009a, 2009b). In the first study (Akutsu et al., 2009b) 
the effects of substrate concentrations (10-70 g L-1) on H2 production were investigated in 
continuous cultures using a mixed culture originating from thermophilic acidogenic sludge 
treating potato waste. The H2 yields varied from 1.84 to 2.82 mol H2 mol glucose-1 at 70 and 
20 g L-1 substrate concentrations, respectively. The maximum H2 production rate was 182 ml   
L-1h-1. In the other study (Akutsu et al., 2009a), the effects of hydrolic retention time, pH and 
substrate concentrations were further investigated. Hydrogen production rate was 
gradually increased from 62 to 167 ml  H2 L-1h-1 by lowering the HRT from 40 h to 6h but on 
the other hand, maximum H2 yields were obtained at 48 h HRT, or 1.68 mol H2 mol glucose-1 
equivalent. Additionally, H2 production diminished greatly when pH was higher than 6.0 or 
lower than 4.7 indicating the importance of pH for H2 production (Akutsu et al., 2009a). 
Study of starch degradation and H2 production in repeated batch by extreme mixed 
cultures, originating from cow manure showed H2 yields of 1.73 mol H2 mol glucose-1 
(Yokoyama et al., 2007). The main emphasis was on the phylogenetic analysis of the 
microbiological community and presence of various Caldanaerobacter species was observed. 
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the production capacity of this bacterium on corn stover pretreated with acid showed 
similar yields, or 2.24 mol H2 mol glucose-1 (Cao et al., 2009). From a study of Liu and Cheng 
(2010), corn stover was pretreated with microwave assisted strategy and the resulting 
biomass hydrolysate fermented with mixed thermophilic microflora from a anaerobic 
digester. H2 production capacity was however modest, or 1.53 mol H2 mol glucose-1 
equivalents  
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T. thermosaccharolyticum Miscanthus hydrolysate Batch 10.0 282.2 3.40 72 Vrije et al. (2009)
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C. saccharolyticus Wheat straw Batch 20.0 ND 3.80 70 Ivanova et al. (2009)
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Mixed Wheat straw Con 3.9* 34.2 1.70 70 Kongjan & Angelidaki (2010) 
Mixed Wheat straw Con 3.9* 10.1 1.51 70 Kongjan & Angelidaki (2010) 
Mixed Wheat straw Con 3.9* 20.6 1.00 70 Kongjan & Angelidaki (2010) 
Mixed Wheat straw Batch 0.8-3.9* ND 1.20-2.60 70 Kongjan et al. (2010)
Mixed Wheat straw Con 3.1* 7.7 1.42 70 Kongjan et al. (2010)
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enzymes, or 6.23 mol H2 g VS-1. Pretreatment with either alkali or acid increased H2 in most 
cases substantially.  
Several studies of H2 production form cellulose have been conducted (Almarsdottir et al., 
2010; Geng et al., 2010; Levin et al., 2006; Liu et al., 2003; Liu et al., 2008b; Nguyen et al., 
2008). Various sources of cellulose have been used, e.g. wastewater (Liu et al., 2003) 
Whatman filter paper (Almarsdottir et al., 2010; Geng et al., 2008), microcrystalline cellulose 
(Liu et al., 2008b; Nguyen et al., 2008b). Hydrogen yields from these studies (all batch) 
varied from 0.95 to 2.32 mol H2 mol glucose-1 equivalent. In some studies the focus was on 
different pretreatment methods used. Studies with pure cultures of Clostridium AK14, a 
moderate thermophilic bacterium  showed similar results (1.17 mol H2 mol glucose-1 
equivalent) from Whatman paper whether it was only enzymatically pretreated or 
pretreated with both enzymes and weak acid or alkali (Almarsdottir et al., 2010). Hydrogen 
production from microcrystalline cellulose by Thermotoga neapolitana increased however 
from 1.59 to 2.20 mol H2 mol glucose-1 equivalent by using ionic liquid pretreatment 
(Nguyen et al., 2008b).  The influence of substrate concentrations on H2 yields from 
degradation of cellulosic substrates by Clostridium thermocellum were investigated by Levin 
et al., (2006). Highest yields were observed on delignified wood fibers at 0.1 g L-1, 2.32 mol 
H2 mol glucose-1 equivalents. At 4.5 g L-1 yields dramatically decreased to less than 1 mol H2 
mol glucose-1. Other reports on H2 production from lignocellulosic biomass presented in 
Table 5 include studies on paper sludge (Kadar et al., 2004), oil palm trunk hydrolysate 
(Hniman et al., 2010), Napier grass (Lo et al., 2009) and barley hulls (Magnusson et al., 2008) 
and are not discussed in detail in this overview.  

6.2.2 Starch and mixed biomass  
Several studies of H2 production from starch have been done, both with pure soluble starch 
and a starch based biomass. Akutsu and co-workers used mixed cultures from five different 
kinds of sludge as inocula to produce hydrogen from starch  in CSTR-reactors without any 
pretreatment (Akutsu et al., 2008). The highest H2 production yields (2.30 mol H2 mol 
glucose-1 equivalent) was obtained with thermophilically digested waste activated sludge as 
inocula. Phylogenetic analysis showed the presence of Thermoanaerobacterium in all reactors. 
Janthinobacterium and aerobic bacteria of the genus Flavobacterium were also detected. Two 
other studies by Akutsu and co-workers focused on the effects of different factors on H2 
production from starch (Akutsu et al., 2009a, 2009b). In the first study (Akutsu et al., 2009b) 
the effects of substrate concentrations (10-70 g L-1) on H2 production were investigated in 
continuous cultures using a mixed culture originating from thermophilic acidogenic sludge 
treating potato waste. The H2 yields varied from 1.84 to 2.82 mol H2 mol glucose-1 at 70 and 
20 g L-1 substrate concentrations, respectively. The maximum H2 production rate was 182 ml   
L-1h-1. In the other study (Akutsu et al., 2009a), the effects of hydrolic retention time, pH and 
substrate concentrations were further investigated. Hydrogen production rate was 
gradually increased from 62 to 167 ml  H2 L-1h-1 by lowering the HRT from 40 h to 6h but on 
the other hand, maximum H2 yields were obtained at 48 h HRT, or 1.68 mol H2 mol glucose-1 
equivalent. Additionally, H2 production diminished greatly when pH was higher than 6.0 or 
lower than 4.7 indicating the importance of pH for H2 production (Akutsu et al., 2009a). 
Study of starch degradation and H2 production in repeated batch by extreme mixed 
cultures, originating from cow manure showed H2 yields of 1.73 mol H2 mol glucose-1 
(Yokoyama et al., 2007). The main emphasis was on the phylogenetic analysis of the 
microbiological community and presence of various Caldanaerobacter species was observed. 
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Table 6. H2 production from starch and mixed biomass. Cultivation was either in batch or 
continuous (con). Volumetric H2 production rates, hydrogen yields as well as substrate 
concentrations and incubation temperature are also shown. 
* = Repeated batch, ** = Semicontinuous 

Cakir and co-workers compared hydrogen production from ground wheat starch under 
mesophilic (37°C) and thermophilic conditions (55°C) with mixed microflora from a heat-
treated anaerobic sludge (Cakir et al., 2010). The starch was pretreated with sulfuric acid 
and heat in order to convert it to soluble sugars. The highest H2 yield was 2.40 mol H2 mol 
glucose-1, obtained under the thermophilic conditions. The hyperthermophilic Thermotoga 
neapolitana was used by to produce hydrogen from green algal biomass (Nguyen et al., 
2010c). Starch is a major accumulated constituent of algal biomass and therefore makes a 
good potential feedstock for both EtOH and H2 production. Two different pretreatments 
were used to disrupt the algal cell wall (sonication and MeOH exposure) and two other to 
improve starch conversion to H2 (HCl + heat and enzymes). All methods gave good effect 
on H2 production but the highest H2 yield (2.5 mol H2 mol glucose-1) was obtained with 
enzymatic hydrolysis (Nguyen et al., 2010c).  
Many types of different food waste biomass have been used to produce H2, almost 
exclusively with mixed cultures from various seed sludge. Lee and co-workers have done 
two different studies on H2 production from high vegetable kitchen waste (Lee et al., 2008 
and Lee et al., 2010). No pretreatment was used in either study. In the first study, a series of 
batch fermentation tests were conducted at four different pH levels to observe the effects of 

T. kodakaraensis Starch Con 0.5 6.7 3.30 85 Kanai et al. (2005)

Mixed Food waste Con 6.9 ND 2.50-2.80 55 Chu et al. (2008)
Mixed Soluble starch Batch* 6.3 ND 1.73 75 Yokoyama et al. (2007)
Mixed Starch Con 10.0 42.4-70.8 1.40-2.30 55 Akutsu et al. (2008)
C. saccharolyticus Sweet sorghum Batch 2.0 nd 2.63 72 Ivanova et al. (2009)

Mixed Starch Con 60.0 nd 1.68 55 Akutsu et al. (2009a)
Mixed Starch Con 15.0-70.0 nd 1.84-2.82 55 Akutsu et al. (2009b)
Mixed Wheat starch Batch 20.0 7.4 2.40 55 Cakir et al. (2010)
T. neapolitana Algal starch Batch 5.0 44.6-227.0 1.80-2.50 75 Nguyen et al. (2010c)

C. saccharolyticus Carrot pulp Batch 10.0 351.7 2.80 72 Vrije et al. (2010)

T. neapolitana Carrot pulp Batch 10.0 280.0 2.70 80 Vrije et al. (2010)

Mixed Rice winery wastewater Con 10.0 (COD) 158.3 2.14 55 Yu et al. (2002b)
Mixed Food waste Con 25.0 (sugars) ND 0.60-1.80 55 Shin et al. (2004)
Mixed Food waste Con 14.1 (VSS) 16.7-41.7 1.00-2.40 55 Shin & Youn (2005)
Mixed POME Batch 85.0 (COD) 24.2 2.53 60 O-Thong et al. (2008)
Mixed Household solid waste Batch 0.5 ND 0.30-2.00 70 Liu et al. (2008a)
Mixed Household solid waste Batch* 10.0 (VS) ND 0.82 70 Liu et al. (2008b)
Mixed Kitchen waste Batch 23.7  (VSS) ND 0.88 55 Lee et al. (2008)
Mixed Cheese whey (lactose rich) Con Variable 12.5 - 329.1 ND 55 Azbar et al. (2009)
Mixed Cheese whey wastewater Batch 21.3 ND 1.55 55 Azbar et al. (2009)
Mixed Pig slurry Con 45.0 (TS) 3.8 ND 70 Kotsopoulos et al. (2009)
Mixed Kitchen waste Con 60.5 66.7 0.23 55 Wang et al. (2009)
Mixed POME Con 7.0-8.4 (VSS) 379.2 2.17 60 Prasertsan et al. (2009)
Mixed Crude Palm Oil + sucrose Batch 24.0 ND 2.50 55 Ismail et al. (2009)
Mixed Vegetable kitchen waste Con* 10.0 41.7 1.70 55 Lee et al. (2010)
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pH on the H2 production. Hydrogen yields from different pH levels were all similar, the 
highest obtained at pH 7.0 (0.49 mmol H2 g COD-1) except for pH 5.5 (the lowest pH level), 
where there was no H2 production at all (Lee et al., 2008). The main bacteria present belong 
to the genus Clostridium. In the other investigation much higher yields were obtained, or 1.7 
mmol H2 g COD-1 and the predominant species was closely affiliated to 
Thermoanaerobacterium thermosaccharolyticum (Lee et al., 2010).  Recent study of H2 production 
from kitchen waste with mixed cultures from various sources showed good production 
rates (66.7 ml L-1 h-1) but much lower yields (0.23 mol H2 mol glucose-1 equivalent) (Wang et 
al., 2009). A continuous culture study on H2 production from food waste by the use of mixed 
culture originating from anaerobic waste water treatment plant resulted in maximum of 2.8 
mol H2 mol hexose-1 (Chu et al., 2008). Other studies with food waste include e.g. 
continuous culture (CSTR) studies by Shin et al., (2004) and Shin &Youn (2005) at sugar 
concentration of 25 g L-1. Clearly the effects of substrate concentrations are important but 
higest yields (1.8 mol H2 mol hexose-1) were obtained at 8 g VS/L (Shin et al., 2004). 
Maximum H2 production rate and yield occurred at 8 g VSL-1 d-1, 5 days HRT and pH 5.5 
(Shin & Youn, 2005). Hydrogen production from household solid waste by using extreme-
thermophilic (70°C) mixed culture resulted in 2 mol H2 mol hexose-1 (Liu et al., 2008a) and 
0.82 mol H2 mol hexose-1 (Liu et al., 2008b).  
Other studies on various mixed substrates include pig slurry (Kotsopoulous et al., 2009), rice 
winery wastewater (Yu et al., 2002), palm oil effluent (POME) (Ismail et al., 2010; O‘Thong et 
al., 2008; Prasertsan et al., 2009), and cheese whey (Azbar et al., 2009a, 2009b), and are 
presented in Table 6. Fewer studies have been done using pure microbial cultures producing 
H2 from complex biomass. Caldicellulosiruptor saccharolyticus and Thermotoga neapolitana 
showed good H2 yields from carrot pulp hydrolysate, or 2.8 and 2.7 mol H2 mol hexose-1, 
respectively (de Vrije et al., 2010). Thermococcus kodakaraensis KOD1 showed very high H2 
yields on starch (3.3 mol H2 mol hexose-1) in continuous culture in a gas lift fermentor with 
dilution rate of 0.2 h-1 (Kanai et al., 2005). 

7. Pros and cons of using thermophiles for biofuel production 
The use of thermophilic bacteria for production of H2 and EtOH has several pros and cons 
compared to the use of mesophilic bacteria, phototrophic bacteria and yeasts. It is possible 
to compare the use of different microorganisms by looking at several factors of both 
practical and economical point of view. Historically, yeasts have been and still are, the 
microorganisms most widely used for EtOH production from homogenous material like 
sucrose and glucose. The main reason for this are e.g. very high yields, few end products 
and high EtOH tolerance. However, wild type yeasts do not have degradation genes for 
pentose and polymer degradation and genetic engineering studies have not yet delivered 
stable organisms for large scale production. The main benefits of using bacteria for biofuel 
production is their broad substrate spectrum and they may therefore be a better choice for 
EtOH production from more complex biomass e.g. agricultural wastes (Taylor et al., 2008). 
The main drawback of the use bacteria for biofuel production is their low EtOH tolerance 
and  more diverse end product formation. This is the main reason for no commercialized 
large scale plants have been built yet. Thermophilic bacteria are often very tolerant towards 
various environmental extremes. Apart from growing at higher temperatures, often with 
higher growth rates, many are acid and salt tolerant which may be of importance when 
various mixed substrates are used. In general bacteria tolerate lower EtOH concentrations as 
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Table 6. H2 production from starch and mixed biomass. Cultivation was either in batch or 
continuous (con). Volumetric H2 production rates, hydrogen yields as well as substrate 
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* = Repeated batch, ** = Semicontinuous 
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0.82 mol H2 mol hexose-1 (Liu et al., 2008b).  
Other studies on various mixed substrates include pig slurry (Kotsopoulous et al., 2009), rice 
winery wastewater (Yu et al., 2002), palm oil effluent (POME) (Ismail et al., 2010; O‘Thong et 
al., 2008; Prasertsan et al., 2009), and cheese whey (Azbar et al., 2009a, 2009b), and are 
presented in Table 6. Fewer studies have been done using pure microbial cultures producing 
H2 from complex biomass. Caldicellulosiruptor saccharolyticus and Thermotoga neapolitana 
showed good H2 yields from carrot pulp hydrolysate, or 2.8 and 2.7 mol H2 mol hexose-1, 
respectively (de Vrije et al., 2010). Thermococcus kodakaraensis KOD1 showed very high H2 
yields on starch (3.3 mol H2 mol hexose-1) in continuous culture in a gas lift fermentor with 
dilution rate of 0.2 h-1 (Kanai et al., 2005). 
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The use of thermophilic bacteria for production of H2 and EtOH has several pros and cons 
compared to the use of mesophilic bacteria, phototrophic bacteria and yeasts. It is possible 
to compare the use of different microorganisms by looking at several factors of both 
practical and economical point of view. Historically, yeasts have been and still are, the 
microorganisms most widely used for EtOH production from homogenous material like 
sucrose and glucose. The main reason for this are e.g. very high yields, few end products 
and high EtOH tolerance. However, wild type yeasts do not have degradation genes for 
pentose and polymer degradation and genetic engineering studies have not yet delivered 
stable organisms for large scale production. The main benefits of using bacteria for biofuel 
production is their broad substrate spectrum and they may therefore be a better choice for 
EtOH production from more complex biomass e.g. agricultural wastes (Taylor et al., 2008). 
The main drawback of the use bacteria for biofuel production is their low EtOH tolerance 
and  more diverse end product formation. This is the main reason for no commercialized 
large scale plants have been built yet. Thermophilic bacteria are often very tolerant towards 
various environmental extremes. Apart from growing at higher temperatures, often with 
higher growth rates, many are acid and salt tolerant which may be of importance when 
various mixed substrates are used. In general bacteria tolerate lower EtOH concentrations as 
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compared to yeasts and elevated substrate concentrations may inhibit growth. This may 
possible be solved by either using fed batch or continuous cultures or by „self distillation― of 
EtOH.   
H2 production by mesophilic bacteria has been known for a long time. The main drawback 
of using mesophilic bacteria is the fact that H2 production is inhibited at relatively low 
partial pressures of H2 resulting in a change of carbon flow away from acetate (and H2) 
towards e.g. EtOH and lactate. Extremophilic bacteria are less phroned towards this 
inhibition and much higher H2 concentrations are needed before a change in the carbon flow 
occurs. H2 production by photosynthesis has gained increased interest lately but H2 
production rates are much slower as compared to bacteria and a need for large and 
expensive reactors inhibit its practical use. Additionally, fermentation is not dependent on 
light and can be runned continuously.  
Furfural and hydroxymethylfurfural (HMF) are furan derivatives from pentoses and 
hexoses, respectively and are among the most potent inhibitory compounds generated from 
acid hydrolysis of lignocellulosic biomass. Most microorgansisms are more sensitive to 
furfural than HMF but usually inhibition occurs at concentrations above 1 g L-1. Sensitivity 
of thermophilic bacteria towards these compounds seem to be similar as compared to yeast 
(de Vrije et al., 2009; Cao et al., 2010).  

8. Genetic engineering of thermophiles – state of the art 
The main hindrance of using thermophilic bacteria is low tolerance to EtOH and the 
production of other end products like acetate and lactate. Several efforts have been done to 
enhance EtOH tolerance for thermophiles. Most of these studies were performed by 
mutations and adaptation to increased EtOH concentrations (Lovitt et al., 1984,1988; 
Georgieva et al., 1988) and has already been discussed. Elimination of catabolic pathways 
leading to other end products by genetic engineering has only got attention in the past few 
years.  
The first report on genetic engineering on thermophilic bacteria to increase biofuel 
production is on Thermoanaerbacterium saccharolyticum (Desai et al., 2004). The L-lactate 
dehydrogenase (LDH) was knocked out leading to increased EtOH and acetate production 
on both glucose and xylose and total elimination of lactate production. The wild type strain 
produced 8.1 and 1.8 mM of lactate from 5 g L-1 of glucose and xylose, respectively. Later 
study of the same species resulted in elimination of all acid formation and generation of  
homoethanolic strain. This strain uses pyruvate:ferredoxin oxidoreductase to convert 
pyruvate to EtOH with electron transfer from ferredoxin to NAD(P) but this is unknown by 
any other homoethanolgenic microbes who  use pyruvate decarboxylase. The strain 
produces 37g L-1 of EtOH which is the highest yields reported so far for a thermophilic 
anaerobe (Shaw et al., 2008).  
Two Geobacillus thermoglucosidasius strains producing mixed acids from sugar fermentation 
with relatively low EtOH yields were recently genetically engineered to increase yields 
(Cripps et al., 2009). The authors developed an integration vector system that led to the 
generation of stable gene knockouts but the wild type strains had shown problems of 
genetic instability. They inactivated lactate dehydrogenase and to deal with the excess 
carbon flux they upregulated the expression of PDH (pyruvate dehydrogenase) to make it 
the sole fermentation pathway. One of their mutants (TM242) produced EtOH from glucose 
at more than 90% of the maximum theoretical yields (Cripps et al., 2009). 
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A strain of Thermoanaerobacter mathranii was genetically engineered to improve the EtOH 
production (Yao & Mikkelsen, 2010). A strain that had already had the ldh gene deleted to 
eliminate an NADH oxidation pathway (Yao & Mikkelsen, 2010) was used. The results 
obtained indicated that using a more reduced substrate such as mannitol, shifted the carbon 
balance towards more reduced end products like EtOH. In order to do that without having 
to use mannitol as a substrate they expressed an NAD+-dependent GLDH (glycerol 
dehydrogenase) in this bacterium.  
A possible approach to increase H2 yields is to convert more of the substrate to H2 by 
altering metabolism by genetic engineering. Studies on either maximizing yields of existing 
pathways or metabolic engineering of new pathways have been published (Hallenbeck & 
Gosh, 2010). Genetic manipulation and metabolic flux analysis are well developed and have 
been suggested to be applied to biohydrogen (Hallenbeck & Benemann, 2002; Vignais et al., 
2006). However, no study on genetic engineering on thermophilic bacteria considering H2 
production has been published to our knowledge. So far, the main emphasis has been on the 
mesophilic bacteria E.coli  and Clostridium species.  
Fermentative bacteria often possess several different hydrogenases that can operate in either 
proton reduction or H2 oxidation (Hallenbeck & Benemann, 2002). Logically, inactivation of 
H2 oxidation would increase H2 yields. This has been shown for E. coli where elimination of 
hyd1 and hyd2 led to a 37% increase in H2 yield compared to the wild type strain (Bisaillon et 
al., 2006).  
Studies on metabolically engineering Clostridia to increase H2 production have been 
published. One study showed that by decreasing acetate formation by inactivate ack in 
Clostridium tyrobutyricum, 1.5-fold enhancement in H2 production was observed; yields from 
glucose increased from 1.4 mol H2-mol glucose-1 to 2.2 mol H2-mol glucose-1 (Liu et al., 2006). 

9. Conclusion 
Many bacteria within the genera Clostridium, Thermoanaerobacter, Thermoanaerobacterium, 
Caldicellulosiruptor and Thermotoga are good H2 and/or EtOH producers. Species within 
Clostridium and Caldicellulosiruptor are of special interest because of their ability to degrade 
cellulose and hemicelluloses. Highest EtOH yields on sugars and lignocelluloses 
hydrolysates are 1.9 mol EtOH mol glucose-1 and 9.2 mM g biomass-1 (corn stover and wheat 
straw) by Thermoanaerobacter thermohydrosulfuricus and Thermoanaerobacter species, 
respectively. Highest H2 yields on sugars and lignocelluloses hydrolysates are 4 mol H2 mol 
glucose-1 and 3.7 mol H2 mol glucose-1 equivalent (from wheat straw) by Thermotoga 
maritima and Caldicellulosiruptor saccharolyticus, respectively. Clearly many bacteria within 
these genera have great potential for EtOH and hydrogen production, especially from 
complex lignocellulosic biomass. Recent information in genome studies of thermoanaerobes 
has led to experiments where Thermonanaerobacterium and Thermoanaerobacter species have 
been genetically engineered to make them homoethanolgenic. Thus, the greatest drawback 
of using thermophilic bacteria for biofuel production, their mixed end product formation, 
can be eliminated but it remains to see if these strains will be stable for upscaling processes. 
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production of other end products like acetate and lactate. Several efforts have been done to 
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Georgieva et al., 1988) and has already been discussed. Elimination of catabolic pathways 
leading to other end products by genetic engineering has only got attention in the past few 
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production is on Thermoanaerbacterium saccharolyticum (Desai et al., 2004). The L-lactate 
dehydrogenase (LDH) was knocked out leading to increased EtOH and acetate production 
on both glucose and xylose and total elimination of lactate production. The wild type strain 
produced 8.1 and 1.8 mM of lactate from 5 g L-1 of glucose and xylose, respectively. Later 
study of the same species resulted in elimination of all acid formation and generation of  
homoethanolic strain. This strain uses pyruvate:ferredoxin oxidoreductase to convert 
pyruvate to EtOH with electron transfer from ferredoxin to NAD(P) but this is unknown by 
any other homoethanolgenic microbes who  use pyruvate decarboxylase. The strain 
produces 37g L-1 of EtOH which is the highest yields reported so far for a thermophilic 
anaerobe (Shaw et al., 2008).  
Two Geobacillus thermoglucosidasius strains producing mixed acids from sugar fermentation 
with relatively low EtOH yields were recently genetically engineered to increase yields 
(Cripps et al., 2009). The authors developed an integration vector system that led to the 
generation of stable gene knockouts but the wild type strains had shown problems of 
genetic instability. They inactivated lactate dehydrogenase and to deal with the excess 
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1. Introduction 
Fossil fuel depletion has become a great concern as the world population is increasing at 
an alarming rate. Current concerns such as global warming, depletion of fossil fuels and 
increasing price of petroleum-based fuels have forced the search for alternative and cost-
effective energy sources with lesser greenhouse gas emissions. Research into the 
development of renewable and sustainable fuels has recognised bioethanol as a viable 
alternative to fossil fuels, owing to its low toxicity, biodegradability, and the ability to 
effectively blend with gasoline without any engine modifications (Harun et al., 2009, 
2010a). 
The utilization of crops such as sugar cane, sorghum and corn are considered as traditional 
approaches for bioethanol production (Harun et al., 2010a). The use of such feedstock for 
bioethanol production competes in the limited agricultural logistics for food production 
thus escalating the “food versus fuel debate” (Harun et al., 2010b). There has been a 
considerable interest in the use of microalgal biomass to replace food-based feedstock for 
renewable transport fuel production. Microalgae are autotrophic photosynthetic organisms 
considered as the fastest growing plant species known (Wayman, 1996). They can tolerate a 
wide range of pH and temperature conditions in diverse habitats including freshwater and 
sea water (Harun et al., 2010b). Microalgae can store considerable amounts of carbohydrates 
in the form of starch/cellulose, glycogen, hexoses and pentoses that can be converted into 
fermentable sugars for bioethanol production via fermentation (Wayman, 1996). Table 1 
shows the amount of carbohydrates in various species of microalgae.  
Compared to existing edible feedstock, microalgae grow easily with or without soil and 
offer a very short harvesting cycle (1~10 days) (Harun et al., 2010a). Microalgae also have a 
high capacity of fixing CO2 via photosynthesis and other greenhouse gases, resulting in an 
overall reduction in the net gaseous emissions during the entire life cycle of the fuel 
(Wayman, 1996). Majority of the work reported in literature relies on straightforward 
sequential application of the production process involving pre-treatment of the biomass, 
hydrolysis, fermentation and product recovery. Simultaneous occurrences or a combination 
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of these process steps could hugely impact on the process economics of bioethanol 
production from microalgae. Different process approaches including Separate Hydrolysis 
and Fermentation (SHF), Separate Hydrolysis and Co-Fermentation (SHCF), Simultaneous 
Saccharification and Fermentation (SSF), Simultaneous Saccharification and Co-
Fermentation (SSCF), and Consolidated Bioprocessing (CBP).   
 

Algae strains Carbohydrates 
(% dry wt) 

Scenedesmus obliquus 10–17 
Scenedesmus quadricauda - 
Scenedesmus dimorphus 21–52 

Chlamydomonas rheinhardii 17 
Chlorella vulgaris 12–17 

Chlorella pyrenoidosa 26 
Spirogyra sp. 33–64 

Dunaliella bioculata 4 
Dunaliella salina 32 
Euglena gracilis 14–18 

Prymnesium parvum 25–33 
Tetraselmis maculate 15 

Porphyridium cruentum 40–57 
Spirulina platensis 8–14 
Spirulina maxima 13–16 
Synechoccus sp. 15 

Anabaena cylindrical 25–30 

Table 1. Amount of carbohydrates from various species of microalgae on a dry matter basis 
(%) (Becker, 1994) 

2. Pretreatment of biomass 
Biomass pretreatment is a crucial step as it breaks down the crystalline structure of cellulose 
and releases the fermentable sugars so that the hydrolysis of carbohydrate can be achieved 
more rapidly and with greater yields (Mosier et al., 2005). An appropriate pretreatment 
process can also prevent the formation of inhibitors to the subsequent hydrolysis and 
fermentation (Sun & Cheng, 2002). However, the pretreatment process contributes 
significantly to the cost of production (Alvira et al., 2010). The main methods include 
physical treatment (such as milling and grinding), thermo-chemical pretreatment (such as 
steam explosion) and ammonia fibre explosion.  Mechanical comminution can be a 
combination of chipping, milling and grinding. It aims to reduce the particle size of the 
biomass to attain a larger surface area for enzyme access.  The desired final particle size 
determines the appropriate technique to apply.   For example, chipping is used when 10-
30mm particle size is required whilst milling and grinding are for more fine particles (0.2-
2mm)  (Alvira et al., 2010).  The higher energy cost of mechanical comminution especially 
for large-scale applications makes it an unattractive approach for pretreatment (Hendriks & 
Zeeman, 2009).  However, small lab-scale experiments routinely employ mechanical 
comminution for biomass pretreatment.  
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3. Hydrolysis  
Two main hydrolysis methods are widely used to produce monomeric sugar constituents 
required for fermentation.  These include acid hydrolysis (with dilute and concentrated 
acids) and enzymatic hydrolysis (Saha et al., 2005). The acid pretreatment process dissolves 
the hemicellulosic component of the biomass and disassembles the cellulose into 
fermentable sugars which are accessible to enzymes (Wayman, 1996).  The use of 
concentrated acid is limited owing to higher cost, corrosion of containment material, and the 
formation of inhibiting compounds (Sun & Cheng, 2002). Dilute sulphuric acid is the most 
studied acid, and gives high hydrolysis yields (Mosier et al., 2005). It can be applied at 180 
°C for a short period of time or at 120°C for 30-90 min in different types of reactors such as 
plug flow, batch, shrinking-bed and counter-current reactors (Sun & Cheng, 2002). Harun et 
al., (2010a) investigated bioethanol production under varying conditions of reaction time, 
temperature, microalgae loading and acid concentration. It was found that the highest 
bioethanol yield occurred with 10g/L of microalgae, 3% (v/v) of sulphuric acid at 160°C for 
15min.  
Enzymatic hydrolysis is the utilization of enzymes to release the fermentable sugars from 
the biomass. The process cost of enzymatic hydrolysis is lower than acid hydrolysis as it 
avoids containment corrosion and occurs under mild temperatures and pH (Sanchez et al., 
2004). There are few literatures on the study of biological pretreatments of microalgal 
biomass. However, the advantages of biological pretreatment can be extrapolated from 
studies using lignocellulosic biomass, which also contains cellulosic and hemicellulosic 
materials. There is a wide range of bacteria and fungi that can produce cellulases for 
hydrolysis, but fungi are mostly used due to their less severe growth conditions and high 
growth rates (Sanchez et al., 2004).  Several white-rot fungi have been reported to enhance 
the hydrolysis of lignocellulosic materials, such as Phanerochaete chrysosporium, Ceriporia 
lacerata, Cyathus stercolerus, Ceriporiopsis subvermispora, Pycnoporus cinnarbarinus and 
Pleurotus ostreaus (Kumar & Wyman, 2009). A study on fungal pretreatment of wheat straw 
for 10 days showed an increase in the release of fermentable sugars and a reduction in the 
concentration of fermentation inhibitors (Kuhar et al., 2008). A study by Singh et al., (2008)  
on  fungal pretreatment of  sugarcane also showed an increased release  of sugars.  

4. Fermentation 
One of the most successful microorganisms for bioethanol production is Saccharomyces 
cerevisiae (Wyman, 1996). Although the wild-type strain has a high bioethanol 
productivity and very tolerant to high ethanol concentrations and inhibitory compounds, 
it is unable to ferment pentoses (hemicelluloses) (Hahn-Hagerdal et al., 2007). Pichia 
stipitis, Candida shehatae and Pachysolan tannophilus are promising microbes that are 
capable of fermenting both hexoses and pentoses (Lin & Tanaka, 2006). However, S. 
cerevisiae is still the most commercialized and dominated strains for bioethanol production 
(Lin & Tanaka, 2006). The disadvantage of S. cerevisiae can be overcome by introducing 
genetic information of xylose reductase and xylitol dehydrogenase (Tomas-Pejo et al., 
2008). Although the fermentation can be performed as a batch, fed batch or continuous 
process, most ethanol production industries use the batch mode (Tomas-Pejo et al., 2008). 
Similar to other biomass, the overall process flow diagram for bioethanol production from 
microalgae is shown in Fig. 1.  
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Fig. 1. The overall process flow diagram of bioethanol production from microalgal biomass.  

4.1 Separate Hydrolysis and Fermentation (SHF) 
In SHF, the enzymatic hydrolysis is performed separately from the fermentation step.  Since 
hydrolysis and fermentation occur in separate vessels, each step can be performed at 
optimum conditions (Tomas-Pejo et al., 2008). More specifically, it enables enzymes to 
operate at optimum activities to produce more substrates for yeast fermentation. However, 
the accumulation of hydrolysis products leads to one of the drawbacks of SHF. Glucose and 
cellobiose inhibit the activities of the cellulases so the rate of hydrolysis is progressively 
reduced (Balat et al., 2008).  

4.2 Simultaneous Saccharification and Fermentation (SSF) 
SSF is an important process strategy for bioethanol production where the enzyme 
hydrolysis and fermentation are run in the same vessel. In contrast to SHF, the end-product 
inhibition from cellobiose and glucose in hydrolysis is progressively assimilated by the yeast 
in the fermentation process. Therefore, compared to SHF, the requirement for enzyme is 
lower and the bioethanol yield is higher in SSF (Lin & Tanaka, 2006). Furthermore, the 
higher bioethanol concentration in SSF production also reduces foreign contamination 
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(Chen & Wang, 2010). Li et al., (2009) also increased the bioethanol yield of SSF by 
phosphoric acid-acetone pretreatment, which further reduced the inhibitory compounds in 
the hydrolysis and fermentation with a high solids content (>15% dry matter). Moreover, a 
fed-batch SSF system was adopted by Li et al., (2009) in order to overcome the problem. In 
the fed-batch operation, the cellulose suspension after pretreatment and hydrolysis is 
continuously fed to the bioreactor in order to maintain the liquid viscosity. The fed-batch 
system turned out to support bioethanol production. Since the hydrolysis and fermentation 
processes happen at a same temperature, finding an optimal temperature for SSF operation 
has become the most critical problem.        

4.3 Simultaneous Saccharification and Co-Fermentation (SSCF) & Separate 
Hydrolysis and Co-Fermentation (SHCF) 
Microorganisms usually applied for bioethanol production cannot utilize all the sugar 
sources derived from hydrolysis. For example, the wild-type strain of S. cerevisiae is unable 
to use pentose, and this represents a waste of biomass and reduces the bioethanol yield. To 
overcome this problem, recombinant yeast or cellulosic enzyme cocktails are introduced 
during fermentation to convert a wide range of both hexoses and pentoses (Wyman, 1996). 
Therefore, SSCF can be considered as an improvement to SSF. The hydrolysis and 
fermentation steps are combined in one vessel for SSCF; hence it has the same characteristics 
as SSF, such as low cost, short process time, reduced contamination risk and less inhibitory 
effects (Chandel et al., 2007). A two-step SSCF has been proposed and studied by Jin et al., 
(2010), where the fermentation time is divided into two equal parts and same conditions 
were applied as in traditional SSCF. In the two-step SSCF, 4% of total cellulases were used in 
the first half of the fermentation process, and then the rest of the cellulases were introduced 
in the second half of the fermentation. The bioethanol yield increased by significantly 
improving the xylose consumption. 
Another similar bioprocess is SHCF, which combines the advantages of SHF and SSCF. The 
hydrolysis and fermentation processes in SHCF take place in separate vessels so that each 
step can be performed at its optimal conditions. Besides, since the microbes utilize both 
pentoses and hexoses effectively in the co-fermentation process in SHCF, the bioethanol 
yield is higher than SHF. However, there is, to date, few literatures on SHCF operations, but 
the details can be deduced by referring to SHF and SSCF procedures.  

4.4 Consolidated Bioprocessing (CBP) 
CBP simultaneously combines biomass hydrolysis, utilization of liberated sugars and 
fermentation in one bioreactor (Xu et al., 2010). Theoretically, CBP is energy efficient 
because of reduction of processes and is more cost effective than SSCF (Lynd et al., 2005). 
However, the crucial problem is to develop an organism to singularly combine all the 
features during the process. Among all the CBP potential microbes, thermophilic bacteria, 
such as Clostridium thermocellum, are believed feasible as they possess cellulolytic and 
ethanologenic characteristics under high temperature conditions (Georgieva et al., 2008). 
Complexes of cellulolytic enzymes contained in C. thermocellum known as cellulosome are 
responsible for cellulose degradation and sugar release. According to the finding from Xu et 
al., (2010), the temperature of 65°C was used with pH ranging from 6.5-7.4 to compromise 
between the optimal conditions of the growth of C. thermocellum and cellulosome activity. 
Table 2 shows a summary of the comparison between the different process configurations.  
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Process Advantages Disadvantages 

SHF Hydrolysis and fermentation take 
place at optimum conditions 

Inhibitory effects 
Increased contamination 

SSF 

Low quantity of enzyme input 
High ethanol yield 

Reduced foreign contamination 
Less inhibitory effects 

Lower cost 

Either hydrolysis or fermentation can be 
performed under optimal conditions 

Difficulty in process control 

SHCF 
High bioethanol yield 

Hydrolysis and fermentation take 
place at optimum conditions 

High enzyme load 
Increased contamination risk 

Inhibitory effects 

SSCF 
Shorter process time 

High bioethanol yield 
Less contamination risk 

High enzyme load 
Either hydrolysis or fermentation can be 

perform under optimal conditions 

CBP Cost effective 
Energy efficient 

Lack of suitable organisms 
Difficulty in process control 

Table 2. Comparison of the different fermentation process configurations 

5. Experimental work  
To further understand the effects of different fermentation approaches on bioethanol 
production from microalgal biomass, experimental work was designed based on variations 
of some key process conditions such as the type of substrate, amount of biomass loading 
and the type of enzymes in order to investigate their influence on the production process. 
The details of the process are shown in Fig. 2. 

5.1 Strain and cultivation  
Chlorococcum sp. was grown in an outdoor bioreactor (100 L) located in Monash University, 
Victoria, Australia. The carbohydrate composition of the microalgae strain is shown in Table 
3. The microscopic image of the strain is shown in Fig. 3. It was composed of 150.0 mg/L 
NaNO3, 22.7 mg/L Na2SiO3.5H2O, 11.3 mg/L NaH2PO4.2H2O, 9.0 mg/L C6H8O7.xFe, 9.0 
mg/L C6H8O7, 0.360 mg/L MnCl2.4H2O, 0.044 mg/L ZnSO4.7H2O, 0.022 mg/L CoCl2.6H2O, 
0.020 mg/L CuSO4.5H2O, 0.013 mg/L Na2MoO4.2H2O, trace Vitamin B12, Biotin, and 
Thiamine. Modified F growth medium in synthetic seawater was used for cultivation. The 
bioreactor was aerated with compressed air to provide the needed CO2, while other 
cultivation parameters, such as reactor temperature and illumination level, were not 
controlled due to its outdoor location. The microalgal culture was dewatered by 
centrifugation (Heraeus, multifuge 3S-R, Germany) and dried overnight at 60ºC in an oven 
(Model 400, Memmert, Germany). The dried biomass was homogenized by grinding in a 
laboratory disc miller (N.V Tema, Germany). 
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Fig. 2. A flow chart for the experimental procedure.  
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Component Composition (%, w/w) 
Total carbohydrate 32.52 

Xylose 9.54 
Mannose 4.87 
Glucose 15.22 

Galactose 2.89 
Starch 11.32 
Others 56.16 

Table 3. Composition of Chloroccum sp. [2] 

5.2 Enzymes  
The enzymes used in this study were cellulase from Trichoderma reesei (ATCC 26921), 
cellobiase from Aspergillus niger (Novozyme 188) and α-Amylase from Bacillus licheniformis, 
purchased from Sigma Aldrich, Australia. The activity of cellulase measured as 1.0 unit per 
mg solid means that one unit of cellulase liberates 1.0 µmole of glucose from cellulose in 1 
hour at pH 5.0. Activities of cellobiase and  α-amylase were  250 units/mg and  500 
units/mg respectively.   
 

 
Fig. 3. The microscopic image of the microalgal cells before pretreatment. The images were 
taken at 40× magnification. The images show that microalgal cells have intact cell walls, thus 
pretreatment is required to rupture the cell wall to release fermentable sugars (Harun et al., 
2010a) 

5.3 Fermentation process 
5.3.1 Separate Hydrolysis and Fermentation (SHF)  
Two types of microalgal substrate were used in this study, acid pre-treated and untreated 
dried biomass. The acid pre-treated microalgal biomass was obtained after 1% (v/v) 
sulphuric acid exposure at 140ºC for 30 min.   The initial amounts of microalgae were varied 
from 25-100 g/l with a constant mass of 20 mg cellulase for hydrolysis. The enzyme-
microalgal biomass mixtures were transferred into shake flasks containing 10 mM of 100 mL  
sodium acetate buffer solution and incubated (LH Fermentation Ltd., Buckinghamshire, 
England) at 40 ºC, and pH of  4.8 for 24 h. Samples were taken after every 5h  and 
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immediately immersed in a hot water bath at temperature ~90 ºC for 10 min in order to stop 
the enzymatic activity. The samples were then stored in a freezer at -75 ºC (Ultraflow 
freezer, Plymouth, USA) until further analysis.  
For the fermentation process, Saccharomyces cerevisiae, purchased from Lalvin, Winequip 
Products Pty Ltd. (Victoria, Australia), was used for bioethanol production. The culture was 
prepared by dissolving 5.0 g of dry yeast powder in 50 ml sterile warm water (~40 ºC) and the 
pH was adjusted to 7 by 1M NaOH.  The yeast was cultured in YDP medium with 
composition in g/L given as follows: 10 yeast extract, 20 peptone, and 20 glucose. The yeast 
was harvested after 24h, washed to remove the sugars and then transferred into 500 mL 
Erlenmeyer flasks containing 100mL of the sugar-containing liquid medium obtained after the 
hydrolysis process. The flasks were tightly sealed and nitrogen gas was bubbled through to 
create an oxygen-free environment for bioethanol production. The flasks were incubated at 30 
ºC under 200 rpm shaking. The pH was maintained at 7 by adding 1M NaOH solution. The 
fermentation process continued for 50 h and samples for analysis were taken after every 4h.  

5.3.2 Separate Hydrolysis and Co-Fermentation (SHCF) 
The procedures involved in hydrolysis and fermentation were conducted similarly to the 
SHF experiment, but the duration of hydrolysis was reduced to 12 h.   

5.3.3 Simultaneous Saccharification and Fermentation (SSF) 
In the SSF experiment, different concentrations of microalgal biomass within the range 0.2-
1.6% w/w were applied.  The biomass was diluted using 1.5% w/w sulphuric acid and the 
slurry was autoclaved at 121 ºC for 30min and then transferred into 500 ml Erlmenyer flasks. 
Cellulase, cellobiase and yeast were aseptically added at 5% (w/w of microalgal biomass). 
The nutrients mixture,  5 g/L yeast extract, 2 g/L Ammonium chloride (NH4Cl), 1 g/L 
Potassium phosphate (KH2PO4), and 0.3 g/L Magnesium sulphate (MgSO4), were added  to 
the solution .The flasks were placed in an incubator at 30oC and 200 rpm for 50 hrs. 5 mL 
sample was taken after every 5 hours from each flask for analytical monitoring. α-amylase 
(5% w/w of microalgal biomass) was added to the solution in the second set of experiment 
in order to hydrolyse the starch present.   

5.4 Analytical procedures 
5.4.1 Quantification of simple sugars  
Glucose concentration over time during the fermentation process was analysed using  high 
pressure liquid chromatography (HPLC). The mobile phase used was a mixture of acetonitrile 
and water (85:15) at a flow rate of 1 mL/min. 30 µL sample was injected at 50 °C. The sample 
was filtered through a 13mm membrane filter prior to injection. The glucose concentration was 
evaluated using a calibration curve generated from a HPLC-grade glucose.   

5.4.2 Quantification of bioethanol concentration  
The bioethanol concentration was analysed using gas chromatography (GC) (Model 7890A, 
Agilent, CA). The GC consists of an auto sampler, flame ion detector (FID) and HP-FFAP 
column, 50 m x 0.20 mm x 0.33µm. The injector, detector and oven temperatures were 
maintained at 150, 200 and 120oC respectively. Nitrogen gas was used as the carrier gas. The 
bioethanol concentration was quantified using a calibration curve prepared by injecting 
different concentrations of ethanol standard (0.1-10%v/v).  
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6. Results and discussion   
As shown in Fig. 4, it was generally observed that a lower concentration of biomass resulted 
in a higher bioethanol yield (g bioethanol/g biomass). This is partly due to enhanced 
interactions between available enzymes and the microalgal biomass.  Also, high biomass 
concentrations could result in the production of inhibitors and toxins  during the hydrolysis 
process, and this could retard  the enzymatic activity.   Therefore, the bigger inhibitory effect 
offset the advantage of biomass loading. Although SSF process does not have a separate 
hydrolysis stage, the enzymatic activity still affects the hydrolysis reaction which happened 
simultaneously with the fermentation.   
 

 
Fig. 4. Comparison of bioethanol yields for different process systems.  All the fermentation 
processes were carried out at 30 ºC for 48h, with the pH maintained around 5-6 and a 
shaking speed of 200rpm 
*cell. = cellulose+cellobiose;  amy.= amylase+amyloglucosidase 
*g/L is the concentration of biomass 

Overall, SHF generated the highest bioethanol yield and SSF the lowest, as shown in Fig. 4. 
It has been reported that SSF produces the highest bioethanol yield as it aims to reduce the 
contamination to the yeast by combining hydrolysis and fermentation into one step. 
However, due to inherent contamination during the anaerobic treatment, SSF did not 
achieve the desired yield. Furthermore, since hydrolysis and fermentation works at different 
temperatures, finding an optimal temperature for SSF is also a critical problem. Hence the 
unexpected lower yield from SSF could also be attributed to un-optimised temperature 
conditions. Another factor of influence is pH.  A slight change in pH from the optimum valu  
could cause a significant change in fermentation yields because yeast and the enzyme are  
sensitive to pH.   The performance of SHCF is slightly lower than SHF, possibly due to the 
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shorter hydrolysis time. Therefore, theoretically, there was less monomeric sugar available 
for fermentation. Acid SHF process gave the highest yield among all the processes because 
the acid pretreatment step further disrupted the cell wall of the microalgae to release more 
fermentable sugars.  
The SSF process with amylase and amyloglucosidase showed a significantly higher yield 
than the SSF process with only cellulase and cellobiase (Fig. 4). This is due to the hydrolysis 
of starch in the microalgae, which is 10% of the total mass, and the released sugars used for 
fermentation. However, the cost of enzymes will be a key parameter to consider against the 
increased bioethanol yield in a large-scale application.  
Fig. 5 shows the glucose yield kinetics during the hydrolysis stage of SHF and SHCF.  
Glucose production progressively increased with time. Generally, SHF achieved higher 
yields than SHCF. This shows that the hydrolysis process requires an optimised duration at 
which the enzymatic activity is maximal.   However, the main purpose of SHCF is co-
fermentation, where a genetically engineered strain is used so that both hexoses and pentose 
can be utilised, but in this study only the hydrolysis stage of SHCF was investigated.  The 
glucose yield profile is also consistent with the bioethanol yield profile. Hydrolysate 
viscosity also has an influence on glucose yield; lower viscosity of the hydrolysate produces 
higher glucose yield due to enhanced molecular interactions between the enzyme and the 
substrate. Since SHF was performed for 24 hours and more cellulose and starch were 
hydrolyzed, the viscosity of SHF hydrolysate was lower.  
Acid SHF process is supposed to produce more glucose because the acid pretreatment step 
disrupts the microalgal cell wall to release more fermentable sugars. However, Figure 6 
shows the opposite. A possible reason is that the high acid concentration damaged the 
structure of some sugars, making them unavailable for fermentation. More work is required 
to explore the influence of high acid concentration on the released sugar.  
 

 
Fig. 5. Comparison of glucose yield between SHF and SHCF. All the hydrolysis processes were 
carried out at 40 ºC with a shaking speed of 200rpm. The pH is maintained at 5 by sodium 
acetate/acetic acid buffer. SHF was run for 24h while SHCF was only performed for 12h. 



  
Progress in Biomass and Bioenergy Production 

 

404 

6. Results and discussion   
As shown in Fig. 4, it was generally observed that a lower concentration of biomass resulted 
in a higher bioethanol yield (g bioethanol/g biomass). This is partly due to enhanced 
interactions between available enzymes and the microalgal biomass.  Also, high biomass 
concentrations could result in the production of inhibitors and toxins  during the hydrolysis 
process, and this could retard  the enzymatic activity.   Therefore, the bigger inhibitory effect 
offset the advantage of biomass loading. Although SSF process does not have a separate 
hydrolysis stage, the enzymatic activity still affects the hydrolysis reaction which happened 
simultaneously with the fermentation.   
 

 
Fig. 4. Comparison of bioethanol yields for different process systems.  All the fermentation 
processes were carried out at 30 ºC for 48h, with the pH maintained around 5-6 and a 
shaking speed of 200rpm 
*cell. = cellulose+cellobiose;  amy.= amylase+amyloglucosidase 
*g/L is the concentration of biomass 

Overall, SHF generated the highest bioethanol yield and SSF the lowest, as shown in Fig. 4. 
It has been reported that SSF produces the highest bioethanol yield as it aims to reduce the 
contamination to the yeast by combining hydrolysis and fermentation into one step. 
However, due to inherent contamination during the anaerobic treatment, SSF did not 
achieve the desired yield. Furthermore, since hydrolysis and fermentation works at different 
temperatures, finding an optimal temperature for SSF is also a critical problem. Hence the 
unexpected lower yield from SSF could also be attributed to un-optimised temperature 
conditions. Another factor of influence is pH.  A slight change in pH from the optimum valu  
could cause a significant change in fermentation yields because yeast and the enzyme are  
sensitive to pH.   The performance of SHCF is slightly lower than SHF, possibly due to the 

 
Analysis of Process Configurations for Bioethanol Production from Microalgal Biomass 

 

405 

shorter hydrolysis time. Therefore, theoretically, there was less monomeric sugar available 
for fermentation. Acid SHF process gave the highest yield among all the processes because 
the acid pretreatment step further disrupted the cell wall of the microalgae to release more 
fermentable sugars.  
The SSF process with amylase and amyloglucosidase showed a significantly higher yield 
than the SSF process with only cellulase and cellobiase (Fig. 4). This is due to the hydrolysis 
of starch in the microalgae, which is 10% of the total mass, and the released sugars used for 
fermentation. However, the cost of enzymes will be a key parameter to consider against the 
increased bioethanol yield in a large-scale application.  
Fig. 5 shows the glucose yield kinetics during the hydrolysis stage of SHF and SHCF.  
Glucose production progressively increased with time. Generally, SHF achieved higher 
yields than SHCF. This shows that the hydrolysis process requires an optimised duration at 
which the enzymatic activity is maximal.   However, the main purpose of SHCF is co-
fermentation, where a genetically engineered strain is used so that both hexoses and pentose 
can be utilised, but in this study only the hydrolysis stage of SHCF was investigated.  The 
glucose yield profile is also consistent with the bioethanol yield profile. Hydrolysate 
viscosity also has an influence on glucose yield; lower viscosity of the hydrolysate produces 
higher glucose yield due to enhanced molecular interactions between the enzyme and the 
substrate. Since SHF was performed for 24 hours and more cellulose and starch were 
hydrolyzed, the viscosity of SHF hydrolysate was lower.  
Acid SHF process is supposed to produce more glucose because the acid pretreatment step 
disrupts the microalgal cell wall to release more fermentable sugars. However, Figure 6 
shows the opposite. A possible reason is that the high acid concentration damaged the 
structure of some sugars, making them unavailable for fermentation. More work is required 
to explore the influence of high acid concentration on the released sugar.  
 

 
Fig. 5. Comparison of glucose yield between SHF and SHCF. All the hydrolysis processes were 
carried out at 40 ºC with a shaking speed of 200rpm. The pH is maintained at 5 by sodium 
acetate/acetic acid buffer. SHF was run for 24h while SHCF was only performed for 12h. 



  
Progress in Biomass and Bioenergy Production 

 

406 

 
Fig. 6. Comparison of glucose yield between SHF and acid SHF. All the hydrolysis processes 
were carried out at 40 ºC for 24h with a shaking speed of 200rpm. The pH is maintained at 5 
by sodium acetate/acetic acid buffer.  

7. Conclusions 
From the experimental results, it is concluded that acid SHF gave the best performance in 
terms of bioethanol production. However, there is a potential to improve on the yield of SSF.  
This could be done by reducing contaminations, applying optimum process conditions, and 
using genetic engineered yeast strains which can convert pentoses into bioethanol. In 
industrial applications, the cost of feedstock and cellulolytic enzymes are the two major 
parameters that contribute to the cost of production. About 40-60% of the total production 
cost is from raw materials. An integrated approach could improve the production 
economics; hence it is the main industrial option.  Continuous fermentation often gives a 
higher productivity than batch fermentation. Besides, it reduces inhibitory effects and offers 
ease of control.  Continuous process also keeps the microbes at the exponential phase hence 
raises the productivity significantly with shorter processing time.  
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1. Introduction 
The cleaner generation of energy is a vital concept if we are to ensure the survival of our 
current lifestyle past the depletion of the Earth’s fossil fuel supply. The study described in 
this chapter investigates the alternative energy producing method of microbial conversion 
of biomass to produce electrical energy. Currently techniques are being explored to 
minimise the cost of building and running cells in which microbial conversion takes place. 
There are several areas where improvements may be made including the physical design of 
the cell, the catalyst used in the cathode chamber, the membrane material and the ideal low-
cost substrate. The study presented in this chapter provides a review of Microbial Fuel Cells 
(MFCs), and discusses the design and construction of MFCs and presents the results of tests 
carried out with a number of constructed cells.  
There is no doubt that the world’s increasing population is rapidly depleting planet’s finite 
energy resources. It is common knowledge today that the techniques developed to produce 
electricity and run our vehicles have also been leading to temperature rises resulting in 
climate changes all over the world. Currently, the world consumes approximately 13 
Terawatts of power (Chae et al., 2009) every year while a mere 20 % of this is produced from 
renewable sources (Hopwood & Cohen, 2000). Techniques of harnessing energy from 
renewable sources are continuously being further developed all over the world, but are still 
yet to reach the efficiency levels, which would make these techniques comparable to the 
traditional, yet unsustainable coal-fired generation.  
The discovery of a process in which bacteria are utilised in the fermentation of organic 
substrates to produce electricity can assist with the transition towards more sustainable 
ways of energy generation. This is the concept of a Microbial Fuel Cell (MFC). Later, it was 
also discovered that a variation of the MFC design could produce hydrogen instead through 
electrolysis. This was termed a Microbial Electrolysis Cell (MEC) (Logan, 2008).  
Hydrogen is the most abundant element in the universe with more than 9 out of every 10 
atoms being hydrogen atoms. Our most precious resource is made mainly of hydrogen. The 
Sun’s gravitational force pulls hydrogen atoms together which releases helium and energy 
by the process of fusion. This energy is received on earth as the light and heat which 
sustains life on Earth. Hydrogen is recognised as an attractive energy carrier due to its clean, 
efficient and renewable nature (Chae et al., 2009) . It has applications in the production of 
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sustains life on Earth. Hydrogen is recognised as an attractive energy carrier due to its clean, 
efficient and renewable nature (Chae et al., 2009) . It has applications in the production of 



  
Progress in Biomass and Bioenergy Production 

 

410 

ammonia and methanol, the refining of metals and most recently as a clean fuel for 
powering vehicles. Hydrogen can be produced in a number of ways including as a by-
product during the cracking of crude oil or by way of electrolysis in a diaphragm cell 
(Knapp, 2002). The majority of hydrogen gas produced today is developed from fossil fuels 
contributing to the release of carbon dioxide (Logan et al., 2008). An MEC improves on 
traditional hydrogen production technology by producing hydrogen yields many times 
greater than fermentation and at greater energy efficiencies than water electrolysis (Call & 
Logan, 2008; Logan et al., 2008).  
Both MFCs and MECs have great potential in the renewable energy trend. As such many 
researchers across the world are investigating improvements to the two different systems. 
While the physical cell structures which can be used are the same, it is the reactions inside 
the cell which differ. In a microbial fuel cell, bacteria attached to the anode oxidise organic 
material releasing carbon dioxide and protons into the anode chamber solution. Electrons 
are transferred to the anode itself which then flow through an electrical circuit to the 
cathode where they are consumed in the reduction of oxygen. Meanwhile protons cross into 
the cathode chamber via a membrane. A current is therefore produced as there is a flow of 
electrons. However, in the absence of oxygen in the cathode chamber no current will be 
produced. This leads to the variations which constitute an electrolysis cell. With the addition 
of a small voltage between the anode and cathode, protons now become reduced at the 
cathode and hydrogen gas is produced (Logan et al., 2006; Call & Logan, 2008; Logan & 
Cheng, 2008). This process is known as electrohydrogenesis (Logan et al., 2008). 
In an attempt to increase the power and hydrogen produced by MFCs and MECs 
respectively, researchers have recognized a number of areas where variations in design can 
be studied. Numerous papers have been published as to the effects of differing pH, 
temperature, electron acceptor, electrode surface area, reactor size and electrode and 
membrane material (Logan et al., 2008). Many carbon and graphite electrode materials from 
carbon paper to graphite pencil leads have been trialled with the common conception that 
graphite brushes produce the best results due to their large surface area (Logan, 2008). 
Reactor designs are limited only by the imagination and many variations of the original two 
bottle design have emerged including single chamber, cube, cylinder and U-shaped reactors. 
A review of MEC technology has identified several research areas that must still be 
addressed before MECs can be considered a mature hydrogen production method. These 
observations are:  
• More experience is required with real organic feed stocks containing complex organic 

substrates such as polymeric and particulate substances; 
• Novel, more cost-effective chemical and/or biological cathodes need to be developed 

that show low potential losses and are not platinum-based; 
• Membrane pH gradients need to be eliminated, or membranes should not be used in 

the reactor; 
• Methanogenic consumption of the hydrogen product needs to be prevented (in the case 

of membrane-less MECs and/or MECs with a biocathode); and, most critically, 
• A cost-effective, scalable MEC design needs to be developed. 
As mentioned above, often cathodes are platinum based (He & Angenent, 2006; Logan & 
Cheng, 2008). The platinum acts as a catalyst and is necessary to enhance the rate of 
reduction of oxygen at the cathode (Logan et al., 2008). As platinum is highly expensive and 
can be poisoned by components of the substrate solution (Logan et al., 2008; You et al., 2009) 
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it is desirable to eliminate it from MFCs and MECs altogether. Several alternatives have 
been investigated including chemical catholytes, biocathodes and transitional metals (He & 
Angenent, 2006). Thus far the highest power ever achieved in an MFC has been using a 
ferricyanide cathode (He & Angenent, 2006). In order to minimise costs and work towards 
the eradication of platinum potassium permanganate has been used at the cathode.  

2. Problem analysis 
There are two significant energy related challenges facing the world. The first one is the 
production of cleaner, renewable energy at high efficiencies and low costs, the other, the 
consideration of efficient storage techniques for excess or intermittently produced electricity. 
Although renewable forms of energy have no or little negative environmental impacts they 
can have negative social, economical and technical problems associated with them. Wind 
turbines for instance create cleaner and renewable energy but are extremely expensive to set 
up and maintain. There are also social issues regarding their location as many people find 
them to be noisy and unattractive. Hydropower is one of the cleanest forms of renewable 
energy but it too is bound by locations problems. Hydropower requires suitable dam 
locations and most importantly, large amounts of water, something that many countries 
including Australia cannot provide. Solar power again is expensive and suffers low 
efficiencies while also having environmental effects. Solar panels require large amounts of 
energy to be produced and silicon production has recently led to unsafe toxic waste 
disposal. A potential solution to many of these problems are the fuel cells. They are highly 
efficient, reliable, are noiseless, emission-less and run on widely available fuels. 
One problem with several forms of renewable energy is that it is produced intermittently, 
that is power is only produced at certain times not continuously. Such generation techniques 
include photovoltaic solar power and wind turbines as they both rely on the natural 
phenomena of sunlight and wind respectively. For these technologies to be viable options to 
replace less environmentally friendly generation methods the energy produced during 
generation periods must be able to be stored for use when generation is not possible. For 
example, solar power cannot be generated at night or in periods of low sunlight levels 
however the energy produced on sunny days could be stored and then used at these times. 
Many forms of energy storage exist including mechanical, chemical, thermal, 
electrochemical, electrical and biological storage. Other forms of clean, renewable energy are 
unaffected by environmental factors and can produce electricity constantly. These forms 
include hydropower, geothermal and fuel cells to name a few.  
As previously mentioned, some renewable energy generation techniques require the energy 
to be stored for later use, in fact this is considered one of the biggest challenges affecting the 
solar power industry (Zyga, 2009). Electric cars are also being held back by the lack of 
appropriate storage techniques as batteries are heavy and inefficient when compared with 
fuels like petrol and gasoline (HowStuffWorks.com, 2000). World energy consumption is 
predicted to rise 44 percent over the next twenty years with green house gas emissions 
increasing a staggering 39 percent (Finfacts-Team, 2009). Obviously, this will have 
significant impact on climate change and put pressure on the power industry to cope with 
the increasing demand. Already high demand puts strain on the industry, not to mention on 
the customers wallets. Peak energy periods usually incur a higher cost to consumers.  
The power grid also experiences problems of over-demand in extreme weather conditions 
where the use of heaters/air conditioners is extremely high. This generally results in power 
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outages for long periods of time. In the United States 14 percent of the country’s power 
plants and known as “peaking plants,” expensive gas turbines that are only operated during 
rare hours of extremely high demand (Plumer, 2009). This is an instance of where efficient, 
cost effective storage methods are highly desirable. The use of renewable generation 
techniques is predicted to increase throughout the world to contribute to the populations 
growing energy needs. Therefore, there will also be a greater need for energy storage to 
facilitate the continuous use of energy from intermittent sources.  

3. Possible solutions 
This section presents a review of different types of fuel cells and a comparative analysis in 
terms of design and construction difficulty, material expenses and potential efficiencies. The 
two main cells chosen are Hydrogen and Microbial Fuel Cells. Viable options are considered 
for all the necessary components including; a membrane, electrodes and a catalyst as well as 
possibilities for reactor configurations and substrates. 
Several solutions to designing a clean energy storage device have also been evaluated for 
their suitability to store the electrical energy produced by the fuel cell. The energy can be 
stored in many forms such as kinetic, chemical, electrochemical and electrical. These types 
of energy storage have all been reviewed as candidates. The required solution must again 
prove to be of reasonable expense and effort to design, build and implement.  

3.1 Fuel cells 
A fuel cell is a device that is capable of converting the chemical energy in a fuel and an 
oxidant into electricity and a clean by product (FCTec, 2010). Fuels can consist of traditional 
compounds like hydrogen, natural gas, methanol and gasoline while a common oxidant is 
oxygen. A fuel cell is an electrochemical system like a battery however a fuel cell does not 
run down or need recharging; as long as a fuel and oxidiser are present the cell will generate 
electricity.  
All fuel cells are constructed and operate in the same general manner. Figure 1 shows a cell 
that consists of three materials sandwiched together, namely an anode, electrolyte and 
cathode. The anode and cathode are known as electrodes and are made of some form of 
conductive material. The anode and cathode are where the oxidation of the fuel and 
reduction of the oxidant occur respectively. This is facilitated by a catalyst, which can 
consist of a range of substances. When the fuel is oxidised, electrons and protons are 
produced. The protons are able to flow through the electrolyte as it is a substance that 
allows ion exchange while electrons are blocked. Electrons therefore pass through the anode 
and to the cathode via an external circuit where they react with the protons and oxidant. 
This results in a by-product (usually water), while the flow of electrons constitutes an 
electrical current and therefore electricity generation.   
Fuel cells are suitable for a wide range of applications. They are particularly useful as power 
sources in remote locations such as spacecraft, remote weather stations, rural locations, and 
even have military applications. Currently the use of fuel cells in cogeneration is a rapidly 
growing area for office buildings and factories. The advantage of homes and businesses 
using fuels cells is the savings on grid electricity and that excess energy produced can even 
be sold back to the grid for profit. Future prospects for the technology includes powering 
road and sea vehicles, providing off-grid power supplies and emergency power, micro fuel 
cells to implement in small appliances and as portable charging docks.  
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Fig. 1. Basic configuration of a fuel cell (Ballard Power Systems)    

3.1.1 Hydrogen fuel cell 
The most common form of fuel cell is the hydrogen fuel cell. In this case hydrogen is the fuel 
and oxygen is the oxidant. Pressurised hydrogen gas enters the anode chamber and is forced 
through a catalyst (usually platinum) by the pressure. When hydrogen comes in contact 
with the platinum it is split into two H+ ions and two electrons. Electrons conduct through 
the anode and to the cathode via an external circuit. Meanwhile in the cathode chamber 
oxygen gas is also forced into the catalyst where it splits into two strongly negatively 
charged oxygen atoms. The strong negative oxygen atom charge attracts the positively 
charged H+ ions through the membrane where they combine with the oxygen atoms and 
the electrons to form a water molecule (Nice & Strickland, 2010). 
Design’s can be as simple as using two pieces of platinum coated wire in a glass of water 
(Field, 2008)  however platinum is extremely expensive and the source of fuel also presents 
difficulties. Water can be used as the source of hydrogen but there must be a way of splitting 
the atoms to release the hydrogen and oxygen atoms. This process is known as electrolysis 
and requires energy. Alternatively stored hydrogen and oxygen gas can be pumped into the 
cell. Efficiencies achieved can be up to 80% (Nice & Strickland, 2010). 

3.1.2 Microbial fuel cell 
A microbial fuel cell utilises the electron extracting properties of special bacteria attached to 
the anode to produce electricity. Bacteria attached to the anode oxidise organic material 
releasing carbon dioxide and protons into the anode chamber solution. Electrons are 
transferred to the anode itself which then flow through an electrical circuit to the cathode 
where they are consumed in the reduction of oxygen. Meanwhile protons cross into the 
cathode chamber via a membrane. A current is therefore produced as there is a flow of 
electrons.  
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A range of alternatives are available for all components while a range of organic material 
can be used as the cell’s fuel. One option is to use wastewater in the anode chamber. This 
has the added benefit of water purification while electricity is produced. There is also no 
need to deal with hard to store gases such as hydrogen which are also expensive to produce. 
Organic matter can be sourced simply from household food scraps or garden waste. This 
makes a microbial fuel cell easy and inexpensive to run. Alternative catalysts are available to 
platinum which significantly reduces cell costs. Efficiencies achieved are comparable to 
those achieved with hydrogen fuel cells. 

3.2 MFC components 
An MFC requires much the same components as any other fuel cell however there are some 
drastic differences. Most obvious is the requirement for bacteria which is not an addition to 
any other type of fuel cell. Where most other fuel cells incorporate chemicals to achieve their 
electricity producing reactions, a microbial fuel cell requires a form of organic matter 
(substrate) to maintain the bacteria also providing the means of generation. Reactions using 
oxygen as the terminal electron acceptor are extremely slow so either a catalyst must be used 
or a terminal electron acceptor with a faster reaction time must replace oxygen in the cathode 
chamber. These alternatives for these things, along with the more conventional components; 
membrane and electrodes as well as reactor configuration, are discussed below.  

3.2.1 Reactor 
Reactor configurations vary greatly from researcher to researcher. The size and shape of a 
reactor is entirely up to the designer and as no stand out design has been identified the 
variations continue with the goal of finding a scalable design. To date reactors have been 
cube shaped, cylindrical, horse shoe shaped, two chamber and single chamber and H-type 
configured and made of glass and various types of plastic, even buckets. Sizes also vary 
widely with some reactors having volumes of a few square centimetres and others of up to a 
square metre. So far researchers have speculated that single chamber reactors may show the 
most promise but this has not deterred people from using two chamber types. In terms of 
construction difficulties a single chamber reactor can be the harder of the two options. For 
this reason the reactor for this research project will be a two chambered cell and to further 
simplify the design and construction a cube shape will be used. Figure 2 depicts the 
proposed cell design. The total reactor capacity will be 1.1L, 600mL in the anode chamber 
and 500mL in the cathode chamber.  
 

 
Fig. 2. Basic reactor design 
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3.2.2 Membrane 
A membrane is described as a layer of material which serves as a selective barrier between 
two mediums that is impermeable to specific particles, molecules or substances. Membranes 
occur naturally in the bodies of plants and animals and are made artificially for separation 
purposes in laboratories and industry. Synthetic membranes include anion exchange 
membranes, cation exchange membranes and ultra filtration membranes. Studies have 
shown that anion exchange membranes perform better than cation exchange membranes 
due to a lower resistance (You et al., 2009) . These types of membranes are generally very 
expensive, have high minimum orders or incur large freight charges as they are only 
manufactured overseas. An alternative is membrane inclusive water resistant clothing such 
as Gore-Tex. High quality ski clothing is specially made to contain a membrane within the 
fabric to repel water. The fabric is suitable for fuel cell applications as it successfully 
separates the liquids in the two chambers whilst allowing protons to flow from the anode to 
the cathode chamber. Table 1 contains several membrane alternatives that would be suitable 
for the microbial fuel cell.  
 

 
Table 1. Membrane solutions 

3.2.3 Electrodes 
All fuel cells require two electrodes, an anode and a cathode. These electrodes facilitate the 
transport of electrons through an external circuit hence resulting in electricity. Electrodes can 
be made of any non corrosive, conductive material. Most commonly used materials include 
carbon, graphite and steel. Steel has been found to be less effective for use in microbial fuel 
cells as it is not a porous material and bacteria appear to be unable to attach themselves 
(Logan, 2008) . Carbon and graphite are both widely available materials which come in many 
forms. Carbon is available as paper, cloth and foam while graphite comes in the form of rods, 
granules and brushes. Studies have not shown a distinct favourability towards neither carbon 
nor graphite so we will assume that performance is very similar and depends more heavily on 
electrode surface area. All above mentioned products are quite expensive and almost entirely 
produced overseas so there is also a high freight cost involved. Several companies were found 
to offer free samples of carbon foams and cloths however only one company does not charge a 
shipping cost for the sample. For this reason vitreous reticulated carbon foam has been chosen 
for the electrodes. Foam has an advantage over paper and cloth as it is more porous and has a 
greater surface area to house more bacteria. 
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3.2.4 Substrate 
A substrate is the substance contained in the anode chamber that is to be oxidised. As 
mentioned earlier this can include fuels such as hydrogen and gasoline. In a microbial fuel 
cell the substrate used can be any form of organic matter. Cells have been successfully 
operated on chocolate (Markusic, 2010) , wine (Danigelis, 2009) , wastewater (Logan, 2008) , 
acetate (Liu et al., 2005; Sun et al., 2008), glucose (Logan, 2008)  and more. Most frequently 
glucose, wastewater and acetate are used in experiments with the highest results being 
obtained with acetate (Logan, 2008) .  

3.2.5 Catalyst/catholyte 
The cathode chamber is where protons and electrons recombine and reduce an electron 
acceptor. A common electrode acceptor is oxygen due to its abundance in air. When oxygen 
is used however the reaction is very slow therefore the need for a catalyst arises. Most 
MFC’s use platinum as the catalyst (Logan, 2008)  however this is extremely expensive. Due 
to the expense, which affects the viability of fuel cells, much research is aimed at finding an 
equally efficient but less expensive catalyst. One option is to use a catholyte to replace 
oxygen as the terminal electron acceptor. Chemicals such as ferricyanide and potassium 
permanganate have been used successfully with results comparable to those achieved with 
platinum (He & Angenent, 2006). These chemicals are far less expensive than platinum 
however the disadvantage is that they are consumed in the reaction and must be replaced. 
Research has also been conducted into the use of bacterial cathodes known as biocathodes. 
The concept of a biocathode is that bacteria are attached to the cathode as they are to the 
anode. Bacteria then assist the reduction of oxygen without the need for any additional 
chemicals or substances (He & Angenent, 2006).     

3.3 Common storage techniques 
Energy storage is not a new development in fact people have been storing energy far before 
the discovery of electricity. Energy storage can be achieved in many ways; some techniques 
are simple such as those used in grandfather clocks while others involve complex chemical 
reactions.    

3.3.1 Mechanical (flywheel) 
A flywheel is a form of mechanical storage that far predates any battery; in fact it is one of 
humanities oldest and most familiar technologies. Examples are the potter’s wheel which 
dates back six thousand years and more relevantly today the mechanism regulating the 
strokes of pistons in a car engine. A flywheel is simply a wheel on an axle which is able to 
store and regulate energy by continuously spinning. When spun at high speeds a fly wheel 
becomes a bank for massive amounts of kinetic energy which can be drawn out when 
required. Fly-wheel based batteries can reach energy densities 3-4 times higher than 
traditional lead-acid cell batteries. Another advantage of flywheels is that they are able to 
charge to full capacity in a matter of minutes rather than hours and discharge quickly 
without damage. They are also unaffected by extreme temperatures and have an impressive 
efficiency of 85-95% as well as a lifetime in decades (Putnam, 2007). A flywheel may not be 
appropriate to store the energy produced by the fuel cell in this project due to safety 
concerns associated with them caused by the high speed rotor. There is a possibility of the 
rotor breaking loose and releasing energy is an uncontrolled fashion (Rayner, 2008). They 
also experience a high current loss.  
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3.3.2 Electrochemical (battery) 
A battery is a form of electrochemical energy storage, storing chemical energy and 
converting it to electrical energy. Chemicals inside the battery produce electrons which cling 
to the negative terminal. When the negative terminal is connected to the positive terminal 
via a conductor, electrons flow from the negative terminal to the positive terminal releasing 
their energy to a load. A battery is charged by doing the reverse of this action and applying 
an electrical current to the terminals. The disadvantage of batteries is that they are expensive 
and also heavy. This causes a significant problem for electric vehicles as weight is an 
important limiting factor in vehicle speed. One application of fuel cells is as an alternative to 
gasoline. For this reason batteries are not a suitable option for the storage of power from the 
fuel cell in this project.  

3.3.3 Chemical (hydrogen) 
Hydrogen is the most copious element in the universe with more than 9 out of every 10 atoms 
being hydrogen atoms. In fact our most precious resource is made mainly of hydrogen. The 
Sun’s gravitational force pulls hydrogen atoms together which releases helium and energy by 
the process of fusion. We receive this energy as the light and heat which sustains life on Earth. 
Hydrogen is recognised as an attractive energy carrier due to its clean, efficient and renewable 
nature (Chae et al., 2009) . It has applications in the production of ammonia and methanol, the 
refining of metals and most recently as a clean fuel for powering vehicles. Hydrogen can be 
produced in a number of ways including as a by-product during the cracking of crude oil or 
by way of electrolysis in a diaphragm cell (Knapp, 2002) . The majority of hydrogen gas 
produced today is developed from fossil fuels contributing to the release of carbon dioxide 
(Logan et al., 2008). Hydrogen can also be produced by a process called electrolysis using 
either a hydrogen electrolysis cell or a microbial electrolysis cell. A Microbial Electrolysis Cell 
improves on traditional hydrogen production technology by producing hydrogen yields many 
times greater than fermentation and at greater energy efficiencies than water electrolysis (Call 
& Logan, 2008; Logan et al., 2008).  
Hydrogen is a good storage option for this project and a microbial electrolysis cell is a 
suitable addition because it is closely related to the project fuel cell. The efficiencies of this 
storage technique are also very high. As such this will be suggested as the most suitable 
storage system to use.  

4. Design and construction 
This section outlines the design process, construction and testing of two MFC designs. The 
design process is explained in detail, construction strategies given, and results presented.       

4.1 Design 1 
Fuel cell design is an important factor in the success of an MFC/MEC. Single chamber cells 
have evolved from the original two chamber design in an attempt to eliminate the need for a 
membrane (Call & Logan, 2008). This is desirable to simplify reactor architecture and reduce 
the internal resistance caused by the inclusion of a membrane between chambers. It is also 
possible to lower the internal resistance of a two chamber cell by reducing the physical 
distance between the anode and cathode and increasing the area of the membrane. This is 
where the two bottle ‘H-type’ design falls short (Logan et al., 2008)  and where cube and 
cylinder models show improvements. The prototype constructed in this experiment is a 
cube design for this reason.  
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4.1.1 Design and construction  
The cell is constructed of a sturdy polycarbonate plastic with the anode chamber holding 
600mL, slightly more than the cathode chamber which holds 500mL. The cell is airtight for 
use in MEC mode having just four valves which allow for helium to be flushed into both 
chambers, carbon dioxide to be removed from the anode chamber and hydrogen to be 
extracted from the cathode chamber. Figure 3 is a two dimensional, not to scale 
representation of the cell before any electrodes are incorporated.  
 

 
Fig. 3.Two dimensional conceptual model of the fuel cell without electrodes  

The original complete reactor design is shown in Figure 4. As shown in the figure, the 
electrodes used are reticulated vitreous carbon foam. These are suspended from the lid of 
the cell by metal clips which attach to an external circuit containing a ten ohm resistor 
outside the cell. The membrane is a common ski clothing material known as Entrant. The 
material has been designed specifically as wet weather gear as the fabric contains a 
waterproof membrane. The fabric is suitable for use as a membrane as it will allow protons 
to pass through while preventing the contents in the two chambers from contaminating one 
another. Similar materials such as Gore Tex have also been shown to be effective as fuel cell 
membranes (Blair, 2008).  
The membrane is held in place by an irrigation pipe fitting allowing a circular area of 3.5 cm 
for proton flow. The total cost of essential materials is AUD$57.55 for the MFC setup and 
$68.59 for the MEC setup (not including the cost of an inert gas for oxygen removal). Figure 
5 is a photograph image of the finished reactor. 
 

 
Fig. 4. Two dimensional diagram of complete fuel cell 
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Fig. 5. Photographic image of the designed and constructed cell 

Each chamber contains an inexact buffer solution to stimulate bacteria growth. Due to 
limited chemical resources where a precisely measured buffer solution would otherwise be 
used, fertilisers containing the necessary elements were added to each chamber. The anode 
was inoculated over 12 hours with water from the Maribyrnong River to allow time for the 
bacteria to attach to the electrode. The anode chamber was then filled with 300mL river 
water, the buffer ingredients and 300mL vinegar as the substrate. The cathode chamber 
contained only filtered water and the nutrients. The cell was then left over a period of 9 days 
to allow for bacterial growth.  

4.1.2 Results and discussion  
The cell was firstly operated in the MFC mode over a period of 90 hours with potassium 
permanganate used as the electron acceptor. At the instant of adding the catholyte the 
system produced 1.7mV. Measurements were taken as frequently as was possible without a 
system in place for automatic sampling. The recorded voltages and calculated current 
densities for this period are shown in Figure 6. The cell was not kept under temperature 
controlled conditions and it was observed that the voltages increased and decreased 
throughout the days with the fluctuating temperature. To investigate this more closely 
between the period of 64 and 76 hours from start both the voltage and temperature were 
recorded every fifteen minutes as shown in Figure 7.  
The maximum voltage obtained throughout the cell running time occurred during this 
period. At 74.5 hours from start a voltage of 28.7mV was observed at a temperature of 39C. 
The corresponding current density is 404.8mA/m2 with power normalised by anode surface 
area of 11.62mW/m2 and volumetric power 50.05mW/ m3. The system failed to produce 
hydrogen when operated as an MEC. Further experimentation is needed to determine if the 
reason for this was due to the presence of oxygen despite the cell being flushed with helium 
or due to the short running time and therefore lack of highly developed bacterial 
communities.   
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Fig. 6. A) Recorded voltages from start time (Oh) to end time (90h) and B) calculated current 
densities over the same period. 
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Fig. 7. Effect of varying temperature on voltage produced for the period 64 to 76 hours after 
start. 

4.2 Design 2 
Many possibilities could be identified to explain the low performance of the cell. The most 
obvious ones are the high internal resistance, inadequate bacterial growth and 
unsuitable/insufficient organic matter present. A combination of these may even have been 
the case.  

4.2.1 Design and construction  
In order to overcome the original cells problems several improvements were proposed. 
These included replacing the Entrant material with an anion exchange membrane, using 
sewage as both the bacteria source and the organic matter and increasing the amount of 
electrode material. An illustration of these improvements can be found in Figures 8 and 9. 
Figure 9 shows a photographic image of the completed reactor. 
 

Fig. 8. Two dimensional diagram of the improved cell 



  
Progress in Biomass and Bioenergy Production 

 

420 

A

0

5

10

15

20

25

30

0 10 20 30 40 50 60 70 80 90

Time from start (hours)

V
ol

ta
ge

 p
ro

du
ce

d 
(m

V
)

Potassium Permanganate Catalyst Potassium Permanganate replaced

0

50

100

150

200

250

300

350

400

450

0 1 20 22 44 46 47 50 66 68 70 73 75 89

Time from start (hours)

C
ur

re
nt

 D
en

si
ty

 (m
A

/m
2)

B

 
Fig. 6. A) Recorded voltages from start time (Oh) to end time (90h) and B) calculated current 
densities over the same period. 

 
Microbial Conversion of Biomass: A Review of Microbial Fuel Cells 

 

421 

 

0

5

10

15

20

25

30

35

64 65 67 68 69 70 72 73 74 75

Time (hours)

Vo
lta

ge
 (m

V)

10

15

20

25

30

35

40

45

50

Te
m

p 
(C

)

Voltage Temperature

0

5

10

15

20

25

30

35

64 65 67 68 69 70 72 73 74 75

Time (hours)

Vo
lta

ge
 (m

V)

10

15

20

25

30

35

40

45

50

Te
m

p 
(C

)

Voltage Temperature
 

Fig. 7. Effect of varying temperature on voltage produced for the period 64 to 76 hours after 
start. 

4.2 Design 2 
Many possibilities could be identified to explain the low performance of the cell. The most 
obvious ones are the high internal resistance, inadequate bacterial growth and 
unsuitable/insufficient organic matter present. A combination of these may even have been 
the case.  

4.2.1 Design and construction  
In order to overcome the original cells problems several improvements were proposed. 
These included replacing the Entrant material with an anion exchange membrane, using 
sewage as both the bacteria source and the organic matter and increasing the amount of 
electrode material. An illustration of these improvements can be found in Figures 8 and 9. 
Figure 9 shows a photographic image of the completed reactor. 
 

Fig. 8. Two dimensional diagram of the improved cell 



  
Progress in Biomass and Bioenergy Production 

 

422 

 

 
Fig. 9. Photograph of improved cell 

As shown in Figures 8 and 9, the single electrodes which were held in place by copper 
clamps have been replaced by double electrodes held by a stainless steel frame. This 
adjustment was made for two reasons. Firstly the increased surface area of anode and 
cathode material will allow for more bacterial growth and more reactions occurring in the 
cathode chamber. Secondly the copper clamps used previously were highly susceptible to 
rust causing them to need to be replaced frequently and the chamber contents to be 
contaminated by rust particles. Due to the constant immersion of the electrodes in water 
stainless steel was the only viable option to use to hold the electrodes in place and resist 
corrosion. 
The Entrant membrane has been replaced with an anion exchange membrane designed 
especially for such applications. The new membrane may provide better facilitation for 
protons than the previous material used. Due to the small amount required a free sample 
was able to be obtained however larger quantities can be exceedingly expensive. Initially 
bacteria were sourced from river water which should provide an adequate array of bacteria 
including many exo-electrogens. However as wastewater is more nutrient rich it was 
thought that it may also be more bacteria rich. The experiment was carried out in the same 
manner as the previous trial with the same buffer solution used in the anode and cathode 
chambers.  

4.2.2 Results and discussions  
The improved cell was operated over a period of 55 days, almost three times longer than the 
original cell. At the instant of adding the potassium permanganate the cell produced only 
0.4mV as compared with the 1.7mV seen in the previous cell. The initial sharp increase in 
voltage over the first few hours that was demonstrated by the first cell was not seen in the 
improved cell. The voltage instead was stagnant around the 0.4mV mark for some time.  
The recorded voltages and calculated current densities are shown below in Figures 10 and 
11 respectively. The maximum cell voltage observed was 4.73mV which occurred 17 days 
after start time. The corresponding current density is 66.75mA/m2 with power normalised 
by anode surface area of .316mW/m2 and volumetric power 1.36mW/ m3. 
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Fig. 10. Recorded voltages from start time (4/8/10) to end time (28/9/10) 
 

 
Fig. 11. Calculated current densities over the same period 
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Rather than improving the performance of the fuel cell, the adjustments made hampered 
the performance. Time did not permit for a lengthy investigation into the reasons for this 
however several conclusions can be theorised. It can be concluded that the addition of the 
stainless steel frame housing the electrodes considerably increased the internal resistance 
of the cell. This can be deduced by comparing the resistivity of the formerly used copper 
and the stainless steel which replaced it. The Physics Hypertext book gives copper and 
stainless steel resistivity of 17.1 (nΩm) and 720 (nΩm) respectively (Alert, 2010). The 
stainless steel design therefore increased the resistivity the electron travels through by 
over 40 times that in the original design. This effect was unavoidable as stainless steel was 
the only metal capable of withstanding the fuel cell conditions without suffering from 
corrosion. This increased internal resistance would explain a drop in current density as 
seen in the results.  
As discussed previously bacteria growth is extremely important to the voltage produced. It 
is well known that bacteria favour warm conditions for growth (Answers.com, 2010) . Due 
to the use of human effluent in the improved cell, health regulations required that it be 
located in an isolated location. The only available areas were either outside or in a poorly 
ventilated, cold room. As it was winter at the time of the trial the cell was most often kept at 
a temperature of around 15 degrees Celsius. The earlier trial however was conducted during 
summer where the cell was kept at a more suitable 25 – 30 degrees Celsius. These 
inadequate conditions may have hampered the bacterial growth and decreased the output 
voltage as a result. The higher temperature may have also contributed to the higher voltage 
in the cathode chamber. Since heat is a catalyst a higher temperature may have speeded up 
the reaction in the cathode chamber by causing the protons to have a greater kinetic energy 
and collide with a higher number of electrons. The heat related effects were demonstrated in 
the previous trial where the temperature and voltage were recorded and compared over a 
period of time. 

5. Conclusions, outlook and future study 
The study presented in this chapter has mainly provided a review of the concept of 
microbial conversion of biomass into usable energy. An overview of Microbial Fuel Cells 
(MFCs) has been given, and their significance has been outlined.  MFC and MEC systems 
are recognised as energy production systems with great potentials. The world’s need for 
electricity and fuel is ever increasing and so is the need for clean, renewable methods to 
produce these things. Microbial cells have the advantage of running off widely available 
sources of energy including waste water and food scraps. These are things produced by 
every home around the globe including remote areas and in developing countries.  
The study also discussed the design and construction details of two MFCs and presented the 
results of tests carried out with the constructed cells. The results demonstrate that further 
work is needed before MFCs could become a commercial success. Reducing the expenses of 
building and operating an MFC/MEC system as well as increasing cell efficiencies are 
ongoing issues for the technology. Further research is also required in many areas 
particularly in the area of catalysts as the cathode with the inclusion of the catalyst has been 
found to account for almost fifty percent of the cost of an MFC/MEC (Call et al., 2009). 
Future studies should focus on the incorporation of bacteria on the cathode to replace the 
current techniques.  
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Optimal methods for producing a biocathode have not been thoroughly investigated (Logan 
et al., 2008) however it has been shown that an effective way to produce a biocathode is to 
reverse the polarity of an MEC (Rozendal  et al., 2008; Jeremiasse et al., 2009). 
Membrane’s also increase the expense of a system so architectures which do not require a 
membrane are obviously more desirable although they too have their drawbacks. 
Membrane fabric offers an inexpensive alternative to cation and anion exchange membranes 
but further investigation as to their comparative performance must be undertaken. 
Nevertheless MFC and MEC technology is relatively new but advancements to the 
technology have been rapid and should continue at this pace resulting in higher efficiencies, 
lower costs and a scalable reactor design in the not too distant future. 
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1. Introduction 
The communities of animals and plants are some examples of biological systems where 
population dynamics  ( ) dt ∈X R ,  [ ]0 1,t t t∈ , depends not only on environmental variability 

and internal transformations, but also on human control factor  ( ) rt ∈u R , [ ]0 1,t t t∈ . (We 

will call also ( )tX  a phase variable and ( )tu  a control variable.) 
Since many biological systems have to stay in some dynamic equilibrium, the control 
representing the action, decision, or policy of the decision-makers can only correct the 
system development with moderate effects on its natural behavior. In this case controllers 
are interested in the selection of a nonaticipative decision among the ones satisfying all the 
changes of existence conditions and inter-connections among different communities. 
Suppose that the controller is interested in renewable resource management (fishery or 
forestry) over the planning horizon  [ ]0 1,t t .  

The goal of this task is maximization with respect to ( ) ( )t U t∈u  ( ( )U t  is a given metric 

space,  [ ]0 1,t t t∈ ) of the functional  

 ( ) ( )( ) ( ) ( )( ) ( ) ( )( )
1

0
0 0 1, sup , , ,

t

tu U
f t t t dt t tψ

∈

  ⋅ ⋅ =  + 
  

X u X u X XJ  (1.1) 

subjected to the constraints 

 ( ) ( ) ( )( ), ,d t t t t dtX X u= T , (1.2) 

 ( ) ( )( )1 0 1, 0t tψ ≤X X , (1.3) 

 ( ) ( )( )2 0 1, 0t tψ =X X ; (1.4) 

 ( )( ) [ ]0 1 1, 0, , , 1,...,ig t t t t t i≤ ∀ ∈ =X  , (1.5) 

 ( )( ) 2, 0, 1,...,j t t jφ ≤ =u  , (1.6) 
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where  ( ) ( )( ), ,t t tX uT  is an operator of a mathematical model of the resource ( )tX , 
: d rf × × →R R R R , : d r dϕ × × →R R R R , 0 : d dψ × →R R R , 1

1 : kd dψ × →R R R ,  
2

2 : kd dψ × →R R R , : d
ig × →R R R   ( 11 i≤ ≤  ), : r

jφ × →R R R ( 21 j≤ ≤  ); d , ,r 1 ,k  2 ,k  
1 ,  ∈2 N , and ( )sup ⋅  is the least upper bound.  

The task (1.1) - (1.6) is formulated as an optimal control task [Milyutin & Osmolovski, 1998]. 
Its solution and accuracy of this solution depend on many different factors, mainly on the 
successful selection of the object equation. The wrong specification of a model and as a 
consequence wrong parametric identification can lead to erroneous solution of (1.1) - (1.6). 
Since the factor of uncertainty is always present at the resource description, it is reasonable 
to take (1.2) as an stochastic differential equation (SDE). 
Let the renewable resource describes a certain population of fish, which natural growth rate 
depends on different biological parameters. Very often these parameters are evaluating over 
the time because environmental conditions are not constant. In this case it is reasonable to 
treat the parameters of SDE as the bivariate functions (or the SDE with time-varying 
parameters). Since the structure of the SDE is selected, the next step is the construction of the 
estimation procedure. 
It is not easy to describe the bivariate functions by means of certain functional forms. 
Flexible model does not assume any specific form of the functions. This data-analytic 
approach called nonparametric regression can be found in statistical literature. However the 
direct application of the ideas does not bring desired results. The improvements of the 
identification procedures were presented in [Fan at al. 2003]. The main idea of this work was 
based on the discretization of the SDE and further approximation of parameter functions by 
constants at the discretization points. It is clear that the accuracy of the estimates depends on 
the accuracy of the discretization method. To overcome this problem we propose to consider 
bivariate functions as an control functions and solve the identification task as an optimal 
control problem using the maximum principle. 
The rest of the paper is organized as follows. The second section is dedicated to the system 
analysis of a bio-economic models. The third section presents the identification methods 
based on the ideas [Bastogne at al., 2007], [Hansen & Penland, 2007], [Hurn at al., 2003], 
[Jang at al., 2003], [McDonald & Sandal, 1998], [Shoji & Ozaki, 1998]. The fourth section 
shows the solution for the bivariate functions. The paper is ended by the conclusions. 

2. System analysis of a bio-economic model 
2.1 Problems of structural and parametric synthesis 
The mathematical description of any bio-economic model requires taking into account all 
the elements of the system and all the interrelations among them.  Detailed analysis of the 
“complete” model allows to forecast its behavior and introduce optimal management 
strategies. Unfortunately, this analysis is mathematically difficult. From one side it is 
impossible to detect all the elements and nature of their interconnections. From other side 
there are several sources of uncertainty: the growth, mortality, reproduction rate vary in 
random manner causing random effects on genetics and age structure of exploited 
population; the price of the resource depends on economical situation on stock markets, 
political situation, climate and etc.  
Distinctive property of each stochastic object is contained with ambiguous respond on the 
same input signals. Even for simplest one-dimensional object and for non-stochastic input 
signal, output signal of stochastic object can’t be considered as deterministic one. For output 
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variable of this objects class scattering growths with increasing of objects “noise properties”. 
For that reason uncertainty in behavior can be explained by noise influence that in addition 
brings deficiency of a priori information about system. 
Therefore, it is impossible to detect a model, whose properties and mathematical description 
would correspond to the “exact” behavior of the system. Every mathematical model will be 
only similar with the system. In this case model selection has to be done under two groups 
of disjoint requirements: 
• the main features of the system have to be reflected as precise as possible (the degree of 

similarity); 
• existence of the theoretical methods, which  allow to use the model for forecast, 

optimization, control, etc.  
The dynamics of bio-economic system (1.2) can be described by means of its states. Let a 
union of the values of the phase variable ( ) dt ∈X R ,  [ ]0 1,t t t∈ ,  denote the state *

t ∈S S  ( *S  

is some space) of the system in time t , *
t+Δ ∈S S  denote the state in time t + Δ  (where Δ  is 

time increment, Δ ∈R , 10 t< Δ < ).  The dynamics of the system (1.2) can be written as  

 ( ) ( ) ( ) ( )( )* , ,t t t t+ Δ − =S - S T S C , G , (2.1) 

where ( )tT  is an operator of a mathematical model, ( ) ( ) ( ) ( ){ }0 1, ,..., kt t t t=C c c c  is a set of 

k  parameters,  ( ) ( ) ( ) ( ){ }0 1, ,..., kt t t t=G g g g   is the set of the structural relations of the phase 
variables of the system.  
The formalization of the model (2.1) depends on the selection of: 
- the set of phase variables ( ) d nt −∈X R , 0 n d≤ < ; 

- the theoretical method to define *S ;  
- the structural relations ( )tG  among the selected phase variables;  

- the parametric identification method for the estimation of the parameters ( )tC . 
Even though it is well known task, the problem of the object (2.1) formalization can be 
solved by a few mathematical tools. Among basic groups of exact and approximated 
methods, which are used to solve the problem, we can name: exact methods, methods of 
task simplification, methods of the task linearization, numerical methods, methods of 
integral transformation, method of infinite series, variation methods, and methods of 
reduction to the systems of the ordinary differential equations. 

2.2 Stochastic differential equation as a bio-economic model 
We consider a certain population of fish, whose size at time t  is denoted by ( )X t ∈R , 

[ ]0 1,t t t∈ . This population has a natural growth rate ( )( )* ,t X tϕ : 

 ( ) ( )( )* ,
dX t

t X t
dt

ϕ= , ( )0 0X t X= , (2.2) 

where * :ϕ × →R R R  is assumed to be a concave function with given properties. 
Fish stock ( )X t  has natural fluctuations and is subjected to many stochastic effects. To take 
them into account we have to improve the model (2.2) adding some stochastic terms. In fact 
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the increment ( )dX t
dt

 is not a deterministic, thus the structure of the model (2.2) has to be 

reorganized.  
Let { }( )0, , ,t t≥

Ω PF F  be a stochastic basis satisfying the usual conditions. Let the phase 

variable be :X Ω → R , ω ∈Ω , ( )X xω =  and ( ) [ ]{ }0 1, ,v t t t t∈  be a continuous stochastic 

process, defined on { }( )0, , ,t t≥
Ω PF F , such that its mean value function ( ) 0v t  = E  for 

every [ ]∈ 0 1,t t t  and ( )0 0v t = . By the intuition we add the term ( )v t  to (2.2) 

 ( ) ( ) ( )( )** , ,
dX t

t X t v t
dt

ϕ= , ( )0 0X t X= , [ ]0 1,∈t t t , (2.3) 

where ** :ϕ × × →:R R R R .  
The model (2.3) presents a stochastic differential equation, whose solution depends on the 
selection of the stochastic process ( )v t  and its properties. Let the process be the Brownian 

motion process ( ) [ ]{ }0 1, ,B t t t t∈ . This process has many useful theoretical properties, 
namely   
1. the independence and stationarity of the increments ( ) ( )B t h B hτ+ − +  for every 

[ ]τ> ∈ 0 1,t t t  and every 0h > ; 

2. the mean square continuity of  ( )B t  for every [ ]0 1,t t t∈ ; 

3. the regularity conditions, i.e. ( ) 2
0B t  < ∞  

E  and ( ) ( )var B t h B hτ + − +  < ∞   (where 

[ ]⋅E  denotes the expectation operator and [ ]var ⋅  denotes the variance operator) .  

We replace the stochastic term ( )v t  by ( )B t  and rewrite the model (2.3)  as a stochastic 
differential equation 

 ( ) ( )( ) ( )( ) ( ), ,dX t a t X t dt b t X t dB t= + , ( )0 0X t X= , (2.4) 

or  as an integral equation 

 ( ) ( ) ( )( ) ( )( ) ( )
0 0

0 , ,
t t

t t

X t X t a X dt b X dBτ τ τ τ τ− = +  , (2.5) 

where :a × →R R R  and :b × →R R R  are Baire functions, ( )dB t  is an increment of the 
Brownian motion process. The first integral in (2.5) will be a mean square Riemann integral, 
whereas the second one will be the Ito stochastic integral. Equation (2.4) is therefore called 
Ito stochastic differential equation. 
Equation (2.4) can be used for the description of the object (1.2). In this case, the optimal 
control solution of the task (1.1) – (1.6) requires the existence and uniqueness of the solution 
of the equation (2.4). This solution can be treated in strong or weak sense. The SDE (2.4) has  
• a unique strong solution, if any two solutions ( )X t  and ( )X t , [ ]0 1,t t t∈ , coincide by 

all trajectories of the process so that  
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sup 0 0t t

t t t
X X
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− > = 

 
p , 

• a unique weak solution, if its solutions coincide by probability, but not obligatory by 
trajectories.  

Let us consider the solution of SDE (2.3) only in the strong sense. The following theorem 
guaranties the existence and uniqueness of the strong solution for (2.4).  
Theorem 2.1. The solution of equation (2.3) ( )X t ( [ ]0 1,t t t∈ ) exists and is unique in strong 
sense, if the following conditions are held.  
A1 (Measurability): ( ),a t x  and ( ),b t x  are jointly 2L − measurable in  ( ) [ ]0 1, ,t x t t∈ × R . 
A2 (Lipschitz condition): There exists a constant 0K >  such that 

( ) ( ), ,a t x a t y K x y− ≤ −  

and 

( ) ( ), ,b t x b t y K x y− ≤ −  

for all [ ]0 1,∈t t t  and ,x y ∈R . 
A3 (Linear growth bound): There exists a constant 0K >  such that  

( ) ( )2 22, 1≤ +a t x K x  

and 

( ) ( )2 22, 1≤ +b t x K x  

for all  [ ]0 1,t t t∈  and x ∈R . 

A4 (Initial value): ( )0X t is 
0t
A -measurable with ( )( )2

0X t < ∞E . 

 
In particular, assumptions (A2) and (A3) ensure that a solution of an SDE does not explode.  
This is very important to insure the stability of a numerical approximation of ( )X t , 

[ ]0 1,t t t∈ , and avoid the “stiffness” and “ill-posed” problems. Among other properties are 

boundedness  and continuity on [ ]0 1,t t t∈ , which guarantee the existence of an adjoint 
system and partly the optimality of the solution of the task (1.1) – (1.6).   
The description of  a bio-economic model is not completed since we have not introduce the 
set of parameters ( )tC , [ ]0 1,t t t∈ , in the structure (2.1).  Denoting the parameters as 

( ) qt ∈θ R  we rewrite (2.4) 

 ( ) ( ) ( )( ) ( ) ( )( ) ( ), ; , ;dX t a t X t t dt b t X t t dB t= +θ θ , ( )0 0X t X= . (2.6) 

It is clear that the values of the parameters ( )tθ  are unknown and have to be evaluate by 
the proper  estimation procedure.  If one uses the maximum likelihood estimation method 
the following can be helpful.  
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In particular, assumptions (A2) and (A3) ensure that a solution of an SDE does not explode.  
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The process ( )X t , [ ]0 1,t t t∈ , generated by the Ito stochastic differential equation (2.4) is a 

Markov process and is therefore characterized by the density function  ( )( ) ( ),X t t x=p p  for 

all [ ]0 1,t t t∈  and the transition probability density function 

( ) ( )( ) ( ) ( ) ( ) ( ),, , ; ,X t XX t X x y t x yττ τ= =p p p  for every [ ]0 1,t t tτ> ∈ . Assume the existence of 

the continuous partial derivatives t
∂
∂
p , ( ),a t x

x
 ∂  

∂

p , ( )2 2

2

,b t x

x

 ∂  
∂

p
, where p  stands for ( ),t xp  and 

( ), ; ,t x yτp . In this case we can write two equations, namely 
a. Kolmogorov’s forward equation 

 ( ) ( ) ( ) ( ) ( )2 2

2

, ; , ,, ; , , 1, ; ,
2

t x y b t xt x y a t x
t x y

x x
ττ

τ
 ∂ ∂    ∂ = − +

∂ ∂

pp
p , (2.7) 

b. Kolmogorov’s backward equation 

 ( ) ( ) ( ) ( ) ( )2
2

2

, ; , , ; , , ; ,1, ,
2

t x y t x y t x y
a y b y

y y
τ τ τ

τ τ
τ

∂ ∂ ∂
− = +

∂ ∂ ∂
p p p  (2.8) 

with initial conditions selected in proper manner. 

3. Estimation methods for time independent parameters of SDE 
3.1 Maximum likelihood method 
Consider the stochastic process [ ]{ }0 1, ,tX X t t t= ∈ , which is assumed to be the unique 

strong solution of the SDE (2.6) with ( )t =θ θ  

 ( ) ( )( ) ( )( ) ( ), ; , ;dX t a t X t dt b t X t dB t= +θ θ , ( )0 0X t X= . (3.1) 

Assume that there are n∈ N  real valued observations 0 1, ,..., nY Y Y ∈R  of the process X , 
which were made at the discretization times 0 0 1 1, ,..., nt tτ τ τ≤ ≤ . (We consider, for simplicity, 

equidistant time discretization with  n nτ = Δ , where ( )1 0,1t
nΔ = ∈  and some n∈ N ). The 

observations contain information about the parameters 1 2, ,..., qθ θ θ ∈Θ ⊆ R  (where Θ  
specifies the set of allowable values for the parameters, q ∈ N ) that we wish to estimate. 

The maximum likelihood estimator ( )1 2
ˆ ˆ ˆ ˆ, ,..., qθ θ θ=θ

T

 is the best estimate of ∈Θθ , where  

 ( ) ( )* ˆ sup
∈Θ

= =
θ

θ θL L L , (3.2) 

here ( )sup ⋅  is the least upper bound of ( )θL  over all ∈Θθ . 
This means, θ̂  is the parameter that maximizes the likelihood function with respect to the 
set of permitted parameter values ∈ Θθ . The hypothesized density in the given 
parametrized family of probability densities ( )ˆ,Y ⋅ θf  represents the most probable density 

from the given class of densities having observed 
0 1, ,..., nY Y Y ∈R . 

( )p , ; ,t x y
t

τ∂
=

∂
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Let ( )1 1, , ;k k k kt y t y− − θp  be the transition probability density of ( ),k kt y  starting from 

( )1 1,k kt y− −  given the vector θ , { }1,2,...,k n∈ . The density of the initial state is ( )0 0y θp . The 
joint density corresponds to the likelihood function 

 ( ) ( ) ( )0 0 1 1
1

; , , ;
n

k k k k
k

y t y t y− −
=

= ∏θ θ θL p p  (3.3) 

or in more convenient for the numerical simulation form  

 ( ) ( )( )ln= −θ θL L . (3.4) 

The task (3.2) for (3.4) can be solved as initial value problem for forward Kolmogorov’s 
equation  (2.7) with the initial condition given as ( ) ( )

1 1 1lim
k k k k k kY Yt

y y y y
τ

δ
− − −→

= −p , where 

( )δ ⋅  stands for a forward difference [Jazwinski, 2007].  
Let the SDE (3.1) be the liner SDE 

 ( ) ( ) ( ) ( )1 2dX t X t dt X t dB tθ θ= + , ( )0 0X t X= , (3.5) 

where 1θ  and 2θ  are unknown parameters, which have to be estimated using the 
observations 0 1, ,..., nY Y Y .  
Taking 0 0Y X= ,  we rewrite (3.4) as 

 ( )

22
22

1 2
1

2
2

exp ln 2
2

1 2 21
, ln

k

k

k

Y
n Y

Yk

θθ θ

πθ
θ θ

−

       − − − Δ Δ           

Δ=

 
  =  
 
  

L . (3.6) 

Under suitable conditions, when the true parameter is an interior point of Θ , the maximum 
likelihood estimate θ̂  can be obtained as a root of the first order conditions 

 ( ) 0
iθ

∂
=

∂
θL

, (3.7) 

for all { }1,2,...,i q∈ , where 
iθ

∂
∂  denotes the partial derivative with respect to iθ . 

Using the conditions (3.7) for (3.6) we get the estimates of the parameters 

 
2

2
1

1 0

ˆ1ˆ ln
2

nY
t Y

θθ
 

= + 
 

 (3.8) 

and  

 
2

2
1 1 1 0

1 1 1ˆ ln ln
1

n
k n

k k

Y Y
n Y t Y

θ
= −

    
= Δ −    − Δ     

 .  (3.9) 

Unfortunately, Kolmogorov’s forward equation (2.7) has been solved only in a few simple 
cases.  So, the alternative approach is required to solve the problem (3.4).  
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Let ( )1 1, , ;k k k kt y t y− − θp  be the transition probability density of ( ),k kt y  starting from 

( )1 1,k kt y− −  given the vector θ , { }1,2,...,k n∈ . The density of the initial state is ( )0 0y θp . The 
joint density corresponds to the likelihood function 
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( )δ ⋅  stands for a forward difference [Jazwinski, 2007].  
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Under suitable conditions, when the true parameter is an interior point of Θ , the maximum 
likelihood estimate θ̂  can be obtained as a root of the first order conditions 
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∂
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∂
∂  denotes the partial derivative with respect to iθ . 
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Unfortunately, Kolmogorov’s forward equation (2.7) has been solved only in a few simple 
cases.  So, the alternative approach is required to solve the problem (3.4).  



  
Progress in Biomass and Bioenergy Production 

 

436 

3.2 Monte Carlo methods 
One difficulty in finding the optimal values optθ  is that the transition densities are not 
known. Recall that ( )*, ; ,t x xτp  is a random variable since it depends on values *x  taken on 
by xτ . We can take the expectation of (2.7) and, interchanging expectation with 
differentiation, obtain 

 ( ) ( ) ( ) ( ) ( )2 2

2

, ,, ,, 1
2

t x b t xt x a t xt x
t x x

 ∂∂  ∂    = − +
∂ ∂ ∂

ppp
. (3.10) 

By the same reasoning as before we rewrite the likelihood function (3.3)  as 

 ( ) ( ) ( )0 0
1

ln ; ln , ;
n

k k
k

y t y
=

= − − θ θ θL p p . (3.11) 

The main problem here is how to find the estimates ( )ˆ , ;k kt y θp , 1,2,..,k n= ,  since we have 

only the sequence ( ) { }10 ,1,..., tn n nY
∈

. One of the ways to solve this task is to use Monte Carlo 

simulation method. We will consider to two possibilities, namely for one sample data and 
for the panel data.  

3.2.1 One sample data set 
Let for the random variable kY  ( :kY Ω → R , ω ∈Ω , ( )k kY yω = , { }1

0,1,..., tk n∈ ) the 
distribution function be denoted as ( )

kY kyF  and  the density function as ( )
kY kyf . For the 

simplicity of the reasoning we omit the index n . Both functions are connected as follows 

 ( ) ( )f FY Y
dy y

dy
= . (3.12) 

The empirical estimate of the distribution function is 

 ( ) { }
1

1ˆ
M

Y j
j

y y y
M =

≡ ≤ F 1 , (3.13) 

where {}⋅1  is set belonging indicator, M  is a number of the realizations jy . 
Taking into account (3.12) and (3.13) the estimate for the density function is 

 ( ) ( ) ( ) { }
1

ˆ ˆ 1ˆ
M

Y Y
Y j

j

y h y
y y y y h

h Mh =

+ −
= = < ≤ + 

F F
f 1 , (3.14) 

where h  is the bandwidth, 0h > . 
Since ( )ˆ

Y yF  is an unbiased estimate of ( )Y yF , we have the unbiased estimate for the 
density function so that 

 
( ) ( ) ( ) ( ) ( )

{ } ( )
1

ˆ ˆ
ˆ

1

Y Y
Y Y Y

M

j Y
j

y h y
y y y

h

y y y h y
Mh =

 + − − = −     

= < ≤ + − 

F F
E f =f E f

1 f

 (3.15) 
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for 0h →  and M → ∞  and the variance 

 

( ) { }

{ }
( ) ( ) ( ) ( )( )( )

( )

1

2

1ˆvar var

1 var

1 1

1

M

Y j
j

j

Y Y
Y Y

Y

y y y y h
Mh

y y y h
Mh

y h y
y h y

Mh h

y
Mh M

=

 
  = < ≤ +  

 

 = < ≤ + 

 + −
= − + − 

 

 = +  
 

 



f 1

1

F F
F F

f
O

 (3.16) 

is striving to zero for Mh → ∞  and M → ∞ . It is clear that quality of the estimate ( )Y yf  
depends on values M  and h  selection. In order M → ∞ , it is enough to increase the 
number of sample paths jY , thus we will consider problem of  h  parameter selection.  
Let  0h →  and Mh → ∞  by means of the kernel function the approximation of the mean 
squared error for the estimate ( )ˆ

Y yf  can be written as 

 ( )( ) ( ) ( )( )( ) ( )
4 2 22

2 2

1ˆ
4Y Y
hMSE y K K y

Mh
ρ μ ρ ′′= +f f , (3.17) 

where  ( ) 2

2
K ρ  and ( )( )Kμ ρ  are some constants, depending on kernel function ρ ; Y′′f  is 

the second derivative of the function Yf .  
The minimization of  (3.17)  with respect to h  gives following results 

 
( )

( ) ( )( )( )

1 5
2

2
22

2

1opt

Y

K
h

M y K

ρ

μ ρ

 
 =   ′′ f

, (3.18) 

where ( )Y y′′f  is the only unknown term.  
Now the solution of (3.18) depends only on the kernel function selection. For the simplicity 
we use the parametric identification Epanichnikov kernel function 

 ( ) ( ) ( )23 1 1
4

K ρ ρ ρ= − ≤1 , (3.19) 

where  ( ){ }1 , 1,2,...,j jh y y j Mρ ρ= = − = . 

Substituting (3.19) into (3.18) we get 

 1 50.9opt
Yh Mσ −≈ , (3.20) 

where the standard deviation of the sample is given as 

2

21 1
1

1 1

M M

Y j jM M
j j

y yσ −
= =

  
 = −      
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3.2 Monte Carlo methods 
One difficulty in finding the optimal values optθ  is that the transition densities are not 
known. Recall that ( )*, ; ,t x xτp  is a random variable since it depends on values *x  taken on 
by xτ . We can take the expectation of (2.7) and, interchanging expectation with 
differentiation, obtain 

 ( ) ( ) ( ) ( ) ( )2 2

2

, ,, ,, 1
2

t x b t xt x a t xt x
t x x

 ∂∂  ∂    = − +
∂ ∂ ∂

ppp
. (3.10) 

By the same reasoning as before we rewrite the likelihood function (3.3)  as 

 ( ) ( ) ( )0 0
1

ln ; ln , ;
n

k k
k

y t y
=

= − − θ θ θL p p . (3.11) 

The main problem here is how to find the estimates ( )ˆ , ;k kt y θp , 1,2,..,k n= ,  since we have 

only the sequence ( ) { }10 ,1,..., tn n nY
∈

. One of the ways to solve this task is to use Monte Carlo 

simulation method. We will consider to two possibilities, namely for one sample data and 
for the panel data.  

3.2.1 One sample data set 
Let for the random variable kY  ( :kY Ω → R , ω ∈Ω , ( )k kY yω = , { }1

0,1,..., tk n∈ ) the 
distribution function be denoted as ( )

kY kyF  and  the density function as ( )
kY kyf . For the 

simplicity of the reasoning we omit the index n . Both functions are connected as follows 

 ( ) ( )f FY Y
dy y

dy
= . (3.12) 

The empirical estimate of the distribution function is 

 ( ) { }
1

1ˆ
M

Y j
j

y y y
M =

≡ ≤ F 1 , (3.13) 

where {}⋅1  is set belonging indicator, M  is a number of the realizations jy . 
Taking into account (3.12) and (3.13) the estimate for the density function is 

 ( ) ( ) ( ) { }
1

ˆ ˆ 1ˆ
M

Y Y
Y j

j

y h y
y y y y h

h Mh =

+ −
= = < ≤ + 

F F
f 1 , (3.14) 

where h  is the bandwidth, 0h > . 
Since ( )ˆ

Y yF  is an unbiased estimate of ( )Y yF , we have the unbiased estimate for the 
density function so that 

 
( ) ( ) ( ) ( ) ( )

{ } ( )
1

ˆ ˆ
ˆ

1

Y Y
Y Y Y

M

j Y
j

y h y
y y y

h

y y y h y
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= < ≤ + − 

F F
E f =f E f

1 f
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for 0h →  and M → ∞  and the variance 
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{ }
( ) ( ) ( ) ( )( )( )
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1 1
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=
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 = < ≤ + 

 + −
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 = +  
 

 



f 1

1

F F
F F

f
O

 (3.16) 

is striving to zero for Mh → ∞  and M → ∞ . It is clear that quality of the estimate ( )Y yf  
depends on values M  and h  selection. In order M → ∞ , it is enough to increase the 
number of sample paths jY , thus we will consider problem of  h  parameter selection.  
Let  0h →  and Mh → ∞  by means of the kernel function the approximation of the mean 
squared error for the estimate ( )ˆ

Y yf  can be written as 

 ( )( ) ( ) ( )( )( ) ( )
4 2 22

2 2

1ˆ
4Y Y
hMSE y K K y

Mh
ρ μ ρ ′′= +f f , (3.17) 

where  ( ) 2

2
K ρ  and ( )( )Kμ ρ  are some constants, depending on kernel function ρ ; Y′′f  is 

the second derivative of the function Yf .  
The minimization of  (3.17)  with respect to h  gives following results 

 
( )

( ) ( )( )( )

1 5
2

2
22

2

1opt

Y

K
h

M y K

ρ

μ ρ

 
 =   ′′ f

, (3.18) 

where ( )Y y′′f  is the only unknown term.  
Now the solution of (3.18) depends only on the kernel function selection. For the simplicity 
we use the parametric identification Epanichnikov kernel function 
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where  ( ){ }1 , 1,2,...,j jh y y j Mρ ρ= = − = . 

Substituting (3.19) into (3.18) we get 
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where the standard deviation of the sample is given as 
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for  1,2,...,j M= . 

Next, let Y  be a discrete time strong approximation of [ ]{ }0 1, ,tX X t t t= ∈  and the sequences 

( ) { } { }10 ,1,..., , 1,2 ,...,t
kj k n j M

y
∈ ∈

  of values of the numerical approximation at the discretization times 

10 1, ,...,
tnτ τ τ  be computed in an iterative manner. Now for the observations Y  any value of 

( )
kY kyf  can be estimated as follows  

 ( ) { }
2

1

3f̂ 1 1
4k

M
k kj

Y k k kj k
j

y y
y y h y y h

Mh h=

 −  = − − ≤ ≤ +    



 .  (3.21) 

As far as 0h → , but 0h ≠ , then estimates (3.21) are biased ( ) ( )ˆE ln f ln f 0
k kY k Y ky y  − ≠  . 

The value of ( )ˆln f
kY ky  has to be corrected for every { }1

0,1,..., tk n∈ , namely by repeating  

the estimation procedure S  times for each ( )f̂
kY ky  

 ( ) ( )( ) ( )

( )( )2

ˆvar f1ˆln f ln E f
2 ˆE f

k

k k

k

Y k
Y k Y k

Y k

y
y y

y

 
  = −   

 

, (3.22) 

where  

 ( ) ( )( )

1

1ˆ ˆE f f
k k

S
S

Y k Y k
s

y y
S =

  =     

and 

 ( ) ( ) ( )( )2
( )

1

1ˆ ˆ ˆvar f f E f
1k k k

S
S

Y k Y k Y k
s

y y y
S =

   = −   −  .  

Since the estimate (3.20) is found on the basis of values of the numerical approximation, the 
accuracy of the estimation procedure for (3.11) and in consequence of the solution of (3.2). 
Therefore, the optimization of (3.2) has to be done under constrains. Let us recall the 
definition.  
Definition 3.1. A discrete time approximation YΔ  converges strongly with order 0γ >  at 
time 1t  if there exists a positive constant C , which does not depend on Δ , and a 0 0δ > , 
such that  

 ( ) ( )1 1t tX Y C γε ΔΔ = − ≤ ΔE , (3.23) 

for each ( )00,δΔ ∈ .  
The order of strong convergence γ  is usually know for selected numerical scheme and cant 
be improved. The only possibility to get better accuracy for the parameters of SDE (3.1) is 
the chose of the discretization time ( )00,δΔ ∈ . As it was set before 1t

nΔ = , so this means that 
( ) 0ε Δ →  if n → ∞ .  Taking into account that the generated values kjy  depend also on the 
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unknown parameters θ , we set ( ) ( )ˆ ˆ: ;
k kY k Y ky y= θf f , 0,1,...,k n= , and formulate the 

identification task (3.1) as minimization of the functional  

 ( ) ( ) ( )
∈Θ =

 = − − 
 

0 0
1

ˆ ˆinf ln ; ;
k

n

Y Y k
k

J y y
θ

θ θ θf f  (3.24) 

subjected to the constraints (3.1) and (3.23). 

3.2.2 Panel data sample set 
Let us consider a very typical situation for the bio-economic modeling, when the data on the 
population dynamics [ ]{ }0 1, ,tX X t t t= ∈  are obtained by different observers, say there are 
M  observers. In this case the parameters of the stochastic differential equation (3.1) can be 
estimated on the basis of the panel j

kY , where 1,2,..,j M=  stands for the observer, 

0,1,...,k n=  refers to the discretization times 0 0 1 1, ,..., nt tτ τ τ≤ ≤  and 0 0
jY Y =  E . It is not 

difficult to conclude that  the hypothesized distribution in the given parametrized family of 
probability distributions ( )ˆ,X ⋅ θF  represents the most probable distribution from the given 

class of distributions having observed j
kY , 1,2,..,j M= , 0,1,...,k n= .  

We suppose, that for the stochastic process [ ]{ }0 1, ,tX X t t t= ∈  there exists the equivalent 

stochastic process [ ]{ }0 1, ,tX X t t t= ∈  , which sample paths w.p.1 are continuous on the 

interval  [ ]0 1,t t , so that both processes have equivalent distributions, i.e.  ( ) ( )X Xx x=  F F . 

The empirical estimate of ( )X xF  can be found on the basis of j
kY  as 

 ( ) ( ( ),
1

1
k j

M
j

Y k ky
j

y Y
M −∞ =

= F 1 ,  (3.25) 

where 1,2,..,j M= , 0,1,...,k n= .  
For the same estimate of ( )X x F  the generated sample paths are required 

 ( ) ( ] ( ),
1

1ˆ ;
ik

N
i

k kyY
i

y Y
N −∞

=

= θ
F 1 ,  (3.26) 

where N  is the number of simulated sample paths of the equivalent stochastic process 
given by (3.1) with the set of the parameters θ . 
Now, the identification task can be solved by means of the testing the hypothesis about the 
equivalence of the distributions (3.25) and (3.26), using, for example, Kolmogorov-Smirnov’s 
goodness-of-fit test 

 ( ) ( ) ( ),
,

ˆ ˆ; sup ;
k kN M k Y k kY

y y
D y yτ

∈
= −θ θ




R
F - F  (3.27) 

for all [ ]0 1,k t tτ ∈ . 
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where  
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S
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Since the estimate (3.20) is found on the basis of values of the numerical approximation, the 
accuracy of the estimation procedure for (3.11) and in consequence of the solution of (3.2). 
Therefore, the optimization of (3.2) has to be done under constrains. Let us recall the 
definition.  
Definition 3.1. A discrete time approximation YΔ  converges strongly with order 0γ >  at 
time 1t  if there exists a positive constant C , which does not depend on Δ , and a 0 0δ > , 
such that  

 ( ) ( )1 1t tX Y C γε ΔΔ = − ≤ ΔE , (3.23) 

for each ( )00,δΔ ∈ .  
The order of strong convergence γ  is usually know for selected numerical scheme and cant 
be improved. The only possibility to get better accuracy for the parameters of SDE (3.1) is 
the chose of the discretization time ( )00,δΔ ∈ . As it was set before 1t

nΔ = , so this means that 
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unknown parameters θ , we set ( ) ( )ˆ ˆ: ;
k kY k Y ky y= θf f , 0,1,...,k n= , and formulate the 

identification task (3.1) as minimization of the functional  
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subjected to the constraints (3.1) and (3.23). 

3.2.2 Panel data sample set 
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population dynamics [ ]{ }0 1, ,tX X t t t= ∈  are obtained by different observers, say there are 
M  observers. In this case the parameters of the stochastic differential equation (3.1) can be 
estimated on the basis of the panel j

kY , where 1,2,..,j M=  stands for the observer, 

0,1,...,k n=  refers to the discretization times 0 0 1 1, ,..., nt tτ τ τ≤ ≤  and 0 0
jY Y =  E . It is not 

difficult to conclude that  the hypothesized distribution in the given parametrized family of 
probability distributions ( )ˆ,X ⋅ θF  represents the most probable distribution from the given 

class of distributions having observed j
kY , 1,2,..,j M= , 0,1,...,k n= .  

We suppose, that for the stochastic process [ ]{ }0 1, ,tX X t t t= ∈  there exists the equivalent 

stochastic process [ ]{ }0 1, ,tX X t t t= ∈  , which sample paths w.p.1 are continuous on the 

interval  [ ]0 1,t t , so that both processes have equivalent distributions, i.e.  ( ) ( )X Xx x=  F F . 

The empirical estimate of ( )X xF  can be found on the basis of j
kY  as 

 ( ) ( ( ),
1

1
k j

M
j

Y k ky
j

y Y
M −∞ =

= F 1 ,  (3.25) 

where 1,2,..,j M= , 0,1,...,k n= .  
For the same estimate of ( )X x F  the generated sample paths are required 

 ( ) ( ] ( ),
1

1ˆ ;
ik

N
i

k kyY
i

y Y
N −∞

=

= θ
F 1 ,  (3.26) 

where N  is the number of simulated sample paths of the equivalent stochastic process 
given by (3.1) with the set of the parameters θ . 
Now, the identification task can be solved by means of the testing the hypothesis about the 
equivalence of the distributions (3.25) and (3.26), using, for example, Kolmogorov-Smirnov’s 
goodness-of-fit test 

 ( ) ( ) ( ),
,

ˆ ˆ; sup ;
k kN M k Y k kY

y y
D y yτ

∈
= −θ θ




R
F - F  (3.27) 

for all [ ]0 1,k t tτ ∈ . 
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The statistic (3.27) has asymptotic null distribution 

 ( )( ) ( ) *
,,

; lim ;k N M kN M

NMKS D D D
N M

τ τ
→∞

 
= ≤  + 

θ θp , (3.28) 

where *D  is critical value of Kolmogorov’s distribution. 
The expression (3.28) can be presented also by 

 ( )( ) ( ) ( )1 22

1
; 1 2 1 exp 2 ;k kKS D Dτ τ

+∞
−

=

 = − − − θ θ



 . (3.29) 

A large value of ( );kD τ θ , and therefore a small value ( )( );kKS D τ θ , indicates that the 

distributions are not equivalent, whereas small values of ( );kD τ θ  support that the 
distributions are equivalent. This fact can be used for the formulation of the identification 
task for (3.1), that is to say one has to maximize the functional  

 ( ) ( )( )τ
∈Θ =

 =  
 


0
sup ;

n

k
k

J KS D
θ

θ θ   (3.30) 

subjected to (3.1) and (3.23). 

4. Identification method for the time-varying parameters 
4.1 Basic assumptions 
Let ( )≥Ω 0, ,{ } ,t t PF F  be a complete probability space on which some m - dimensional 

stochastic process  ( ) [ ]{ }1 2
0 1, ,..., , , ,m

t t t tB B B t t t= ∈
T

B B=  is defined such that 0{ }t t≥F  is the 

natural filtration generated by  ( )⋅B  , augmented by all the P -null sets in F . We suppose 
that these stochastic processes are independent and replace (2.6) by the following SDE 

 ( ) ( ) ( )( ) ( ) ( )( ), , , ,d t t t t dt t t t d= +θ θX a X b X B , ( )0 0
dt = ∈X X R , [ ]0 1,t t t∈ , (4.1) 

where [ ]0 1: , d dt t × × Θ →a R R  and  [ ]0 1: , d d mt t ×× × Θ →b R R  with  Θ   being a given metric 

space, which specifies the set of allowable values for the parameters θ , ( )⋅θ  is the unknown 
non-random vector of parameters. 
The goal is to present the estimation method for the parameters ( )⋅θ  taking into account 
some properties of the stochastic process, which is assumed to be the unique strong 
solution of (4.1). For the simplicity in further reasoning we will consider one-dimensional 
case ( 1d m= = ) of the SDE (4.1) and limit the family of stochastic processes ( )⋅B  to  
one-dimensional ordinary Brownian motion (fBm). This gives the possibility to rewrite 
(4.1) as 

 ( ) ( ) ( )( ) ( ) ( )( ) ( ), , , ,dX t a t X t t dt b t X t t dB t= +θ θ , ( ) [ ]0 0 0 1, ,X t X t t t= ∈ ∈R , (4.2) 
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We point out that although the SDE (4.2) is now assumed to be one-dimensional, results can 
be extended to m -dimensional case of the SDE (4.1) with the same ideas. 

4.2 Estimation principle 
There are many possibilities to solve the general optimal control problem (1.1), (1.3) - 
(1.6), (4.2) with respect to the identification problem of the parameters θ . Since the 
solution of the object equation (4.2) is a stochastic process, it is reasonable to use stochastic 
principles as it was done in [Hu at al., 2003]. However, in our case we are not going to 
solve "pure" optimal control task, because we consider a non-random vector of 
parameters and thus SDE (4.2) can be converted to an ordinary differential equation 
(ODE) by means of moment equations. 
Let  ( ) ( )1m t X t=   E   and  ( ) ( )2

2m t X t =  E   be the first and second moments of stochastic 

process ( )X t , [ ]0 1,t t t∈ , generated by the SDE (4.2). Denote a new state variable 

 ( ) ( ) ( ) 2
1 2,t m t m t=  ∈ y R ,   

where ( ) ( ) ( )0 1 0 2 0,t m t m t=   y  ( ( )
01 0 tm t X =  E , ( ) 2

02 0 tm t X =  E ), and describe object 

dynamics using a system of the ODEs 

 ( ) ( ) ( )( ), ,d t t t t dtϕ θy y=  a.e.  [ ]0 1,t t t∈ . (4.3) 

In this manner we have the possibility to use the principle maximum in a form, described in 
[Milyutin & Osmolovskii, 1998] or [Milyutin at al., 2004], to solve the parameter estimation 
problem. Now we introduce several definitions, which help to construct the estimation 
method. 
Definition 4.1. Any  ( )⋅θ   is called a feasible parameters vector  ( )f ⋅θ , if 

- ( ) [ ]0 1,t t⋅ ∈θ V  , where  [ ] [ ] ( ){ }0 1 0 1, : , is measurablet t t t → Θ ⋅θ θV ; 

- ( )⋅y  is the unique solution of the system of the ODEs (4.3) under ( )⋅θ ; 
- the state constraints (1.3) and (1.4) are satisfied; 
- ( ) ( )( ), ,f t t tθy   belongs to the set of Lebesgue measurable functions such that 

 ( ) ( )( )
1

0

, ,
t

t

f t t t dt < ∞ θy . ■ 

Definition 4.2. ( )ˆ ⋅θ  is called an optimal estimate of  ( )⋅θ  , if  ( ) ( )( )ˆˆ ,⋅ ⋅y θJ   is measurable 

and there exists  0ε >   such that for any  ( )f ⋅u   the following inequalities are fulfilled 

( ) ( ) [ ]( )2
0 1, ,

ˆ
t t

ε⋅ − ⋅ <yy
C R , 

( ) ( )( ) ( ) ( )( )ˆˆ, ,⋅ ⋅ ≥ ⋅ ⋅θ y θyJ J , 
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problem. Now we introduce several definitions, which help to construct the estimation 
method. 
Definition 4.1. Any  ( )⋅θ   is called a feasible parameters vector  ( )f ⋅θ , if 

- ( ) [ ]0 1,t t⋅ ∈θ V  , where  [ ] [ ] ( ){ }0 1 0 1, : , is measurablet t t t → Θ ⋅θ θV ; 

- ( )⋅y  is the unique solution of the system of the ODEs (4.3) under ( )⋅θ ; 
- the state constraints (1.3) and (1.4) are satisfied; 
- ( ) ( )( ), ,f t t tθy   belongs to the set of Lebesgue measurable functions such that 

 ( ) ( )( )
1

0

, ,
t

t

f t t t dt < ∞ θy . ■ 

Definition 4.2. ( )ˆ ⋅θ  is called an optimal estimate of  ( )⋅θ  , if  ( ) ( )( )ˆˆ ,⋅ ⋅y θJ   is measurable 

and there exists  0ε >   such that for any  ( )f ⋅u   the following inequalities are fulfilled 

( ) ( ) [ ]( )2
0 1, ,

ˆ
t t

ε⋅ − ⋅ <yy
C R , 

( ) ( )( ) ( ) ( )( )ˆˆ, ,⋅ ⋅ ≥ ⋅ ⋅θ y θyJ J , 
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where [ ]( )2
0 1, ,t tC R  is the set of all continuous functions,  ⋅̂   denotes the estimate. 

The definitions (4.1) and (4.2) allow us to propose the goal function (goal) as follows 

( ) ( )( ) ( ) ( )( )
1

0

, inf , ,
t

t

f t t t dt
∈Θ

⋅ ⋅ = θ
θ θy yJ  

where  

( ) ( )( ) ( ) ( ) 2

2

ˆˆ, , , , , ,f t t t t tϕ ϕ= −θ θ y θy y  

and ( )inf ⋅  is the greatest lower bound. ■ 
The phase constraints (1.3) and state constraints (1.4) can be defined on the basis of the 
properties of the stochastic process [Shyryaev, 1998]. As it was said before the Pontryagin’s 
type maximum principle will be used to find the solution to the estimation problem. In this 
case we introduce the Pontryagin’s function 

 ( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )( )0, , , , , , ,t t t t t t t t f t t tψ ψ ϕ α= −θ θ θH y y y , 

where  ( ) ( )2 'tψ ∈ R   is an adjoint function of bounded variation ( [ ] 2
0 1: ,t tψ → R   is an 

absolutely continues function),  0α   is a number. 
The theorem below, based on Dubovitski-Milyutin method [Milyutin at al., 2004], gives the 
possibility to find an optimal estimate  ( )ˆ ⋅θ   of  ( )⋅θ   for SDE (4.2). 

Theorem 4.1. Let ( )ˆ ⋅θ  be an optimal estimate of  ( )⋅θ  and ( )ˆˆ ( ), ( )⋅ ⋅y θ   be an optimal pair 

( [ ]( )2
0 1( ) , ,t t∞⋅ ∈θ L R ,  [ ]( )2

0 1( ) , ,t t⋅ ∈y C R ). Then there exist a number 0α , a function of 

bounded variation  ( )tψ   (which defines the measure  dψ ), a function of bounded variation  
( )tλ   (which defines the measure  dλ ) such that the following conditions hold: 

- nontriviality 0| | 0dα λ+ > , 
- nonnegativity 0 0α ≥ , 0dλ ≥ , 
- complementary slackness ( ) ( , ( )) 0d t g t tλ =y , 
- adjoint equation 

( ) ( ) ( ) ( )( ) ( ) ( )( ) ( )( )0
ˆ ˆˆ ˆ ˆ, , , , ,d t t t t t f t t t g t t dϕ α λ− = − −y θ y θ yy y yψ ψ , 

- transversality condition 1( ) 0t =ψ , 
- the local maximum condition 

( ) ( ) ( )( ) ( ) ( )( )ˆ ˆˆ ˆ, , , , 0t t t t f t t tψ ϕ − =θ θy θ y θ . 

■ 
The proof of the theorem 4.1 is not complicated and can be found in [Milyutin & 
Osmolovskii, 1998]. 
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5. Conclusions 
The stochastic differential equation was considered as the bio-economic model in the task of 
optimal control of the resource management. Several groups of the parameter estimation 
methods for the different types of the stochastic differential equation were proposed. First 
group of the estimation procedures is based on the maximum likelihood method, second 
one uses principles of Monte Carlo simulations and the last one employs the Pontryagin’s 
type maximum principle. First and second group are very sensitive to the structural 
selection of the stochastic differential equation, not useful in the case of time-varying 
parameters or system of stochastic differential  equations. However, they can be used for the 
“first iteration” in the time-varying case. The last method can be easily applied for the 
mentioned problems. Its scheme, formulated as the theorem, can be used if one is interested 
in the parametric identification of a system of the ordinary differential equations. In future, 
the numerical experiments are intended to take place in order to investigate the accuracy of 
the method. 
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