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Preface

As a reason of information explosion, electronic communication networks are not sufficient
for high bit rate data transmission. This problem has been solved by optical networks which
caused the birth of a new area of technology, photonics. In photonic circuits photons play
the dominant role and they transfer the optical data. With the growth of the photonics tech‐
nology, a new area started to grow as photonic crystals which now play an important role in
designing and manufacturing compact photonic devices.

Photonic crystals are structures with alternative dielectric constant in one, two or three di‐
mensions which are called one, two or three dimensional photonic crystals. As a reason of
alternative dielectric constant, by solving Maxwell’s equations photonic band gap can ap‐
pear. By using the properties of photonic band gap, many interesting phenomena such as
slow light generation, dispersion engineering in a compact and low size device can be ach‐
ieved.

Alireza Bananej
Laser and Optics Research School,

NSTRI, IRAN





Chapter 1

One-Dimensional Photonic Crystals With the
Superconducting Defects

N. N. Dadoenkova, A. E. Zabolotin,
Yu. S. Dadoenkova, I. L. Lyubchanskii, Y.P. Lee and
Th. Rasing

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59971

1. Introduction

During the last 27 years, starting from pioneering papers by E. Yablonovich [1] and S. John [2],
photonic crystals (PCs) or photonic band gap (PBG) materials are the objects of intensive
theoretical and experimental research, because of promising applications in modern photonics
and related areas [3–6]. Usually, PCs are artificial one-, two- or three-dimensional (1D, 2D, and
3D) periodic structures with periods which are comparable with the wavelengths of electro‐
magnetic waves (EMWs) and constructed of materials with different refractive indices [3–6].
The PBGs are forbidden regions in the dispersion law and in transmittivity spectra, where
EMWs with selected frequencies cannot propagate through the PC. A lot of attention has been
directed to the study of conventional PCs on the base of dielectrics, semiconductors, and
normal metals as well as on the base of functional materials like magnetics [7, 8], ferroelectrics
[9, 10] and liquid crystals [6, 11, 12] which can be controlled by external magnetic or electric
fields. Another interesting group of PCs are those with superconducting (SC) constituents, so-
called superconducting PCs. Scientific activity in different aspects of SC PC is described in
several original and review papers by S. Savel'ev et al. [13 – 15], and in the review paper by S.
Anlage [16]. The majority of papers about SC PC is devoted to regular periodic photonic
structures. But, if the periodicity of a PC is destroyed by the introduction of a so-called defect
unit, for example a defect layer into a 1D PC, the transmittivity spectra are drastically changed.
In that case, defect modes (DMs) emerge inside the PBG because of localization of EMWs
around the defect unit.

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



These DMs can be observed as very narrow peaks (in comparison with the PBG widths) with
sufficiently large transmittivity. If such defects are made of functional materials which are
sensitive to the action of various external factors like electric or magnetic fields or temperature,
it is possible to control the transmittivity of PCs at the DM frequencies.

In our papers [17, 18] we investigated the influence of a complex defect layer constructed from
dielectric and SC sublayers on the transmittivity of PCs for different thicknesses of the SC
constituent and temperatures for normal [17] and oblique [18] incidence of EMWs on the PC.

In [19] it was shown that a thin SC layer on the top of a dielectric PC leads to selective
transmittivity for different polarizations of incident EMWs. The influence of a complex defect
layer (composed of SC and dielectric sublayers) as a spacer between two different PCs was
studied in [20]. The localized modes in a metamaterial-dielectric PC with a dielectric-SC pair
defect were investigated in [21]. The behavior of a DM inside a PBG depending on position
(SC-dielectric and dielectric-SC) in a 1D PC was analyzed in [22]. In a recent paper [23], the
normal and oblique incidence of an EMW on 1D dielectric PC with a thin SC defect layer was
theoretically investigated and the obtained results show qualitative agreement with our
calculations [17, 18]. An interesting situation takes place when two (or more) defects are
introduced into a PC. In the case of two defects two DMs appear inside PBG and their mutual
positions strongly depend on the distance between the defect units. The linear and nonlinear
optical, as well as, magneto-optical properties of 1D PCs with two magnetic defects were
theoretically studied in a few papers [24 – 27]. In these papers some interesting peculiarities
of the spectra of DMs inside the PBGs, like the possibilities to obtain relatively wide peaks
formed by two DMs, were obtained and discussed. One expect that in PCs with two complex
defects composed of SC and dielectric sublayers one can obtain new peculiarities as well.

In this chapter, we theoretically investigate the transmittivity, reflectivity and absorptance of
1D PCs with one and two complex defects containing SC constituents. Two cases of asymmetric
positions of complex SC-containing defects (when both SC-sublayers are located on the right-
hand, or on the left-hand sides of the dielectric defect sublayers inside the photonic structure)
are investigated, as well as the symmetric ones. We also analyze the dependencies of the optical
properties of such PCs as functions of SC-sublayer thicknesses and temperature. The chapter
is organized as follows. In Sec. 2 we describe the aforementioned photonic structure with one
complex defect layer with an analytical approach. In Sec. 3 the numerical calculations of the
transmittivity spectra for the photonic structure two superconducting defect layers are
presented. In Sec. 4, conclusions, we summarize the obtained results.

2. Photonic crystal with one defect

Let us consider finite 1D periodic photonic structure composed of two finite size PCs of
structure (AB)5 with the period D=d1+d2, where the layer A is the strontium titanate SrTiO3 with
thickness d1, the layer B is the aluminum oxide Al2O3 with thickness d2, and the complex defect
layer placed between these PCs, as shown in Fig. 1. We assume the medium surrounding the
photonic structure to be a vacuum. The layers of PC are located in the xy-plane and the z-axis
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to be normal to the interfaces. The defect layer consists of SC sublayer YBa2Cu3O7 of thickness
ds and dielectric sublayer SrTiO3 of thickness d1d, respectively. The selection of these dielectrics
is due to the fact that both these materials SrTiO3 and Al2O3 are widely used as substrates for
YBa2Cu3O7 SC films.

Figure 1. Schematic of photonic structure which is containing of two finite-size PCs with complex SC-dielectric defect:
(AB)5(Sc)(defA)(AB)5.

For the SC layers, we consider the case when the crystallographic a-axis (electrically "light"
axis) and c-axis (electrically "heavy" axis) of YBa2Cu3O7 coincide with the x- and y-axes,
respectively. In our study we used the frequency- and temperature-dependent dielectric
permittivity tensor for YBa2Cu3O7 with nonzero diagonal components εxx(ω, T )=εzz(ω, T ) and
εyy(ω, T ) , introduced in Ref. [19] on the base of a generalized two-fluid model in the following
form:
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where Tc and f ±(ω, T ) are the critical temperature and the electron distribution functions,
respectively,
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where kB and ℏ are the Boltzmann's and Planck's constants, respectively. In Eq. (4) the pair
braking frequency ωs is determined via the temperature-dependent superconductor half-gap

energy Δ(T ) as ℏωs =Δ(T ), which is approximated as Δ(T )≅Δ0(1− T 3

Tc
3 )1

4 (see for details Ref.

[19]).

In the optical and near infra-red regimes the electrodynamical properties of YBa2Cu3O7 can be
described by a dielectric permittivity only. The magnetic permeability of YBa2Cu3O7 is assumed
to be μs =1.

It should be noted that SC sublayer exhibits strongly pronounced anisotropy of optical
properties. Both components of the permittivity tensor εs ,xx and εs ,yy are complex values,
moreover, in considered frequency region (first PGB) both real and imaginary parts of εs ,xx are
about two order of magnitude larger then corresponding ones for εs ,yy. As εs ,yy and εs ,xx are
responsible for TE- and TM- polarized modes, respectively, it means that decaying of TM-
polarized mode inside SC sublayer is much stronger then of TE-polarized one. This difference
in values of εs ,xx and εs ,yy leads to drastic contrast in behavior TE- and TM- modes with variation
of the SC sublayer thickness ds.

We investigate the case of the normal incidence of light on the right hand surface of the PCs.
We assume the incident light to be linearly polarized: x- or y- polarizations (the EMWs with
electric field vector E vibrations along the x- or y-axis, respectively).

We calculate the transmittivity and reflectivity spectra of the 1D PC using the four-dimensional
transfer matrix method by Berreman [29]. The details of the method are given in our previous
papers [17, 18, 30].

In the case of non-SC defect layer (single dielectric layer with thickness ddef=d1) symmetrically
embedded between two identical PCs, the dependence of transmittivity for both TE- and TM-
modes in 1D PC is characterized by the presence of defect mode in the center of PBGs, as
depicted on Fig. 2.

As shown in Ref. [19], a thin SC layer, deposited at one side of dielectric PC, leads to the
decrease of transmittivity for the EMW, polarized along the x-axis (TM-mode), whereas TE-
polarized EMW propagates through this photonic structure practically without losses.

Below we analyze numerically both intensity and position of the defect mode inside the
first PBG as a function of thickness of SC sublayer for the system under consideration (see
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Fig.  1).  From the  numerical  calculations  we obtained,  that  position and intensity  of  the
defect  mode  are  changing  significantly  for  TM-  mode.  The  corresponding  results  are
presented on Figs. 3 – 6.

We calculated the intensities and positions of both TE- and TM-polarized defect modes inside
the first PBG as a function of SC sublayer thickness for different temperatures: T=4.2 K, T=77
K (below temperature of SC transition) and T=90 K (at temperature of SC transition). The
refractive indices for PC's constituents are equal to n1=2.437, n2=1.767 for SrTiO3 and Al2O3,
respectively [28] and the corresponding thicknesses are d1=0.42 D, d2=0.58 D, where PC's period
is chosen to be D=5 µm. We varied the SC sublayer thickness in the region between 0 and 70
nm, keeping the thickness of dielectric defect sublayer to be d1d=0.42 D=2.1 µm.

For an estimation of the frequency and temperature dependence of the dielectric tensor of
YBa2Cu3O7 εs ,v (v = xx, yy, zz) (see Eqs. (14) – (16) in paper [18]) we used the following
parameters: the scattering rate component α=1.4∙1013 s-1, the London tensor components at
absolute zero Λs ,x

(0) =2.1⋅10−30 s2 and Λs ,y
(0) =1.9⋅10−28 s2, as well as the half-gap energy at absolute

zero Δ0 =  3.0∙10-2 eV [19].

The results of our calculations for TE-mode are presented in Figs. 3 – 5 and for TM-mode are
given in Fig. 6. One can see that the position of TM-polarized defect mode strongly depends
on the SC sublayer thickness: the peak of the defect mode shifts to the right edge of the PBG
with the increase of ds.

Figure 2. First two PBGs with defect modes located in the centers of forbidden zones. The transmittivities for TE- and
TM- modes coincide in the case of defect without SC sublayer.
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From Fig. 3 one can see, that at the temperature T=4.2 K the defect mode intensity is monot‐
onically increasing with growth of SC sublayer thickness, and the corresponding defect peak
approaches the right edge of the PBG.

At higher temperatures (T=77 K and T=90 K) the intensity of the defect mode fist is going down
to with growth of ds, and then goes up and merge with the right PBG edge.

In contrast of TM-mode, the defect mode of TE-polarization almost does not change its position
under growth of temperature and SC sublayer thickness.

Figure 3. The intensity and position of the TM-polarized defect mode inside the first PBG as function of SC sublayer
thicknesses ds and normalized frequency ω̃ =ωD / (2πc) at the temperature T=4.2 K: (a) the top view; (b): the profiles
of the defect mode for different SC sublayer thicknesses.

Figure 4. The intensity and position of the TM-polarized defect mode inside the first PBG as function of SC sublayer
thicknesses ds and normalized frequency ω̃ =ωD / (2πc) at the temperature T=77 K: (a) the top view; (b): the profiles
of the defect mode for different SC sublayer thicknesses.
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Figure 5. The intensity and position of the TM-polarized defect mode inside the first PBG as function of SC sublayer
thicknesses ds and normalized frequency ω̃ =ωD / (2πc) at the temperature T=90 K: (a) the top view; (b): the profiles
of the defect mode for different SC sublayer thicknesses.

Figure 6. The top view of intensity and position of the TE-polarized defect mode inside the first PBG as function of SC
sublayer thicknesses ds and normalized frequency ω̃ =ωD / (2πc).

3. Photonic crystal with two defects

Let us consider a finite size 1D PC of the structure (BA)N Def2(BA)M Def1(BA)N consisting of 2N
+M regular unit cells (BA) with two combined defect layers Def1 and Def2 embedded into the
PC symmetrically with respect to the PC's edges, as shown in Fig. 1(a). The unit cell with period
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D=d1+d2 of the PC is formed by two dielectric layers: the layer A of strontium titanate SrTiO3

with thickness d1, and the layer B of aluminum oxide Al2O3 with thickness d2. All the layers are
located in the xy-plane and the z-axis is perpendicular to the interfaces. Both complex defects
Def1 and Def2 consist of a SrTiO3 sublayer Adef of thickness d1d and a SC defect sublayer YBa2Cu3O7

of thickness ds. The selection of these dielectrics is due to the fact that both SrTiO3 and Al2O3

are widely used as substrates for YBa2Cu3O7. The medium surrounding the PC is vacuum.

We distinguish the two types of the complex defect layers, depending on the positions of the
SC sublayers with respect to the dielectric defect ones: the right-handed (RH) defects DefR=Adef

SC and left-handed (LH) defects DefL=SC Adef. In Figs. 7(a) – 7(d) we depicted the schematic of
four possible geometries of the PCs with two combined SC defects of RH and LH types. The
Figs. 7(a) and 7(b) demonstrate the PCs with two RH and two LH defects, which further will
be referred to as RH – RH and LH – LH geometries, respectively. The PCs with the SC defects
of different types: RH – LH and LH – RH are shown in Figs. 7(c) and 7(d), respectively.

Figure 7. Schematic of finite two-component 1D PCs with two combined SC defect layers: RH – RH (a), LH – LH (b),
RH – LH (c), and LH – RH (d) geometries.

Below we present the numerical calculations of the transmittivity spectra of the PCs under
consideration as function of the SC defect sublayer thickness ds, as well as of the dielectric
defect sublayer thickness d1. Also, we numerically investigate the temperature dependence of
the corresponding spectra. We restrict our considerations to the frequency range within the
first PBG and its vicinity. For the numerical calculations presented below we chose the same
parameters of the PC with unit cell numbers of N=5 and M=2, as in Sec. 2.

3.1. PC with two RH defects

First, we start our investigation with a PC containing two RH defects (see Fig. 7(a)). In Figs.
8(a) and 8(b) we present the top view of the transmittivities T(x) for the x-polarized EMWs vs
the normalized frequency ω̃ (within the range of the first PBG and its vicinity) and the defect
SC sublayer thickness ds for the liquid helium and liquid nitrogen temperatures: T=4.2 K and
T=77 K, respectively. The SC sublayer thickness ds varies within the range ( 0÷70 ) nm, while
the dielectric defect layer thickness is fixed to be d1d=d1=2.1 µm. The presence of two combined
defect layers in the PC leads to the appearance of two narrow DMs inside the PBG (see Figs.

Photonic Crystals8



D=d1+d2 of the PC is formed by two dielectric layers: the layer A of strontium titanate SrTiO3

with thickness d1, and the layer B of aluminum oxide Al2O3 with thickness d2. All the layers are
located in the xy-plane and the z-axis is perpendicular to the interfaces. Both complex defects
Def1 and Def2 consist of a SrTiO3 sublayer Adef of thickness d1d and a SC defect sublayer YBa2Cu3O7

of thickness ds. The selection of these dielectrics is due to the fact that both SrTiO3 and Al2O3

are widely used as substrates for YBa2Cu3O7. The medium surrounding the PC is vacuum.

We distinguish the two types of the complex defect layers, depending on the positions of the
SC sublayers with respect to the dielectric defect ones: the right-handed (RH) defects DefR=Adef

SC and left-handed (LH) defects DefL=SC Adef. In Figs. 7(a) – 7(d) we depicted the schematic of
four possible geometries of the PCs with two combined SC defects of RH and LH types. The
Figs. 7(a) and 7(b) demonstrate the PCs with two RH and two LH defects, which further will
be referred to as RH – RH and LH – LH geometries, respectively. The PCs with the SC defects
of different types: RH – LH and LH – RH are shown in Figs. 7(c) and 7(d), respectively.

Figure 7. Schematic of finite two-component 1D PCs with two combined SC defect layers: RH – RH (a), LH – LH (b),
RH – LH (c), and LH – RH (d) geometries.

Below we present the numerical calculations of the transmittivity spectra of the PCs under
consideration as function of the SC defect sublayer thickness ds, as well as of the dielectric
defect sublayer thickness d1. Also, we numerically investigate the temperature dependence of
the corresponding spectra. We restrict our considerations to the frequency range within the
first PBG and its vicinity. For the numerical calculations presented below we chose the same
parameters of the PC with unit cell numbers of N=5 and M=2, as in Sec. 2.

3.1. PC with two RH defects

First, we start our investigation with a PC containing two RH defects (see Fig. 7(a)). In Figs.
8(a) and 8(b) we present the top view of the transmittivities T(x) for the x-polarized EMWs vs
the normalized frequency ω̃ (within the range of the first PBG and its vicinity) and the defect
SC sublayer thickness ds for the liquid helium and liquid nitrogen temperatures: T=4.2 K and
T=77 K, respectively. The SC sublayer thickness ds varies within the range ( 0÷70 ) nm, while
the dielectric defect layer thickness is fixed to be d1d=d1=2.1 µm. The presence of two combined
defect layers in the PC leads to the appearance of two narrow DMs inside the PBG (see Figs.
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8(a), 8(b)) which are referred to as low-frequency (LF) and high-frequency (HF) DMs. In Fig.
8(c) we plotted the transmittivity spectra for the cases of different SC sublayer thicknesses: ds=0,
10, 20, 30, 40 and 50 nm, calculated for the temperature T=4.2 K.

Figure 8. Two RH SC defects. Top view of the transmittivity T(x) vs normalized frequency ω̃ and the defect SC sublayer
thickness ds for T=4.2 K (a) and T=77 K (b); the transmittivity spectra for different values of ds calculated for T=4.2 K (c);
and the temperature evolution of the transmittivity spectrum for ds=10 nm (d). The results are obtained for the case of
the dielectric defect layer with d1d=d1=2.1 µm.

We calculated the frequencies of the PBG edges for the PC with pure dielectric defects (when
ds=0): the LF PBG edge is ω̃ LF

PBG =0.19637 (which is equivalent to ωLF
PBG =73.98 THz or λLF

PBG =25.46
µm and the HF PBG edge is ω̃HF

PBG =0.29107 (which is equivalent to ωHF
PBG =109.65 THz or λHF

PBG

=17.18 µm). According to this estimation the first PBG's width is ΔωPBG =35.68 THz, which
corresponds to ΔλPBG =8.28 µm. In the case of pure dielectric defects (ds=0 nm) the DMs are
localized inside the PBG symmetrically with respect to the PBG edges at the normalized
frequencies ω̃ LF

peak  =0.23059 (which is equivalent to ωLF
peak  =86.87 THz or λLF

peak  =21.68 µm) and
ω̃HF

peak  =0.25765 ωHF
peak  =97.06 THz or λHF

peak  =19.41 µm) and their magnitudes practically coincide:
T LF

(x)≈T HF
(x)≈  0.57 as shown by the black solid line in Fig. 8(c). The presence of the SC sublayer
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breaks the symmetry of the position and values of the DM's peaks. The increase of ds leads to
an essential shift of the DMs to the HF PBG edge up to their mergence near the HF PBG edge
for ds ≈ 40 nm, as one can see in Figs. 2(a), 2(b) and 2(c). For example, for ds=10 nm, the LF and
HF peaks positions become ω̃ LF

peak  =0.25207 (which is equivalent to ωLF
peak  =94.96 THz or λLF

peak

=19.83 µm) and ω̃HF
peak  =0.25765 (ωHF

peak  =103.06 THz or λHF
peak  =18.28 µm), respectively. The

frequency shifts of the LF and HF DMs are Δω̃ LF  =0.02148 (which is equivalent to ΔωLF
peak  =8.09

THz or ΔλLF
peak  =2.27 µm) and Δω̃HF  =0.01591 ( ΔωHF

peak  =6.02 THz or ΔλHF
peak  =1.55 µm) which are

about 27.4% and 18.7% of the PBG width at ds=0 nm, respectively. The distance between the
DMs decreases considerably with the increase of the SC sublayer thickness: from Δω̃ =0.02706
( Δω peak  =10.19 THz or Δλ peak  =2.27 µm) for ds=0 to Δω̃ =0.02149 (Δω peak  =8.01 THz or Δλ peak

=1.55 µm) for ds=10 nm and to Δω̃ =0.01432 (Δω peak  =5.39 THz or Δλ peak  =0.96 µm) for ds=20 nm,
to Δω̃ =8∙10-3 ( Δω peak  =2.99 THz or Δλ peak  =0.51 µm) for ds=30 nm.

The SC sublayer thickness increase also leads to an abrupt reduction of the transmittivity value
at the LF PBG edge. The HF PBG edge position changes as well, slightly moving to higher
frequencies with increasing of ds and reaching the maximum value T(x)≈0.96 for ds=40 nm. From
Fig. 8(a) one can see that for the SC defect layer thickness ds=40 nm both DMs merge. The
amplitudes of the peaks vary as well: the transmittivity at the HF DM grows with the increase
of ds, while the LF peak intensity first goes down to Tmin

(x) ≈  0.42 (at ω̃ ≈0.252) for ds=10 nm, while
after that, its amplitude also increases with further increase of ds.

The DMs intensities change considerably with increasing temperature. Comparing Figs. 8(a)
and 8(b), one can see that the influence of temperature on the PBG spectra is especially
pronounced near the DM frequencies. In Fig. 8(d) the evolution of the transmittivity spectrum
of the x-polarized EMW is given. We calculated the transmittivity profiles for the PC with the
SC sublayer of fixed thickness ds=10 nm, at temperatures T=4.2 K, T=20 K, T=40 K, T=60 K, T=77
K, and T=90 K. As follows from Fig. 8(d), the transmittivities of both LF and HF DMs drop
down with increasing temperature, but the LF peak becomes visibly weaker than the HF one
for temperatures above T=77 K. Meanwhile, the temperature practically does not affect the DM
positions. At T=4.2 K the transmittivities of the LF and HF DMs are T LF

(x) ≈  0.42 and T HF
(x) ≈  0.79.

At T=20 K they become T LF
(x) ≈  0.27 and T HF

(x) ≈  0.65, respectively. At T=77 K the LF peak drops
to a vanishingly small value of T LF

(x) ≈  0.07, and further it practically flattens at T=90 K, while
the HF one still stays relatively large: T HF

(x) ≈  0.35. One can see that the change of temperature
produces only a slight effect on both PBG edges.

In Fig. 9(a) and 9(b) we present the transmitivity spectrum dependence on ds for y-polarized
DM, calculated for T=4.2 K (the top-view and profiles, respectively).

In contrast to the case of the x-polarized DMs given in Figs. 8(a) and 8(c), the transmittivity of
the y-polarized DM practically does not depend on the SC defect sublayer thickness, when ds

is about several tens of nanometers.

The transmittivity spectra of the PCs are also sensitive to the thickness of the dielectric defect
sublayer d1d. In Figs. 9(a) and 9(b) the top-views of T(x) as function of the normalized thickness
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pronounced near the DM frequencies. In Fig. 8(d) the evolution of the transmittivity spectrum
of the x-polarized EMW is given. We calculated the transmittivity profiles for the PC with the
SC sublayer of fixed thickness ds=10 nm, at temperatures T=4.2 K, T=20 K, T=40 K, T=60 K, T=77
K, and T=90 K. As follows from Fig. 8(d), the transmittivities of both LF and HF DMs drop
down with increasing temperature, but the LF peak becomes visibly weaker than the HF one
for temperatures above T=77 K. Meanwhile, the temperature practically does not affect the DM
positions. At T=4.2 K the transmittivities of the LF and HF DMs are T LF
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the HF one still stays relatively large: T HF
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produces only a slight effect on both PBG edges.
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DM, calculated for T=4.2 K (the top-view and profiles, respectively).

In contrast to the case of the x-polarized DMs given in Figs. 8(a) and 8(c), the transmittivity of
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sublayer d1d. In Figs. 9(a) and 9(b) the top-views of T(x) as function of the normalized thickness
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of the dielectric sublayer d1d /D and normalized frequency ω̃ are presented for the PCs with
the SC defect sublayers thicknesses ds=10 nm and ds=20 nm. From Figs. 9(a) and 9(b) one can
see that the thickness increase of both dielectric defect sublayers results in a shift of the DMs
to the LF PBG edge. It should be mentioned, that the analogous increase of the SC defect
sublayers ds leads to a shift of the DMs in the opposite direction, i.e. to the HF PBG edge. This
shift becomes noticeable in the scale of a few tens of percents of the period D.

The other peculiarity of the dependence of T(x) on d1d is its periodicity. Comparing Figs. 10(a)
and 10(b), one can see that the increase of ds leads to a narrowing of the DMs and to their
decaying (the HF DM decays stronger).

Above we investigated the PC with two identical complex (SC + dielectric) defects but with
different thicknesses of SC sublayers. We can fix one of the SC sublayer thickness dsR or dsL (in
the left or right combined defect, respectively) and vary the other SC sublayer thickness to
obtain a possible changing of the PBG spectra. In Figs. 11(a) – 11(c) we present top views of

Figure 9. Two RH SC defects. Top view of the transmittivity T(y) vs normalized frequency ω̃ and defect SC sublayer
thickness ds for T=4.2 K (a); transmittivity T(y) (b) profiles for different ds calculated for T=4.2 K. The results are obtained
for the case of the dielectric defect layer with d1d=d1=2.1 µm.
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the transmittivity of x-polarized EMWs T(x) as function of ω̃ and dsR, when the left-side SC defect
thickness is fixed to dsL=10 nm (a), dsL=20 nm (b), and dsL=30 nm (c).possible changing of the PBG spectra. In Figs. 11(a) – 11(c) we present top views of the transmittivity 
of x-polarized EMWs T(x) as function of ~  and dsR, when the left-side SC defect thickness is fixed to 
dsL=10 nm (a), dsL=20 nm (b), and dsL=30 nm (c).  

Figure 11. Two RH SC defects.Top view of transmittivity T(x) vs normalized frequency ~  and 
thickness of the RH or LH SC defect sublayers (dsR or dsL, respectively). For the case of fixed LH SC 
defect layers with (a) dsL=10nm, (b) dsL=20 nm, and (c) dsL=30nm; and for the case of fixed RH SC 
defect layers with (d) dsR=10nm, (e) dsR=20nm, and (f) dsR=30nm. The calculations are performed for 
T=4.2 K, d1def=d1, and N=5, M=2.

The corresponding spectra for the opposite case (with fixed thickness of the right-side SC defect 
dsR=10 nm, 20 nm, and 30 nm) are given in panels (d), (e), and (f), respectively. Comparing Figs. 8(a) 
and 11(a) for symmetrical and asymmetrical changes of the SC defect layers thickness, one can see 
that the behavior of the DMs changed. In contrast to the case of identical SC sublayers given in Figs. 
8(a), for the case of fixed dsL=10 nm the LF DM is more narrow and it decays fast with increasing of 
dsL, not merging with the HF PBG edge as shown in Fig. 8(a). With the increase of the fixed value of 
dsL to 20 nm (Fig. 11(b)) the HF DM comes closer to the HF PBG edge and merges with it for dsL=30
nm for all values of dsR. For dsL=20 nm and dsL=30 nm the LF DM grows with increasing of dsR (Figs. 
11(b) and 11(d)) and merges with the HF PBG edge for dsL=30 nm at about dsR=40 nm. Varying the 
left-side SC defect layer thickness one can obtain another dependence of the spectra on dsL (Figs. 
11(d) – 11(f)). For this situation the LF DM becomes visible for larger values of dsL. The tendency of 
the shift of DM to higher frequencies with the increase of both dsL and dsR remains. 

3.2. PC with two LH defects 

In this subsection we present the numerical results for the PC with two LH defect layers 
depicted schematically in Fig. 7(b). Similar to the previous case, we study the EMW's incidence on 
the right-hand surface of the PC, and all the parameters of the PC are the same, as described in detail 
above in section 3.1, except for the replacing of the RH combined defects to LH ones. 

In Figs. 12(a) – 12(d) we present the resulting transmittivities T(x) for the PC with two LH 
defects, analogous to that of Figs. 8(a) – 8(d). 

Figure 11. Two RH SC defects.Top view of transmittivity T(x) vs normalized frequency ω̃ and thickness of the RH or
LH SC defect sublayers (dsR or dsL, respectively). For the case of fixed LH SC defect layers with (a) dsL=10nm, (b) dsL=20
nm, and (c) dsL=30nm; and for the case of fixed RH SC defect layers with (d) dsR=10nm, (e) dsR=20nm, and (f) dsR=30nm.
The calculations are performed for T=4.2 K, d1d=d1, and N=5, M=2.

The corresponding spectra for the opposite case (with fixed thickness of the right-side SC defect
dsR=10 nm, 20 nm, and 30 nm) are given in panels (d), (e), and (f), respectively. Comparing
Figs. 8(a) and 11(a) for symmetrical and asymmetrical changes of the SC defect layers thickness,

Figure 10. Two RH SC defects. Top view of the transmittivity T(x) vs normalized frequency ω̃ and normalized thick‐
ness d1d/D for ds=10 nm (a); and ds=20 nm (b). The calculations are performed for T=4.2 K.
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the transmittivity of x-polarized EMWs T(x) as function of ω̃ and dsR, when the left-side SC defect
thickness is fixed to dsL=10 nm (a), dsL=20 nm (b), and dsL=30 nm (c).possible changing of the PBG spectra. In Figs. 11(a) – 11(c) we present top views of the transmittivity 
of x-polarized EMWs T(x) as function of ~  and dsR, when the left-side SC defect thickness is fixed to 
dsL=10 nm (a), dsL=20 nm (b), and dsL=30 nm (c).  

Figure 11. Two RH SC defects.Top view of transmittivity T(x) vs normalized frequency ~  and 
thickness of the RH or LH SC defect sublayers (dsR or dsL, respectively). For the case of fixed LH SC 
defect layers with (a) dsL=10nm, (b) dsL=20 nm, and (c) dsL=30nm; and for the case of fixed RH SC 
defect layers with (d) dsR=10nm, (e) dsR=20nm, and (f) dsR=30nm. The calculations are performed for 
T=4.2 K, d1def=d1, and N=5, M=2.

The corresponding spectra for the opposite case (with fixed thickness of the right-side SC defect 
dsR=10 nm, 20 nm, and 30 nm) are given in panels (d), (e), and (f), respectively. Comparing Figs. 8(a) 
and 11(a) for symmetrical and asymmetrical changes of the SC defect layers thickness, one can see 
that the behavior of the DMs changed. In contrast to the case of identical SC sublayers given in Figs. 
8(a), for the case of fixed dsL=10 nm the LF DM is more narrow and it decays fast with increasing of 
dsL, not merging with the HF PBG edge as shown in Fig. 8(a). With the increase of the fixed value of 
dsL to 20 nm (Fig. 11(b)) the HF DM comes closer to the HF PBG edge and merges with it for dsL=30
nm for all values of dsR. For dsL=20 nm and dsL=30 nm the LF DM grows with increasing of dsR (Figs. 
11(b) and 11(d)) and merges with the HF PBG edge for dsL=30 nm at about dsR=40 nm. Varying the 
left-side SC defect layer thickness one can obtain another dependence of the spectra on dsL (Figs. 
11(d) – 11(f)). For this situation the LF DM becomes visible for larger values of dsL. The tendency of 
the shift of DM to higher frequencies with the increase of both dsL and dsR remains. 

3.2. PC with two LH defects 

In this subsection we present the numerical results for the PC with two LH defect layers 
depicted schematically in Fig. 7(b). Similar to the previous case, we study the EMW's incidence on 
the right-hand surface of the PC, and all the parameters of the PC are the same, as described in detail 
above in section 3.1, except for the replacing of the RH combined defects to LH ones. 

In Figs. 12(a) – 12(d) we present the resulting transmittivities T(x) for the PC with two LH 
defects, analogous to that of Figs. 8(a) – 8(d). 

Figure 11. Two RH SC defects.Top view of transmittivity T(x) vs normalized frequency ω̃ and thickness of the RH or
LH SC defect sublayers (dsR or dsL, respectively). For the case of fixed LH SC defect layers with (a) dsL=10nm, (b) dsL=20
nm, and (c) dsL=30nm; and for the case of fixed RH SC defect layers with (d) dsR=10nm, (e) dsR=20nm, and (f) dsR=30nm.
The calculations are performed for T=4.2 K, d1d=d1, and N=5, M=2.

The corresponding spectra for the opposite case (with fixed thickness of the right-side SC defect
dsR=10 nm, 20 nm, and 30 nm) are given in panels (d), (e), and (f), respectively. Comparing
Figs. 8(a) and 11(a) for symmetrical and asymmetrical changes of the SC defect layers thickness,

Figure 10. Two RH SC defects. Top view of the transmittivity T(x) vs normalized frequency ω̃ and normalized thick‐
ness d1d/D for ds=10 nm (a); and ds=20 nm (b). The calculations are performed for T=4.2 K.
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one can see that the behavior of the DMs changed. In contrast to the case of identical SC
sublayers given in Figs. 8(a), for the case of fixed dsL=10 nm the LF DM is more narrow and it
decays fast with increasing of dsL, not merging with the HF PBG edge as shown in Fig. 8(a).
With the increase of the fixed value of dsL to 20 nm (Fig. 11(b)) the HF DM comes closer to the
HF PBG edge and merges with it for dsL=30 nm for all values of dsR. For dsL=20 nm and dsL=30
nm the LF DM grows with increasing of dsR (Figs. 11(b) and 11(d)) and merges with the HF
PBG edge for dsL=30 nm at about dsR=40 nm. Varying the left-side SC defect layer thickness one
can obtain another dependence of the spectra on dsL (Figs. 11(d) – 11(f)). For this situation the
LF DM becomes visible for larger values of dsL. The tendency of the shift of DM to higher
frequencies with the increase of both dsL and dsR remains.

3.2. PC with two LH defects

In this subsection we present the numerical results for the PC with two LH defect layers
depicted schematically in Fig. 7(b). Similar to the previous case, we study the EMW's incidence
on the right-hand surface of the PC, and all the parameters of the PC are the same, as described
in detail above in section 3.1, except for the replacing of the RH combined defects to LH ones.

In Figs. 12(a) – 12(d) we present the resulting transmittivities T(x) for the PC with two LH
defects, analogous to that of Figs. 8(a) – 8(d).

In Figs. 12(a) and 12(b) one can see the top view of the transmittivities vs the normalized
frequency and the defect SC sublayer thickness ds for the temperatures T=4.2 K and T=77 K,
respectively. The SC sublayer thickness ds varies in the range (0 ÷  70) nm, while the dielectric
defect layer thickness is fixed to be d1d=d1=2.1 µm. In Fig. 12(c) we demonstrate the evolution
of the transmittivity profiles T(x) with the increase of ds.

Comparing the corresponding parts of Figs. 12 and 8, one can see that the behavior of the
transmittivity T(x) has drastically changed. Though analogously to the case of the PC with two
RH defects, both DMs have a tendency to shift to higher frequencies with the increase of ds,
now this shift is substantially smaller. The solid lines in Fig. 12(c) and 8(c) denote the trans‐
mittivity spectrum for ds=0 nm and are equivalent. For ds=10 nm the LF and HF peak positions
become ω̃ LF

peak  =0.23218 (which is equivalent to ωLF
peak  =87.47 THz or λLF

peak  =21.53 µm) and ω̃HF
peak

=0.2524 (ωHF
peak  =97.66 THz or λHF

peak  =19.28 µm), respectively. The frequency shifts of the LF and
HF DMs are practically the same Δω̃ LF ≈Δω̃HF =  0.0016 (which is equivalent to Δω̃ LF

peak  =0,6 THz
or ΔλLF

peak  =0.15 µm) which is about 1.8% of the PBG width at ds=0 nm. In contrast to the case
of the 1D PC with two RH defects, the distance between the DMs practically does not change
with the increase of the SC sublayer thickness remaining about Δω̃ peak  ≈0.0271 (Δω peak  ≈10.21
THz or λ peak  ≈2.25 µm) for ds varying within the range of (0 ÷  70) nm. Moreover, in this
geometry the DMs do not merge with the HF PBG edge when ds varies within some tens of
nanometers, as was obtained in the case with double RH defects. In addition, the LF PBG edge
splits when ds exceeds the value of about 10 nm and then one branch significantly approaches
the LF DM with increasing of ds and merges with it at ds≈40 nm. The intensity of the LF DM
increases with the increase of ds, from T=0.6 for the case of purely dielectric defect layers (ds=0
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nm) to T=0.85 for ds=50 nm. The HF PBG edge decays fast with the increase of ds, in contrast to
the case of RH defects, where the maximum values of T(x) are achieved at the HF PBG edge.

In Fig. 12(d) one can see the evolution of the transmittivity spectra of the first PBG with
changing temperature. The results are given for the PC with the SC defect sublayers and the
dielectric defect ones ds=10 nm and d1d=2.1 µm, respectively. As follows from Fig. 12(d), the
maximum influence of the temperature on the T(x) spectrum takes place at the LF PBG edge,
where the transmittivity drops from T LF , PBG

(x)  =0.99 at T=4.2 K to T LF , PBG
(x)  =0.34 at T=90 K. The

behavior of the DM's peaks with temperature increase is similar, but much less pronounced:
the transmittivity slightly diminishes from T LF

(x) ≈0.57 at T=4.2 K to T LF
(x) =0.42 and T HF

(x) =0.40.
The HF PBG edge practically does not experience any affect of the temperature variation within
the interval from 4.2 K to 90 K.

As for the behavior of the transmittivity of the y-polarized light T(y), it practically does not
depend on the type of defects (RH or LH) in the PC, and its variation with increasing temper‐
ature and ds remains similar as depicted in Fig. 9(a) for the PC with two RH defects.

Figure 12. Two LH SC defects. The same as in Fig. 8, except for the case of LH SC defects.
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dielectric defect ones ds=10 nm and d1d=2.1 µm, respectively. As follows from Fig. 12(d), the
maximum influence of the temperature on the T(x) spectrum takes place at the LF PBG edge,
where the transmittivity drops from T LF , PBG

(x)  =0.99 at T=4.2 K to T LF , PBG
(x)  =0.34 at T=90 K. The

behavior of the DM's peaks with temperature increase is similar, but much less pronounced:
the transmittivity slightly diminishes from T LF

(x) ≈0.57 at T=4.2 K to T LF
(x) =0.42 and T HF

(x) =0.40.
The HF PBG edge practically does not experience any affect of the temperature variation within
the interval from 4.2 K to 90 K.

As for the behavior of the transmittivity of the y-polarized light T(y), it practically does not
depend on the type of defects (RH or LH) in the PC, and its variation with increasing temper‐
ature and ds remains similar as depicted in Fig. 9(a) for the PC with two RH defects.

Figure 12. Two LH SC defects. The same as in Fig. 8, except for the case of LH SC defects.
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Examining the transmittivity spectra dependence on the normalized thickness of the dielectric
sublayer d1d /D, analogously to the case investigated above for the 1D PC with two RH defects,
we obtained the periodically repeating structures in the top views of T(x) vs ω̃ and d1d (Figs.
13(a) and 13(b)). As before, the spectra variations with d1d are calculated for the SC defect
sublayer fixed to be ds=10 nm (Fig. 13(a)) and ds=20 nm (Fig. 13(b)). The thickness increase of
both dielectric defect sublayers results in a shift of the DMs to the LF PBG edge, as it was
obtained above for a 1D PC with two RH defects. But for a 1D PC with two LH defects, one
can see the distortion of the DMs on the LF PBG edge with the increase of ds to 20 nm. A further
enlargement of ds leads to the DM's lines breaking.

Figure 13. The same as for Fig. 11, except for the case of two LH SC defects.

In Figs. 14(a) – 14(c) we show the top views of transmittivity T(x) versus ω̃ (within the 1st PBG)
and SC defect layer thicknesses dsR (left SC defect sublayer). Varying dsR from 0 to 70 nm we
keep the thickness of the left-sided SC defect sublayer fixed to be (a) dsL=10 nm, (b) dsL=20 nm,
and (c) dsL=30 nm. The calculations of T(x), presented in Figs. 14(d) – 14(f), are performed for
T=4.2 K and dielectric defect sublayers of thickness d1d=d1=2.1 µm for a PC structure with the
period numbers N=5 and M=2. Comparing Figs. 14(a) – 14(c) with Fig. 12(a), we see that in the
case of asymmetrical SC defects the LF PBG edge does not merge with the LF DM when we
change the right-sided SC defect sublayer thickness dsR. Varying dsL while dsR is fixed we obtain
a mergence of the decreasing LF DM with the LF PBG edge for dsR=30 nm, similar to that in
Fig. 12(a) for dsL ≈ 60 nm (Fig. 14(f)).

Considering asymmetrical changes of the SC defect sublayer thicknesses, as it was done
analogously for the case of two RH defects in section 3.1, for the case of a 1D PC with two LH
we obtain different spectra when changing one of the SC defect thicknesses while the other
one is fixed.
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Figure 14. The same as for FIG. 11, except for LH – LH geometry. 

3.3. PC with RH – LH and LH – RH defects 

In this subsection we present the numerical results for the PCs with two defect layers depicted 
schematically in Fig. 7(c) and (d). In Figs. 15(a) and 15(b) we present the top view of the 
transmittivities T(x) for the x-polarized EMWs vs the normalized frequency ~  and the defect SC 
sublayer thickness ds for RH – LH and LH – RH geometries, respectively. 

Figure 15. Top view of the transmittivity T(x) vs normalized frequency ~  and the defect SC sublayer 
thickness ds for the cases of RH – LH (a) and LH - RH defect layers (b). The transmittivity spectra 
T(x) for different values of the SC sublayer thicknesses for the RH – LH (a) and LH - RH geometries 
(b). The results are obtained for the case of the dielectric defect layer d1d=2.1 µm and temperature 
T=4.2 K.

Figure 14. The same as for FIG. 11, except for LH – LH geometry.

3.3. PC with RH — LH and LH — RH defects

In this subsection we present the numerical results for the PCs with two defect layers depicted
schematically in Fig. 7(c) and (d). In Figs. 15(a) and 15(b) we present the top view of the
transmittivities T(x) for the x-polarized EMWs vs the normalized frequency ω̃ and the defect
SC sublayer thickness ds for RH – LH and LH – RH geometries, respectively.

The SC sublayer thickness ds varies within the range (0 ÷  70) nm, while the dielectric defect
layer thickness is fixed to be d1d=d1=2.1 µm. The color in Figs. 2(a) and 2(b) denotes the value
of the transmittivity, as shown on the panels. The results are obtained for temperature T=4.2
K. The presence of two combined defect layers in the PC leads to appearance of two narrow
DMs inside the PBG (see Figs. 15(a), 15(b)) which further are referred to as low-frequency (LF)
and high-frequency (HF) DMs.

As one can see from Figs. 15(a) and 15(b), for both geometries (RH – LH and LH – RH), the
increase of ds from 0 to 70 nm leads to a shift of both LH and HF DMs to higher frequencies,
but the shifts of HF DMs are larger than of the LF ones.

In the case of RH – LH geometry, first the LF defect mode slightly deviates to higher frequencies
with increasing ds and further, after ds≈20 nm, the LF DM gets thin and its position does not
change with further increase of ds, while the HF DM peak merges with the HF PBG edge and
the transmittivity values of both HF PBG edge and HF DM decrease. For all values of ds from
the considered interval (except ds=0 nm) the LF defect mode is more pronounced then the HF
one.

For the case of LH – RH geometry, the behavior of the defect modes is opposite: the LF defect
mode is less pronounced than the HF one. For ds=10 nm the LF DM is about 8 times smaller in
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of the transmittivity, as shown on the panels. The results are obtained for temperature T=4.2
K. The presence of two combined defect layers in the PC leads to appearance of two narrow
DMs inside the PBG (see Figs. 15(a), 15(b)) which further are referred to as low-frequency (LF)
and high-frequency (HF) DMs.

As one can see from Figs. 15(a) and 15(b), for both geometries (RH – LH and LH – RH), the
increase of ds from 0 to 70 nm leads to a shift of both LH and HF DMs to higher frequencies,
but the shifts of HF DMs are larger than of the LF ones.

In the case of RH – LH geometry, first the LF defect mode slightly deviates to higher frequencies
with increasing ds and further, after ds≈20 nm, the LF DM gets thin and its position does not
change with further increase of ds, while the HF DM peak merges with the HF PBG edge and
the transmittivity values of both HF PBG edge and HF DM decrease. For all values of ds from
the considered interval (except ds=0 nm) the LF defect mode is more pronounced then the HF
one.

For the case of LH – RH geometry, the behavior of the defect modes is opposite: the LF defect
mode is less pronounced than the HF one. For ds=10 nm the LF DM is about 8 times smaller in
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magnitude then the HF DM, and for ds>20 nm the LF DM is practically suppressed, while the
HF DM still exists up to ds=30 nm.

In Figs. 15(c) we give the transmittivity T(x)spectra for ds=0 (solid lines), ds=10 nm (dashed lines),
ds=20 nm (dash-dotted lines), ds=30 nm (dotted lines), ds=40 nm (dash-dot-doted lines), and
ds=50 nm (long dash-dotted lines) for the case of RH – LH geometry. In the case of LH – RH
geometry, for ds increasing 30 nm the both DMs are suppressed and in Fig. 15(d) we show the
T(x) spectra only for ds=0 (solid lines), ds=10 nm (dashed lines), ds=20 nm (dash-dotted lines),
and ds=30 nm (dotted lines). Obviously, in the case of pure dielectric defects (ds=0) the spectra
for RH – LH and LH – RH geometries are identical (the solid lines in Figs. 15(c) and 15(d)). In
this case two DM peaks of equal values T LF

(x) =T HF
(x) ≈0.57 are localized symmetrically inside the

PBG at ω̃ LF
peak  =0.2307 and ω̃HF

peak  =0.2577 which correspond to ωLF
peak  =86.91 THz and ωHF

peak  =97.08

Figure 15. Top view of the transmittivity T(x) vs normalized frequency ω̃ and the defect SC sublayer thickness ds for the
cases of RH – LH (a) and LH - RH defect layers (b). The transmittivity spectra T(x) for different values of the SC sublay‐
er thicknesses for the RH – LH (a) and LH - RH geometries (b). The results are obtained for the case of the dielectric
defect layer d1d=2.1 µm and temperature T=4.2 K.
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THz, respectively. For ds=0 the positions of the PBG edges are ω̃ LF
PBG =0.1967 (ωLF

PBG =74.10 THz)
and ω̃HF

PBG =0.2915 ( ωHF
PBG =109.82 THz), so the PBG width is Δω̃PBG =0.0948 ( ΔωPBG =35.71 THz),

and the transmittivity values at both PBG edges are equal: T LF
(x)PBG =T HF

(x)PBG ≈0.41.

The introduction of the SC sublayers into a PC with two dielectric defect layers changes the
symmetry of the positions and values of DMs, as well as of the PBG edges. For example, the
SC sublayers of thicknesses ds=10 nm drastically change the transmittivity spectra. As one can
see from Figs. 15(c) and 15(d), both DM peaks shifts to higher frequencies. For the RH – LH
geometry at ds=10 nm the DM peaks are located at ω̃ LF

peak  =0.2385 ( ωLF
peak  =89.85 THz) and ω̃HF

peak

=0.2705 ( ωHF
peak  =101.90 THz). So, the LF DM shift from its position at ds=0 is Δω̃ LF

peak  ≈0.0078
( ΔωLF

peak  ≈2.94 THz), while the HF DM shit is Δω̃HF
peak  ≈0.0128 ( ΔωHF

peak  ≈0.48 THz). The distance
between the DM peaks becomes Δω peak  ≈0.0317 (approximately 11.94 THz), which is by 17%
larger than for the case of pure dielectric defect layers.

For the RH – LH geometry increasing ds leads to a shrinking of the PBG width: the LH PBG
edge shifts to higher frequencies, while the HF PBG edge remains at its position. So, the PBG
width for ds to 10 nm is Δω̃PBG ≈0.08063, which is about 30.38 THz which is 15% of the PBG
width at ds=0. One can be mentioned that for both RH – LH and LH – RH geometries the PBG
spectra variation with increasing ds is quite different from the cases described in the previous
subsection, where we considered the asymmetrical configurations RH – RH and LH – LH.

In Figs. 16(a) and 16(b) we show the transmittivity T(x) evolution with changing temperature
for the PCs of RH – LH and LH – RH geometries, respectively. The spectra are calculated for
the defect sublayer thicknesses ds=10 nm and d1d=d1=2.1 µm.

Figure 16. The temperature evolution of transmittivity spectra for the PC with RH – LH (a) and (b) LH – RH complex
SC defects. The results are obtained for the defect layer thicknesses ds=10 nm and d1d=d1=2.1 µm.

For the case of RH – LH geometry (Fig. 16(a)) the temperature increase leads to the abrupt fall
of the transmittivity value T(x) at the LF defect mode ω̃ LF  =0.23855 from T LF

(x) ≈0.83 at T=4.2 K to
T LF

(x) ≈0.31 at T=90 K. As well, the HF DM peak diminishes with increasing temperature from
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T HF
(x) ≈0.31 at T=4.2 K, to T HF

(x) ≈0.09 at T=90 K. In Fig. 16(a) one can see an essential lowering of
the LF PBG edge in contrast to the HF PBG edge, which practically does not change with
temperature. In the case of LH – RH geometry (Fig. 16(b)) the temperature effects substantially
on the HF defect mode: its magnitude drops more than four times from T HF

(x) ≈0.775 at T=4.2
K to T HF

(x) ≈0.187 at T=90 K. The changing of the LF DM is not essential: at T=4.2 K the LF DM
peak is quite small ( T LF

(x) ≈0.118) and at T=90 K, it diminishes for 39% of this value and becomes
T LF

(x) ≈0.072. At liquid helium temperature the transmittivity T(x) at the LF PBG edge is very high
T LF

(x)PBG ≈0.996 and with the increase of temperature to TC it becomes more than two times
smaller. The lowering of the HF PBG edge with temperature is not so pronounced ( T HF

(x)PBG for
T=90 K is 19% lower than for T=4.2 K).

Our numerical results demonstrate that the PBG spectra of the y-polarized waves practically
do not change when ds is about several tens of nanometers, in contrast to the case of the x-
polarized EMWs. The analogous result was obtained in our previous calculations for the PCs
with two RH and two LH combined SC defects in the previous subsection. In Fig. 17 we show
the top-view of the transmittivity T(y) of y-polarized EMW as function of normalized frequency
ω̃ and the SC defect sublayer thickness ds for RH – LH geometry. The corresponding depend‐
ence for LH – RH geometry looks similarly. As one can see form Fig. 17, the positions of both
DM peaks and both the positions and values of the PBG edges stay practically without changes
with increase of ds. The variation of the DM transmittivity with ds is quite small for the y-
polarized EMWs in comparison with the x-polarized ones.

Figure 17. Top view of the transmittivities T(y) as function of ω̃ and ds (a). The results are obtained for the dielectric
defect layer with d1d=2.1 µm for T=4.2 K.
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In contrast to the x-polarized EMWs, the spectra of the y-polarized EMWs practically do not
exhibit noticeable modification with temperature for both (RH – LH and LH – RH) geometries.
According to our estimations, for RH – LH geometry, the lowering of the transmittivities at
frequencies of the LF DM and HF DM (with temperature increasing from T=4.2 K to T=77 K)
is about 2% and 1.7% of their corresponding values for T=4.2 K, respectively. For the LH – RH
geometry the lowering of DM peaks are 1.9 for the LF DM and 1.72% for the HF DM.

Above we investigated the PC with two combined defects (of RH – LH or LH – RH geometries)
and supposed the equal thicknesses of the SC sublayers. Also we can fix one of the SC sublayer
thicknesses dsR or dsL (in the left or right combined defect layer, respectively) and vary the other
SC sublayer thickness, one can obtain a changing of the PBG spectra. Further we refer to this
case, as an asymmetrical change of the SC defect sublayers. We start the investigation of the
asymmetrical change of the SC defect sublayer thickness for the PC of RH – LH geometry. In
Figs. 18(a) – 18(c) we present the top views of transmittivity T(x) of x-polarized EMWs as
function of ω̃ and dsR, with the fixed left-sided SC defect thicknesses dsL=10 nm (a), dsL=20 nm
(b), and dsL=30 nm (c). Comparing Figs. 15(a) and 19(a) – (c) for symmetrical and asymmetrical
changes of the SC defect layers thickness, one can see, that the behavior of the DMs is changed.
In contrast to the case of the equal thickness SC sublayers given in Fig. 15(a), for the case of
fixed dsL=10 nm both LF and HF DMs are practically do not change their positions with the
increase of dsR. Moreover, the HF DM is more broadened and it merges with the HF PBG edge
completely for all dsR for dsL=30 nm (see Fig. 18(c)), so in this case we have only one DM inside
the PBG. Comparing the transmittivity of the LF DM for the same values of dsR at the Figs.
18(a) – (c), one can see that T(x) diminishes with the increase of dsL.

Varying the left-sided SC defect layer thickness dsL with fixed dsR, one can obtain another
behavior of the spectra with fixed thickness dsR=10, 20 and 30 nm) are given in Figs. 18(d), 18(e),
and 18(f), respectively. For this case a shift of both DMs to higher frequencies remains for dsR=10,
20 and 30 nm, similar to the case of symmetric change of ds which is shown in Fig. 15(a). But
with the increase of the fixed value of dsR to 20 nm the LH PBG edge peak sharpens and for
dsL=30 nm it splits of PBG transforming to the new pronounced DM, while the transmittivity
of the HF DM as well as of the FH PBG edge, decreases with increasing of dsR. In Fig. 18(f) both
the new DM and the LF DM slightly deviate to higher frequencies with the increasing dsL.

Analogously, in the case of the PC of the LH – RH geometry, the asymmetric changing of the
SC defect sublayer thickness modifies the dependence of the transmittivity specter given in
Fig. 15(b) for the symmetric changing of ds. As one can see from Figs. 19(a) – 19(c), for the fixed
values of dsL, the LF PBG edge does not shift to higher frequencies with the increasing dsR, as
in Fig. 15(b). The LF DM decreases fast with the increase of dsR and dsL.

Varying dsL for the fixed values of dsR, one cannot shift the LF DM to higher frequencies, as
shown in Figs. 19(d) – (e), but the transmittivity of the LF DM decreases sharply with the
increase of dsL and it is practically suppressed for dsR=30 nm. For dsR=30 nm the HF DM merges
with HF PBG edge for small values of dsL.
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Figure 18. RH – LH geometry. Top view of the transmittivities T(x) vs ω̃ and ds for the case of fixed left-sided SC defect
thickness: (a) dsL=10 nm, (b) dsL=20 nm, and (c) dsL=30 nm ; and for the case of fixed right-sided SC defect thickness:(d)
dsR=10 nm, (e) dsR=20 nm, and (f) dsR=30 nm. The calculations are performed for T=4.2 K, d1d=d1.

Figure 19. The same as for Fig. 9, except for LH – RH geometry.

One-Dimensional Photonic Crystals With the Superconducting Defects
http://dx.doi.org/10.5772/59971

21



4. Conclusions

In conclusion, we have investigated the behavior of DMs in a 1D dielectric PC with two
complex bilayer defects composed of SC and dielectric constituents. We have considered the
case of a fixed distance between the two defects embedded into the PC asymmetrically, i.e.,
when both SC sublayers are located on the right-hand side (RH – RH geometry) or on the left-
hand side (LH – LH geometry) with respect to the dielectric parts of the complex defects. The
normal incidence of linearly polarized EMWs (with electric field vector E perpendicular to the
axis of the PC's growth direction) on the PC is investigated.

The positions of the transmittivity peaks at the DM frequencies inside the first PBG are studied
both analytically and numerically, for different temperatures and thicknesses of SC and
dielectric sublayers. We have shown that the increase of temperature from liquid helium
temperature (T=4.2 K) to the critical temperature of the SC sublayer (TC=90 K for YBa2Cu3O7)
leads to significant changes of the DM's transmittivity peaks in the PBG spectra of x-polarized
EMWs, up to a practically complete suppression of one of them (the low-frequency DM for
RH – RH geometry), while the spectra of y-polarized EMWs are practically unchanged. The
pronounced contrast in behavior of x- and y-polarized modes is based on the in-plane
anisotropy of the dielectric tensor components of the SC sublayer. The positions of PBG edges
and DM's remain invariable with temperature for both EMW's polarizations. We have
demonstrated a high sensitivity of the PBG spectra of x-polarized EMWs to variations of the
SC defect sublayers thicknesses in both RH – RH and LH – LH geometries. The increase of the
SC defect sublayer thickness leads to a shift of both DM peaks towards the high-frequency
PBG range up to their mergence with it, as well as to a decrease of the distance between these
peaks (for RH – RH geometry), or a substantial shift of the position of the low-frequency PBG
edge to higher frequencies (LH – LH geometry).

We have also considered the case of a fixed distance between the two defects symmetrically
embedded into the PC, i.e., when one of the SC sublayers is located on the right-hand side and
the another one on the left-hand side with respect to the dielectric parts of the complex defects
(the cases of RH – LH and LH – RH geometries). The increase of the SC defect sublayer thickness
leads to a shift of both DM peaks towards the high-frequency PBG range up to mergence of
the one of them with it (in the RH – LH geometry), as well as to an increase of the distance
between these peaks, or a substantial shift of the position of the low-frequency PBG edge to
higher frequencies (in both RH – LH geometries). The variation of the dielectric defect
sublayer's thicknesses allows shifting the DM peaks in spectra of both x- and y-polarized
EMWs towards the low-frequency PBG edge for each geometry (RH – RH, LH – LH, RH – LH,
and LH – RH).

Changing the SC defect sublayer thicknesses asymmetrically (when the right or the left SC
defect sublayer's thickness is fixed while the another one is varied), one can modify the PBG
spectra of x-polarized EMWs, changing the number of the defect modes in the PBG with chosen
thicknesses of the SC defect sublayers.

As follows from our numerical results, the dielectric PCs with SC defects can be used as
constituents of polarization-selective narrow-band filters for THz radiation [31, 32]. The
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optimal parameters of these filters can be obtained choosing the proper SC and dielectric defect
sublayer thicknesses. The high sensitivity to temperature of the PCs with SC defects opens
possibilities to use such a structures as the basis of temperature tunable electromagnetic filters
in the THz regime [33].
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Chapter 2

Supercontinuum Generation With Photonic Crystal
Fibers and Its Application in Nano-imaging

Shuanglong Liu, Wei Liu and Hanben Niu

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59987

1. Introduction

Supercontinuum (SC) generation describes the phenomenon that the output spectrum
becomes much wider than the input spectrum when an ultrashort optical pulse passes through
a nonlinear medium, such as bulk fused silica, photonic crystal fiber and so on. Since this
phenomenon was first discovered by Alfano and Shapiroin in 1970s by passing picosecond
pulses through a bulk BK7 glass [1], it has been explored in a wide variety of nonlinear media,
including solids, gas, inorganic liquids and various waveguides.

In 1974, an ingenious idea of introducing microstructures into traditional step index optical
fibers to modify the guidance properties by Kaiser and Altle [2] established the theoretical
foundation for photonic crystal fiber (PCF). And the exploration for fabricating such fibers
were never stopped until the advent of an all-silica PCF in Southampton University by Russell
and co-workers in 1996 [3]. His birth drew much more interest from various scientific re‐
searchers and initiated a revolution in SC generation.

The PCF used for SC generation often has a solid core surrounded by regularly arranged
microscopic air holes running along the fiber length [4], resulting in a surrounding region with
lower refractive index compared to that of the central district. Therefore the light will be
trapped and guided in the fiber core through total internal reflection. This modified surround‐
ing shows good flexibility to engineer the waveguide properties. It is reported that the zero-
dispersion wavelength (ZDW) in fused silica can shift to a shorter wavelength than the intrinsic
ZDW about 1300 nm by suitable design of the air hole diameter and air filling fraction [5]. Then
Ranka et al. first reported that the PCF can exhibit anomalous dispersion at visible region [6].
And they obtained an ultrabroadband continuum generation from 400 nm to 1600 nm by
injecting a femtosecond pulse into a 75 cm section PCF. In 2000, Wadsworth et al. observed
soliton effects by pumping a short PCF near the ZDW in the anomalous regime [7]. Accom‐

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



panied with other nonlinear effects, the fundamental and second soliton were identified. The
phenomenon of soliton self-frequency shift [8] in a tapered air–silica microstructure fiber was
reported by Liu et al. from 1.3 to 1.65 µm. Numerical modeling of pulse evolution in PCFs was
first proposed by Husakou and Herrmann [9] based on reduced Maxwell equations. And the
important roles of soliton fission, four-wave mixing in spectral broadening were first discussed
in detail. Due to the lack of Raman scattering, much fine structure was lost in the solution. An
extended nonlinear Schrödinger equation (NLSE) was first applied to the modeling of
femtosecond pulse propagation in PCF [10] with higher-order dispersion, self-steepening and
Raman effects included. The numerical simulations based on extended NLSE is accurately
consistent with experimental results. Based on the previous works, Genty et al. quantitatively
studied the mechanisms of SC generation when the PCF was pumped in its normal and
anomalous regimes [11]. Soon afterwards, continuum generation from 1065 to 1375 nm was
demonstrated by pumping a honey fiber with continuous wave [12]. These numerical and
experimental studies led to a detailed description of the SC generation in PCFs from the
ultraviolet to the infrared in both femtosecond, picosecond regimes and continuous wave.

SC generation in PCFs involves several nonlinear effects such as self-phase modulation, (SPM)
cross-phase modulation (XPM), self-steepening and optical shock formation, Raman scatter‐
ing, solition fission, four-wave mixing and so on. Greatest spectral broadening was reported
when a PCF was pumped in the anomalous dispersion regime near the ZDW [13]. The
broadening mechanism in this case is dominated by soliton dynamics, especially breakup of
higher-order solitons into fundamental solitons and non-solitonic radiation, though the SPM
effect in initial propagation. The ejected solitons will shifts toward longer wavelength under
intrapulse Raman scattering, known as soliton self-frequency shift (SSFS). Spectral broadening
in normal dispersion region is mainly due to SPM effect and optical wave breaking. With
soliton dynamics suppressed in this region, the generated SC possesses a good temporal
structure in spite of a smaller spectral broadening. Under specific pump pulses, continua with
broad spectral bandwidth, good spatial coherence, uniform intensity profile and simple
temporal structure can be generated in certain PCFs. These continua show significant appli‐
cations in many fields such as optical frequency metrology, optical communication and cellular
biology.

Recent years have seen the fast development of cellular biology based on optical microscope
and coherent lasers. And many microscopies were developed to observe the fine structures
inside biologic cells, such as scanning electron microscope [14] (SEM), scanning tunneling
microscope [15] (STM), and atomic-force microscope [16] (AFM). Though they all have very
high spatial resolutions, vacuum circumstance needed in SEM makes it not suit for live-cell
imaging while STM and AFM are restricted to surface mapping due to the cantilever tip [17].
With the development of several novel microscopic methods, such as photo-activated locali‐
zation microscopy [18] (PALM), stochastic optical reconstruction microscopy [19] (STORM),
stimulated emission depletion [20] (STED) microscopy, fluorescence microscopies obtain a
spatial resolution about 20 nm and are widely used in cellular biology. But photo-toxicity,
photo-bleaching and influence of invasive marker on cells cannot be ignored in vivo imaging,
let alone some biomolecule that are difficult to be labeled [21]. Therefore it is urgent to develop
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a microscopy with nano-scaled resolution to study the process of metabolism in live cells and
its response to invasive substances.

As a new kind of microscopies based on molecular vibrations, coherent anti-Stokes Raman
scattering (CARS) microscopy has exhibited their prospective applications in live-cell imaging
for its distinct characteristics, including high sensitivity and spatial resolution, label-free
chemical specificity, three-dimension sectioning capability [22-24]. In traditional CARS
microscopy, the pump and Stokes pulses can resonant only single or few molecular bonds due
to the limitation of the spectral bandwidth. Obviously it is not adequate to acquire accurate
recognition and mapping of an unknown biomolecule or that with complex components.
Although this can be achieved by sequentially tuning the frequency difference of them or
synchronizing two ultrashort lasers, it is time-consuming and costs a lot. When a SC pulse
generated in a high nonlinear PCF serves as both the pump the Stokes, most distinct vibration
modes, perhaps full modes even, can be probed simultaneously as long as different frequency
components in the generated SC propagate at about a same speed. And a method named
additional probe-beam-induced phonon depletion [25] (APIPD) is proposed to improve the
spatial resolution on CARS microscopy. In APIPD method, an additional doughnut beam with
different frequency from that of the probe beam is introduced to deplete the phonons on the
periphery of point spread function (PSF). The subsequent Gaussian probe beam reacts with
the rest phonons, generating an anti-Stokes signal near centre of the PSF. By filtering out the
signal induced by doughnut beam, the effective PSF is hence decreased, meaning a higher
spatial resolution. And the resolution can be reduced below 100 nm by properly modifying
the probe and additional probe beam. These characters make CARS microscopy especially suit
for studying the process of metabolism in live cells.

In the latest 10 years, infrared (IR) microscope has been widely used in many industries, such
as material analysis and cellular biology, for its ability of nondestructive imaging and molec‐
ular location based on vibrational spectroscopy [26,27]. Traditional IR microscopes are based
on either thermal IR sources [28] with low brightness and coherence, such as a globar or Hg-
lamp, or synchrotron radiation [29,30]. The synchrotron radiation is complex, expensive,
power consuming and always accompanied with intensity fluctuation in spite of high
brightness and coherence. The application of non-silica fibers [31-33] brings about a new IR
source with both high brightness and coherence, not to mention the broad bandwidth.

In this chapter, the generalized nonlinear Schrödinger equation is briefly deduced, based on
the Maxwell’s equations. It takes not only the higher-order dispersion into consideration, but
also the higher-order nonlinear effects including self-steepening, optical shock formation and
intrapulse Raman scattering. Then a predictor-corrector split-step Fourier method is used to
simulate the pulse evolutions in both temporal and spectral domain for its high accuracy and
fast calculating speed. Based on the fiber structure, the dispersion parameters and nonlinear
coefficient can be calculated with finite element method. Then the process of continuum
generation in a PCF is described in detail, including pulse evolutions in both temporal and
spectral domain. The generated SC has important applications in nonlinear optics, especially
CARS microscopy and IR microscopy. Based on the vibrational spectroscopy, CARS micro‐
scopy and IR microscopy has been widely used in cellular biology for their label-free and
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nondestructive imaging. In terms of the limited spatial resolution in CARS microscopy, an
APIPD is proposed to break the diffraction barrier, leading to nano-scaled imaging. Further‐
more, the combination of this CARS nanoscopy and the broadband continuum is of crucial
importance to study the fine structures and metabolic dynamics in live cells. Besides, based
on the atomic force microscope, FTIR microscopy has realized a spatial resolution below
100nm. Serving a mid-infrared supercontinuum generated with the chalcogenide PCF as
pumping source, this nano-FTIR will become a powerful tool for chemical identification of
unknown nanostructures.

2. Numerical modeling of supercontinuum generation

2.1. Nonlinear propagation equation

The propagation equation describing evolution of laser pulses in optical fibers could be derived
from Maxwell’s equations [34]

∇ ×E= - ∂ B
∂ t ,  ∇ ×H= J + ∂ D

∂ t ,   ∇ ∙D=ρf,   ∇ ∙B=0 (1)

where E and B are electric field vector and magnetic flux density, H and D are magnetic field
vector and electric flux density respectively. J and ρf are current density vector and free charge
density. They could be related to themselves through the constitutive relations given by

D=ε0E + P,  B=µ0H + M (2)

where ε0 and µ0 are vacuum permittivity and permeability, P and M are the induced electric
and magnetic polarizations respectively. In optical fibers, J,  ρf and M all equal to zero, for they
are nonmagnetic and absent of free charges.

Based on the Maxwell’s equations and constitutive relations, wave equation describing light
propagation in optical fibers will be

∇2 E - 1
c2

∂2 E
∂ t2 =µ0

∂2 P
∂ t2 (3)

The induced electric polarization P , which in essence expresses the interaction between light
and medium, will depend on the electric field strength as

P=ε0 χ(1) ∙E + χ(2) ∶EE + χ(3) ⋮EEE + ... (4)

where χ(k)(k=1,2, 3, ...) is the k-order susceptibility. The linear susceptibility χ(1) often contrib‐
utes to the refractive index and fiber loss, while the second order susceptibility χ (2) are related
to the second order nonlinearity effects such as second
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harmonic generation (SHG), sum frequency generation (SFG). The third order susceptibility
χ (3) is ofter accompanied by third harmonic generation (THG), four wave mixing (FWM) and
so on. The second order susceptibility will be zero, because the fiber is Circular symmetric. So
the induced electric polarization is

P=ε0 χ
(1)∙E + χ(3)⋮EEE + ... (5)

Also the induced electric polarization can be divided into two parts, the linear component PL

and nonlinear component PNL  given by PL =ε0χ
(1)∙E,  PNL =χ(3)⋮EEE. The relations between

linear component, nonlinear component and electric field could expressed as

PL =ε0∫-∞
t χ(1)(t - t ')∙E(r , t ')dt ' (6)

PN L =ε0 ∫
-∞

t
dt1 ∫

-∞

t
dt2 ∫

-∞

t
dt3∫-∞

t χ(3)(t - t1, t - t2, t - t3)⋮E(r , t1)E(r , t2)E(r , t3) (7)

So Eq. (3) can also be

∇2 E - 1
c2
∂2 E
∂ t2 =µ0

∂2 PL

∂ t2 + µ0
∂2 PN L

∂ t2 (8)

Before solving Eq. (8), some assumptions should be made to simplify it. First PN L will be treated
as a small perturbation to PL , because the nonlinear changes in the refractive index is very small,
less than 10-6 in fact. Then the input pulse will keep its polarization when it travels in an optical
fiber, to ensure the scalar approximation reasonable. At last, the input field is treated as a quasi-
monochromatic light, which is justified when the pulse duration is more than 100 fs.

Supposing the third order susceptibility χ (3) has the following form

χ(3)(t - t1, t - t2, t - t3)=χ (3)R(t - t1)δ(t - t2)δ(t - t3) (9)

with R(t) being the nonlinear resoponse function that has been normalized. So the nonlinear
induced electric polarization is

PNL =ε0χ
(3)E(r , t)∫-∞

t R(t - t1)|E(r , t1)|2dt1 (10)

Considering above equations, the numerical equation describing evolution of an optical pulse
when it travels in a single-mode fiber is

∂A
∂ z + αA

2 - ∑
k≥2

ik+1

k ! βk
∂k A
∂Tk = iγ(1 + iτshock

∂
∂T ) A ∫

-∞

+∞
R(T')×|A(T - T')|2dt' (11)
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This equation is known as the generalized nonlinear Schrödinger equation (NLSE). In Eq.
(11), the left side models linear propagation effects, with A being the pulse envelope variation
in a retarded time frame, α the fiber loss and βk the k-th order Taylor series expansion of mode
propagation constant around the center frequency ω0 as

β(ω)=β0 + β1(ω - ω0) + 1
2 β2(ω - ω0)2 + ... (12)

The right side of Eq. (11) describes the nonlinear effects, such as self-steepening, Raman
scattering, etc. with γ being the nonlinear coefficient expressed as γ(ω0)=n2(ω0)ω0 / cAeff , where
n2 is nonlinear refractive index, c is the speed of light in vacuum, Aeff  is effective mode area

defined as Aeff =(∬|F (x, y)|2dxdy)2 / ∬|F (x, y)|4dxdy. Here, F (x, y) is the modal distribution
for the fundamental fiber mode. The term of τshock derives from the frequency dependence of
the effective mode area Aeff  and effective index neff , associated with effects such as self –
steepening and optical shock formation. The relation of the time derivative term τshock and
effective mode area Aeff , effective index neff  can be expressed as [35,36]

τshock = 1
ω0

- 1
neff (ω)

∂
∂ω neff (ω) ω=ω0

- 1
Aeff (ω)

∂
∂ω Aeff (ω) ω=ω0

(13)

In Eq. (13), τshock  could approximately equal to 1 /ω0 when the spectral broadening is limited
to 20 THz. While the spectral broadening increases to 100 THz or more, the second and third
term should be taken into account [37].

R(t) is the nonlinear response function with both the electronic and nuclear contributions in‐
cluded. Since the electronic contribution is nearly instantaneous comparing to the nuclear
contribution, R(t) could be written as [38-40]

R(t)= (1 - f R)δ(t - te) + f Rh R(t) (14)

with f R the fractional contribution of the delayed Raman response to nonlinear polarization,
te the short delay in electronic response, h R(t) the Raman response function. Often te is very
shot (<1 fs) that it could be neglected. So the nonlinear response function will be
R(t)= (1 - f R)δ(t) + f Rh R(t). The Raman response function has different forms for fibers made
of different materials. For silica fibers, a useful form of Raman response function will be [35]

h R(t)= (τ1
2 + τ2

2)exp(- t
τ2

)sin( t
τ1

)Ѳ(t) / (τ1τ1
2) (15)

where τ1 and τ2 are two adjustable parameters, Ѳ(t) is Heaviside function. In a research in 1989,
values of τ1 =12.2 fs and τ1 =32 fs were used to model the profile of Raman response, and the
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result shows good fit to the actual Raman-gain spectrum of silica fiber [35]. Based the peak
Raman gain, the Raman response factor could be calculated, saying about 0.18 [38].

In Eq. (15), single Lorentzian profile was used to approximate the actual Raman gain spectrum
which is widely used in investigating ultrafast nonlinear process in optical fibers for its
simplicity. However, this model underestimates Raman gain below 10THz, while overesti‐
mating it beyond 15THz, making the Raman induced frequency shift not so accurate. To
address this issue, another model of approximating nonlinear response function was proposed
as [41]

R(t)= (1 - f R)δ(t) + f R ( f a + f c)h a(t) + f bh b(t) (16)

with f a =0.75, f b =0.21, f c =0.04, where h a(t) and h b(t) have the following forms

h a(t)= (τ1
2 + τ2

2)exp(- t
τ2

)sin( t
τ1

) / (τ1τ1
2) (17)

h b(t)=
2τ3 - t

τ3
2 exp(- t

τ3
) (18)

when the parameters are τ1 =12.2 fs, τ2 =32 fs, τ3 =96 fs and f R =0.245, the simulated Raman gain
curve matchs the actual Raman gain profile very well in the whole range of 0-15 THz. To make
the investigation more approximate to actual Raman response, a more accurate model could
be used although it has more complicated forms [42].

2.2. Frequency-resolved optical gating

In this chapter, we will use the predictor-corrector SSFM proposed by Lee et.al [43] to simulate
evolutions of pulses in time and frequency domain. This method shows both fast calculation
speed and accurate numerical results. Also the cross-correlation frequency-resolved optical
gating method [44-46] (XFROG) is employed to characterize the intensity and phase profiles
of the generated continuum. The method describes the pulse structure simultaneously in the
time and frequency domain which is intuitive for understanding the dynamics in continuum
generation.

In measurement of a continuum based on XFROG, the continuum pulse and a reference pulse
should be focused on a nonlinear crystal to generate a sum-frequency signal (SFG signal) after
being synchronized in the time domain by a time delay system as shown in figure 1(b). The
generated SFG signals under different delay times will be recorded by a spectrometer, with
which the XFROG trace could be retrieved. The XFROG trace is

I XFORG(ω, τ)=| ∫
-∞

+∞
Esig(t , τ)exp(-iωt)dt|2

(19)

Supercontinuum Generation With Photonic Crystal Fibers and Its Application in Nano-imaging
http://dx.doi.org/10.5772/59987

33



with the SFG signal field Esig(t , τ)= E (T )R(T - τ) where E (T ) is the optical field of a continuum
which needs to be measured, R(T - τ) the optical field of reference pulse who has a delay time
τ compared to the reference pulse.

It is critical to measure the reference pulse first, because its intensity and phase information
will be used to retrieve the continuum pulse. For measurement of a continuum generated in
a photonic crystal fiber, the pumping pulse is usually selected to be the reference pulse,
although the reference pulse could be any pulse. In measurement of the reference pulse, it will
be split into two beams, one as a new pulse to be measured and another as a new reference
pulse as shown in figure 1(a). The two beams are focused on the nonlinear crystal to generate
a SFG signal that will be measured by the spectrometer. So the FROG trace will be

IFORG(ω, τ)=| ∫
-∞

+∞
E(T )E (T - τ)exp(-iωt)dt|2

(20)

Since the measuring pulse and reference pulse have the same intensity and phase profiles, this
FROG is often called self-correlation FROG [47,48].
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the medium. This interaction often manifests as variation of refraction index, in which the real 
parts describe the dispersion characteristic and the imaginary parts accounts for absorption of the 
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Figure 1. Schematic of (a) auto-correlation FROG and (b) cross-correlation FROG

2.3. Basic numerical results

2.3.1. Calculation of dispersive parameters

The bound electrons in medium act as forced vibration when an optical wave passes through
the medium. This interaction often manifests as variation of refraction index, in which the real
parts describe the dispersion characteristic and the imaginary parts accounts for absorption of
the input wave. When the frequency of input field is away from the resonant frequency, the
refraction index could well approximate by the Sellmeier equation [49]

n 2(ω)=1 + ∑
j=1

m B jω j
2

ω j
2 - ω 2 (21)
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2.3. Basic numerical results

2.3.1. Calculation of dispersive parameters

The bound electrons in medium act as forced vibration when an optical wave passes through
the medium. This interaction often manifests as variation of refraction index, in which the real
parts describe the dispersion characteristic and the imaginary parts accounts for absorption of
the input wave. When the frequency of input field is away from the resonant frequency, the
refraction index could well approximate by the Sellmeier equation [49]
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where ω j and B j are the j-th resonant frequency and strength. The parameters ω j and B j will
change with different core constituents [50]. For bulk-fused silica, the following values of ω j

and B j are used to fitting the real dispersion curves [51]

B1 =0.6961663,   λ1 =0.0684043 μm
B2 =0.4079426,  λ2 =0.1162414 μm
B3 =0.8974794,  λ3 =9.8961610 μm

The variation of refractive index and dispersion parameter for fused silica with wavelengths
are shown in figure 2 with n being the refractive index and ng being the group index. Group
index ng decreases with wavelength below about 1.31 μm and increases beyond that wave‐
length point. For this reason, the region below 1.31 μm is often called normally dispersive
region, with the other one being anomalously dispersive region. Also the demarcation point
between normal and anomalous regimes is known as zero-dispersion wavelength (ZDW).

The variation of refractive index and dispersion parameter for fused silica with wavelengths 
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Fig.2 (a) variation of refractive index � and group index ��with wavelength for fused silica and (b) variation of 

group-velocity dispersion �� and dispersion parameter D with wavelength in bulk fused silica 
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Figure 2. (a) variation of refractive index n and group index ng with wavelength for fused silica and (b) variation of

group-velocity dispersion β2 and dispersion parameter D with wavelength in bulk fused silica

The dispersive effect in optical fibers is related to the Taylor series of mode propagation
constant around the center frequency ω0

β(ω)=n(ω) ωc =β0 + β1(ω - ω0) + 1
2 β2(ω - ω0)2 + ... (22)

where c is velocity of light, βk  is k-th dispersion coefficient expressed by

βk =( ∂k β(ω)
∂ω k )ω=ω0

(23)
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The second dispersion coefficient β2 accounts for the group velocity dispersion (GVD), mainly
leading to pulse broadening. In fact, another dispersion parameter D is usually used to describe
the dispersive effect.

D= - 2πc
λ 2 β2 = - λ

c
∂2 n
∂λ 2 (24)

Dispersive effect in a PCF is associated with both the material dispersion and waveguide
dispersion while it mainly arises from material dispersion in bulk materials. Therefore, in terms
of dispersion in a PCF, the fiber structure and index distribution should be both taken into
account. Considering a solid-core PCF made of fused silica, the finite element method (FEM)
is used to model the fundamental mode distribution for different input wavelengths [52-54].
In the modeling, the air hole diameter d  and pitch Λ are set to be 1.4 µm and 1.6 µm respectively
[6], leading to the cross-section profile of the PCF as shown in figure 3(a). Figure 3(b) shows a
two-dimension distribution of the fundamental mode for input wavelength λ=0.4 µm with the
material dispersion included. Based on this simulation, the effective index of the PCF neff  is
about 1.462353.

Fig.3 (a) Cross-section model of the PCF; (b) Two-dimension distribution of the fundamental mode 

By calculating every ���� corresponding to different input wavelength, the variation of 
effective index with wavelength is fitted using MATLAB. Then the GVD parameter �� and 
dispersion parameter D are obtained with Eq. (24) and the profiles with wavelength are plotted in 
figure 4 respectively. Obviously the ZDW locates at about 730	nm and there is only one ZDW in 
the range from visible light to near-infrared. 

Fig.4 Variation of GVD parameter��  (a) and dispersion parameter D (b) with wavelength 

2.3.2 SC generation with PCF 
In this section, we numerically simulate the SC generation process in the PCF described 

above based on NLSE in Eq. (11) by PC-SSFM. In the simulation, the more accurate expression 
for nonlinear response function as in Eq. (18) is used. We first consider the SC generation with 
PCF described above with hole diameter 1.4	μm and hole pitch 1.6	μm. Because of the ZDW 
about 730 nm, pump pulses with central wavelength of 800 nm are used to launch the fiber where 
the nonlinear parameter is estimated to be0.113	W��m�� . And the Taylor series expansion 
coefficients are �� 	� �1.��1 � 10��fs�/nm、�� 	� 7.�1� � 10��fs�/nm、�� 	� �1.01� �
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Assume the initial input pulse has a hyperbolic scant profile that could be expressed as 
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with�  being the peak power, �� the pulse duration at 1 �⁄ -intensity point, � the initial chirp 
parameter. It is worth noting that the full width at half maximum (FWHM) is 2�n�1 � √2� times 
as large as�� . In this simulation, the peak power and pulse duration are set as � � 10	�W	,
����� � �0	fs, neglecting the initial chirp. 

The temporal and spectral evolutions of input pulse with propagation distance are depicted in 
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Figure 3. (a) Cross-section model of the PCF; (b) Two-dimension distribution of the fundamental mode

By calculating every neff  corresponding to different input wavelength, the variation of effective
index with wavelength is fitted using MATLAB. Then the GVD parameter β2 and dispersion
parameter D are obtained with Eq. (24) and the profiles with wavelength are plotted in figure
4 respectively. Obviously the ZDW locates at about 730 nm and there is only one ZDW in the
range from visible light to near-infrared.

2.3.2. SC generation with PCF

In this section, we numerically simulate the SC generation process in the PCF described above
based on NLSE in Eq. (11) by PC-SSFM. In the simulation, the more accurate expression for
nonlinear response function as in Eq. (18) is used. We first consider the SC generation with

Photonic Crystals36



The second dispersion coefficient β2 accounts for the group velocity dispersion (GVD), mainly
leading to pulse broadening. In fact, another dispersion parameter D is usually used to describe
the dispersive effect.

D= - 2πc
λ 2 β2 = - λ

c
∂2 n
∂λ 2 (24)

Dispersive effect in a PCF is associated with both the material dispersion and waveguide
dispersion while it mainly arises from material dispersion in bulk materials. Therefore, in terms
of dispersion in a PCF, the fiber structure and index distribution should be both taken into
account. Considering a solid-core PCF made of fused silica, the finite element method (FEM)
is used to model the fundamental mode distribution for different input wavelengths [52-54].
In the modeling, the air hole diameter d  and pitch Λ are set to be 1.4 µm and 1.6 µm respectively
[6], leading to the cross-section profile of the PCF as shown in figure 3(a). Figure 3(b) shows a
two-dimension distribution of the fundamental mode for input wavelength λ=0.4 µm with the
material dispersion included. Based on this simulation, the effective index of the PCF neff  is
about 1.462353.

Fig.3 (a) Cross-section model of the PCF; (b) Two-dimension distribution of the fundamental mode 

By calculating every ���� corresponding to different input wavelength, the variation of 
effective index with wavelength is fitted using MATLAB. Then the GVD parameter �� and 
dispersion parameter D are obtained with Eq. (24) and the profiles with wavelength are plotted in 
figure 4 respectively. Obviously the ZDW locates at about 730	nm and there is only one ZDW in 
the range from visible light to near-infrared. 

Fig.4 Variation of GVD parameter��  (a) and dispersion parameter D (b) with wavelength 

2.3.2 SC generation with PCF 
In this section, we numerically simulate the SC generation process in the PCF described 

above based on NLSE in Eq. (11) by PC-SSFM. In the simulation, the more accurate expression 
for nonlinear response function as in Eq. (18) is used. We first consider the SC generation with 
PCF described above with hole diameter 1.4	μm and hole pitch 1.6	μm. Because of the ZDW 
about 730 nm, pump pulses with central wavelength of 800 nm are used to launch the fiber where 
the nonlinear parameter is estimated to be0.113	W��m�� . And the Taylor series expansion 
coefficients are �� 	� �1.��1 � 10��fs�/nm、�� 	� 7.�1� � 10��fs�/nm、�� 	� �1.01� �
10��fs�/nm、�� 	� 2.�4� � 10��fs�/nm、�� 	� �4.�0� � 10��fs�/nm.

Assume the initial input pulse has a hyperbolic scant profile that could be expressed as 

A�0� �� � √�s��� � ���� 	��� ��
����
���� � （25） 

with�  being the peak power, �� the pulse duration at 1 �⁄ -intensity point, � the initial chirp 
parameter. It is worth noting that the full width at half maximum (FWHM) is 2�n�1 � √2� times 
as large as�� . In this simulation, the peak power and pulse duration are set as � � 10	�W	,
����� � �0	fs, neglecting the initial chirp. 

The temporal and spectral evolutions of input pulse with propagation distance are depicted in 
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Figure 3. (a) Cross-section model of the PCF; (b) Two-dimension distribution of the fundamental mode

By calculating every neff  corresponding to different input wavelength, the variation of effective
index with wavelength is fitted using MATLAB. Then the GVD parameter β2 and dispersion
parameter D are obtained with Eq. (24) and the profiles with wavelength are plotted in figure
4 respectively. Obviously the ZDW locates at about 730 nm and there is only one ZDW in the
range from visible light to near-infrared.

2.3.2. SC generation with PCF

In this section, we numerically simulate the SC generation process in the PCF described above
based on NLSE in Eq. (11) by PC-SSFM. In the simulation, the more accurate expression for
nonlinear response function as in Eq. (18) is used. We first consider the SC generation with
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PCF described above with hole diameter 1.4 µm and hole pitch 1.6 µm. Because of the ZDW
about 730 nm, pump pulses with central wavelength of 800 nm are used to launch the fiber
where the nonlinear parameter is estimated to be 0.113 W-1m-1. And the Taylor series expansion
coefficients are β2 = - 1.581×10-5fs2 / nm, β3 =7.819×10-5fs3 / nm, β4 = - 1.015×10-4fs4 / nm,
β5 =2.549×10-4fs5 / nm,  β6 = - 4.808×10-6fs6 / nm.

Assume the initial input pulse has a hyperbolic scant profile that could be expressed as
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) exp(- iCt 2

2t0
2 ) (25)

withP  being the peak power, t0 the pulse duration at 1 / e-intensity point, C  the initial chirp

parameter. It is worth noting that the full width at half maximum (FWHM) is 2ln(1 + 2)
times as large as t0. In this simulation, the peak power and pulse duration are set as
P =10 kW  , tFWHM =50 fs, neglecting the initial chirp.

The temporal and spectral evolutions of input pulse with propagation distance are depicted
in figure 5. In the initial stage of propagation, the spectral broadening is almost symmetric.
And the broadening mainly occurs within this first 6 mm, during which the pulse is com‐
pressed strongly. After that, the spectral broadening becomes strong asymmetric, with distinct
peaks on the long and short wavelength sides. The long wavelength components manifest the
breakup of input pulse into several sub-pulses, known as soliton fission [52] caused by high-
order dispersion, self-steepening effect and Raman scattering. The short wavelength compo‐
nents are related to SPM effect and dispersion wave generation [55,56].

With longer propagation, the SC shows larger spectral broadening mainly on the long
wavelength side due to soliton self-frequency shift (SSFS) induced by stimulated Raman
scattering, while the spectral broadening on the short wavelength side almost remains
unchanged. The spectral broadening process is often accompanied with re-distribution of
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Figure 4. Variation of GVD parameter β2 (a) and dispersion parameter D (b) with wavelength
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energy, that the long wavelength components possess more while the short wavelength
components possess less. This is explained by that: With the blue-shift components as pumping
light, Raman gain will amplify the red-shift components effectively, leading to energy’s
transferring from blue components to red components. This energy transfer describes the red
shift of the soliton spectrum with propagation distance.

To study the detailed characteristics of the generated SC, temporal and spectral slices at 15 cm
propagation distance are plotted in figure 6. The time structure and spectrum are both shown
on a linear scale and the intensity is normalized. There are three main peaks in the time domain
located at 0.46 ps, 1.2 ps, and 3.8 ps, corresponding to the distinct peaks at 870 nm, 953 nm,
and 1143 nm respectively in the frequency domain. These three peaks are caused by soliton
fission and their central positions in both time and frequency domain are determined by their
intrinsic characteristics, SSFS effect and the propagation distance.

 
Fig.6 Pulse characteristics in (a) time and (b) frequency domain after 15 cm propagation 

Fig.7 (a) Oscillating structure ranging from 1.2 ps to 1.7ps  (b) Generated dispersion wave ranging from 4.6 

ps to 6.5 ps (c) Spectrogram with 15 cm propagation distance

3 Supercontinuum used in coherent anti-Stokes Raman scattering nanoscopy 

3.1 Theories of CARS process 

Coherent anti-stokes Raman scattering (CARS) has proven to be a promising nonlinear 
optical technique that is capable of obtaining high-sensitivity and three dimensional images based 
on molecular vibrational spectrum without labeling[57,58].  CARS is an example of a four-photon 
process. The first two light-matter interactions, one with pump frequency	ω�and another with 
Stokes frequency	ω� , set to that of a vibrational resonance, a pump photon is annihilated, 
correspondingly a Stokes photon and a phonon (i.e., the energy quanta of the material excitation)is 
generated, the number of phonons is equal to the generated Stokes photons. The second 
light-matter interactions, the energy quanta of the material excitation, phonons, interact with the 
probe photons to generate a coherent anti-Stokes signal. In general, both processes occur 
simultaneously and the whole process can be treated as a four-photon process[59]. The detected 
signal strength depends nonlinearly on incident intensity. 

The full quantum picture of CARS process is depicted in Fig.8 (A). |��and|��correspond to 
the vibration excited and ground state respectively. For simplicity of analysis, a single frequency 
model is provided. All laser fields-the pump, Stokes, probe, and phonons (or molecules) are 
quantized. The whole CARS process can be divided into two individual steps as shown in Fig.8. 
In the first step, a coherent phonon population is directly created by coherent Raman scattering 
when a pump beam at frequency�� and a Stokes beam at frequency��  with frequency 
difference �� � �� tuned to a Raman-active molecular vibration �� arrive at the sample 
simultaneously via a high numerical aperture objective. The process is impulsively stimulated 
Raman scattering (ISRS), which is considered as the main mechanism of coherent phonon 
generation[60,61]. The coherent phonons are bosons and do not obey an exclusion principle. They 
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Figure 6. Pulse characteristics in (a) time and (b) frequency domain after 15 cm propagation

figure 5. In the initial stage of propagation, the spectral broadening is almost symmetric. And the 
broadening mainly occurs within this first 6 mm, during which the pulse is compressed strongly. 
After that, the spectral broadening becomes strong asymmetric, with distinct peaks on the long and 
short wavelength sides. The long wavelength components manifest the breakup of input pulse into 
several sub-pulses, known as soliton fission[52] caused by high-order dispersion, self-steepening 
effect and Raman scattering. The short wavelength components are related to SPM effect and 
dispersion wave generation[55,56].

Fig.5 Temporal (left) and spectral (right) evolution over a propagation distance for input pulse centered at 800 nm 

with peak power 10kW and pulse duration 50fs 

With longer propagation, the SC shows larger spectral broadening mainly on the long 
wavelength side due to soliton self-frequency shift (SSFS) induced by stimulated Raman 
scattering, while the spectral broadening on the short wavelength side almost remains unchanged. 
The spectral broadening process is often accompanied with re-distribution of energy, that the long 
wavelength components possess more while the short wavelength components possess less. This 
is explained by that: With the blue-shift components as pumping light, Raman gain will amplify 
the red-shift components effectively, leading to energy’s transferring from blue components to red 
components. This energy transfer describes the red shift of the soliton spectrum with propagation 
distance. 

To study the detailed characteristics of the generated SC, temporal and spectral slices at 15 
cm propagation distance are plotted in figure 6. The time structure and spectrum are both shown 
on a linear scale and the intensity is normalized. There are three main peaks in the time domain 
located at 0.46 ps, 1.2 ps, and 3.8 ps, corresponding to the distinct peaks at 870 nm, 953 nm, and 
1143 nm respectively in the frequency domain. These three peaks are caused by soliton fission and 
their central positions in both time and frequency domain are determined by their intrinsic 
characteristics, SSFS effect and the propagation distance. 

To observe the detailed structure in figure 6(a), magnified profiles of the segments ranging 
from 1.1 ps to 1.8ps, and 4ps to 7ps are plotted in figure 7(a) and (b) respectively. In figure (a), the 
ultrafast oscillating structure is associated with two sidelobes on both side of input wavelength. 
The main peak belongs to a second soliton and the oscillating structure results from beating 
between the two sidelobes. The relation of them is easy to see in figure 7(c) with 370 nm 
separation in spectrum at delay time 1.2 ps. There are still some fine oscillating structures lower 
than the two peaks in figure (a) ranging from 1.4 ps to 1.8 ps. There exists a little bump ranging 
from 4.6 ps to 6.5 ps in figure (a) with figure (b) being the magnification of partial structure. This 
bump is related to the dispersion wave generation around 546 nm. 
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Figure 5. Temporal (left) and spectral (right) evolution over a propagation distance for input pulse centered at 800 nm
with peak power 10kW and pulse duration 50fs
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energy, that the long wavelength components possess more while the short wavelength
components possess less. This is explained by that: With the blue-shift components as pumping
light, Raman gain will amplify the red-shift components effectively, leading to energy’s
transferring from blue components to red components. This energy transfer describes the red
shift of the soliton spectrum with propagation distance.
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located at 0.46 ps, 1.2 ps, and 3.8 ps, corresponding to the distinct peaks at 870 nm, 953 nm,
and 1143 nm respectively in the frequency domain. These three peaks are caused by soliton
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intrinsic characteristics, SSFS effect and the propagation distance.
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on molecular vibrational spectrum without labeling[57,58].  CARS is an example of a four-photon 
process. The first two light-matter interactions, one with pump frequency	ω�and another with 
Stokes frequency	ω� , set to that of a vibrational resonance, a pump photon is annihilated, 
correspondingly a Stokes photon and a phonon (i.e., the energy quanta of the material excitation)is 
generated, the number of phonons is equal to the generated Stokes photons. The second 
light-matter interactions, the energy quanta of the material excitation, phonons, interact with the 
probe photons to generate a coherent anti-Stokes signal. In general, both processes occur 
simultaneously and the whole process can be treated as a four-photon process[59]. The detected 
signal strength depends nonlinearly on incident intensity. 

The full quantum picture of CARS process is depicted in Fig.8 (A). |��and|��correspond to 
the vibration excited and ground state respectively. For simplicity of analysis, a single frequency 
model is provided. All laser fields-the pump, Stokes, probe, and phonons (or molecules) are 
quantized. The whole CARS process can be divided into two individual steps as shown in Fig.8. 
In the first step, a coherent phonon population is directly created by coherent Raman scattering 
when a pump beam at frequency�� and a Stokes beam at frequency��  with frequency 
difference �� � �� tuned to a Raman-active molecular vibration �� arrive at the sample 
simultaneously via a high numerical aperture objective. The process is impulsively stimulated 
Raman scattering (ISRS), which is considered as the main mechanism of coherent phonon 
generation[60,61]. The coherent phonons are bosons and do not obey an exclusion principle. They 
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figure 5. In the initial stage of propagation, the spectral broadening is almost symmetric. And the 
broadening mainly occurs within this first 6 mm, during which the pulse is compressed strongly. 
After that, the spectral broadening becomes strong asymmetric, with distinct peaks on the long and 
short wavelength sides. The long wavelength components manifest the breakup of input pulse into 
several sub-pulses, known as soliton fission[52] caused by high-order dispersion, self-steepening 
effect and Raman scattering. The short wavelength components are related to SPM effect and 
dispersion wave generation[55,56].
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with peak power 10kW and pulse duration 50fs 

With longer propagation, the SC shows larger spectral broadening mainly on the long 
wavelength side due to soliton self-frequency shift (SSFS) induced by stimulated Raman 
scattering, while the spectral broadening on the short wavelength side almost remains unchanged. 
The spectral broadening process is often accompanied with re-distribution of energy, that the long 
wavelength components possess more while the short wavelength components possess less. This 
is explained by that: With the blue-shift components as pumping light, Raman gain will amplify 
the red-shift components effectively, leading to energy’s transferring from blue components to red 
components. This energy transfer describes the red shift of the soliton spectrum with propagation 
distance. 

To study the detailed characteristics of the generated SC, temporal and spectral slices at 15 
cm propagation distance are plotted in figure 6. The time structure and spectrum are both shown 
on a linear scale and the intensity is normalized. There are three main peaks in the time domain 
located at 0.46 ps, 1.2 ps, and 3.8 ps, corresponding to the distinct peaks at 870 nm, 953 nm, and 
1143 nm respectively in the frequency domain. These three peaks are caused by soliton fission and 
their central positions in both time and frequency domain are determined by their intrinsic 
characteristics, SSFS effect and the propagation distance. 

To observe the detailed structure in figure 6(a), magnified profiles of the segments ranging 
from 1.1 ps to 1.8ps, and 4ps to 7ps are plotted in figure 7(a) and (b) respectively. In figure (a), the 
ultrafast oscillating structure is associated with two sidelobes on both side of input wavelength. 
The main peak belongs to a second soliton and the oscillating structure results from beating 
between the two sidelobes. The relation of them is easy to see in figure 7(c) with 370 nm 
separation in spectrum at delay time 1.2 ps. There are still some fine oscillating structures lower 
than the two peaks in figure (a) ranging from 1.4 ps to 1.8 ps. There exists a little bump ranging 
from 4.6 ps to 6.5 ps in figure (a) with figure (b) being the magnification of partial structure. This 
bump is related to the dispersion wave generation around 546 nm. 

(a) (b) 

Figure 5. Temporal (left) and spectral (right) evolution over a propagation distance for input pulse centered at 800 nm
with peak power 10kW and pulse duration 50fs
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To observe the detailed structure in figure 6(a), magnified profiles of the segments ranging
from 1.1 ps to 1.8ps, and 4ps to 7ps are plotted in figure 7(a) and (b) respectively. In figure (a),
the ultrafast oscillating structure is associated with two sidelobes on both side of input
wavelength. The main peak belongs to a second soliton and the oscillating structure results
from beating between the two sidelobes. The relation of them is easy to see in figure 7(c) with
370 nm separation in spectrum at delay time 1.2 ps. There are still some fine oscillating
structures lower than the two peaks in figure (a) ranging from 1.4 ps to 1.8 ps. There exists a
little bump ranging from 4.6 ps to 6.5 ps in figure (a) with figure (b) being the magnification
of partial structure. This bump is related to the dispersion wave generation around 546 nm.

 
Fig.6 Pulse characteristics in (a) time and (b) frequency domain after 15 cm propagation 

Fig.7 (a) Oscillating structure ranging from 1.2 ps to 1.7ps  (b) Generated dispersion wave ranging from 4.6 

ps to 6.5 ps (c) Spectrogram with 15 cm propagation distance

3 Supercontinuum used in coherent anti-Stokes Raman scattering nanoscopy 

3.1 Theories of CARS process 

Coherent anti-stokes Raman scattering (CARS) has proven to be a promising nonlinear 
optical technique that is capable of obtaining high-sensitivity and three dimensional images based 
on molecular vibrational spectrum without labeling[57,58].  CARS is an example of a four-photon 
process. The first two light-matter interactions, one with pump frequency	ω�and another with 
Stokes frequency	ω� , set to that of a vibrational resonance, a pump photon is annihilated, 
correspondingly a Stokes photon and a phonon (i.e., the energy quanta of the material excitation)is 
generated, the number of phonons is equal to the generated Stokes photons. The second 
light-matter interactions, the energy quanta of the material excitation, phonons, interact with the 
probe photons to generate a coherent anti-Stokes signal. In general, both processes occur 
simultaneously and the whole process can be treated as a four-photon process[59]. The detected 
signal strength depends nonlinearly on incident intensity. 

The full quantum picture of CARS process is depicted in Fig.8 (A). |��and|��correspond to 
the vibration excited and ground state respectively. For simplicity of analysis, a single frequency 
model is provided. All laser fields-the pump, Stokes, probe, and phonons (or molecules) are 
quantized. The whole CARS process can be divided into two individual steps as shown in Fig.8. 
In the first step, a coherent phonon population is directly created by coherent Raman scattering 
when a pump beam at frequency�� and a Stokes beam at frequency��  with frequency 
difference �� � �� tuned to a Raman-active molecular vibration �� arrive at the sample 
simultaneously via a high numerical aperture objective. The process is impulsively stimulated 
Raman scattering (ISRS), which is considered as the main mechanism of coherent phonon 
generation[60,61]. The coherent phonons are bosons and do not obey an exclusion principle. They 
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Figure 7. (a) Oscillating structure ranging from 1.2 ps to 1.7ps (b) Generated dispersion wave ranging from 4.6 ps to 6.5 ps
(c) Spectrogram with 15 cm propagation distance

3. Supercontinuum used in coherent anti-Stokes Raman scattering
nanoscopy

3.1. Theories of CARS process

Coherent anti-stokes Raman scattering (CARS) has proven to be a promising nonlinear optical
technique that is capable of obtaining high-sensitivity and three dimensional images based on
molecular vibrational spectrum without labeling [57,58]. CARS is an example of a four-photon
process. The first two light-matter interactions, one with pump frequency  ωL  and another
with Stokes frequency  ωS  , set to that of a vibrational resonance, a pump photon is annihilated,
correspondingly a Stokes photon and a phonon (i.e., the energy quanta of the material
excitation)is generated, the number of phonons is equal to the generated Stokes photons. The
second light-matter interactions, the energy quanta of the material excitation, phonons, interact
with the probe photons to generate a coherent anti-Stokes signal. In general, both processes
occur simultaneously and the whole process can be treated as a four-photon process [59]. The
detected signal strength depends nonlinearly on incident intensity.

The full quantum picture of CARS process is depicted in Fig.8. |e  and |g  correspond to the
vibration excited and ground state respectively. For simplicity of analysis, a single frequency
model is provided. All laser fields-the pump, Stokes, probe, and phonons (or molecules) are
quantized. The whole CARS process can be divided into two individual steps as shown in Fig.
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8. In the first step, a coherent phonon population is directly created by coherent Raman
scattering when a pump beam at frequency ωL  and a Stokes beam at frequency ωS  with
frequency difference ωL - ωS  tuned to a Raman-active molecular vibration ωv arrive at the
sample simultaneously via a high numerical aperture objective. The process is impulsively
stimulated Raman scattering (ISRS), which is considered as the main mechanism of coherent
phonon generation [60,61]. The coherent phonons are bosons and do not obey an exclusion
principle. They are in a non-equilibrium state and in phase. In the second step, the coherent
phonons interact with a time-delayed probe beam at frequency  ωP  to generate a blue-shift
anti-Stokes signal at  ωAS =ωP +ωv , leading to separation of the CARS signal from the incident
laser beams conveniently and efficiently rejecting fluorescence. Delay time between coherent
phonons and probe beam is certainly much shorter than the vibrational dephasing time.

Figure 8. Energy level diagram of the two individual steps in CARS

The quantum mechanical treatment of the first process, which is a second-order process
involving two light-matter interactions, resembles the spontaneous Raman effect. The
important difference of the two is that in CARS process, the Stokes light stems from an applied
laser field. Spontaneous Raman is a weak effect because the spontaneous interaction through
the vacuum field occurs only rarely. This weakness can be overcome when the spontaneous
nature of the initial state to final state i→ f  transition is eliminated by applying a second field
of frequency ωs. The treatment is based on the calculation of the transition rate between the
states of the molecule, which is described by Fermi’s golden rule. The equation (26) predicts
the growth of the generated Stokes photons, i.e., phonon number [62,63]
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d nS
inc

dl = N ∙
πe 4 ωL  ωS

2ε0
2ℏ2V 2μL

2 μS c | αR  |2nL
* nS

* + 1 δ(ωS - ω L + ωv) (26)

Consider a volume V  , which contains N molecules and has a length l  parallel to the beam
propagation direction. The Raman transition polarizability  αR  plays a role similar to the
classical polarizability change (∂α / ∂q).  ω L  and ωS  is the frequencies of pump and Stokes light,
respectively. e is the electron charge, ε0 is the vacuum permittivity,  ℏ is Planck’s constant, and

 δ is the Dirac delta function.μL  and μS  denote the refractive indexes. nS
inc indicates the

increased (decreased) number of Stokes (pump) photons, i.e., the phonon number of energy
ℏωv , nphonon. In the CARS process, the Stokes light stems from an applied laser field, and the

 nS
 * consists of the applied Stokes photon  nS  and increased number nS

inc that stems from the

first two light-matter interaction process. Similarly, nL
*  , amounts to the pump photon number

nL  subtracting the decreased number nS
inc. With the use of the pump and Stokes laser light

sources of sufficiently high power, nS
inc≪nL ,  nS  ,the present pump and Stokes number

nL
* =nL - nS

inc, nS
* =nS + nS

inc, approximately amount to nL  and nS , and the factor 1 in equation
(26) can be omitted at the same time. The laser intensities I L  and  I S  exist on the focal plane in
the form of Gaussian distribution, and we adopt an infinitesimal region in the focal plane where
the intensities can be supposed constant  I L =(ℏ ω L c / μL V )nL  , IS =(ℏ ωSc / μSV )nS . In an fs-
CARS transient, the pump and Stokes beams temporally overlapped, coherently excite the
molecular field, the duration of the transitory process denoted by the coherent excitation time
is negligible. The homogeneous broadening of the atomic final state converts the delta function

to a Lorentzian lineshape. when  ωS =ωL - ωv,   δ(ωS - ω L + ωv)→ Γ / π
(ωS -  ω L + ωv)2 + Γ2 = 1

πΓ , where Γ 

denotes the linewidth relating to the dephasing time T2 of the physical system,  Γ=1 / T2.

Accordingly, from the equation (26), we obtain:

nS
inc =

IS μS V
ℏωS  c

∙ I L gl (27)

where g  is the gain coefficient, N0 is the molecule density.

g = N0∙
e 4

2ε0
2ℏ3V 2μL

2 μS c 2

ωS

μL μS
| αR  |

2 1
Γ (28)

Then, considering a molecule with just a single vibrational transition, the coherent phonon
number per time unit in the first ISRS step can be written as

nv  =
IS μS V
ℏωS  c

∙ I L gl (29)
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where nv indicates the coherent phonon number. The interaction volume V, which contains N
molecules, is defined by the diffraction-limited focal spot area Afoc and the interaction length
l paralleling to the beam propagation direction. For g∝ N0 , it is apparent that the coherent
phonon number is linearly dependent on N0.

The phonon number subjects to a saturation effect and will not increase infinitely with the
growth of incident light powers [64]. The maximum of coherent phonon number per pulse is
molecule number in the focal volume. In another word, all of the molecules in the focus are
excited to the vibrational state.

nv
pulse =

IS μS V
ℏωS  c

∙ I L gτ ≤ N (30)

Here,  nv
pulse is the coherent phonon number per pulse. The magnitude of the spot is roughly

estimated as  ~10-9 cm2 , corresponding to a focal volume V ~  8×10-14 cm3. The gain coefficient
is g ~ N0 ×10-31cm / W. From equation (30), we see that saturation of coherent phonons results
in product of the pump and Stokes intensities not exceeding ~1018W2 / cm4. Therefore in the
first step of a T-CARS process, the pump and Stokes power density at focus is on the same
order of  ~109W / cm2. In principle, if the pump and Stokes intensity exceed such an extreme
value, the further increased intensity will not contribute to generation of the coherent phonons
any more. In practice, however, energy of the pump and Stokes may be higher than that
theoretical estimation due to the spectral broadening of femtosecond laser pulses.

Hereafter, we analyze the second step in CARS process. In the spontaneous Raman anti-Stokes
process, the involved lattice vibrations called incoherent phonons are thermally excited with
a density function  nv  given by the Bose-Einstein distribution. In this case, oscillatory phases
of the phonons are completely random. Thus, individual oscillatory motions are canceled out
by each other. Spontaneous Raman scattering is an incoherent linear process and the incoher‐
ent signal is randomly scattered to 4π solid angle, then the collected signal is [65]

PA = N ( ∂σ
∂Ω )AnvI L Ωcollection (31)

with PA representing the anti-Stokes power, I L  the incident laser intensity and  Ωcollection the

effective collection angle.( ∂ σ
∂ Ω )A is the spontaneous Raman differential scattering cross sec‐

tion. The scattered signal is proportional to the incident laser intensity and the occupation
number of the upper Raman level. Different from spontaneous anti-Stokes Raman scatter‐
ing, the second step in CARS is via introducing probe photons to interact with the coherent
phonons, which are in a non-equilibrium state and in phase. Delay time between coherent
phonons and probe beam is certainly much shorter than the vibrational dephasing time.
Therefore, relaxation of the phonons is omitted, that is, all phonons are considered to have
chances to interact with the probe photons and the impact of the delay time on the signal
strength can be readily omitted. An important advantage of CARS microscopy over sponta‐
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neous Raman scattering microscopy is the fact that CARS signal is emitted into a 10-4srrange,
comparing to spontaneous Raman signal randomly scattered into  4π solid angle, which
provides an important information that scattering cross section ∂σC  for the interaction of co‐
herent phonons and probe photons is estimated to be enhanced by about five orders of mag‐
nitude [66]. In some sense, coherent process is equivalent to increasing the scattering cross
section. The coherent anti-Stokes photons are confined to such a small solid angle, thus a
condenser can almost completely collect the forward propagating signal. For low concentra‐
tion samples, the distance between adjacent solute molecules is so great that energy of the
coherent phonons cannot effectively transmit from one molecule to another. Accordingly, in
the second step, the anti-Stokes signal strength is exclusively proportional to the number of
coherent phonons and then linear dependence on the concentration of solute molecules.
Comparing with incoherent (spherical) spontaneous Raman process, we calculate the num‐
ber of the detected photons for coherent (directional) CARS in the repetition mode as

 nCARS
low =nv

pulse ∙nP ∙ 1
A foc

∂σC ∙ ∆ t f rep (32)

In contrast, for high concentration samples, the coherent phonon energy can freely transmit
among solute molecules in the focal volume, therefore in the second step, anti-Stokes signal
strength isn’t simply proportional to the coherent phonon number but also concerns with the
molecule number. The overall T-CARS process depends quadratically on concentration, hence
the anti-Stokes photon number in the repetition mode is

nCARS
high = N ∙nv

pulse ∙nP ∙ 1
A foc

∂σC ∙ ∆ t f rep (33)

where,  nCARS
low  and  nCARS 

high  denote anti-Stokes photon number in the low and high concentration
samples, respectively. nP  is photon number of the probe beam per pulse. The three pulsed near-
infrared excitation beams are tightly focused with a 1.2NA water-dipping lens for deeper
penetration depth to the spot area  A foc. ∆ t is exposure time. N is molecule number in the foci.
In short, for  nv

pulse ∝ N0 , the anti-Stokes signal strength is strictly linear and quadratic on
concentration in the low and high concentration samples, respectively, which conflicts with
the popular statements of CARS signal consistently quadratic concentration dependence. The
linear concentration dependence is especially beneficial to quantitative analysis for low
concentration samples [67-70]. In the cross area between the low and high concentration, the
observed concentration dependence from the relative experiments is neither quadratic nor
linear, i.e., nCARS ∝ N α, where  1<α <2. An experimental proof in Figure 9 shows the depend‐
ence of T-CARS signal strength on the concentration of alcohol in pure water at C-H stretch
band [66,71] (2900cm-1). We record the signal intensity at every volume fraction by 20 times to
exclude the influence of signal fluctuation. When volume fraction of alcohol gradually
increases, concentration dependence transits from strictly linear to sub-quadratic, until
quadratic. It is apparent that when volume fraction of alcohol in water is lower than 20%, the
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concentration dependence is strictly linear. We prepare the aqueous solution of alcohol with
smaller volume fraction intervals to obtain a more precise fitting result. This experiment result
consists with the theoretical analysis, and more different samples will be prepared to verify
the universality of the theoretical analysis.

concentration dependence from the relative experiments is neither quadratic nor linear, 
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Fig.9 T-CARS intensity for increasing volume fractions of alcohol in water at different volume fraction from 7% to 100%. 

3.2 Break the lateral diffraction barrier in CARS microscopy 

The application of CARS microscopy is limited, nevertheless, by the acquirable lateral spatial 
resolution, typically around	300nm. With anti-Stokes signal generated from the focal spot, which 
is then scanned to build up a an image of the sample, a promising way to generate 
sub-diffraction-limited CARS images is via minimizing the spot to nanometer extent, as in 
STED[20]. Several schemes have been suggested recently for breaking the diffraction barrier in 
CARS microscopy, and can be mainly classified as three means[72-74]: by use of an additional 
saturation laser to populate coupled vibrational levels; a phase-controlled local oscillator 
generating ring field at the anti-Stokes frequency being out of phase with the induced CARS field 
in the focal volume; to add structured illumination for achieving widefield CARS microscopy. 
Whereas, these schemes still rest on the theory, and no experimental implementations have been 
reported. And the flows of these schemes are obvious: it’s difficult to implement the schemes and 
can only obtain resolution enhanced images of the molecule specified by the anti-Stokes Raman 
spectral signal for its particular chemical-bond, not its broadband even total CARS spectral signals; 
the second method must know the type of the bond in advance, and the third can merely obtain a 
resolution of around 120nm, etc. 

We suggest an approach, the so-called additional probe-beam-induced phonon depletion 
(APIPD) method[25], to visualize the resolution enhancement by the introduction of an additional 
doughnut probe beam with a wavelength that is different from the Gaussian probe beam, which 
almost synchronizes with the pump and Stokes beams, to deplete the phonons at the periphery of 
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Figure 9. T-CARS intensity for increasing volume fractions of alcohol in water at different volume fraction from 7% to
100%.

3.2. Break the lateral diffraction barrier in CARS microscopy

The application of CARS microscopy is limited, nevertheless, by the acquirable lateral spatial
resolution, typically around  300nm. With anti-Stokes signal generated from the focal spot,
which is then scanned to build up a an image of the sample, a promising way to generate sub-
diffraction-limited CARS images is via minimizing the spot to nanometer extent, as in STED
[20]. Several schemes have been suggested recently for breaking the diffraction barrier in CARS
microscopy, and can be mainly classified as three means [72-74]: by use of an additional
saturation laser to populate coupled vibrational levels; a phase-controlled local oscillator
generating ring field at the anti-Stokes frequency being out of phase with the induced CARS
field in the focal volume; to add structured illumination for achieving widefield CARS
microscopy. Whereas, these schemes still rest on the theory, and no experimental implemen‐
tations have been reported. And the flows of these schemes are obvious: it’s difficult to
implement the schemes and can only obtain resolution enhanced images of the molecule
specified by the anti-Stokes Raman spectral signal for its particular chemical-bond, not its
broadband even total CARS spectral signals; the second method must know the type of the
bond in advance, and the third can merely obtain a resolution of around 120nm, etc.

We suggest an approach, the so-called additional probe-beam-induced phonon depletion
(APIPD) method [25], to visualize the resolution enhancement by introducing an additional
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3.2. Break the lateral diffraction barrier in CARS microscopy

The application of CARS microscopy is limited, nevertheless, by the acquirable lateral spatial
resolution, typically around  300nm. With anti-Stokes signal generated from the focal spot,
which is then scanned to build up a an image of the sample, a promising way to generate sub-
diffraction-limited CARS images is via minimizing the spot to nanometer extent, as in STED
[20]. Several schemes have been suggested recently for breaking the diffraction barrier in CARS
microscopy, and can be mainly classified as three means [72-74]: by use of an additional
saturation laser to populate coupled vibrational levels; a phase-controlled local oscillator
generating ring field at the anti-Stokes frequency being out of phase with the induced CARS
field in the focal volume; to add structured illumination for achieving widefield CARS
microscopy. Whereas, these schemes still rest on the theory, and no experimental implemen‐
tations have been reported. And the flows of these schemes are obvious: it’s difficult to
implement the schemes and can only obtain resolution enhanced images of the molecule
specified by the anti-Stokes Raman spectral signal for its particular chemical-bond, not its
broadband even total CARS spectral signals; the second method must know the type of the
bond in advance, and the third can merely obtain a resolution of around 120nm, etc.

We suggest an approach, the so-called additional probe-beam-induced phonon depletion
(APIPD) method [25], to visualize the resolution enhancement by introducing an additional
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doughnut probe beam with a wavelength that is different from the Gaussian probe beam,
which almost synchronizes with the pump and Stokes beams, to deplete the phonons at the
periphery of the focal spot. The Gaussian probe beam that immediately follows, with a delay
time less than 1ps, will yield anti-Stokes signal in the center but not at the periphery of the
focal spot. The difference of the two probe beams in wavelength leads to the disparity of two
anti-Stokes signals in spectra, and the signals at the periphery can be filter out by virtue of a
particular filter. Consequently, the effective focal spot can be substantially reduced. Super-
resolution images can be obtained by scanning the suppressed focal spot.

The rationale of our scheme is to suppress the anti-Stokes signal generation at the periphery
of the diffraction-limited spot, i.e., deplete the phonons produced by the pump and Stokes
light in this region, then no phonon interact with the probe photons to generate CARS signal
here anymore. We adopt an additional probe beam, the first one, with frequency ωP1 , which
is doughnut-mode, analogy to STED, to achieve this by interacting with phonons to generate
useless anti-Stokes signal with frequency ωA1 at the periphery which can be filtered out
through a specific filter. The probe beam (ωP1) is nearly simultaneous with the pump and
Stokes beams on the sample. The intensity of the first probe beam (ωP1) is strong enough to
completely deplete the phonons at the peripheric region, while the immediately followed
second probe light (ωP2) with Gaussian profile only generates the useful anti-Stokes signal
(ωA2) at the central part of the spot. The time delay between the two probe beams is certainly
much smaller than the vibrational dephasing time. The difference of ωP1 and  ωP2 results in
the disparity of ωA1 and ωA2 , therefore we can select the specific filter to filter out the unwanted
anti-Stokes signal of frequency ωA1 to obtain the useful signal ωP2 at the suppressed extent of
the spot. The process of the APIPD is illustrated as in figure 10.

Figure 10. The illustration of the process of the APIPD method

f S (r) and f L (r) are the Gaussian Stokes and pump beam distribution which can be replaced
by squared cosine function, corresponding to that in equation (34). f P1(r) and  f P2(r) are the
first Gaussian and second doughnut probe beams, respectively, which can be similarly re‐
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placed by the squared sine and squared cosine functions. Introducing the peak intensities of
I L

max , IS
max , IP1

max and IP2
max representing the pump, Stokes, the first and second probe beams

respectively, we have four beams’ spatial distribution

f L (r)= I L
maxcos2 (πrμ L sin α /λL )   (a)

f S (r)= IS
maxcos2 (πrμSsin α /λS )    (b)

f P1(r)= IP1
maxsin 2 (πrμP1sin α /λP1) (c)

f P2(r)= IP2
maxcos 2 (πrμP2sin α /λP2) (d )

(34)

where α is the semi-aperture of lens and  μ L  , μS  , μP1, μP2 are the refractive indexes, λL  , λS  ,
λP1 , λP2 are the wavelength of the four beams, respectively.

The first doughnut probe light (ωP1) with intensity distribution f P1(r) on the focal plane, almost
synchronizes with the pump and Stokes light on the sample. The second Gaussian probe light
(ωP2) with intensity distribution  f P2(r) follows the first doughnut subsequently within 1 ps
much smaller than the vibrational dephasing time. Consequently, after the course of the first
probe light, the effective point-spread-function (PSF) of the useful anti-Stokes signal (ωA2) at
the suppressed extent of the spot can be expressed as:

h *(r)= f P2(r) nv - nv ∙nP ∙
1

A foc
∂σC

Hence, the detailed expression of h (r) is

h (r)= {h *(r), 1≥nP ∙
1

A foc
∂σC

0, others
(35)

The first term in the square bracket of the equation (35) denotes the total phonon number, and
the second term is the phonon number interacting with the first doughnut probe photons at
any position of the focal volume. Here A, the cross section area of the volume V, is  V / l . N  is
the molecule number. When the second term in the square bracket is not larger than the first
term, i.e., phonon number interacting with the first doughnut probe beam is not larger than
the total phonon number generated by the pump and Stokes beams, the expression  h *(r) is
tenable, or else, the phonons have been depleted before the second probe beam arrives and
 h (r)=0 , therefore, the PSF in the whole space is a piecewise function expressing as:

h (r)= {h *(r)1≥nP ∙
1

A foc
∂σC

  0                                          else
(36)
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the second term is the phonon number interacting with the first doughnut probe photons at
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the molecule number. When the second term in the square bracket is not larger than the first
term, i.e., phonon number interacting with the first doughnut probe beam is not larger than
the total phonon number generated by the pump and Stokes beams, the expression  h *(r) is
tenable, or else, the phonons have been depleted before the second probe beam arrives and
 h (r)=0 , therefore, the PSF in the whole space is a piecewise function expressing as:
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The full width at half maximum (FWHM) of h *(r), denoted by ∆ r , is approximated by a Taylor
series expansion of  h *(r) to the second order:

∆ r = 2 λ

πnsin α 3 + K
≈ 0.9

3 + K
∙ λ

2nsin α (37)

Here, influence of the refractive index difference and wavelength difference of the pump,
Stokes and probe beams are negligible, and both of them are uniformly expressed as λ  and
n. K  describes magnitude of the doughnut probe beam. Resembling the STED microscopy,
the effective PSF, in which the useful anti-Stokes signal (ωA2) is measured, becomes de‐
formed by the unwanted anti-Stokes signal (ωA1) generation. Resolution is enhanced via a
factor of square root of the nonlinear order K  , namely depletion level, defined by
 K = IP1

max / IP2
max. Apparently, if no doughnut probe beam introduced, namely  K =0, the equa‐

tion (37) largely reproduces the CARS nonlinear optical microscopy’s lateral resolution,
which is about 3  times better than that of linear optical microscopy. With the gradually in‐
creasing of  K , the lateral spot width decreases continually, following a square-root law, i.e.,
resolution is increased by a factor of square root of K. In principle, almost no limitation to
super-resolution can be obtained. The resolution enhancement technique can yield an effec‐
tive focal spot which can be fundamentally reduced, theoretically, to an infinitesimal spot,
approximating to the size of a molecule or even further to sub-molecular dimensions. Scan‐
ning the suppressed spots automatically renders images with resolution breaking the
Abbe’s diffraction barrier. Our approach can only fundamentally reduce the focal spot in the
lateral direction.

Taking K≈50  to obtain a lateral resolution offor instance, the lateral resolution attainable using
this microscopy is approximately  ~40 nm, indicating an approach to 5-fold improvement in x
or y direction over the diffraction barrier. The PSFs of the traditional and the resolution
enhanced CARS microscopy are displayed in figure 11 exploiting the same parameter.

Figure 11. Simulation of the point spread function (PSF) of the proposed resolution enhanced CARS microscopy
(green, solid line) contrasting with the traditional system (black, dashed line). The new technique indicates that rough‐
ly approximate to 8-fold improvement in lateral direction over the diffraction barrier.

Supercontinuum Generation With Photonic Crystal Fibers and Its Application in Nano-imaging
http://dx.doi.org/10.5772/59987

47



In the APIPD scheme, a super-continuum (SC) source generated from a photonic crystal fiber
(PCF), as the pump and Stokes pluses, is provided with broad spectral width that allows
simultaneous detection over a wide range of Raman shifts. We adopt 500nm and 800nm as the
central wavelength of the first and second probe beam, resulting in absolutely distinguishing
the two sets of anti-Stokes signals from each other in spectrum. The unwanted anti-Stokes
signal on the periphery can be filter out to achieve resolution enhanced images of the molecule
specified by its broadband even total CARS spectral signals not only by the anti-Stokes signal
of its particular chemical-bond.

3.3. SC used in CARS nanoscopy

The traditional CARS device consists of a pump and stokes pulses with a frequency ωL  and
ωSrespectively. And the two beams focus onto a sample after being temporally overlapped.
The two waves interact together through the third-order susceptibility to generate a blue-shift
anti-stokes signal. CARS being a resonant process, the anti-Stokes signal is strongly enhanced
when ωL - ωS =Ωr.To avoid the use of two synchronized laser oscillators emitting the pump
and Stokes frequencies required in the process, several previous studies have demonstrated
multiplex CARS system by using photonic crystal fibers (PCF) [4]. Super-continuum (SC)
source generated from a PCF, as the pump and Stokes pluses, is provided with broad spectral
width that allows simultaneous detection over a wide range of Raman shifts. The specific and
decisive technical advantage in using PCF for CARS measurements is the possibility to
generate both pump and Stokes radiations from a single laser. Figure 12 depicts the simple
and multiplex CARS process in an energy diagram, the vibrational (or rotational) levels of
energy of molecules being schematized by ωR.

In our scheme, a continuum pulse generated from a PCF, as the pump and Stokes pluses, is
provided with broad spectral width that allows simultaneous detection over a wide range of
Raman shifts. We adopt 500nm and 800nm as the central wavelength of the first and second
probe beam, resulting in absolutely distinguishing the two sets of anti-Stokes signals from each
other in spectrum. The unwanted anti-Stokes signal on the periphery can be filter out to achieve
resolution enhanced images of the molecule specified by its broadband even total CARS
spectral signals not only by the anti-Stokes signal of its particular chemical-bond.

Good compatibility with practical application requirements and acquisition time in CARS
microscopy is made with a continuum pulse serving as the Stokes which is generated by
injecting ultrashort pulses into a PCF with high nonlinearity. Because of its broad spectra range,
frequency difference between the pump and Stokes can cover most of the biologically inter‐
esting fingerprint region. Therefore, most distinct vibration modes, perhaps full modes even,
can be probed simultaneously by a probe pulse as long as different frequency components in
the generated SC propagate at about a same speed, known as broadband CARS spectroscopy.

It is critical to generate a very SC pulse to meet its application in CARS microspectroscopy. To
acquire the full CARS spectrum of a certain molecule, the frequency difference should at least
cover the fingerprint region from 500 cm-1 to 3000 cm-1 at a same moment. This determines that
the generated SC pulses have the following characteristics: (i) the spectral bandwidth is broad

Photonic Crystals48



In the APIPD scheme, a super-continuum (SC) source generated from a photonic crystal fiber
(PCF), as the pump and Stokes pluses, is provided with broad spectral width that allows
simultaneous detection over a wide range of Raman shifts. We adopt 500nm and 800nm as the
central wavelength of the first and second probe beam, resulting in absolutely distinguishing
the two sets of anti-Stokes signals from each other in spectrum. The unwanted anti-Stokes
signal on the periphery can be filter out to achieve resolution enhanced images of the molecule
specified by its broadband even total CARS spectral signals not only by the anti-Stokes signal
of its particular chemical-bond.

3.3. SC used in CARS nanoscopy

The traditional CARS device consists of a pump and stokes pulses with a frequency ωL  and
ωSrespectively. And the two beams focus onto a sample after being temporally overlapped.
The two waves interact together through the third-order susceptibility to generate a blue-shift
anti-stokes signal. CARS being a resonant process, the anti-Stokes signal is strongly enhanced
when ωL - ωS =Ωr.To avoid the use of two synchronized laser oscillators emitting the pump
and Stokes frequencies required in the process, several previous studies have demonstrated
multiplex CARS system by using photonic crystal fibers (PCF) [4]. Super-continuum (SC)
source generated from a PCF, as the pump and Stokes pluses, is provided with broad spectral
width that allows simultaneous detection over a wide range of Raman shifts. The specific and
decisive technical advantage in using PCF for CARS measurements is the possibility to
generate both pump and Stokes radiations from a single laser. Figure 12 depicts the simple
and multiplex CARS process in an energy diagram, the vibrational (or rotational) levels of
energy of molecules being schematized by ωR.

In our scheme, a continuum pulse generated from a PCF, as the pump and Stokes pluses, is
provided with broad spectral width that allows simultaneous detection over a wide range of
Raman shifts. We adopt 500nm and 800nm as the central wavelength of the first and second
probe beam, resulting in absolutely distinguishing the two sets of anti-Stokes signals from each
other in spectrum. The unwanted anti-Stokes signal on the periphery can be filter out to achieve
resolution enhanced images of the molecule specified by its broadband even total CARS
spectral signals not only by the anti-Stokes signal of its particular chemical-bond.

Good compatibility with practical application requirements and acquisition time in CARS
microscopy is made with a continuum pulse serving as the Stokes which is generated by
injecting ultrashort pulses into a PCF with high nonlinearity. Because of its broad spectra range,
frequency difference between the pump and Stokes can cover most of the biologically inter‐
esting fingerprint region. Therefore, most distinct vibration modes, perhaps full modes even,
can be probed simultaneously by a probe pulse as long as different frequency components in
the generated SC propagate at about a same speed, known as broadband CARS spectroscopy.

It is critical to generate a very SC pulse to meet its application in CARS microspectroscopy. To
acquire the full CARS spectrum of a certain molecule, the frequency difference should at least
cover the fingerprint region from 500 cm-1 to 3000 cm-1 at a same moment. This determines that
the generated SC pulses have the following characteristics: (i) the spectral bandwidth is broad

Photonic Crystals48

enough, (ii) various components in SC propagate at about a same speed, (iii) spectral intensity
should be large and uniform.

3.3.1. SC generation in traditional PCFs

Although dispersive property of a PCF leads to different propagating velocities of different
frequency components in the generated SC, soliton pulse trains from a PCF have been
considered as the Stokes in many CARS spectroscopy schemes [75-77]. In this part, we will
detailed discuss the generation and characteristics of the soliton pulse trains used in CARS
spectroscopy.

When an ultrashort pulse travels in a nonlinear material such as a PCF, different frequency
components in it will propagate at different velocity, because of the dispersive effect, including
material dispersion and waveguide dispersion. In the anomalous regime, this dispersive effect
manifests blue-shift components moving faster than the red-shift components, leading to the
temporal broadening. At the same time, SPM generates a nonlinear chirp which is negative
near the leading edge and positive near the trailing edge. Therefore the propagating speed
decreases near the leading edge and increases near the trailing edge, making the pulse narrow
down. Under certain conditions, the optical envelope will keep its shape and propagating
velocity known as optical soliton [78,79].

As discussed in section two, distinct peaks in time domain are obvious. Because the soliton
ejected earlier has larger group velocity, higher peak power and shorter durations, it will
propagate faster than others. So the separation between these peaks becomes larger with a
longer propagation distance. Figure 13 shows the spectrograms of the generated SC when the
propagation is 10 cm, 15 cm, 20 cm and 25 cm. The input pulse is central at 800 nm with peak
power 10kW and pulse duration 50fs as before. From the figures, the first-order soliton shifts
from 2 ps to about 8.5 ps when the propagation changes from 10 cm to 25 cm gradually. Also
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Figure 12. Single CARS process (left) and multiples CARS process with a broadband Stokes pulse
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the time delay between solitions becomes larger with a longer propagation distance by making
contrast of the four graphs. For the dispersion wave on the short wavelength side, time delay
between different frequency components also becomes larger. The time span is about 2 ps
when the propagation distance is 10 cm, while it is about 5 ps with 25 cm travelling distance.
The shifting of solitons in time domain is corresponding to the spectral shifting. The central
wavelength of the first-order soliton shifts from 1100 nm to 1200 nm with the propagation from
10 cm to 25 cm.

15 cm, 20 cm and 25 cm. The input pulse is central at 800 nm with peak power 10kW and pulse 
duration 50fs as before. From the figures, the first-order soliton shifts from 2 ps to about 8.5 ps 
when the propagation changes from 10 cm to 25 cm gradually. Also the time delay between 
solitions becomes larger with a longer propagation distance by making contrast of the four graphs. 
For the dispersion wave on the short wavelength side, time delay between different frequency 
components also becomes larger. The time span is about 2 ps when the propagation distance is 10 
cm, while it is about 5 ps with 25 cm travelling distance. The shifting of solitons in time domain is 
corresponding to the spectral shifting. The central wavelength of the first-order soliton shifts from 
1100 nm to 1200 nm with the propagation from 10 cm to 25 cm.  

Fig.13 Spectrograms at different propagation distances for input pulse at 800 nm with peak power 10kW and pulse 

duration 50fs  (a) 10 cm;  (b) 15 cm;  (c) 20 cm;  (d) 25 cm; 

Although soliton trains will shift towards long-wavelength side due to SSFS[80,81], the pulse 
duration and spectral bandwidth of first-order soliton are nearly invariable. Figure 14 shows the 
temporal and spectal profiles of the first-order soliton with different propagating distance with (a) 
(d) at 10 cm, (b) (e) at 15 cm and (c) (f) at 25 cm. The first-order soliton is selected as both the 
pump and Stokes just for it has shorter duration and wider spectral bandwidth. It is estimated that 
the soliton has a pulse duration about 30 fs and spectral bandwidth about 47 nm with 10 cm 
propagation distance. With further propagation, the pulse duration will increase from 30 to 42 fs, 
accompanied with the spectral bandwidth decreasing from 47 to 41 nm induced by high-order 
dispersive and nonlinear effects. Of course the bandwidth is increasing with improving the peak 
power, but quite few. 
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(c) (d)

Figure 13. Spectrograms at different propagation distances for input pulse at 800 nm with peak power 10kW and pulse
duration 50fs (a) 10 cm; (b) 15 cm; (c) 20 cm; (d) 25 cm;

Although soliton trains will shift towards long-wavelength side due to SSFS [80,81], the pulse
duration and spectral bandwidth of first-order soliton are nearly invariable. Figure 14 shows
the temporal and spectal profiles of the first-order soliton with different propagating distance
with (a) (d) at 10 cm, (b) (e) at 15 cm and (c) (f) at 25 cm. The first-order soliton is selected as
both the pump and Stokes just for it has shorter duration and wider spectral bandwidth. It is
estimated that the soliton has a pulse duration about 30 fs and spectral bandwidth about 47
nm with 10 cm propagation distance. With further propagation, the pulse duration will
increase from 30 to 42 fs, accompanied with the spectral bandwidth decreasing from 47 to 41
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Figure 13. Spectrograms at different propagation distances for input pulse at 800 nm with peak power 10kW and pulse
duration 50fs (a) 10 cm; (b) 15 cm; (c) 20 cm; (d) 25 cm;

Although soliton trains will shift towards long-wavelength side due to SSFS [80,81], the pulse
duration and spectral bandwidth of first-order soliton are nearly invariable. Figure 14 shows
the temporal and spectal profiles of the first-order soliton with different propagating distance
with (a) (d) at 10 cm, (b) (e) at 15 cm and (c) (f) at 25 cm. The first-order soliton is selected as
both the pump and Stokes just for it has shorter duration and wider spectral bandwidth. It is
estimated that the soliton has a pulse duration about 30 fs and spectral bandwidth about 47
nm with 10 cm propagation distance. With further propagation, the pulse duration will
increase from 30 to 42 fs, accompanied with the spectral bandwidth decreasing from 47 to 41
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nm induced by high-order dispersive and nonlinear effects. Of course the bandwidth is

increasing with improving the peak power, but quite few.

Fig.14 (a ~ c) temporal and (d ~ f) spectral structure of the first-order soliton with (a) (d) at 10 cm,  

(b) (e) at 15 cm and (c) (f) at 25 cm 

Though this first-order soliton shows good temporal and spectral structures, the limited 
spectral bandwidth makes it not the best choice for CARS microspectroscopy. That is because the 
pump and Stokes (soliton pulse) can resonant only few molecular bonds instead of the whole 
bonds, leading to a CARS spectrum with few Raman distinct peaks. To acquire all the Raman 
distinct peaks simultaneously, SC with both good temporal structure and broad spectral bandwidth is 
needed. 

3.2.2 SC with all-normal dispersion PCF 
Recent studies show that SC with broad spectral bandwidth, uniform intensity profile and 

good coherence is obtained by launching ultrashort laser pulses into an all-normal-dispersion 
PCF[82,83]. These PCFs exhibit a convex dispersive profile which is flat near the maximum 
dispersion wavelength (MDW). And they possess none ZDW point in the visible and near-infrared 
spectral region, known as all-normal dispersion. Without anomalous dispersion region, all the 
soliton-related dynamics are suppressed, including breakup of input pulse into several pulse trains. 
And the generated SC is not so sensitive to fluctuations of input pulse and shot noise of pump 
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Figure 14. (a ~ c) temporal and (d ~ f) spectral structure of the first-order soliton with (a) (d) at 10 cm, (b) (e) at 15 cm
and (c) (f) at 25 cm
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Though this first-order soliton shows good temporal and spectral structures, the limited
spectral bandwidth makes it not the best choice for CARS microspectroscopy. That is because
the pump and Stokes (soliton pulse) can resonant only few molecular bonds instead of the
whole bonds, leading to a CARS spectrum with few Raman distinct peaks. To acquire all the
Raman distinct peaks simultaneously, SC with both good temporal structure and broad
spectral bandwidth is needed.

3.3.2. SC with all-normal dispersion PCF

Recent studies show that SC with broad spectral bandwidth, uniform intensity profile and
good coherence is obtained by launching ultrashort laser pulses into an all-normal-dispersion
PCF [82,83]. These PCFs exhibit a convex dispersive profile which is flat near the maximum
dispersion wavelength (MDW). And they possess none ZDW point in the visible and near-
infrared spectral region, known as all-normal dispersion. Without anomalous dispersion
region, all the soliton-related dynamics are suppressed, including breakup of input pulse into
several pulse trains. And the generated SC is not so sensitive to fluctuations of input pulse and
shot noise of pump laser [84]. Because SC generation in these PCFs is dominated by the SPM
effect and optical wave breaking, the SC pulse can keep characteristic of a single pulse during
the propagation. And the SC pulse is easy for dispersion compensation with such smooth phase
distribution. These properties make the generated SC in all-normal dispersion PCFs especially
suit for time-resolved applications, such as CARS spectroscopy.

In the following simulations, an all-normal dispersion PCF (from NKT Photonics) with hole
diameter 0.5616 µm and hole pitch 1.44 µm is used. Figure 15 shows the cross-section and
dispersion profile of the all-normal dispersion PCF respectively. From figure (b), it is clear that
this fiber shows all-normal dispersion in the range from visible to near-infrared. And the
dispersion parameter D is estimated about -10 ps / nm∙km at wavelength about 1060 nm, at
which point the nonlinear coefficient is about 37 W-1m-1.

laser[84]. Because SC generation in these PCFs is dominated by the SPM effect and optical wave 
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dispersion parameter D is estimated about �10	����m � �m at wavelength about 1060 nm, at 
which point the nonlinear coefficient is about 37	W��m��.

Fig.15 (a) Cross-section model used in simulation and (b) dispersion profile of the all-normal dispersion PCF 

Temporal and spectral evolutions with propagating distance are shown in figure 16 when 
hyperbolic secant pulses centered at 1060 nm with pulse duration 100 fs and peak power 30 kw 
are injected into the PCF. From figure 16 (b), the spectral broadening is first concluded at the short 
wavelength through propagation about 38 mm, then at the long wavelength side about 56mm. The 
spectrum will gain no more broadening with further propagation, except that the generated SC has 
a smoother spectral profile. In temporal domain, the pulse duration changes a little in the initial 
stage, but increases gradually with further propagation. And the input pulse keeps its character of 
single pulse all the time in propagation. 

To focus more detailed structures in temporal and spectral domain, evolution slices at 
different propagating distances are plotted in figure 17 with linear scales. The most notable feature 
in time domain lies in the conservation of a single pulse during the whole propagation. Although 
the pulse is broadening during the propagation, self-steepening effect leads to a steeper trailing 
edge which is clear in slices within 3 centimeters’ propagation. After that, the pulse edges becomes 
steeper which makes the pulse shape like a rectangular function, because even weak dispersion 
effect also brings about significant changes of pulse shape under abundant SPM-induced 
frequency chirp. Oscillating structure near the trailing edge as shown in the left graph with 3cm 
propagation derives from pulse distortion induced by high-order dispersion. And the oscillations 
near pulse edges are related to optical wave breaking[85].
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Figure 15. (a) Cross-section model used in simulation and (b) dispersion profile of the all-normal dispersion PCF
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stage, but increases gradually with further propagation. And the input pulse keeps its character of 
single pulse all the time in propagation. 
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in time domain lies in the conservation of a single pulse during the whole propagation. Although 
the pulse is broadening during the propagation, self-steepening effect leads to a steeper trailing 
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steeper which makes the pulse shape like a rectangular function, because even weak dispersion 
effect also brings about significant changes of pulse shape under abundant SPM-induced 
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Temporal and spectral evolutions with propagating distance are shown in figure 16 when
hyperbolic secant pulses centered at 1060 nm with pulse duration 100 fs and peak power 30
kw are injected into the PCF. From figure 16 (b), the spectral broadening is first concluded at
the short wavelength through propagation about 38 mm, then at the long wavelength side
about 56mm. The spectrum will gain no more broadening with further propagation, except
that the generated SC has a smoother spectral profile. In temporal domain, the pulse duration
changes a little in the initial stage, but increases gradually with further propagation. And the
input pulse keeps its character of single pulse all the time in propagation.

To focus more detailed structures in temporal and spectral domain, evolution slices at different
propagating distances are plotted in figure 17 with linear scales. The most notable feature in
time domain lies in the conservation of a single pulse during the whole propagation. Although
the pulse is broadening during the propagation, self-steepening effect leads to a steeper trailing
edge which is clear in slices within 3 centimeters’ propagation. After that, the pulse edges
becomes steeper which makes the pulse shape like a rectangular function, because even weak
dispersion effect also brings about significant changes of pulse shape under abundant SPM-
induced frequency chirp. Oscillating structure near the trailing edge as shown in the left graph
with 3cm propagation derives from pulse distortion induced by high-order dispersion. And
the oscillations near pulse edges are related to optical wave breaking [85].

Fig.16 Temporal (left) and spectral (right) evolutions over propagation distance for input pulse  

centered at 1060 nm with peak power 30 kW and pulse duration 100 fs 

In spectral domain, the spectral broadening induced by SPM effect is significant with a clear 
oscillating structure through the full wavelength. The SPM-induced spectral broadening spreads 
out towards two sides of the pump wavelength with red-shift components near the leading edge 
and blue-shift components near the trailing edge. And in the later propagation, the oscillating 
structure is explained by optical wave breaking. The red-shift components near the leading edge 
transfer faster and catch up with the red components near leading edge, leading to the interference 
between them. The blue-shift components near the trailing edge are just an opposite to that. This 
oscillating structure in spectral domain and the oscillations near pulse edges in the temporal 
domain are manifestations of the same phenomenon. 

Fig.17 Evolution slices at different propagation distances in temporal (left) and spectral (right) domain 

Although SC generated in all-normal dispersion PCF has good temporal and spectral 
structures, it is useful to study the impact of input pulses on the SC generation, such as pulse 
duration, pulse energy and so on. 

First, the central wavelength, pulse duration and fiber length are restricted to show the impact 
of pulse energy on SC generating. The input pulses are centered at 1060 nm with pulse duration 
100 fs and propagation distance 15 cm. Figure 18(a) shows the variations of spectral bandwidth 
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Figure 16. Temporal (left) and spectral (right) evolutions over propagation distance for input pulse centered at 1060
nm with peak power 30 kW and pulse duration 100 fs

In spectral domain, the spectral broadening induced by SPM effect is significant with a clear
oscillating structure through the full wavelength. The SPM-induced spectral broadening
spreads out towards two sides of the pump wavelength with red-shift components near the
leading edge and blue-shift components near the trailing edge. And in the later propagation,
the oscillating structure is explained by optical wave breaking. The red-shift components near
the leading edge transfer faster and catch up with the red components near leading edge,
leading to the interference between them. The blue-shift components near the trailing edge are
just an opposite to that. This oscillating structure in spectral domain and the oscillations near
pulse edge in the temporal domain are manifestations of the same phenomenon.
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(a) (b) 

(a) (b) 

Figure 17. Evolution slices at different propagation distances in temporal (left) and spectral (right) domain

Although SC generated in all-normal dispersion PCF has good temporal and spectral struc‐
tures, it is useful to study the impact of input pulses on the SC generation, such as pulse
duration, pulse energy and so on.

First, the central wavelength, pulse duration and fiber length are restricted to show the impact
of pulse energy on SC generating. The input pulses are centered at 1060 nm with pulse duration
100 fs and propagation distance 15 cm. Figure 18(a) shows the variations of spectral bandwidth
with different pulse energies ranging from 2 nJ to 10 nJ. It is clear that the generated SC shows
larger spectral broadening, much more than 600 nm with pulse energy 4 nJ. For a higher pulse
energy, the SC generating is much influenced by the SPM and self-steepening effects, leading
to the distinct peaks on each side of the pump wavelength. But the intensity near the pump
dips more due to them. The spectral bandwidth is increasing, but the increment becomes small,
with pulse energy.

Figure 18(b) shows the impact of pulse duration on generated SC with peak power being a
constant 30 kW. The relation between peak power and pulse duration is E=P∙ ∆τ with E being
pulse energy, P and ∆τ being peak power and pulse duration at half maximum. It is clear that
the spectral broadening changes few with different pulse durations. The spectrum reaches 600
nm when the peak power keeps 30 kW. With larger pulse duration, the oscillating structures

Photonic Crystals54
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Figure 17. Evolution slices at different propagation distances in temporal (left) and spectral (right) domain

Although SC generated in all-normal dispersion PCF has good temporal and spectral struc‐
tures, it is useful to study the impact of input pulses on the SC generation, such as pulse
duration, pulse energy and so on.

First, the central wavelength, pulse duration and fiber length are restricted to show the impact
of pulse energy on SC generating. The input pulses are centered at 1060 nm with pulse duration
100 fs and propagation distance 15 cm. Figure 18(a) shows the variations of spectral bandwidth
with different pulse energies ranging from 2 nJ to 10 nJ. It is clear that the generated SC shows
larger spectral broadening, much more than 600 nm with pulse energy 4 nJ. For a higher pulse
energy, the SC generating is much influenced by the SPM and self-steepening effects, leading
to the distinct peaks on each side of the pump wavelength. But the intensity near the pump
dips more due to them. The spectral bandwidth is increasing, but the increment becomes small,
with pulse energy.

Figure 18(b) shows the impact of pulse duration on generated SC with peak power being a
constant 30 kW. The relation between peak power and pulse duration is E=P∙ ∆τ with E being
pulse energy, P and ∆τ being peak power and pulse duration at half maximum. It is clear that
the spectral broadening changes few with different pulse durations. The spectrum reaches 600
nm when the peak power keeps 30 kW. With larger pulse duration, the oscillating structures
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in output spectrum are more obvious. Also the dips near pump wavelength are much more
clear. Due to optical wave breaking induced four-wave mixing, the sidebands at each short
and long wavelength side are significant, and their peaks are moving towards short and long
wavelength direction respectively.

Although the generated SC has a larger spectral broadening when the PCF is pumped near
the MDW, the impacts of central wavelength of input pulses on SC generation are analyzed.
In figure 19, temporal and spectral structures of generated SC with different pump wave‐
lengths are plotted where the pulse duration, pulse energy and propagation distance are fixed
to 100 fs, 2 nJ and 15 cm respectively. For 1060 nm pump, the spectrum is approximately
symmetric from 800 nm to 1350 nm with clear oscillating structures near the pump wavelength.
For pump wavelength far from the MDW, not only the full spectrum is shorter that that with
1060 nm pump, but the spectrum shows a tail towards the MDW with much lower amplitude
than the peaks induced by SPM. There are obviously small tails near the leading edge for 1200
nm pump and trailing edge for 900 nm pump in figure (a) which are induced by high-order
dispersion. These tails will apply additional difficulty to dispersion compensation.

From above analyses and discussions, the all-normal dispersion PCF should be pump near the
maximum-dispersion point with proper peak power and pulse duration to generate an
excellent SC suitable for CARS spectroscopy with broad spectral bandwidth, uniform spectral
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intensities and smooth and excellent temporal structure with smooth phase distribution. The
spectral intensity profile is much more smooth with shorter pulse duration under the same
peak power. Although higher peak power is beneficial to spectral broadening, it often causes
strong tails near the pulse edges and bad flatness of spectral intensity profile. And the fiber
length is also very important, because a longer fiber length makes a more flat spectral profile
while temporal structure becomes bad.

Based on the basic experimental facilities, pulses centered at 1060 nm with pulse duration 50
fs and pulse energy 2nJ are injected into the all-normal dispersion PCF. The spectrum of output
pulse can be expanded to 600~ nm (from ~800 nm to 1400~ nm) after 12 cm propagation with
the spectrogram of generated SC being displayed in figure 20(a). This SC shows good spectral
continuity and uniformity with tails on both the long and short wavelength sides caused by
high-order dispersion. Figure 20(b) demonstrates the temporal distribution of the generated
SC pulse with slightly asymmetric structure towards the tailing edge. And the tails on long
and short wavelength sides are related to the pedestals near leading and trailing edges. From
figure (b), the delay time between different components is less than 2 ps and the temporal
phase is predominantly quadratic, which makes the dispersion compensation much easier.

To exploit this continuum pulse into CARS spectroscopy, it is necessary to compensate the
delay time induced by dispersive effect and other nonlinear effects, leading to a same propa‐
gating speed of different frequency components. In terms of such small dispersion, a pair of
prisms made of BK7 glass are used to compensate it. The spectrogram and temporal, spectral
profiles after dispersion compensation are plotted in figure 21, with (a) being the spectrogram,
(b) the temporal profile and (c) the spectral profile. After dispersion compensation, most
components in the generated SC are propagating at a same speed, except the tails on long and
short wavelength sides, for the prisms are not effective enough to compensation of high-order
dispersion. From figure (b), the pulse duration of generated SC is compressed to about 15 fs
from initial ~2 ps in spite of a little oscillation near the pulse edges. Figure (c) shows the spectral
profile on a linear scale with bandwidth over 600 nm. And the spectral intensity possesses a
good uniformity.

 Fig.19 Pulse shapes with different pump wavelengths in (a) temporal and (b) spectral domain 
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Figure 19. Pulse shapes with different pump wavelengths in (a) temporal and (b) spectral domain
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Fig.20 (a) Spectrogram and (b) temporal profile of the generated SC pulse 

Fig.21 (a) Spectrogram, (b) temporal profile and (c) spectral profile after dispersion compensation 

Supposing that the delay time between different frequency components is limited to less than 
40 fs, it is estimated that the useful components still span over 400 nm from 900 to 1300 nm. This 
SC after dispersion compensating shows wonderful temporal structures, broad spectral bandwidth, 
and uniform spectral intensity, which make it well suited for time-resolved applications, especially 
CARS microspectroscopy. To make the best of the tails in figure (a), spatial light modulator is 
suggested for the high-order dispersion compensation[86,87].

4 Supercontinuum used in infrared nanoscopy 

4.1 Theory of Infrared absorption spectroscopy 

The infrared (IR) absorption spectroscopy is an excellent method for biological analyses. It 
enables the nondestructive, label-free extraction of biochemical information and images[27,88]. The 
physical basis of IR absorption is that, when an infrared light interacts with the molecule, the 
vibrations or rotations in a molecule may cause a net change in the dipole moment. The alternating 
electrical field of the radiation interacts with fluctuations in the dipole moment of the molecule. If 
the frequency of the radiation matches the vibrational frequency of the molecule, then the 
radiation will be absorbed[89,90]. Every material has its unique IR absorption spectra that can be 
used as a “fingerprint” for identification. Absorption in the infrared region results in changes in 
vibrational and rotational status of the molecules. The absorption frequency depends on the 
vibrational frequency of the molecule, whereas the absorption intensity depends on how 
effectively the infrared photon energy can be transferred to the molecule, and on the change in the 
dipole moment that occurs as a result of molecular vibration[91-93]. In a word, a molecule will 
absorb infrared light only if the absorption causes a change in the dipole moment. Infrared 
spectroscopy is widely applied to various samples such as liquid, gas, and solid-state matter to 
identify and to quantify the unknown materials. It is an effective technique to identify compounds 
and is used extensively to detect functional groups. 

15 fs
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Figure 20. (a) Spectrogram and (b) temporal profile of the generated SC pulse
Fig.20 (a) Spectrogram and (b) temporal profile of the generated SC pulse 

Fig.21 (a) Spectrogram, (b) temporal profile and (c) spectral profile after dispersion compensation 
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Figure 21. (a) Spectrogram, (b) temporal profile and (c) spectral profile after dispersion compensation

Supposing that the delay time between different frequency components is limited to less than
40 fs, it is estimated that the useful components still span over 400 nm from 900 to 1300 nm.
This SC after dispersion compensating shows wonderful temporal structures, broad spectral
bandwidth, and uniform spectral intensity, which make it well suited for time-resolved
applications, especially CARS microspectroscopy. To make the best of the tails in figure (a),
spatial light modulator is suggested for the high-order dispersion compensation [86,87].

4. Supercontinuum used in infrared nanoscopy

4.1. Theory of Infrared absorption spectroscopy

The infrared (IR) absorption spectroscopy is an excellent method for biological analyses. It
enables the nondestructive, label-free extraction of biochemical information and images
[27,88]. The physical basis of IR absorption is that, when an infrared light interacts with the
molecule, the vibrations or rotations in a molecule may cause a net change in the dipole
moment. The alternating electrical field of the radiation interacts with fluctuations in the dipole

Supercontinuum Generation With Photonic Crystal Fibers and Its Application in Nano-imaging
http://dx.doi.org/10.5772/59987

57



moment of the molecule. If the frequency of the radiation matches the vibrational frequency
of the molecule, then the radiation will be absorbed [89,90]. Every material has its unique IR
absorption spectra that can be used as a “fingerprint” for identification. Absorption in the
infrared region results in changes in vibrational and rotational status of the molecules. The
absorption frequency depends on the vibrational frequency of the molecule, whereas the
absorption intensity depends on how effectively the infrared photon energy can be transferred
to the molecule, and on the change in the dipole moment that occurs as a result of molecular
vibration [91-93]. In a word, a molecule will absorb infrared light only if the absorption causes
a change in the dipole moment. Infrared spectroscopy is widely applied to various samples
such as liquid, gas, and solid-state matter to identify and to quantify the unknown materials.
It is an effective technique to identify compounds and is used extensively to detect functional
groups.

Collecting of IR spectra signal usually occurs in two different ways. One is the conventional
dispersive-type spectrometer, which employs a grating or a prism to disperse light into
individual frequencies, and a slit placed in front of the detector to determine which frequency
to reach the detector [94]. However, dispersive-type spectrometer is outdated today. Modern
IR spectrometers are the so-called Fourier transform infrared absorption (FTIR) spectroscopy
instruments [95,96]. All the FTIR spectrometer operates on the Fourier transform principle,
and refers to the manner in which the data is collected and converted from an interference
pattern to a spectrum. FTIR spectrometers have progressively replaced the dispersive instru‐
ments for most applications due to their superior speed and sensitivity. They have greatly
extended the capabilities of IR spectroscopy and have been applied to many fields that are
very difficult or nearly impossible to study by dispersive instruments [97,98]. FTIR can be
utilized to measure some components of an unknown mixture and is currently applied to the
analysis of solids, liquids, and gases.

The Basic FTIR System as shown in figure 22, there are mainly four parts: Light source,
interferometer, sample compartment, and the detector. The beam splitter divides the incoming
infrared beam into two beams. One beam reflects off the fixed mirror, and the other beam
reflects off the moving mirror, constituting a Michelson interferometer. After reflected from
the two mirrors, the divided beams meet each other again at the beam splitter. Approximately
50% of the light passes through the beam splitter and is reflected back along its path by a fixed
mirror, and half of the light is reflected by the same beam splitter. The other 50% fraction of
the incident light is reflected onto a moving mirror. Light from the moving mirror returns
along its original path and half of the light intensity is transmitted through the beam splitter.
The two beams meet again at the same beam splitter and then pass through the sample cell, to
the infrared sensor. Thus 25% of the incident light from the source reaches the sensor from the
fixed mirror and 25% from the moving mirror. As the path length of the two light beams
striking the sensor will differ, there will be destructive and constructive interference.

The beam from the moving mirror has traveled a different distance than the beam from the
fixed mirror. When the two beams are combined by the beam splitter, an interference pattern
is created, since some of the wavelengths recombine constructively and some destructively.
This interference pattern is called an interferogram. This interferogram then goes from the
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beam splitter to the sample, where some energy is absorbed and some is transmitted. The
transmitted portion reaches the detector. Every stroke of the moving mirror in the interfer‐
ometer equals one scan of the entire IR source spectrum, and individual scan can be combined
to give better representation of the actual absorbance of the sample. Each point in the inter‐
ferogram contains information from each wavelength of light being measured. The detector
reads information about every wavelength in range of the IR source simultaneously. To obtain
the infrared spectrum, the detector signal is sent to the computer, and an algorithm called a
Fourier transform is performed on the interferogram to convert it into a spectrum. This
transmittance spectrum can be converted to absorbance. The process of collecting the IR
spectrum in an FTIR spectrometer is illustrated in figure 23. FTIR spectrometer simultaneously
collects spectral data in a wide spectral range of the IR source [99]. In contract, in a dispersive
spectrometer, every wavelength across the spectrum must be measured individually. This is
a slow process, and typically only one measurement scan of the sample is made. Accordingly,
the superior speed and sensitivity of FTIR is the significant advantage over a conventional
dispersive spectrometer which measures intensity over a narrow range of wavelengths at a
time [100,101].

The FTIR refers to the manner in which the data is collected and converted from an interference
pattern to a spectrum. The FTIR spectrometer operates on a principle called Fourier transform.
The mathematical expression of Fourier transform can be expressed as

F(ω)= ∫-∞
+∞f(x)eiωxdx (38)

And the reverse Fourier transform is

f(x)= 1
2π ∫-∞

+∞f(x)e-iωxdω (39)
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Figure 22. The main components of a FTIR
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where ω is angular frequency and x is the optical path difference. F (ω) is the spectrum and
f (x) is called the interferogram. It is clear that if the interferogram f (x), is determined
experimentally by using the Michelson interferometer, the spectrum F(ω) can be obtained by
using Fourier transform. The detector receives a signal, i.e., the interferogram, which is a
summation of all the interferences resulting from the constructive and destructive interaction
between each wavelength component and all the others. The two most popular detectors for
a FTIR spectrometer are deuterated triglycine sulfate (pyroelectric detector) and mercury
cadmium telluride (photon or quantum detector). The measured signal is sent to the computer
where the Fourier transformation takes place.

FTIR spectrometer simultaneously collects spectral data of the IR in a wide spectral range. This
confers a significant advantage over a dispersive spectrometer which measures intensity over
a narrow range of wavelengths at a time. FTIR spectrometers have progressively replaced
dispersive instruments for most applications due to their superior speed and sensitivity, and
opens up new applications of infrared spectroscopy

4.2. SC used in IR nanoscopy

FTIR spectroscopy is a widely used analytical tool for chemical identification of inorganic,
organic, and biomedical materials, as well as for exploring conduction phenomena [102-104].
Because of the diffraction limit, however, conventional FTIR cannot achieve nano-scaled
resolution [105]. Therefore a FTIR system that allows for infrared-spectroscopic nano-imaging
is required. The ability to use a spectrally broad source in a FTIR system makes this technique

Figure 23. The process of collecting the IR spectrum in an FTIR spectrometer
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promising at the nano-scale for the chemical identification of unknown nanostructures.
Relying on the use of scattering-type scanning near-field optical microscopy [106,107] (s-
SNOM), the diffraction limit of a FTIR system is overcome by the use of a sharp atomic force
microscope (AFM) tip acting as an antenna to concentrate the incident radiation to nano-scaled
volumes [108-110]. Recording of the tip-scattered light thus yields nano-scaled resolved optical
images. With the introduction of s-SNOM, the diffraction-limited resolution in FTIR micro‐
scopy can be overcome by several orders of magnitude. Nano-FTIR has interesting application
potential in widely different sciences and technologies.

Traditional FTIR spectrometers are based on either thermal IR sources with low brightness
and coherence, such as a globar or Hg-lamp, or synchrotron radiation. The synchrotron
radiation is complex, expensive, power consuming and always accompanied with intensity
fluctuation in spite of high brightness and coherence [29,111]. The advent of non-silica fibers
brings us a new IR source with both high brightness and coherence, not to mention the broad
bandwidth [31,33,112,113]. Besides fused silica, the PCFs can also be made of other materials,
such as chalcogenide and fluoride which show novel characteristics near mid-infrared, such
as high transmissivity. Based on these materials, the PCF can shift its ZDW to mid-infrared
region, which makes the SC generation in mid-infrared realized easily [114]. And their intrinsic
high IR transmissivity and nonlinear coefficient makes it especially suit for mid-infrared SC
generation. With these materials, step-index fibers, tapered fibers and photonic crystal fiber
can be used to generate the mid-infrared SC [115,116]. Under properly pumping condition,
the generated SC shows an ultra-broad spectrum range from 2 µm to 12 µm. These mid-
infrared supercontinuum possess a broad spectral bandwidth, higher brightness and coher‐
ence [117]. The nano-FTIR combing with such a mid-infrared supercontinuum source, has
interesting application potential in widely different sciences and technologies, ranging from
the semiconductor industry to nanogeochemistry.

In the following paragraphs, we will discuss the process of SC generation with the widely used
PCF made of chalcogenide glass. It is necessary to figure out the refraction index and nonlinear
response, because they often vary a lot for different materials. The refraction index of bulk
As2Se3 glass is approximate to the Sellmeier equation as in Eq. (21). The approximate profile
show good agreement with measured data [118].

n 2(λ)=1 + λ 2 A0
2

λ 2 - A1
2 +

A2
2

λ 2 - 192 +
A4

2

λ 2 - 4A1
2 (40)

with n(λ) being the refraction index, λ the input wavelength expressed in microns. The relat‐
ed Sellmeier coefficients are A0 =2.234921, A1 =0.24164, A2 =0.347441, A4 =1.308575. By calcula‐
tion, the variations of refractive index and dispersion parameter with wavelength are shown
in figure 24(a) with n being the refractive index, ng the group index. It is clear the group in‐
dex ng decreases with wavelength below about 7.2 µm and increases beyond that wave‐
length point. Figure 24(b) exhibits the variation of dispersion with wavelength, where single
ZDW point locates in the region from 2 to 14 µm.
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point. Figure 24(b) exhibits the variation of dispersion with wavelength, where single ZDW point 
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Before modeling the process of SC generation in this As2Se3-based PCF, it is necessary to fig‐
ure out the nonlinear response function R(t)= (1 - f R)δ(t) + f Rh R(t), due to the different mate‐
rials. For chalcogenide glasses, the fractional contribution of the Raman response to the total
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Before modeling the process of SC generation in this As2Se3-based PCF, it is necessary to fig‐
ure out the nonlinear response function R(t)= (1 - f R)δ(t) + f Rh R(t), due to the different mate‐
rials. For chalcogenide glasses, the fractional contribution of the Raman response to the total
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nonlinear response is f R =0.115 and the delayed Raman response function h R(t) can be ex‐
pressed as [118,119]

h R(t)=
τ1

2 + τ2
2

τ1τ1
2 exp(- t

τ2
)sin( t

τ1
) (41)

with τ1 =23.1 fs, τ2 =195 fs.

In the simulation, the injected pulse has a hyperbolic secant profile with with 200 fs pulse
duration and 30 W peak power. The temporal and spectral evolutions of input pulse with
propagating distance are plotted in figure 26. It is clear that the output spectral bandwidth
reaches 1.6µm from 3 µm to about 4.7µm after propagating about 20 cm. Further propagation
brings in only little spectral broadening on the long-wavelength side, which is induced by
intrapulse Raman scattering. In time domain, strongly temporal compression occurs within
about 11 cm. After that, there is an obvious pulse broadening and soliton fission. Because
different frequency components often possess different velocities, time delay between
different frequencies becomes larger with a longer propagation,.
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Fig.26 Temporal (a) and spectral (b) evolutions over propagation distance for input pulse  

centered at 3.75 μm with peak power 30 W and pulse duration 200 fs 

To elaborate on the dynamics of SC generation, different spectral slices are exhibited in 
figure 27(a) on a logarithmic scale. All the spectrums in figure 27(a) are cut off at -80 dB. In the 
initial propagation stage, spectral broadening is approximately symmetrical. And the main 
mechanism of spectral broadening is SPM effect. The SPM-induced spectral broadening has a 
notable oscillation structure with the outermost peaks possessing the most intense as shown in 
figure. After around 12 cm, the spectral broadening becomes asymmetric with a larger broadening 
on the long wavelength side. The out side peaks on long- and short-wavelength side are related to 
soliton fission and dispersive wave generation. With further propagation, spectrum on 
long-wavelength side spans little due to weak Raman scattering. 

Fig.27 Spectral evolutions for (a) selected propagating distance and (b) peak power 

Although the generated mid-SC has a bandwidth of 1.6 μm, it is not enough for drive all the 
vibraions simultaneously. A feasible approach is to increase the peak power of pump pulse or 
shorten the pulse duration. Figure 27(b) shows the numerical spectrums for different peak powers 
after 30 cm propagation with the same pulse duration 200 fs. The input peak powers are 10 W, 30 
W, 50 W and 70 W for the top-left, top–right, bottom-left and bottom–right figures respectively. It 
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Figure 26. Temporal (a) and spectral (b) evolutions over propagation distance for input pulse centered at 3.75 µm with
peak power 30 W and pulse duration 200 fs

To elaborate on the dynamics of SC generation, different spectral slices are exhibited in figure
27(a) on a logarithmic scale. All the spectrums in figure 27(a) are cut off at -80 dB. In the initial
propagation stage, spectral broadening is approximately symmetrical. And the main mecha‐
nism of spectral broadening is SPM effect. The SPM-induced spectral broadening has a notable
oscillation structure with the outermost peaks possessing the most intense as shown in figure.
After around 12 cm, the spectral broadening becomes asymmetric with a larger broadening
on the long wavelength side. The out side peaks on long- and short-wavelength side are related
to soliton fission and dispersive wave generation. With further propagation, spectrum on long-
wavelength side spans little due to weak Raman scattering.
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Figure 27. Spectral evolutions for (a) selected propagating distance and (b) peak power

Although the generated mid-SC has a bandwidth of 1.6 µm, it is not enough for drive all the
vibraions simultaneously. A feasible approach is to increase the peak power of pump pulse or
shorten the pulse duration. Figure 27(b) shows the numerical spectrums for different peak
powers after 30 cm propagation with the same pulse duration 200 fs. The input peak powers
are 10 W, 30 W, 50 W and 70 W for the top-left, top–right, bottom-left and bottom–right figures
respectively. It is clear that the total spectral bandwidth of generated SC is increasing with
peak power. And with higher peak power, shorter propagation distance is need to make the
spectral broadening to its maximum.

To study the impact of pulse duration on SC generation, peak power of input pulses is kept
an constant 30 W in the following simulations. Figure 28(b) exhibit the spectral evolutions for
different pulse durations with figures on top-left, top-right, bottom-left, and bottom-right
being 100 fs, 200 fs, 300 fs and 500 fs respectively. For pump pulse with shorter duration, the
distinct soliton structure is much more clear as in figure (a) and (b) because of a shorter
dispersive length L D. They also have a smaller spectral broadening compared with that in
figure (c) and (d) due to a lower pulse energy. However, larger input pulse is associated with
longer dispersive length, larger pulse energy and higher soliton order which result in a less
clear soliton structure and more complex spectral profile in spite of a larger spectral broaden‐
ing. In the initial propagation, spectral broadening is more with shorter pulse duration because
of the larger SPM-induced chirp and its role in FWM.

The spectral broadening with As2Se3-based PCF is much more than that in silica-glass PCF
because of the high nonlinearity. To obtain a continuum with both broad spectral bandwidth
and good time structure, a shorter propagation distance is suggested because the weak SSFS
effect shifts soliton little towards long-wavelength side with finite propagating distance. And
with novel fiber structures, the generated SC has a much larger spectral broadening, such as
the mid-infrared SC from 2 to 10 µm by Baili et al [118].
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Figure 27. Spectral evolutions for (a) selected propagating distance and (b) peak power

Although the generated mid-SC has a bandwidth of 1.6 µm, it is not enough for drive all the
vibraions simultaneously. A feasible approach is to increase the peak power of pump pulse or
shorten the pulse duration. Figure 27(b) shows the numerical spectrums for different peak
powers after 30 cm propagation with the same pulse duration 200 fs. The input peak powers
are 10 W, 30 W, 50 W and 70 W for the top-left, top–right, bottom-left and bottom–right figures
respectively. It is clear that the total spectral bandwidth of generated SC is increasing with
peak power. And with higher peak power, shorter propagation distance is need to make the
spectral broadening to its maximum.

To study the impact of pulse duration on SC generation, peak power of input pulses is kept
an constant 30 W in the following simulations. Figure 28(b) exhibit the spectral evolutions for
different pulse durations with figures on top-left, top-right, bottom-left, and bottom-right
being 100 fs, 200 fs, 300 fs and 500 fs respectively. For pump pulse with shorter duration, the
distinct soliton structure is much more clear as in figure (a) and (b) because of a shorter
dispersive length L D. They also have a smaller spectral broadening compared with that in
figure (c) and (d) due to a lower pulse energy. However, larger input pulse is associated with
longer dispersive length, larger pulse energy and higher soliton order which result in a less
clear soliton structure and more complex spectral profile in spite of a larger spectral broaden‐
ing. In the initial propagation, spectral broadening is more with shorter pulse duration because
of the larger SPM-induced chirp and its role in FWM.

The spectral broadening with As2Se3-based PCF is much more than that in silica-glass PCF
because of the high nonlinearity. To obtain a continuum with both broad spectral bandwidth
and good time structure, a shorter propagation distance is suggested because the weak SSFS
effect shifts soliton little towards long-wavelength side with finite propagating distance. And
with novel fiber structures, the generated SC has a much larger spectral broadening, such as
the mid-infrared SC from 2 to 10 µm by Baili et al [118].
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5. Conclusions and prospects

In this chapter, we mainly described the generalized nonlinear Schrödinger equation which is
widely used in simulating the pulse evolution in photonic crystal fibers. In this equation, both
the higher-order dispersion and nonlinear effects are included, such as self-steepening, optical
shock formation and intrapulse Raman scattering. Then predictor-corrector split-step Fourier
method are introduced to solve the nonlinear Schrödinger equation. Base the equation and
numerical method, process of SC generation in a traditional PCF is analyzed in details. Spectral
broadening in anomalous dispersions regime is dominated by soliton dynamics, including
soliton fission and soliton self-frequency shift, while it is related to SPM effect and optical wave
breaking in normal dispersion region. The generated SC has many applications, such as optical
frequency metrology, tunable ultrafast fiber laser and nonlinear microscopy for its broad
spectrum, high coherence and uniform intensity. Based on the vibrational spectroscopy, CARS
microscopy and IR microscopy has been widely used in cellular biology for their label-free and
nondestructive imaging. Although the spatial resolution of CARS microscopy is not such high
due to the diffraction limit, the APIPD opens up a quite feasible approach to realize nano-
scaled imaging. Furthermore, the combination of this CARS nanoscopy and the supercontin‐

is clear that the total spectral bandwidth of generated SC is increasing with peak power. And with 
higher peak power, shorter propagation distance is need to make the spectral broadening to its 
maximum.  

To study the impact of pulse duration on SC generation, peak power of input pulses is kept an 
constant 30 W in the following simulations. Figure 28(b) exhibit the spectral evolutions for 
different pulse durations with figures on top-left, top-right, bottom-left, and bottom-right being 
100 fs, 200 fs, 300 fs and 500 fs respectively. For pump pulse with shorter duration, the distinct 
soliton structure is much more clear as in figure (a) and (b) because of a shorter dispersive 
length�� . They also have a smaller spectral broadening compared with that in figure (c) and (d) 
due to a lower pulse energy. However, larger input pulse is associated with longer dispersive 
length, larger pulse energy and higher soliton order which result in a less clear soliton structure 
and more complex spectral profile in spite of a larger spectral broadening. In the initial 
propagation, spectral broadening is more with shorter pulse duration because of the larger 
SPM-induced chirp and its role in FWM. 

Fig.28 Evolutions over propagation distance for different pulse durations   

(a) 100 fs; (b) 200 fs; (c) 300 fs; (d) 500 fs 

The spectral broadening with As2Se3-based PCF is much more than that in silica-glass PCF 
because of the high nonlinearity. To obtain a continuum with both broad spectral bandwidth and 
good time structure, a shorter propagation distance is suggested because the weak SSFS effect 
shifts soliton little towards long-wavelength side with finite propagating distance. And with novel 
fiber structures, the generated SC has a much larger spectral broadening, such as the mid-infrared 
SC from 2 to 10 μm by Baili et al[118].

5  Conclusions and prospects 

In this chapter, we mainly described the generalized nonlinear Schro�dinger equation which is 
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Figure 28. Evolutions over propagation distance for different pulse durations (a) 100 fs; (b) 200 fs; (c) 300 fs; (d) 500 fs
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uum generated in an all-normal dispersion PCF is of crucial importance to study the fine
structures and metabolic dynamics in live cells. Besides, combining with atomic force micro‐
scope, FTIR microscopy has a spatial resolution below 100nm. This nano-FTIR combing with
a mid-infrared supercontinuum source generated from the PCF becoming a powerful tool for
chemical identification of unknown nanostructures.
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Luminescence-Spectrum Modification of White Light-
Emitting Diodes by Using 3D Colloidal Photonic Crystals
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Additional information is available at the end of the chapter
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1. Introduction

1.1. General background of white light-emitting diodes

In recent times, light-emitting diodes (LEDs) have been used all over the world, such as
general  lighting,  automotive  lighting,  backlighting  of  displays,  and  street  signals.  In
addition,  white LEDs (WLEDs) that  have grown rapidly have been a popular source of
general illumination. WLEDs have attracted considerable attention for the lighting indus‐
try because of their numerous advantages, such as high brightness, high reliability, and low
energy consumption [1]. The color of WLEDs is evaluated by two parameters: the correlat‐
ed color temperature (CCT) and the color-rendering index (CRI). WLEDs used for general
lighting exhibit CCT of approximately 2700 K (as incandescent bulbs), 3000 K (as warm-
fluorescent  tubes),  and 5000  K (as  cold-fluorescent  tubes),  respectively.  Cold-WLEDs (c-
WLEDs) are used for general lighting, and warm-WLEDs (w-WLEDs) create a feeling of
wellbeing.  The  w-WLEDs  are  a  particularly  valuable  light  source  because  they  provide
comfortable residential lighting, is approximately 2700 K to 3000 K.

Several approaches to fabricate WLEDs have been developed [2-3]. Commercially WLEDs
generally use a GaN blue-emitting LED for stimulating yellow-emitting phosphor (YAG:Ce3+)
to yield phosphor-converted WLEDs, which are the most efficient lights that provide high
luminous efficiency and a low cost [4]. Although phosphor-converted WLEDs have numerous
advantages, for example low cost, and high phosphor conversion efficiency. However, several
PC-WLEDs problems remain, including a high CCT and a low CRI [5-6]. All WLEDs have
required achieving a CRI that exceeds 80, a standard that is used in general lighting applica‐
tions. Therefore, two or more color phosphors are required when the CRI exceeds 90. That
have been achieved by WLEDs with a larger weight percent (wt%) of red phosphor, or by
multi-color LED combinations [7]. Currently, all nitride- and borate-based red phosphors are

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



typically expensive than yellow phosphors, a phenomenon that contributes to the high cost of
fabrication w-WLEDs. Although WLEDs are brighter that compared to the traditional incan‐
descent bulbs. Until now, many people still do not accept that the expensive WLED bulbs.
Expanding the WLED illumination market is difficult due to the high cost of WLEDs. Reducing
the cost of WLEDs can hasten the transition from conventional bulbs to LEDs and lead to new
applications in optical devices.

1.2. General background of photonic crystals

Photonic crystals (PhCs) were first proposed by E. Yablonovitch [8] and S. John [9] in 1987.
They proposed a period arrangement of refractive index can possess the photonic bandgap
(PBG) in the wavelength range. PBG is, photons can only travel across the material if they are
localized into distinct energy states and obey strict rules relating to direction of travel,
polarization state and wavelength. A wavelength range can also exist for which there are no
allowed states for propagation. PhCs are regular arrays of materials with different refractive
indexes that are classified into three main categories, according to the dimensionality of the
stack, such as one- (1D), two- (2D), and three-dimensional (3D), as shown in Figure 1. PhCs
nanostructures provide new ways to control photons. Recently, optical properties of the PhCs
have been much study. 1D PhCs have been applied on many technology, such as Bragg
reflectors of the optical feedback mechanism in distributed feedback lasers [10] and vertical
cavity surface emitting lasers [11]. In addition, 2D and 3D PhCs has been subject of much
intensive research in areas related to LEDs [12-14], sensing [15], telecommunications [16], slow
light [17], and quantum optics [18].

In this chapter, we focus on the PBG material of 3D colloidal PhCs (CPhCs), which is important
because it exhibits a forbidden optical energy band [19]. 3D CPhCs have been studied exten‐
sively because of the unique optical properties and applications [20]. The refractive index of
colloidal particles gives rise to PBG properties. Light energy in the PBG cannot propagate
through materials, and the light is consequently reflected. The 3D CPhC structures, that based
on the face-centred-cubic (fcc) opals and inverse opals, are interesting due to they can be
produced using colloidal solutions.

Figure 1. Schematic illustration of PhCs with periodicity in (a) 1D, (b) 2D, and (c) 3D.

1.3. Research niche

WLEDs have multiple advantages, such as their small size, conservation of energy, and long
lifetime. WLEDs will comprehensive to replace conventional lighting sources within years.
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Commercial WLEDs are made by a GaN-based blue LED combination with a yellow-emitting
YAG:Ce phosphor; the combination of blue and broadband yellow approximates white light.
For residential lighting, many people prefer the w-WLEDs; to achieve this, the proportion of
light emitted by the red-emitting phosphor to the mix. Thus, w-WLEDs have lower efficiency
than c-WLEDs. We have developed a novel approach for improving color quality: layering the
3D CPhC with different diameter (D) over the phosphor layer. The PBGs in the 3D CPhC
improve both the color quality (quantified as the CRI) and the closeness to a blackbody
emission (quantified as the CCT).

In this chapter, we first introduce the theoretical analysis and synthesis method of 3D CPhC
structures in section 2. Then, in section 3, we explain the fabrication method of WLEDs and
3D CPhCs, where 3D CPhCs includes polystyrene (PS) nanospheres and silica (SiO2) nano‐
spheres. Next, in section 4, we demonstrate the theoretically and experimentally for lumines‐
cence-spectrum modification of WLEDs by using 3D CPhCs. Finally, conclusions provide in
section 5.

2. Fundamental and modelling of 3D colloidal photonic crystals

2.1. Photon band structure properties of 3D colloidal photonic crystal structures

Three-dimensional (3D) PhC, which can have the novel properties, is periodic along three
different axes. For 3D PhCs, complete PBG are more rare. The PBG must smother the entire
3D Brillouin zone, not just any one plane or line. For example, Figure 2 shows the photonic
band structure (PBS) for an fcc lattice of close-packed PS nanospheres (nPS=1.59) in air (nair=1.0).
There is no complete PBG. Nevertheless, a number of 3D PhCs have been discovered that do
yield sizable complete PBGs [21-24]. In most of the theoretical studies of these structures
undertaken to date, the results are as follows. For a given lattice constant of 3D PhCs, there is
no PBG until the refractive index of the material is increased to some value. The PBG opens
up and its width usually increases monotonically with the refractive index of the material.

In Figure 2, we showed that an fcc lattice of nanospheres does not have a complete PBG [24].
Sanders found that precious opal mineraloids are formed of close-packed arrangements of
submicron-diameter silica spheres in a silica–water matrix [25], with a relatively low dielectric
contrast. Just as for the case of an fcc lattice of close-packed dielectric spheres (see Figure
2(b)), small gaps appear only at particular points in the band diagram. The wavevectors k of
these partial gaps corresponds to particular directions at which a particular wavelength, and
therefore a particular colour, is reflected. The narrowness and directionality of these gaps are
the source of the bright, iridescent colours that make opal gems so attractive. This sort of
structural colour (as opposed to colours that results from absorption by chemical pigments) is
responsible for many of the iridescent colours found in nature, from butterfly wings, to peacock
feathers, to certain beetles, and jellyfish. In this chapter, we focus on a synthetic opal that is
similar to natural opals and can be readily fabricated, because microscopic spheres can be
induced to self-assemble into an fcc lattice as one evaporates a solution in which they are
suspended (a colloid).
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Figure 2. (a) Schematic illustration of the fcc Brillouin zone. (b) The PBS for the lowest-frequency electromagnetic modes
of an fcc lattice of close-packed polystyrene (PS) nanospheres (nPS=1.59) in air.

2.2. Bragg’s law analysis methods for 3D colloidal photonic crystals

The 3D CPhCs are artificial opal structures of dielectric materials that exhibit unique photonic
dispersion properties and that control light emission behaviours. The optimal design of 3D
CPhC structures is strongly dependent on three parameters, for example lattice constant (a),
filling factor (f), and refractive index (n). To discuss the effect of the lattice constant a, the
Bragg’s reflection theory is used [26]. 3D CPhCs are known to possess PBG properties;
therefore, during the performance of normal reflectance spectrum measurements, the incident
light direction was assumed to be perpendicular to the (111) plane (θ111 = 0), as shown in Figure
3. The reflection wavelength (λR) of the Bragg law was calculated expressed as

2 2
111 1112 sin= -l qR effd n (1)

where λR is the reflection wavelength, d111 is the inter-planar spacing between the (111) planes,
and neff is the effective refractive index. For the 3D CPhC structures, neff can be approximated
as follows:

[ ]2 2 2 1= + -eff PS PS air PSn n f n f (2)

where nPS = 1.59 and nair = 1.0 are the refractive indices of the PS nanospheres and air, respec‐
tively. The monodispersed colloidal nanospheres typically adopted an fcc packing to form the
nanosphere volume fraction (fPS), which was 74 vol% in the structure [27]. This adhered to the
measured reflection results, as shown in Figure 7 and Figure 8, and indicates that light waves
cannot propagate within this region.
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3. Fabrication method of white light-emitting diodes and 3D colloidal
photonic crystals

3.1. White light-emitting diodes prepared

The c-WLEDs (CCT of 5283 K) and w-WLEDs (CCT of 3130 K) were fabricated with GaN blue-
emitting LED chips and varying amounts of yellow- and red-emitting phosphor mixed with
a silicone encapsulant. Figure 4 shows the 3D CPhCs deposited onto the plastic leaded chip
carrier (PLCC) WLED package. The c-WLEDs and w-WLEDs were fabricated as follows
[12-13]: First, we bonded a 22 × 35 mil2 chip of GaN pattern-sapphire substrate (PSS) LEDs
(emission wavelength, λ = 455 nm) was bonded to a commercial PLCC package using silver
paste and gold wire. The GaN blue-emitting LED structures were grown on the PSS by using
a metal organic chemical vapour deposition (MOCVD). The GaN blue-emitting LED structure
consisted of a 30-nm-thick AlN buffer layer, a 2-µm-thick undoped GaN layer, a 2-µm-thick
n-type GaN layer, a 100 nm InGaN/GaN multiple quantum well active region, and a 0.1-µm-
thick p-type GaN layer. In addition, a 200-nm-thick indium-tin-oxide layer was deposited on
the p-GaN layer to form a transparent contact layer (TCL). Finally, the Cr/Pt/Au (5/5/1000 nm)
metal layers were deposited as n-type and p-type contact pads. The layout of the GaN blue-
emitting PSS LED chip is shown in Figure 4. Second, we used Y3Al5O12:Ce3+ (yellow-emitting)
and Ba2Si5N8:Eu2+ (red-emitting) phosphors to obtain the c-WLEDs and w-WLEDs. The yellow-
and red-emitting phosphors (of various wt%) were uniformly mixed with the silicone, and
then filled into the lead-frame by using phosphor dispensing techniques. The c-WLEDs had a
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Figure 3. The field-emission scanning electron microscope images of the 3D CPhCs show that the PS nanospheres stack
with a well-organized (111) plane. Inset: the first Brillouin zone with the symmetry points.
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yellow-emitting and red-emitting phosphor concentration of 16.8 wt% and 1.2 wt%, respec‐
tively, and the w-WLEDs had a yellow-emitting and red-emitting phosphor concentration of
21.0 wt% and 4.0 wt%, respectively. In this study, increasing the concentration of the yellow-
emitting phosphor in the c-WLEDs by 125% and the red-emitting phosphor concentration by
300% caused the high CCT of the c-WLEDs to drop to the low CCT of the w-WLEDs.

3D CPhCs

GaN PSS LED PLCC

Encapsulation

Gold wire

Figure 4. Schematic diagram of the WLED PLCC package with the 3D CPhCs.

3.2. Polystyrene nanosphere of 3D colloidal PhCs prepared

PS nanospheres were manufactured as follows. The monodisperse polymer nanospheres were
prepared using styrene (Acros Organics) as the monomer, sodium dodecyl sulphate (SDS;
Acros Organics) as the emulsifier, and potassium persulphate (KPS; Acros Organics) as the
initiator in emulsion polymerization [28]. In this synthesis process, 15 mL of styrene, 100 mg
of SDS, and 200 mL of deionized (DI) water were added to a 1000 mL three-necked flask, which
was placed in a water bath at 70 °C in an atmosphere of nitrogen gas. Subsequently, 250 mg
of KPS dissolved in 50 mL of DI water was added to the mixture while stirring at 300 rpm.
After stirring for 24 h, monodispersed PS nanospheres with an average diameter of 270 nm
were obtained. By varying the amount of styrene monomer, PS colloidal spheres with different
sizes were synthesized with the same method. The 10-µL 3D PS CPhCs were deposited on the
entire emission region of the w-WLEDs through natural sedimentation in a 60 °C oven. A field-
emission scanning electron microscope (FESEM) was used to study the crystalline structure of
the 3D PS CPhCs produced on the WLEDs. The 3D PS CPhCs with fcc structures were grown
through natural sedimentation, with their surfaces parallel to the (111) crystallographic plane.
We prepared four sizes of the PS nanosphere, with D of 190 nm, 220 nm, 230 nm, and 250 nm,
as shown in Figure 5. These images indicate that the 3D PS CPhC nanostructure consists of an
fcc array. In this study, 3D PS CPhCs with high-reflectivity were obtained at a growth
temperature of 60 °C. The average 10-µm of 3D PS CPhC thin-film was prepared on the WLED
surface, indicating that the practical 3D PS CPhC process did not suffer adverse effects
according to the experimental results. In addition, the normal reflection spectrum for this 3D
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PS CPhCs showed the different reflection peak positions, respectively, which adhered to the

Bragg law (Figure 6).

Figure 5. FESEM images of the 3D CPhCs fabricated by using PS nanospheres with D of (a) 190 nm, (b) 220 nm, (c) 230
nm, and (d) 250 nm.Chapter Title (Header position 1,5) 

 

7

400 500 600 700 800

0.0

0.2

0.4

0.6

0.8

1.0

 

 PS 190 nm

 PS 220 nm

 PS 230 nm

 PS 250 nm

N
o

r
m

a
l
i
z
e
d

 
r
e
f
l
e
c
t
i
o

n
 
(
a
r
b

.
 
u

n
i
t
)

Wavelength (nm)  
Figure 6. The reflection spectra were measured by the different PS nanosphere size of 3D 

CPhCs, respectively.  

 
 
3.3 Silica nanosphere of 3D colloidal PhCs prepared 

Silica nanospheres were synthesized using a modified Stober method [29] as follows. 

Monodispersed silica nanospheres were synthesized using ammonium hydroxide (NH4OH; 

SHOWA), the tetraethoxysilane (TEOS; Aldrich), and the DI water condensation was 

controlled in anhydrous ethanol solution [20-31]. In this synthesis process, 200 mL of 

anhydrous ethanol, 10 mL of NH4OH, and 50 mL of DI water were added to a 500 mL three-

necked flask, which was placed in a water bath at 35 °C. Subsequently, 15 mL of TEOS was 

dropped to the mixture while stirring at 300 rpm. After stirring for 24 h, monodispersed silica 

nanospheres with an average diameter of 250 nm were obtained. By varying the amount of 

TEOS, silica colloidal nanospheres with different sizes were synthesized with the same 

method [32-33]. We prepared the latex (100.0 mg/mL) with silica nanosphere of four 

diameters (D = 150 nm, 180 nm, 250 nm, and 290 nm). The 3D silica CPhCs (10.0-µL) were 

deposited onto the surface of the WLEDs by using a vertical deposition method. Figures 7 

show FESEM images of the (111) face of the 3D silica CPhCs. In addition, the normal 

reflection spectrum for this 3D silica CPhCs showed the different reflection peak positions, 

respectively, which conformed to the Bragg law (Figure 8).  
 

Figure 6. The reflection spectra were measured by the different PS nanosphere size of 3D CPhCs, respectively.
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3.3. Silica nanosphere of 3D colloidal PhCs prepared

Silica nanospheres were synthesized using a modified Stober method [29] as follows. Mono‐
dispersed silica nanospheres were synthesized using ammonium hydroxide (NH4OH;
SHOWA), the tetraethoxysilane (TEOS; Aldrich), and the DI water condensation was control‐
led in anhydrous ethanol solution [20-31]. In this synthesis process, 200 mL of anhydrous
ethanol, 10 mL of NH4OH, and 50 mL of DI water were added to a 500 mL three-necked flask,
which was placed in a water bath at 35 °C. Subsequently, 15 mL of TEOS was dropped to the
mixture while stirring at 300 rpm. After stirring for 24 h, monodispersed silica nanospheres
with an average diameter of 250 nm were obtained. By varying the amount of TEOS, silica
colloidal nanospheres with different sizes were synthesized with the same method [32-33]. We
prepared the latex (100.0 mg/mL) with silica nanosphere of four diameters (D = 150 nm, 180
nm, 250 nm, and 290 nm). The 3D silica CPhCs (10.0-µL) were deposited onto the surface of
the WLEDs by using a vertical deposition method. Figures 7 show FESEM images of the (111)
face of the 3D silica CPhCs. In addition, the normal reflection spectrum for this 3D silica CPhCs
showed the different reflection peak positions, respectively, which conformed to the Bragg
law (Figure 8).

Figure 7. The FESEM images of the 3D CPhCs fabricated by silica nanospheres with D of (a) 150 nm, (b) 180 nm, (c) 250
nm, and (d) 290 nm.
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Figure 8. The reflection spectra were measured by the different silica nanosphere size of 3D CPhCs, respectively.

4. Luminescence-spectrum modification of WLEDs by using 3D colloidal
photonic crystals

4.1. Luminescence spectra modification of WLEDs by using 3D PS CPhCs

The luminescence spectra of the WLEDs with and without 3D PS CPhCs were measured by
the integration sphere at a current of 120 mA, as shown in Figure 9. Due to the photonic stop-
bands, and phosphor reabsorption and reemission affect the luminescence spectrum of WLEDs
with CPhCs [12]. The light emission of the WLEDs through the 3D PS CPhCs was propagated
according to the PBSs of the 3D PS CPhCs. This study measured the angular-resolved trans‐
mission spectra to study the light emission distribution of the WLEDs with 3D PS CPhCs,
which will be discussed in the next section.

In addition, we also measured the luminous flux, luminous efficiency, CRI, CCT, and the
International Commission on Illumination (CIE) color chromaticity coordinates (x, y) versus
current characteristics by using a integration sphere. The luminous flux values of the c-WLEDs,
the c-WLEDs with 3D PS CPhC of D = 230 nm, the c-WLEDs with 3D PS CPhC of D = 250 nm,
and the w-WLEDs were 38, 34, 31, and 35 lm, respectively, and the luminous efficiencies were
100, 90, 81, and 93 lm/W, respectively, at a input power of 0.38 W. The CCT of c-WLEDs with
3D PS CPhCs can decrease from approximately 5283 to approximately 3130 K without
increasing the wt% of yellow- and red-emitting phosphor. In addition, the c-WLEDs with 3D
PS CPhC of D = 230 nm demonstrated a luminous flux, CRI, and CCT equal to that of the
reference w-WLEDs. The c-WLEDs containing 3D PS CPhC of D = 250 nm shows the highest
CRI value of over 90. The CIE (x, y) coordinates of the four types of WLEDs fall on the Planckian
locus. Therefore, this novel technology could reduce the fabrication cost of w-WLEDs.
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Figure 9. Luminescence spectra of the WLEDs.

4.2. Photon band structure theoretical discussion of WLEDs containing 3D PS CPhCs

Several research groups have investigated the optical properties of 3D CPhCs [34-37]. They
have indicated a photonic stop-band at the L symmetry point of the fcc Brillouin zone along
the [111] direction. The photonic stop-bands of the 3D PS CPhCs can be controlled by the
nanosphere sizes. The luminescence spectra of the WLEDs were modified by 3D PS CPhCs, as
shown in Figure 9. Figure 9 exhibited the CCT, CRI, and CIE (x, y) coordinates of the WLEDs
that could be controlled by the emission intensity ratio of blue-, green-, yellow-, and red-
emitting light. Generally, In this study, the luminous flux, CRI, CCT, and CIE (x, y) coordinates
of the 3D PS CPhCs deposited onto the WLEDs were affected by PBSs depending on the lattice
constant of 3D PS CPhCs.

The light emission distribution of WLEDs containing 3D PS CPhCs was measured using the
angular-resolved transmission spectrum technique. The apparatus for the angular-resolved
transmission spectra measurement was the same as in Lai et al. [38]. The c-WLEDs containing
3D PS CPhC of D = 230 nm and 250 nm measured on a current of 120 mA. The angular-resolved
transmission spectra as a function of detection angle θout were obtained with a fibre probe
coupled to an spectrometer (Horiba Jobin Yvon, CP140), which was rotated from θout = 0°
(normal direction) until ±90° in increments of 0.5°. The measuring plane of the c-WLEDs
containing 3D PS CPhCs was fixed along the Γ-L-U path of the fcc Brillouin zone, as indicated
in Figure 3. The transmission spectra were displayed on a wavelength versus detection angle
plot, and the color representing the intensity according to a log scale bar. Figures 10(a) and
10(b) show the transmission spectra collected along the Γ-L-U directions for the c-WLEDs
containing 3D PS CPhC of D = 230 nm and 250 nm, respectively. These measurement results
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showed that the photonic stop-bands for the guided modes shifted toward shorter wave‐
lengths with increasing detection angles θout. Figures 10(a) and 10(b) demonstrated the first
photonic pseudogap of the PBSs along the (111) surface. Additionally, due to the photonic
stop-bands caused the light diffracted back into the phosphor layer of c-WLEDs, which could
be reabsorbed and reemitted by the phosphor layer to increase the red light emission, as shown
in Figure 9.

The c-WLEDs containing 3D PS CPhCs also exhibited photonic stop-bands in the zenithal (θ)
and azimuthal (φ) direction [12]. Figures 10(a) and 10(b) can be represented as the photonic
dispersion curves with k// = a sin(θout)/λ for comparison with the calculated PBSs [38]. These
experimental results demonstrated a PBG that consisted of the lowest bands of the PBS in the
L-U direction. The photonic stop-band corresponded to the L-U of the PBSs associated with
Bragg diffraction by the (111) planes. We took the Γ-L-U triangle as representative, and
assumed that the incident light with wave vector k was in that diffraction plane; with the tip
of k lying on the L-U segment. The azimuthal of the far-field emission distribution has
measured as a function of the azimuthal angle φ by using the angular-resolved transmission-
measuring apparatus [38]. In azimuthal measurement results of c-WLEDs containing 3D PS
CPhCs also showed the photonic stop-bands due to the PBS of the 3D PS CPhCs [12].

Log Intensity (arb. unit)7 9 Log Intensity (arb. unit)7 9(a) (b)Log Intensity (arb. unit)7 9Log Intensity (arb. unit)7 9 Log Intensity (arb. unit)7 9Log Intensity (arb. unit)7 9(a) (b)

Figure 10. (a) and (b) Angular-resolved measurements of the c-WLEDs containing 3D PS CPhC of D = 230 nm and 250 nm.

4.3. Luminescence spectra modification of WLEDs by using 3D silica CPhCs

In this section, we prepared a silica nanosphere of diameter (D) of 400 nm. The normal
reflection spectrum for this 3D silica CPhC showed a reflection peak at 923 nm that conformed
to the Bragg law. 3D silica CPhC was deposited onto the WLEDs by a vertical deposition
method. The 3D silica CPhC thin films modified the luminescence spectra of the WLEDs, which
were measured using a 20-in integration sphere with a current setting of 120 mA, as shown in
Figure 11; the 425–600-nm of light emission wavelengths of the WLEDs containing 3D silica
CPhCs were suppressed by the 3D silica CPhC thin films. In addition, the red-light wavelength
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exceeding 600 nm of the WLEDs containing 3D silica CPhCs increased (Figure 11) because of
the reabsorption and re-emission produced by the phosphor layer of the WLEDs [12-14].

In this study, we also measured the optical characteristics of WLEDs using the integration
sphere that was equipped with a radiometer and photometer. The luminous flux of the WLEDs,
w-WLEDs, and WLEDs containing 3D silica CPhCs were 53, 44, and 46 lm with an input power
setting of 0.38 W, respectively. The luminous efficacy of these WLEDs was 144, 120, and 127
lm/W, respectively. The luminous flux of the WLEDs containing 3D silica CPhCs was 5.6%
more enhanced than that of the w-WLEDs. Additionally, the CCT of WLEDs containing 3D
silica CPhCs decreased from approximately 3974 K to 2960 K without an increase in the wt%
of the green- and red-emitting phosphors. The CIE (x, y) coordinates of all of the light sources
in this study were located near the Planckian locus of the CIE chromaticity diagram. All WLEDs
must have a CRI that exceeds 80, a standard that is required for use in residential lighting
applications.

Figure 11. Luminescence spectra of the WLEDs.

4.4. Photon band structure theoretical discussion of WLEDs containing 3D silica CPhCs

The angular-resolved reflection spectra were measured to examine the light-reflection
distribution of the 3D silica CPhCs; Figure 12 shows the PBS of the 3D silica CPhCs. The
angular-resolved reflection measurement systems used in this study were identical to those
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distribution of the 3D silica CPhCs; Figure 12 shows the PBS of the 3D silica CPhCs. The
angular-resolved reflection measurement systems used in this study were identical to those
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described previously [32-33]. To confirm that the high-order band of PBS affected the lumi‐
nescence spectrum of the WLED, we measured the transmittance spectrum of the 3D silica
CPhC thin films by using a UV-Vis spectrophotometer (Figure 13). We used a transmittance
measurement system equipped with a halogen lamp as the white-light source, an integration
sphere, and a spectrometer with a charge-coupled device to measure the transmittance spectra
through the 3D silica CPhC thin films. The 3D silica CPhC thin films exhibited a graduated
transmission from the blue wavelength region to the red wavelength region. The transmittance
of 3D silica CPhC thin films was similar to that of the graduated neutral density filter (GNDF).
The 400–600-nm wavelength spanning from the blue region to the red region exhibited a low
transmittance that was affected by the high-order band of PBS (Figure 13). In other words,
when the WLED photons passed through the 3D silica CPhC thin films, one part was reflected
and the other was transmitted. The reflected light of the WLEDs can be absorbed by the
phosphor layer and increase the red-light emission [12-14]. In this section, we report that the
WLED devices containing 3D silica CPhCs achieved a higher luminous flux than did the
commercial w-WLEDs, because of the GNDF influence and increased light re-emission in the
red-light region.

R
eflection intensity (arb. unit)

R
eflection intensity (arb. unit)

Figure 12. Angular-resolved reflection measurements of 3D silica CPhC thin films.
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Figure 13. Measured transmittance of 3D silica CPhC thin films.

5. Conclusion

In conclusion, we designed and fabricated WLEDs containing 3D CPhCs that had lumines‐
cence modified that were according to the PBSs of 3D CPhCs. The c-WLEDs with 3D PS CPhC
of D = 230 nm shows the optical properties almost equal to that of the reference w-WLEDs. The
angular-resolved transmission measurement showed the PBGs that attributed to the PBSs of
the 3D PS CPhCs. The c-WLEDs containing 3D PS CPhCs caused the shorter wavelength of
light emission to reemission the long wavelength because of the PBSs. The experimental
transmission spectra agreed favourably with the simulated PBSs of the 3D PS CPhCs. In
addition, the WLEDs containing 3D silica CPhCs in 120 mA produced a CCT of 2960 K, and
exhibited a CRI of 80 and a luminous flux of 46.7 lm (5.6% more enhanced than that of the
commercial w-WLEDs) without an increase in the concentration of the phosphors. In the
WLEDs containing 3D silica CPhCs, the 3D silica CPhC thin films modified the light emission
spectrum because of the GNDF influence and multiple phosphor re-emissions. This novel
technique applied to WLEDs to produce w-WLEDs reduces fabrication costs.
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1. Introduction

As electronic devices and circuits were shrinking to the nano-scale chips, some drawbacks
hindered the reaching to the speed higher than tens of Giga Hertz, such as the higher power
consumption, delay, and interference of the signals. However, the need for transmitting the
huge amount of data over communication networks urged everyone in this area of technology
to find an alternative for pure electronic devices. Despite rapidly developing the photonics
technology, in practice the implementation of the photonic counterparts of the electronic
devices encountered many problems such as inability to become integrated. The size of
photonic devices halted on the half the wavelength of the operating signal due to the Diffrac‐
tion limit of light.

In recent years, Surface Plasmon Polaritons (SPPs) have been considered as one of the most
promising ways to overcome the diffraction limits of photonic devices. The field of manipu‐
lating the SPPs as the carrier of the signal is known as Plasmonics. In plasmonics, the advan‐
tages of electronics such as nano-scale component design are joint together with the benefits
of photonics. Therefore, plasmonics shapes a key part of the fascinating field of nanophotonics,
which discovers how electromagnetic fields can be confined over dimensions on the order of
or smaller than the wavelength. It is constructed based on interaction of electromagnetic
radiation and conduction electrons at metallic interfaces or in small metallic nanostructures,
leading to enhance the confinement of optical field in a sub-wavelength dimension.

The strong interaction between microscopic metal particles and light has been utilized for
thousands of years, the Lycurgus Roman Cup dating from 4’th century A.D. [1], brightly
colored stained-glass window panels by annealing metallic salts in transparent glass [1]. The
practical instructions for this ancient “nanofabrication” technique survive from as early as the

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



8th century A.D. [1]. From the beginning of the 20th century many phenomena related to the
unusual optical properties of particles and spheres were explained; the blue color of the sky
in terms of a simple derivation of the scattering power of spheres by Rayleigh [2], the bright
color of metal glass by Garnett [3], presentation of a general formulation for the scattering of
light from spherical surface by Gustav Mie [4]. In 1957, Ritchie [5] described surface plasmons
in thin films in terms of electron energy loss spectroscopy. Otto [6], Kretschmann and Raether
[7] explained the procedures for exciting surface plasmons on thin films optically in 1968. In
1974, the enhancement of Raman scattering from molecules influenced by the enhanced local
fields at a rough metal surface was first observed by Fleischmann et al. [8].

In recent years, the applications of the surface plasmons are extended in optical integrated
circuits and create a rapid developing field of photonics known as Plasmonics. Many re‐
searches are being carried out on developing plasmonic structures. Plasmonic switches and
modulators are the most important components used for light routing and switching in the
rapidly developing area of broadband optical communications and designing ultra-high speed
switching devices, where sub-femtosecond interaction of light with matter is our main design
concern [9]. Numerous plasmonic devices and components are introduced and huge of
research are published. By exciting of the surface plasmons at the boundary of dielectric and
metallic materials, an optical field can be confine into a subwavelength dimension [10]. A
plasmonic circuit transforms the light into surface plasmons at the same frequency but reduced
dimensions, in addition to guidance that is more flexible and highest speed.

In the next section of this chapter, Metal-Optics Electromagnetism is discussed. In section 3,
wave analysis is used for explaining the propagation of surface plasmon polaritons. Section 4
is dedicated to investigate the various schemes of plasmonic guiding and their characteristics.
In section 5, the modeling methods of plasmonic waveguides are introduced, and in section 6,
a case study of plasmonic application in designing a switch is presented.

2. Metal-optics electromagnetism

Surface plasmons polaritons (SPPs) are surface electromagnetic modes that propagate at the
interface of a dielectric with real electric permittivity ε1 and a metal with permittivity ε2(ω)<0
as shown in figure 1.

Figure 1. Electric and magnetic field distributions and charge oscillations at the dielectric/metal interface. SPPs propa‐
gate along the x-direction.
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The complex permittivity or complex dielectric function can be expressed as [11]:

' ''ie e e= + (1)

where ε ' is the real part and ε '' is th imaginary part of the permitivitty. In addition, the response
of the material to the incoming optical field is expressed as the complex refractive index as [12]:

N n ik= + (2)

where n and k  are the real and imaginary part of the refractive index. The equations (1) and
(2) are related to each other by:

' 2 2n ke = - (3)

'' 2nke = (4)

These parameters are known as optical constants of the material however, in many of the
materials they change with the frequency of the incident optical field. Especially in metals, the
dielectric parameters are strongly dependent to the optical frequency. In order to use the
permittivity of metals in the calculations of the spectrometry some mathematical models are
introduced, such as Lorentz model, Lorentz-Drude model andExtended Drude model.

2.1. Lorentz model

In plasmonic, the optical properties of material can be expressed as a classical physical model
of the microscopic structure [3], in which the charge carriers are assumed as damped harmonic
oscillators subjected to incident electromagnetic field as driving forces. In the Lorentz model
a charge carrier is supposed to have a mass of m, charge e and displacement from equilibrium
x. The force on this particle as a linear spring force is F  =  K .x, the velocity dependent damping
is F =b.ẋ and the driving force by any incident light is F = eE . Therfore, the equation of motion
is [12, 13]:

mx bx Kx e+ + =&& & E (5)

normalizing the above equation by mass:

2
0

ex x
m

g w+ + =&& E (6)

where ω0
2 = K / m and γ =b / m. By solving the equation (6) as a time-harmonic and substitution

of ẋ↔− iωx and ẍ↔−ω 2x :
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Supposing N particles per volume V and dipole p = ex for each particle, the polarization is
P =( N

V )p. Therfore, equation (7) can be expressed:
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where ωp is the plasma frequency and is defined as:
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From the Maxwell’s equation, we have:

1e c= + (10)

0e c=P E (11)

Therefore, from the equations (8), (10) and (11) the Lorentz model for the dielectric function is
derived:

( )
2

2 2
0

1 p
Lorentz i

w
e w

w w gw
= +

- -
(12)

2.2. Multi-oscillator Drude-Lorentz model

Here, the model is the superposition of j+1 individual oscillators [12]:

( )
2 2

0 ,0 ,
2 2 2

10

1
maxj

p j p j
Drude Lorentz

j j j

f f
i i

w w
e w

w g w w w g w-
=

= - +
+ - -å (13)

where f j ' s are the oscillator strengths, ωp, j ' s are the plasma frequencies, γj ' s are damping rates
and ω j  's   are the oscillator frequencies. The second term of equation (13) is the Drude term
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and represents the free electrons, which are not under the restoring force. Using 5 terms of the
Lorentz model constructs an excellent approximation of optical properties of metals and many
semiconductors in the visible spectrum [12].

3. Wave approach for the propagation of the surface plasmon polaritons

Surface plasmon polaritons are electromagnetic waves propagating at the interface between a
dielectric and a metal evanescently bounded in the perpendicular direction [4]. These electro‐
magnetic surface waves are created from the coupling of the optical fields to oscillations of the
metal’s electron plasma. Based on the dispersion relation and the spatial field distribution, the
surface plasmons are described quantitatively.

3.1. Propagating the SPPs at a single metal-insulator interface

3.1.1. Deriving the dispersion relation

By solving the Maxwell’s equation at a single metal-insulator interface, the wave equation is
produced, in which for the transverse magnetic (TM or p) modes is [14]:

( )
2

2 2
02 0y

y

H
k H

z
e b

¶
+ - =

¶
(14)

and for transverse electric (TE or s) modes is:

( )
2

2 2
02 0y

y

E
k E

z
e b

¶
+ - =

¶
(15)

where k0 =ω / c0 is the wave vector of the propagating wave in vacuum. Now, we should
consider a simple flat boundary between an insulator (z>0) with a real positive permittivity ε2

and a metal (z<0) with a complex permittivity ε1(ω) (for metals  Re{ε1(ω)}<0). Supposing the
condition of propagating wave bounded to the interface with evanescent falloff in z-direction,
the solutions for TM waves in z > 0 is [14]:

( ) 2
2

k zi x
yH z A e eb -= (16)

( ) 2
2 2

0 2

1 k zi x
xE z iA k e eb

we e
-= (17)
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( ) 2
1 2

0 2

k zi x
zE z A k e ebb

we e
-= - (18)

and for z < 0 is:

( ) 1
1

k zi x
yH z A e eb= (19)

( ) 1
1 1

0 1

1 k zi x
xE z iA k e eb

we e
= - (20)

( ) 1
1 2

0 1

k zi x
zE z A k e ebb

we e
= - (21)

where ki ≡kz ,i is the component of the wave vector at z-direction. The reciprocal value of the ki,
ẑ =1 / |kz | , is evanescent decay length of the fields in the perpendicular of the propagation [14].
The continuity condition of Hy and εEz at the interface implies that A1 = A2 and

2 2

1 1

k
k

e
e

= - (22)

Because at the interface of insulator and metal Re{ε2}>0 and Re{ε1}<0 the propagating waves
confines at the surface. Based on equation (14) for TM waves at metal and insulator [14],

2 2
1 0 1k kb e= - (23)

2 2
2 0 2k kb e= - (24)

Therefore, by combining the equations (22), (23) and (24), the dispersion relation of the SPPs
propagating at the metal-insulator yields

1 2
0

1 2

k e e
b

e e
=

+
(25)

3.1.2. Forbidden modes for surface plasmons

Based on equation (15), the field components for TE modes are
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for z > 0, and
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( ) 1
1 1

0

1 k zi x
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In calculations of the equations (26) to (31), the following equations are used:

0

1 y
x

E
H i

zwm

¶
=

¶
(32)

0
z yH Eb

wm
= (33)

From the continuity of Ey and Hx at the interface

( )1 1 2 0A k k+ = (34)

and because of the confinement condition requires Re{k1}>0 and Re{k2}>0, hence A1 =0 and
A2 =0 ; therefore, there are no TE modes at the surface. That means, the surface plasmon
polaritons propagate only in TM polarization [14].
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3.1.3. Propagation Length of SPPs

An important parameter in comparing plasmonic waveguide structures is the propagation
length of a supported mode. As a surface plasmon propagates along the surface, it quickly
loses its energy to the metal due to absorption. The intensity of the surface plasmon decays
with the square of the electric field, so at a distance x, the intensity has decreased by a factor
of exp(2Im(βz)z)   [15]. The propagation length is defined as the distance for the surface plasmon
to decay by a factor of 1/e. This condition is satisfied at a length

( )
1

2SPP
z

L
Im b

= (35)

The typical value for propagation length in plasmonic metal-insulator waveguides is up to
100µm in visible regime [14].

4. Plasmonic waveguide schemes

The fundamental element in integrated plasmonic circuitry, as in photonics, is the waveguide.
Because the necessity of existence of metal layer and various structural possibilities of using
metal layer, many of schemes are developed in the recent years [11]. Each of the schemes has
some benefits and drawbacks, in which make a trade-off between their characteristics. Two
main characteristics of a waveguide are the confinement area of the mode and the propagation
length. This features of the plasmonic waveguides are in opposite and there are a trade-off
between them.

Figure 2. Optical field distribution at cross section of insulator-metal waveguide
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In this section, some of the well-known types of plasmonic waveguides structures will be
briefly introduced. In each case, the advantage(s) and weakness(s) of the waveguide are
investigated.

4.1. Insulator-Metal (IM) waveguide

The simplest structure for guiding the plasmon polaritons is the Insulator-Metal (IM) wave‐
guide (figure 2). This scheme consists a thin film metal coated on a simple insulator strip
waveguide [11]. The silicon core of the waveguide has dimension about 300nm×300nm and
the cladding of the waveguide is the air. The metal cap has a 50nm thickness and can be gold
or silver. The structure placed on a SiO2 substrate. The propagation length of this fundamental
scheme is 2µm at 1550nm [11]. In this structure, a relative good balance exists between
propagation length and confinement. In addition, the material used in fabrication allows
feasibility of integrated plasmonic circuitry [11].

4.2. Dielectric-loaded SPP waveguide

The dielectric-loaded SPP waveguides (DLSPPWs) are formed by placing a polymethylme‐
thacrylate (PMMA) ridge with a cross section of 500 nm in width by 600nm in height as the
dielectric material on top of a 65nm thick and 3µm wide gold strip [16] (figure 3a). This scheme
provides a full confinement in the plane perpendicular to the propagation direction. This
geometry is one of the most popular for plasmonic waveguides because PMMA can work as
both resist and the dielectric core for the DLSPPW [16]. There is a convenient and simple
process to fabricate plasmonic devices based on DLSPPW using deep-ultraviolet (UV)
lithography for those devices with larger dimensions working at telecom wavelengths or
standard E-beam lithography (EBL) for those working in the near-infrared. In addition, due
to the physical dimension and therefore the mode size increase, this structure has slightly better
propagation length for SPP’s going from 5µm to 25µm.
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Figure 3. (a) Schematic representation of the DLSPPW cross section [16]. (b) Mode distribution of DLSPPW of optimal
configuration.

Compared with other waveguide schemes, DLSPPWs are well-matched with different
dielectrics and have a rather good trade-off between mode confinement and propagation
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distance [16]. These characteristics make them suitable for realization of dynamic components
by utilizing of material (e.g., thermo- and electro-optic) effects, while strong mode confinement
and long propagation distances are required for realization of compact and complex plasmonic
circuits [16].

4.2.1. Long-Range Dielectric-Loaded Surface Plasmon Polaritons waveguides (LR-DLSPPs)

The long-range plasmonic waveguide is, unlike previous studies of DLSPPWs, based on a
metal film with finite width [17], i.e., a metal strip, and can thus be considered a hybrid
plasmonic waveguide (discussed later). The LR-DLSPPW configuration consists of a dielectric
ridge placed on top of a thin metal strip, which is supported by a dielectric film (figure 4a).
The entire structure is supported by a low-index substrate that ensures mode confinement to
the dielectric ridge and underlying dielectric film [17].
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Figure 4. (a) Layout of the LR-DLSPPW structure, with a dielectric ridge on top of a thin metal stripe deposited on an
underlying dielectric layer supported by a low-index glass substrate, (b) optical field distribution in the cross-section of
the LR-DLSPPW [17].

Because of varying the thickness of the PMMA layer and hence, balancing the mode field on
either side of the metal strip (figure 4b), this structure minimizes the losses and increase the
propagation length to L = 3100µm, while retaining strong mode confinement [17].

4.3. Hybrid plasmonic waveguide

As a solution to the issue of propagation loss of SPPs, a new waveguide known as hybrid
plasmonic waveguide (HPWG) is presented [18]. Figure 5a shows the cross section of a two
dimensional HPWG. It consists of a high index region (silicon) disjointed from a silver surface
by a low index layer (SiO2). The close area of the silver-silica interface and the silicon slab
results in coupling of the SPP mode and dielectric waveguide mode supported by these two
structures. Figure 5b shows the resulting hybrid mode. The guide also supports a conventional
TE mode, which is shown in figure 5c. The mode sizes for both TE and TM modes are com‐
parable in this case and are very similar to mode size achievable in case of silicon waveguide.
HPWG offers a number of benefits [18]: it has an improved compromise between loss and
confinement compared to purely plasmonic waveguides, and is compatible with silicon on
insulator technology. The power of the TE and TM modes in the HPWG are concentrated in
two different layers, therefore their guiding characteristics can be controlled in different
manners by altering the material properties, and waveguide dimensions of the layers [18].
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Because of varying the thickness of the PMMA layer and hence, balancing the mode field on
either side of the metal strip (figure 4b), this structure minimizes the losses and increase the
propagation length to L = 3100µm, while retaining strong mode confinement [17].

4.3. Hybrid plasmonic waveguide

As a solution to the issue of propagation loss of SPPs, a new waveguide known as hybrid
plasmonic waveguide (HPWG) is presented [18]. Figure 5a shows the cross section of a two
dimensional HPWG. It consists of a high index region (silicon) disjointed from a silver surface
by a low index layer (SiO2). The close area of the silver-silica interface and the silicon slab
results in coupling of the SPP mode and dielectric waveguide mode supported by these two
structures. Figure 5b shows the resulting hybrid mode. The guide also supports a conventional
TE mode, which is shown in figure 5c. The mode sizes for both TE and TM modes are com‐
parable in this case and are very similar to mode size achievable in case of silicon waveguide.
HPWG offers a number of benefits [18]: it has an improved compromise between loss and
confinement compared to purely plasmonic waveguides, and is compatible with silicon on
insulator technology. The power of the TE and TM modes in the HPWG are concentrated in
two different layers, therefore their guiding characteristics can be controlled in different
manners by altering the material properties, and waveguide dimensions of the layers [18].
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Figure 5. (a) Schematic of a hybrid waveguide. (b) and (c) power density profile for the TM and TE modes respectively
for waveguide dimensions are w = 350 nm, t = 200 nm, h = 150nm, d = 150 nm and T = 2µm. (d) power density profile
for the TM mode for w = 350 nm, t = 200 nm, h = 150 nm, d = 45 nm and T = 2µm. Wavelength of light is 1550 nm [18].

4.4. Metal-insulator-metal waveguide

In contrast to the hybrid waveguides, metal-insulator-metal (MIM) structure has a very good
modal confinement in cost of a short propagation length. A MIM waveguide is a dielectric slot
sandwiched as core between two layers of metal as cladding. The coupling of two SPP’s from
two metal-dielectric boundaries is the only aspect in common. In the MIM structure, these two
SPP’s coupled into the central dielectric slot and thus gives rise to a huge field concentration.
However, due to the close proximity of the mode with both metal layers, the losses are
extremely large. A typical value for propagation length is in the few microns as in the IM case.
The most noticeable advantage of the MIM mode is its sub-wavelength size.

Figure 6. Left panel: Schematic of an MIM waveguide with dielectric layer of thickness h and permittivity ε1 sand‐
wiched between two metallic layers of permittivity ε2. Right panel: Density plots of longitudinal (Ex) and transverse
(Ey) electric fields corresponding to the fundamental anti-symmetric SPP mode [19].

In addition, in the MIM waveguides one could make any sharp geometries or bending
regardless of wavelength of the incident optical field [20]. MIM subwavelength plasmonic
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waveguide bends and splitters have low loss over a wide frequency range [20]. While metals
are naturally lossy, the bounded SP modes of a single insulator-metal interface can propagate
over several microns under optical incident fields [21]. In such a geometry, the field skin depth
increases exponentially with wavelength in the insulator but is almost constant (~25nm) in the
metal for visible and near-infrared excitation frequencies. Not unlike conventional wave‐
guides, these metal-insulator-metal (MIM) structures guide light via the refractive index
differential between the core and cladding [21]. However, unlike dielectric slot waveguides,
both plasmonic and conventional waveguiding modes can be accessed, depending on
transverse core dimensions. MIM waveguides may thus allow optical mode volumes to be
reduced to subwavelength scales—with minimal field decay out of the waveguide physical
cross section— even for frequencies far from the plasmon resonance.

4.4.1. Dispersion relation for MIM waveguides

The modal analysis of planar multilayer structures can be solved via the vector wave equation
under constraint of tangential E and normal D field continuity [21]. For unpolarized waves in
a three-layer symmetric structure, the electromagnetic fields take the form [21]:

( ) ( ) ( )ˆ ˆ ˆ, , xi k t
x y zE x z t E x E y E z e w-= + + (36)

( ) ( ) ( )ˆ ˆ ,ˆ, , xi k t
x y zB x z t B x B y B z e w-= + + (37)

with Ey, Bx and Bz identically zero for transverse magnetic (TM) polarization and Ex, Ez and
By identically zero for transverse electric (TE) polarization. Inside the waveguide, the field
components may be written as [21]:
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for the TM polarization and as:
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for the TE polarization. Outside the waveguide, the components are given [21]:
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for TE polarization. The in-plane wave vector kx is defined by the dispersion relations [21]:
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where kz2 is the momentum conservation:
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and L +  and L −  denote the antisymmetric and symmetric tangential electric field with re‐
spect to the waveguide medium, respectively.

Figure 7. Geometry and characteristic tangential (x) electric field profiles for MIM slot waveguides; (a) Field antisym‐
metric mode, (b) Field symmetric mode [21].

In above analysis the structure is centered at z=0 with core thickness d and wave propagates
along the positive x direction (figure 7). The core (cladding) is composed of material with
complex dielectric constant ε1 (ε2). Since continuity of Ey forbids charge accumulation at the
interface, TE surface plasmon waves do not generally exist in planar insulator-metal structures
[21]. If SPPs are excited at an insulator-metal interface, electrons in the metal make a surface
polarization that leads to a localized electric field. In insulator-metal-insulator (IMI) structures,
electrons of the metallic core screen the charge configuration at each interface and maintain a
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In above analysis the structure is centered at z=0 with core thickness d and wave propagates
along the positive x direction (figure 7). The core (cladding) is composed of material with
complex dielectric constant ε1 (ε2). Since continuity of Ey forbids charge accumulation at the
interface, TE surface plasmon waves do not generally exist in planar insulator-metal structures
[21]. If SPPs are excited at an insulator-metal interface, electrons in the metal make a surface
polarization that leads to a localized electric field. In insulator-metal-insulator (IMI) structures,
electrons of the metallic core screen the charge configuration at each interface and maintain a
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near-zero (or minimal) field within the waveguide. Therefore, the surface polarizations on both
side of the metal film persist in phase and there is no cutoff frequency for any transverse
waveguide dimension [21]. In contrast, screening does not occur within the insulator core of
MIM waveguides. At each insulator-metal interface, surface polarizations of each side of
interface are independent, and therefore SPPs oscillations need not be energy- or wave-vector-
matched to each other. As a result, for certain MIM dielectric core thicknesses, interface SPPs
may not remain in phase but will exhibit a beating frequency; as transverse core dimensions
are increased, “bands” of allowed energies or wave vectors and “gaps” of forbidden energies
will be observed [21].

The effective refractive index neff of an MIM waveguide is complex. Its real part controls the
guided wavelength λMIM and its imaginary part limits the propagation length LSPP of SPPs
through the relation [19]:
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k
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where k =2π /λ, λ =2πc0 /ω and c0 is the speed of light in vacuum. One can calculate β using the
following dispersion relation for the TM-SPP modes [19]:
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where the signs ± correspond to symmetric and antisymmetric modes. Based on Equation (46),
for h ≪λ, an MIM waveguide supports only a single antisymmetric mode that is similar to
the fundamental TEM mode of a parallel-plate waveguide with perfect-electric-conductor
(PEC) boundaries: The symmetric mode stops to exist because it experiences a cut-off in the
reciprocal space [19]. Thus, in the deep subwavelength regime, an MIM waveguide operates
as a single-mode plasmonic waveguide. Since this regime is the most interesting from the
standpoint of nanophotonics applications, we assume in this chapter that the condition h ≪λ
is satisfied and focus on a single-mode plasmonic waveguide [19].

5. Modeling of plasmonic MIM waveguides

5.1. Challenges in modeling of plasmonics

Numerical simulation and modeling of plasmonic devices involves several challenges specific
to plasmonics [22]. The permittivity of metals at optical wavelengths is complex, i.e.
ε(ω)=ε '(ω) + iε ''(ω), and is a complicated function of frequency [22]. Thus, several simulation
techniques which are limited to lossless, non-dispersive materials are not applicable to
plasmonic devices [22]. In addition, the dispersion properties of metals have to be approxi‐
mated by suitable analytical expressions, such as Drude model and Drude-Lorentz model.
Furthermore, in surface plasmons propagating along the interface of a metal and an insulator,
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the field is confined at the interface, and decays exponentially perpendicular to the direction
of propagation. Consequently, for numerical methods based on discretization of the fields, a
very fine mesh resolution is required at the metal-dielectric interface [22]. Generally, simula‐
tion of plasmonic devices necessitates much finer grid resolution than modeling of low- or
high-index-contrast dielectric devices, because of the high localization of the field at metal-
dielectric interfaces of plasmonic components. The required grid size depends on the shape
and feature size of the modeled plasmonic device, the metallic material used and the operating
frequency.

5.2. General simulation methods for plasmonic components

Due to the wave nature of the surface plasmon polaritons, most of the simulation methods of
plasmonic devices and circuits are the same as the radio frequency approaches; therefore, the
most common methods in simulation and modeling of the plasmonics are Finite-Difference
Time Domain (FDTD) [23], Finite Element Method (FEM) [24], Transmission Line Method
(TLM) [19] and Coupled Mode Theory (CMT) [25]. Each of the methods has its advantages
over a specific plasmonic structure, e.g. in order to simulation of a 3D hybrid structure of a
ring resonator FDTD or FEM are more convenient and for modeling of a metal-insulator-metal
stub filter the accurate and fast approach is TLM. Transient response of a structure may be
modelled by simulating electromagnetic pulses in time domain, by methods such as FDTD.
The discussion for investigation of the best way to simulate plasmonic waveguides is out of
the scope of this chapter; however, some of the most widely used methods are briefly ex‐
plained.

5.2.1. Finite-Difference Time Domain (FDTD)

Finite Difference Time Domain is a common technique in modelling electromagnetics prob‐
lems [15]. It is considered easy to understand and implement [26]. It is a time-domain method,
so depending on the excitation type used, it could cover a wide range of frequencies in a single
run, and hence it is usually the method of choice for wideband systems [15]. This method was
introduced first by Kane Yee. FDTD does not require the existence of Green’s function and
directly approximates the differential operators in Maxwell’s equations on a grid discretized
in time and space. FDTD is an explicit finite difference approach, i.e. no matrix equation is
established, stored and solved. The field values at the next time step are given entirely in terms
of the field at the current and the previous time steps [15].

FDTD discretizes into unit cells called “Yee cells” [27, 28]. In such Yee cells, Electric Fields are
represented by the edges of a cube, where the faces of the cubic cell denote the magnetic field.
Given the offset (in space) of the magnetic fields from the electric fields, the values of the field
with respect to time are also offset. Time is distributed into small steps, which are correspond‐
ing to the amount of time needed for the fields to travel from one Yee cell to the next or less.
FDTD method solves the Maxwell’s equations using the relationship between the partial time
and space derivatives [15]. Yee’s algorithm solves both E and H in time and space using the
Maxwell’s curl equations [26]. The biggest advantage of FDTD is its simplicity of use and fast
application.
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The discussion for investigation of the best way to simulate plasmonic waveguides is out of
the scope of this chapter; however, some of the most widely used methods are briefly ex‐
plained.

5.2.1. Finite-Difference Time Domain (FDTD)

Finite Difference Time Domain is a common technique in modelling electromagnetics prob‐
lems [15]. It is considered easy to understand and implement [26]. It is a time-domain method,
so depending on the excitation type used, it could cover a wide range of frequencies in a single
run, and hence it is usually the method of choice for wideband systems [15]. This method was
introduced first by Kane Yee. FDTD does not require the existence of Green’s function and
directly approximates the differential operators in Maxwell’s equations on a grid discretized
in time and space. FDTD is an explicit finite difference approach, i.e. no matrix equation is
established, stored and solved. The field values at the next time step are given entirely in terms
of the field at the current and the previous time steps [15].

FDTD discretizes into unit cells called “Yee cells” [27, 28]. In such Yee cells, Electric Fields are
represented by the edges of a cube, where the faces of the cubic cell denote the magnetic field.
Given the offset (in space) of the magnetic fields from the electric fields, the values of the field
with respect to time are also offset. Time is distributed into small steps, which are correspond‐
ing to the amount of time needed for the fields to travel from one Yee cell to the next or less.
FDTD method solves the Maxwell’s equations using the relationship between the partial time
and space derivatives [15]. Yee’s algorithm solves both E and H in time and space using the
Maxwell’s curl equations [26]. The biggest advantage of FDTD is its simplicity of use and fast
application.
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5.2.2. Finite Element Method (FEM)

The finite element method (FEM) is a numerical technique, which approximates the solutions
of differential equations [15]. In electromagnetics, FEM generally approaches the solution to
the Maxwell’s equations in the frequency domain, therefore is usually used with time-
harmonic conditions. Furthermore, it is capable of time domain simulations. FEM can be
derived using two methods [15]; First, the variational method, which finds a variational
functional whose minimum/maximum/stationary point corresponds to the solution of the PDE
subject to certain boundary conditions (a brief formulation is given in section 2.7.1). Second
method is called the “weak formulation” in the literatures. It works by introducing a weighted
residual error to one of the differentials in the PDE form of Maxwell’s equations [29] and
equating the sum of the error to zero. If the weighting functions are Dirac delta functions, the
resulting procedure is similar to finite difference method. If the weighting functions are the
basis functions, then the method is called the Galerkin’s method [15].

Several commercial software are presented in which simulate the electromagnetic problems
based on FEM, such as CST Microwave Studio, COMSOL Multiphysics and ANSYS.

5.2.3. Transmission Line Modelling (TLM) method

Transmission Line modelling is one of the time domain techniques that can solve the electro‐
magnetic problems [15]. The concept of impedance and understanding the effects of wave‐
guide discontinuities in terms of lumped circuit elements were crucial in this respect [22].
Although the properties of metals are quite different at optical wavelengths compared to the
microwave, designs that are qualitatively similar to their low frequency counterparts have
been demonstrated at optical frequencies.

In this method, a unit cell is formed by conceptually filling space with a network of transmis‐
sion-lines in such a way that the voltage and current give information on the electric and
magnetic fields [15]. A node represents the intersection point of the transmission-lines. At each
time step, voltage pulses come to the node from each of the transmission-lines. These pulses
are then scattered to produce a new set of pulses that become incident on adjacent nodes at
the next time step. The relationship between the incident pulses and the scattered pulses is
determined by the scattering matrix, which is set to be consistent with Maxwell’s equations.
Additional elements, such as transmission-line stubs, can be added to the node so that different
material properties can be represented [15].

6. A case study: Electro-plasmonic switch based on MIM stub filter

6.1. Stub filters in MIM plasmonic structures

A stub is one of the key elements in microwave engineering and is employed in various
microwave devices to reduce their size [30]. Some research groups have proposed a wave‐
length filter by using a stub structure in a photonic crystal waveguide [30, 31]. Such a structure
may be employed in a plasmon waveguide to perform as a wavelength selective filter.
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Figure 8. (a) three-dimension and (b) two-dimensional schematic depiction of the proposed Electro-Plasmonic switch [34].

Stub filters, also could be employed in order to make plasmonic switches [32-34]. MIM
plasmonic waveguide structure helps to shrink the size of a stub filter to nanoscale and the
stub structures cause to reduce the threshold voltage of the switch.

6.2. MIM Stub filter as a plasmonic switch

Figures 8(a) and 8(b) show the three and two-dimensional schematic of the proposed electro-
plasmonic switch based on the MIM structure, respectively [34]. This switch is essentially an
MIM stub filter, which comprises of a main waveguide and one or more stub(s) vertically
connected to it. Several studies investigated the properties of the stub filters and many
researches used their filtering characteristics [19, 35-36].

The width of the waveguide and stubs, the length of the stubs and the displacement between
them, and the refractive index of the core adjust the properties of the stub filter [19]. Any change
in these factors will change the transfer function of the filter; therefore, one can control the
transmittance valley or peak of the filter with a change in above parameters. Thus, through
altering the refractive index of the core by applying an electric field to an EO material one could
have an EO switch. In an MIM structure, the metal cladding boosts the electro optic effect in
the core; subsequently, it decreases the threshold voltage of the switch.

Here, it is supposed that the entire of the switch filled with an EO material known as 4-
dimethyl-amino-Nmethyl-4-stilbazolium tosylate (DAST) as the core, with a linear refractive
index of nd = 2.2 and a large EO coefficient (dn/dE = 3.41 nm/V) [37].
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Figures 8(a) and 8(b) show the three and two-dimensional schematic of the proposed electro-
plasmonic switch based on the MIM structure, respectively [34]. This switch is essentially an
MIM stub filter, which comprises of a main waveguide and one or more stub(s) vertically
connected to it. Several studies investigated the properties of the stub filters and many
researches used their filtering characteristics [19, 35-36].

The width of the waveguide and stubs, the length of the stubs and the displacement between
them, and the refractive index of the core adjust the properties of the stub filter [19]. Any change
in these factors will change the transfer function of the filter; therefore, one can control the
transmittance valley or peak of the filter with a change in above parameters. Thus, through
altering the refractive index of the core by applying an electric field to an EO material one could
have an EO switch. In an MIM structure, the metal cladding boosts the electro optic effect in
the core; subsequently, it decreases the threshold voltage of the switch.

Here, it is supposed that the entire of the switch filled with an EO material known as 4-
dimethyl-amino-Nmethyl-4-stilbazolium tosylate (DAST) as the core, with a linear refractive
index of nd = 2.2 and a large EO coefficient (dn/dE = 3.41 nm/V) [37].
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Due to the low losses for the surface plasmons propagation, here silver is selected as the metal
cladding of the waveguide [38]. In all simulations, the Drude-Lorentz model of the silver is
utilized in order to obtain accurate results. A seven-pole Drude–Lorentz model is used in the
wavelength range from 0.4µm to 2µm [19]:

( ) ( )
2 25

2 2
1

1 p n n
m

n n n

f
i i

w w
e w

w w g w w wg=

= - +
+ - -å (47)

where, ωp =2002.6  THz is the bulk plasma frequency of silver and γ =11.61  THz is a damping
constant [19]. Table 1 listed the other parameters. In addition, we used an analytical expression
to calculate of the effective index of the fundamental TM0 mode in the entire of the device [39]:
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where, w   is the width of the waveguide and εd =nd 2. The real and imaginary parts of the
effective index for w =50nm over the wavelength range from 0.4 to 2µm is depicted in figure 9.

n ωn (THz) γn (THz) fn

1 197.3 939.62 7.9247

2 1083.5 109.29 0.5013

3 1979.1 15.71 0.0133

4 4392.5 221.49 0.8266

5 9812.1 584.91 1.1133

Table 1. Parameters of the Drude–Lorentz Model for Silver [19].

Figure 9. The real and imaginary part of the effective refractive index for MIM waveguide with the linear refractive
index nd =2.2 and Wwg = 50nm [34].
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6.2.1. Modeling of the device using TLM

The Transmission Line Method (TLM) helps to study the operation of the MIM stub filters
more accurately and faster [35], in comparison to other methods. In this method, we convert
the plasmonic MIM structure in figure 10a to an equivalent circuit diagram (see figure 10b).
This equivalent circuit is formed by a parallel connection of the characteristic impedance of an
infinite MIM waveguides (ZMIM) and the characteristic impedance of a finite and Lspp is the
propagation length of the SPPs (equation (35)). The length of the stubs is the key point of the
design of the stub filter and the electro-plasmonic switch [34]. Knowing that small increase in
the real part of the refractive index leads to a red-shift in the transmittance spectrum of the
filter, the transmission of the filter at wavelength λ=1550nm must be on the edge of a change,
a falling edge of the magnitude for normally ON and a rising edge for normally OFF switch.
Figure 11 shows the transmission of a typical 4-stub filter for different length of the stubs. The
transmittance is defined as T=Pout/Pin and is calculated using Transmission Line Method [35].
In the computation of the spectrum, the width of the main waveguide and the width of the
stubs has the same value Wwg= Wstub=50nm, the distances between stubs is d=100nm and the
thickness of the silver layer (or the depth of the structure) is tAg=200nm.

MIM waveguide (ZS) terminated by ZL accounts for reflection of the SPPs from the stub [19]:
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β(w) is the complex-valued propagation constant and describes the properties of the MIM
waveguide. The circuit diagram in figure 10b may be modified to an equivalent form as shown
in figure 10c by replacing ZMIM and ZS by an effective impedance (Zstub). The value of Zstub can
be found from transmission-line theory and is given by [19]:
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Now, we calculate the transmission spectra of an MIM stub filter with N identical stubs set
apart by a distance d, the length of the stubs Lstub, the width of waveguide and stubs Wwg =
Wstub = w [39]:
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Fig. 10.  The diagram of an MIM waveguide with a single stub coupled perpendicularly to 13 
the waveguide axis. (b) The corresponding transmission-line representation. (c) The 14 
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Figure 10. The diagram of an MIM waveguide with a single stub coupled perpendicularly to the waveguide axis. (b)
The corresponding transmission-line representation. (c) The simplified circuit model. ZMIM and ZS correspond to the
characteristic impedance of the MIM waveguide and the stub, respectively, ZL accounts for reflection of the SPPs from
the stub end and Zstub is the effective stub impedance [19].

Figure 11. The transmittance spectra of the 4-stub filter for different length of the stubs. The crossing points of the
dashed-lines show the transmittance values for Lstub=300nm and Lstub=410nm when λ = 1550nm. By a red-shift in the
spectrum, the magnitude of the transmittance rises at the point a while falls at the point b [34].
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Fig. 11. The transmittance spectra of the 4-stub filter for different length of the stubs. The 2 
crossing points of the dashed-lines show the transmittance values for Lstub=300nm and 3 
Lstub=410nm when λ = 1550nm. By a red-shift in the spectrum, the magnitude of the 4 
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Figure 12. The transmittance spectra of the 4-stub filter for different refractive index with (a) Lstub= 410nm, and (b) Lstub=
300nm; the crossing of the dashed-lines indicate the transmittance of the filter with the correspond Lstub. Increment in
the refractive index at 1550nm leads to (a) rise, (b) fall the magnitude of the transmittance [34].
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300nm; in the calculation of the spectrums, 2D-TLM and 3D-FEM methods are used which 6 
show an acceptable conformity [34]. 7 
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key point of the design of the stub filter and the electro-plasmonic switch [34]. Knowing that 9 
small increase in the real part of the refractive index leads to a red-shift in the transmittance 10 
spectrum of the filter, the transmission of the filter at wavelength λ=1550nm must be on the 11 
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waveguide and the width of the stubs has the same value Wwg= Wstub=50nm, the distances 16 
between stubs is d=100nm and the thickness of the silver layer (or the depth of the structure) 17 
is tAg=200nm.  18 

According to figure 11, by selecting the stub Lstub=300nm (point b) or Lstub=410nm (point a) 19 
at the communication wavelength λ=1550nm, the normal state of the switch would be ON 20 
or OFF, respectively. Slightly increment in the refractive index turns the switch OFF or ON, 21 
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Figure 13. The transmittance spectra of the 4-stub filter with (a) Lstub= 410nm, and (b) Lstub= 300nm; in the calculation of
the spectrums, 2D-TLM and 3D-FEM methods are used which show an acceptable conformity [34].

According to figure 11, by selecting the stub Lstub=300nm (point b) or Lstub=410nm (point a) at
the communication wavelength λ=1550nm, the normal state of the switch would be ON or
OFF, respectively. Slightly increment in the refractive index turns the switch OFF or ON,
depending on the length of stubs (Lstub=300nm or Lstub=410nm, respectively). Figures 12a and
12b show the spectrum of the switch versus the refractive index for Lstub=300nm and
Lstub=410nm, respectively. Figures 13a and 13b show the transmission spectrum for Lstub=
410nm and Lstub= 300nm and shows reasonable accuracy of three-dimensional FEM simulations
[34]. These figures admit the red-shift effect on the ON/OFF status of the switch. As shown in
figure 8, the silver cladding is connected to the voltage V and therefore the electric field
surrounds the main waveguide and all the stubs. The relation between applied voltages and
the refractive index of EO material is expressed using equation [37]:
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According to figure 11, by selecting the stub Lstub=300nm (point b) or Lstub=410nm (point a) at
the communication wavelength λ=1550nm, the normal state of the switch would be ON or
OFF, respectively. Slightly increment in the refractive index turns the switch OFF or ON,
depending on the length of stubs (Lstub=300nm or Lstub=410nm, respectively). Figures 12a and
12b show the spectrum of the switch versus the refractive index for Lstub=300nm and
Lstub=410nm, respectively. Figures 13a and 13b show the transmission spectrum for Lstub=
410nm and Lstub= 300nm and shows reasonable accuracy of three-dimensional FEM simulations
[34]. These figures admit the red-shift effect on the ON/OFF status of the switch. As shown in
figure 8, the silver cladding is connected to the voltage V and therefore the electric field
surrounds the main waveguide and all the stubs. The relation between applied voltages and
the refractive index of EO material is expressed using equation [37]:
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where n0 is the linear refractive index of the EO material that equals 2.2, V is the applied voltage,
and w is the width of waveguides and stubs [34]. The applied electric field alters the linear
refractive index of the switch and as a result causes the red-shift. Figures 14a-d demonstrate
the distribution of the optical field in the structure of the electro-plasmonic switch. In figures
14a and 14c the applied voltage is 0V and corresponds to the normal-state of both switches,
while figures 14b and 14d show the electro-optic switch when the voltage is applied to the
structure. The applied electric field changes the refractive index of the EO material; therefore,
the optical field reflected back to the input port. Figure 15 depicts the transmittance of the
normally ON and normally OFF switch as a function of the applied voltage at the wavelength
1550nm. As can be seen, the threshold voltage for switching is 10V [34].

Photonic Crystals 20

Fig. 12.  The transmittance spectra of the 4-stub filter for different refractive index with (a) 1 
Lstub= 410nm, and (b) Lstub= 300nm; the crossing of the dashed-lines indicate the 2 
transmittance of the filter with the correspond Lstub. Increment in the refractive index at 3 
1550nm leads to (a) rise, (b) fall the magnitude of the transmittance [34]. 4 

Fig. 13. The transmittance spectra of the 4-stub filter with (a) Lstub= 410nm, and (b) Lstub= 5 
300nm; in the calculation of the spectrums, 2D-TLM and 3D-FEM methods are used which 6 
show an acceptable conformity [34]. 7 

and Lspp is the propagation length of the SPPs (equation (35)). The length of the stubs is the 8 
key point of the design of the stub filter and the electro-plasmonic switch [34]. Knowing that 9 
small increase in the real part of the refractive index leads to a red-shift in the transmittance 10 
spectrum of the filter, the transmission of the filter at wavelength λ=1550nm must be on the 11 
edge of a change, a falling edge of the magnitude for normally ON and a rising edge for 12 
normally OFF switch. Figure 11 shows the transmission of a typical 4-stub filter for different 13 
length of the stubs. The transmittance is defined as T=Pout/Pin and is calculated using 14 
Transmission Line Method [35]. In the computation of the spectrum, the width of the main 15 

waveguide and the width of the stubs has the same value Wwg= Wstub=50nm, the distances 16 
between stubs is d=100nm and the thickness of the silver layer (or the depth of the structure) 17 
is tAg=200nm.  18 

According to figure 11, by selecting the stub Lstub=300nm (point b) or Lstub=410nm (point a) 19 
at the communication wavelength λ=1550nm, the normal state of the switch would be ON 20 
or OFF, respectively. Slightly increment in the refractive index turns the switch OFF or ON, 21 

(a) (b)

(c) (d)

Figure 14. The distribution of the optical field in the structure of the electro-optic switch for Lstub=410nm when (a) V =
0V (b) V = 10V and Lstub=300nm when (c) V = 0V (d) V = 10V [34].

Figure 15. The transmittance of the proposed electro-optic switch versus the applied voltage at the telecom wavelength
1550nm; the solid and dashed line corresponds to EO switch with the Lstub=410nm (Normally OFF) and the Lstub=300nm
(Normally ON), respectively [34].
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Chapter 5

Equal Frequency Surface

G. Alagappan

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59887

1. Introduction

A photonic crystal (PC) forbids propagation of light in a spectral range called photonic band
gap. Within this frequency gap, PC behaves like an insulator for light. The insulating properties
of the PC have been widely used in the developments of waveguides, fibers and cavities. For
frequencies outside the photonic band gaps though light can propagate, the propagation
properties (i.e. conducting properties) are uniquely different. The distinct conducting prop‐
erties of the PC have led to discoveries of novel functionalities such as superprism effects, large
angle polarization splitting, negative refraction, and superlensing.

The conducting properties of a PC can be best – analyzed using an equal frequency surface
(EFS). The EFS is a surface in a three-dimensional (3D) PC, and a contour in a 2D PC. The
gradient of the EFS plays a key role in determining the group velocity direction and hence, the
propagation direction of light in the PC. Important developments on the EFS analysis for PCs
can be found in [1-7].

EFS is typically obtained using a plane wave expansion methodology [8-9]. If the dielectric
contrast of the PC is large, then a large number of plane waves is required to obtain EFSs with
good accuracy. However, the distinct conducting properties, like superprism and beam
splitting are normally well-pronounced in the PCs with a small dielectric modulation. [10-13].
For such PCs with small dielectric modulation, the requirement on the large number of plane
waves to obtain the EFS can be relaxed.

In this chapter we will outline the theory of the EFS construction, and their applications in
determining the conducting properties. For the sake of an easy understanding, throughout this
chapter, we will use 2D PCs for illustrations and discussions. The chapter is organized as
follows. The second section of the chapter focuses on the exact and approximate constructions
of EFSs. Specifically, using one and two plane waves approximations [5], simple and handy
analytical expressions for EFSs will be shown. It is worth mentioning that in the electronic

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
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energy band theory, the one plane wave technique is used to approximate Fermi surfaces of a
metal, and it is known in the name of Harrison’s principles [14-15]. In the third section, we will
outline a graphical technique that uses EFSs to determine light propagation directions in the
PC. Fourth section of the chapter elaborates on the applications of the EFSs. Particularly, we
show the usage of the EFSs to describe superprism, effective negative refractive index
mediums, negative refractions, and superlens phenomena in PCs. Finally, fifth section of the
chapter gives a summary of the whole chapter.

2. EFS construction

In order to construct an EFS for a specific frequency, firstly, a photonic band structure has to
be calculated. The photonic band structure can be calculated using a plane wave expansion
method. For the details of this method, see [8-9]. The photonic band structure should contain
frequencies for a dense number wavevectors in the first Brillouin zone (BZ). For a 2D PC, the
EFS can be obtained by projecting the 2D photonic band structure onto the wavevector plane
(kx,ky), keeping a constant frequency.

In a homogenous dielectric medium of refractive index n, the dispersion relation is ω=ck/n,
where ω, c, and k are the angular frequency, speed of light, and wavevector, respectively. In
2D, the dispersion relation is = ω2=c2(kx

2+ky
2)/n2. Thus, as shown in Figure 1, the EFSs of a

homogeneous dielectric medium are circles. In a PC, the dispersion relation (i.e., the photonic
band structure) is complicated, and therefore EFSs have to be calculated numerically.

Figure 1. photonic band structure, and EFSs of a homogenous dielectric medium

Let’s take examples of EFSs in a 2D square lattice PC made of circular silicon rods (dielectric
constant=12.1) in an air matrix (dielectric constant=1.0). In such a system, the two polarizations
of light can be decoupled. The band structure of the E – polarization (electric field perpendic‐
ular to the 2D periodic plane) is shown in Figure 2, for a silicon rod radius of 0.2. The vertical
axis in this figure represents the normalized frequency, ω=a/λ, with a andλ being the period
and free space wavelength, respectively. As we can see from the 2D band structure, in the long
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wavelength limit (i.e., a << λ), the dispersion relationship is similar to a homogenous medium
(Fig. 1).

Figure 2. Photonic band structure in 2D and EFSs (in 2D these are constant frequency contours) of a 2D PC [circular
silicon rods with a radius of 0.2, air matrix]. The color bars indicate the normalized frequencies

2.1. Approximation techniques

In a 3D PC made of either isotropic or anisotropic materials, it is known that the Maxwell
equations corresponding to two independent polarizations of light are coupled [9,16-17]. For
a 2D PC made of isotropic materials, we can always decouple the equations into two inde‐
pendent equations, corresponding to the two independent polarizations [9, 16]. On the other
hand, for a 2D PC made of an anisotropic material, such a decoupling of polarizations is not
possible in general. However, by restricting one of the principal axes of the anisotropic material
to be perpendicular to the periodic plane of the 2D PC and the other two principal axes residing
in the periodic plane, decoupling is possible [6,18-20]. Detail mathematical treatment of the
polarization decoupling in a 2D PC made of anisotropic materials can be found in [6].

Assuming the polarizations can be decoupled, the photonic band structure of the H-polariza‐
tion (magnetic field perpendicular to the periodic plane) or the E-polarization can be found by
solving the differential-equation in the form [9,6,16],

2ˆ[ ( )] (2 / ) [ ( )],pw=D aH r H r (1)

Equal Frequency Surface
http://dx.doi.org/10.5772/59887

121



for a given wavevector in the first BZ. In Eqn. 1, H(r) is the position (r) dependent magnetic
field vector, and D̂ is a differential operator that depends on the polarization, and the dielectric
constant profile of the PC. Using the plane wave expansion method [9,6-7,16], we can transform
Eqn. 1 to a matrix eigen-value problem. Consequently, the frequency containing term (2πω/
a)2=Ω in Eqn. 1, can be written as a matrix vector product,

ˆ .W = ×Mh h (2)

In this equation, h=[h1 h2...]’, where hn is the Fourier expansion coefficient of H(r) associated
with the reciprocal lattice vector Gn. The matrix element of M̂  [6] is defined as

( ) , polarization
.

( ), polarization
b

b
ì - -ï= í - -ïî

%
m r n

mn
m n

k m n k H
M

k k m n E
(3)

Here |kn>=k – Gn, with k=[kx, ky]’. In Eqn. 3, <...> represents the inner product of the vector,
matrix and vector. For the H – polarization, β̃r(n) is the 2 by 2 matrix defining the inverse Fourier
transform coefficient of the tensor dielectric function [associated with Gn], and similarly for
the E-polarization, β(n) is the inverse Fourier transform coefficient of the scalar dielectric
function.

Eqn. 2 defines an EFS for a given frequency, and has to be evaluated using the entire basis of
the reciprocal space, which is infinite in number. In practice, the number of basis (i.e. the
number of plane waves) is limited to a number for which the corresponding result achieves a
required degree of accuracy. In general, larger the dielectric modulation, larger the number of
required plane waves. For PCs with weak dielectric modulations, the number of plane waves
can be significantly less. In the following sections, we will use one and two plane waves to
approximate the EFS of the weakly modulated PCs, and as we shall see, such approximations
lead to handy analytical expressions.

2.1.1. One plane wave approximation

Firstly, we will elaborate the one plane wave approximation [5] for the H – polarization.
Consider a 2D PC made of two materials with permittivity tensors ε̃a and ε̃b, and assume the
fill factor of the material with the permittivity tensor ε̃a is f. The one plane wave technique
assumes a very weak dielectric modulation such that β̃r(m - n), can be approximated with only
one plane wave (i.e., one Fourier component) as β̃r(m - n)=  δmnε̃0

-1, where ε̃0 is the averaged
dielectric tensor,

0 (1 ) .e e e= + -% % %a bf f (4)
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Using this assumption, and h=[0.. 1... 0]’ with 1 at the m-th position [Eqn. 2], we can show that,

1
0 .e -W = %m mk k (5)

Eqn. 4 has to be true for every integer m. The tensor ε̃0 in general can be written as ε̃0 =  Q T ε̃ pQ
[6], where ε̃ p is the dielectric tensor of the anisotropic material in its principal coordinate
system, Q is a rotational operator (an orthogonal operator), and QT is the transpose of Q. With
this ε̃0, Eqn. 5 can be rewritten using the inner product properties [21] to,

1 1 ,e e- -W = =% %T
m p m m p mk Q Q k Qk Qk (6)

where Q|km>=k’ – G’m=[kx’ – Gmx’, ky’ – Gmy’]’ is the rotated vector of |km>=k – Gm=[kx – Gmx, ky –
Gmy]’. If one of the material is assumed to be isotropic, and the other is assumed to be anisotropic
which is often the case [6,19], then using Eqn. 4 we have,
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where ε̃a is taken as an identity matrix multiplied by a constant, εa =  na
2 (i.e., an isotropic

material) and ε̃b is assumed as the dielectric tensor of the anisotropic material in the principal
coordinate system, with εb1 and εb2 being the principal dielectric constants. Substituting the

expressions for Q|km> and ε̃ p
-1 in Eqn. 6, we obtain the following equation for the EFS of the

H-polarization in the rotated frame,
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Eqn. 8 describes an ellipse in the rotated frame (kx’, ky’) with the origin at G’m=[Gmx’ Gmy’]’. As
the equation is true for every m, there will be repetitions of the same ellipse for each m
[corresponding to each reciprocal lattice vector].

Similarly, for the E-polarization, it can be shown that, the one plane wave approximation leads
to |km|2 =Ωε0, where β(m - n)=  δmn / ε0, has been used for Eqn. 3. Assuming |km>=k – Gm, we will
arrive at the same equation as Eqn. 8, however the denominators at the left hand side of the
Eqn. 8 are replaced with ε0 =  εa f +  εb3(1 - f ). Here, εb3 is the principal dielectric constant of the
anisotropic material experienced by the E-polarization. Note that for the E – polarization Eqn.
8 describes a circle.
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To illustrate the EFS construction, let’s first assume both materials are isotropic (i.e.
εb1 =εb2 =εb3 =nb

2) and consider a 2D PC with a square lattice, na=1.6, f=0.4, and a very small
dielectric modulation (i.e. na ≈nb). Note that, with isotropic materials, and very small dielectric
modulation, the distinction between the EFSs of E and H – polarizations vanishes.

For an instance of the EFS construction, consider ω=0.5. Using the radius given by Eqn. 8, let’s
draw circles at each reciprocal lattice point as shown in Figure 3(a). Each closed contour
constitutes to an EFS of a particular band. The bands are indexed according to their positions
in the extended zone diagram [14-15].
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Figure 3 EFS constructions of a square lattice PC with f = 0.4, 1.6 and  . Band indices: band 1 – black, band 2 – 
blue, band 3 – red, band 4 – pink, band 5 – yellow. The thin lines indicate boundaries of the BZs (a) EFS construction for 
= 0.5 (b) EFS for  = 0.5 (c) EFS for  = 0.36 (d) EFS for  = 0.67.  

Now let’s demonstrate the validity of the EFS obtained from the one plane wave approximation, by comparing it 
with the numerically evaluated [9]. In Figures 4(a) and 4(b), we plot EFSs ( = 0.5) for nb = 2.0 and 2.6, respectively, and 
all other parameters are kept the same as in Fig. 3. The one plane wave construction is shown in the black dashed lines, 
whereas the EFS obtained from the numerical calculation is highlighted in color. As it is clear from Fig. 4(a), for the PC 
with weak dielectric modulation (i.e., nb = 2.0), the one plane wave construction agrees well with the numerically calculated 
EFS. However, when the dielectric modulation increases, the degree of disagreement increases [Fig. 4(b)]. Nevertheless, in 
PCs with large dielectric modulations, one plane wave approximation still can be used to gain a rough idea on the EFSs 
shapes, for frequencies far from the photonic band edge. It is important to note that one or two plane wave approximations 
(discussed in Sec. 2.1.2) fail when the frequency is close to the photonic band edge (see Fig. 2; Sec. 4.2; and [2]). 
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Now let’s demonstrate the validity of the EFS obtained from the one plane wave approxima‐
tion, by comparing it with the numerically evaluated. In Figures 4(a) and 4(b), we plot EFSs
(ω=0.5) for nb=2.0 and 2.6, respectively, and all other parameters are kept the same as in Fig.
3. The one plane wave construction is shown in the black dashed lines, whereas the EFS
obtained from the numerical calculation is highlighted in color. As it is clear from Fig. 4(a), for
the PC with weak dielectric modulation (i.e., nb=2.0), the one plane wave construction agrees
well with the numerically calculated EFS. However, when the dielectric modulation increases,

Photonic Crystals124



To illustrate the EFS construction, let’s first assume both materials are isotropic (i.e.
εb1 =εb2 =εb3 =nb

2) and consider a 2D PC with a square lattice, na=1.6, f=0.4, and a very small
dielectric modulation (i.e. na ≈nb). Note that, with isotropic materials, and very small dielectric
modulation, the distinction between the EFSs of E and H – polarizations vanishes.

For an instance of the EFS construction, consider ω=0.5. Using the radius given by Eqn. 8, let’s
draw circles at each reciprocal lattice point as shown in Figure 3(a). Each closed contour
constitutes to an EFS of a particular band. The bands are indexed according to their positions
in the extended zone diagram [14-15].

isotropic materials, and very small dielectric modulation, the distinction between the EFSs of E and H– polarizations 
vanishes. 

For an instance of the EFS construction, consider  = 0.5. Using the radius given by Eqn. 8, let’s draw circles at 
each reciprocal lattice point as shown in Figure 3(a). Each closed contour constitutes to an EFS of a particular band. The 
bands are indexed according to their positions in the extended zone diagram [14-15].  

Figure 3 EFS constructions of a square lattice PC with f = 0.4, 1.6 and  . Band indices: band 1 – black, band 2 – 
blue, band 3 – red, band 4 – pink, band 5 – yellow. The thin lines indicate boundaries of the BZs (a) EFS construction for 
= 0.5 (b) EFS for  = 0.5 (c) EFS for  = 0.36 (d) EFS for  = 0.67.  

Now let’s demonstrate the validity of the EFS obtained from the one plane wave approximation, by comparing it 
with the numerically evaluated [9]. In Figures 4(a) and 4(b), we plot EFSs ( = 0.5) for nb = 2.0 and 2.6, respectively, and 
all other parameters are kept the same as in Fig. 3. The one plane wave construction is shown in the black dashed lines, 
whereas the EFS obtained from the numerical calculation is highlighted in color. As it is clear from Fig. 4(a), for the PC 
with weak dielectric modulation (i.e., nb = 2.0), the one plane wave construction agrees well with the numerically calculated 
EFS. However, when the dielectric modulation increases, the degree of disagreement increases [Fig. 4(b)]. Nevertheless, in 
PCs with large dielectric modulations, one plane wave approximation still can be used to gain a rough idea on the EFSs 
shapes, for frequencies far from the photonic band edge. It is important to note that one or two plane wave approximations 
(discussed in Sec. 2.1.2) fail when the frequency is close to the photonic band edge (see Fig. 2; Sec. 4.2; and [2]). 

(a) (b) 

(c) (d) 

Figure 3. EFS constructions of a square lattice PC with f=0.4, na =   1.6 and na ≈nb. Band indices: band 1 – black, band 2
– blue, band 3 – red, band 4 – pink, band 5 – yellow. The square boxes indicate boundaries of the BZs (a) EFS construc‐
tion for ω=0.5 (b) EFS for ω=0.5 (c) EFS for ω=0.36 (d) EFS for ω=0.67.

Now let’s demonstrate the validity of the EFS obtained from the one plane wave approxima‐
tion, by comparing it with the numerically evaluated. In Figures 4(a) and 4(b), we plot EFSs
(ω=0.5) for nb=2.0 and 2.6, respectively, and all other parameters are kept the same as in Fig.
3. The one plane wave construction is shown in the black dashed lines, whereas the EFS
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the degree of disagreement increases (Fig. 4(b)). Nevertheless, in PCs with large dielectric
modulations, one plane wave approximation still can be used to gain a rough idea on the EFSs
shapes, for frequencies far from the photonic band edge. It is important to note that one or two
plane wave approximations (discussed in Sec. 2.1.2) fail when the frequency is close to the
photonic band edge (see Fig. 14; Sec. 4.2; and [2]).

Figure 4. EFS constructions (dashed black line) and the numerically calculated EFS (color) of a square lattice PC with
f=0.4 na=1.6, and ω=0.5. Band indices: band 3 – red, band 4 – pink, band 5 – yellow. (a) EFS for nb=2.0 (b) EFS for nb=2.6

Finally, we provide an EFS construction example for a 2D PC made of an anisotropic material.
Consider a square lattice PC with an anisotropic material ( εb1=1.6, εb2=2.0), na=1.8, and f=0.2.
The principal axis with the dielectric constant εb1 is oriented 45° with respect to the kx – axis of
the PC, as shown Figure 5(a). The Q operator in Eqn. 6 is a 45° anticlockwise rotational operator.
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Hence, based on Eqns. 6 – 8, we draw ellipse at each reciprocal lattice point in the rotated
coordinate system as shown in Fig. 5(a). The numerically calculated EFS for the H – polarization
with ω=0.5 is shown in Fig. 5(b), and as we can readily verify from the figure, both the
construction and numerical evaluation share a good agreement.

Figure 5. EFS construction [ω=0.5] for the H-polarization (dashed black line), and the numerically calculated EFS (col‐

or) of a square lattice PC with an anisotropic material (f=0.2,na=1.8, εb1=1.6, εb2=2.0). Band indices: band 2 – blue,
band 3 – red, band 4 – pink. (a) EFS construction (b) EFS with the band index assignment.

2.1.2. Two plane wave approximation

Although, one plane wave approximation seems to be good in approximating the EFS of a 2D
PC with a weak dielectric modulation, a magnified version of the one plane wave EFS, will
show that this approach is unable to approximate the edges of the EFS accurately. This problem
can be addressed by using two plane waves approximation.

Photonic Crystals126



Hence, based on Eqns. 6 – 8, we draw ellipse at each reciprocal lattice point in the rotated
coordinate system as shown in Fig. 5(a). The numerically calculated EFS for the H – polarization
with ω=0.5 is shown in Fig. 5(b), and as we can readily verify from the figure, both the
construction and numerical evaluation share a good agreement.

Figure 5. EFS construction [ω=0.5] for the H-polarization (dashed black line), and the numerically calculated EFS (col‐

or) of a square lattice PC with an anisotropic material (f=0.2,na=1.8, εb1=1.6, εb2=2.0). Band indices: band 2 – blue,
band 3 – red, band 4 – pink. (a) EFS construction (b) EFS with the band index assignment.

2.1.2. Two plane wave approximation

Although, one plane wave approximation seems to be good in approximating the EFS of a 2D
PC with a weak dielectric modulation, a magnified version of the one plane wave EFS, will
show that this approach is unable to approximate the edges of the EFS accurately. This problem
can be addressed by using two plane waves approximation.

Photonic Crystals126

For the sake of simplicity, we will demonstrate the two plane waves approximation for 2D PCs
made of isotropic materials. We will further assume the dielectric modulation is finite and
weak, such that only two Fourier coefficients of β(i), β(0) and β(1), are significant. With these,
we can approximate Eqn. 2 as,

, , 1 1 1 1, 1 1, 1 1,+ + + + + + + +W = + + +i i i i i i i i i i i i i i i ih M h h M h h M h h M h (9)

which has to be true for every i. We can choose i=1, and the eigenvalues of the resulting M, can
be obtained by finding the determinant of the matrix,
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M M
M M

(10)

Using the fact Mij=Mji, and denoting β(i) as βi, we can show,

2 2 2 2 2 2 2
0 0 1 0 0 1 1 0 12 ( ) ( ) (2 ) ,b b bW = + ± - +k k k k k k (11)

where kikj represents <ki|kj> and |ki||kj| for the H-and E-polarizations, respectively. Note that
for a weak dielectric modulation, β0 >> |β1| and β0 > 0.

Eqn. 11 can be evaluated using specific choices of wavevectors and reciprocal lattice vectors.
For an instance, let’s examine EFSs near the first band gap of the E-polarization, in the square
lattice PC around the X(-π/a,0) point. With g=2π/a, k=[kx ky]’, G0=[0 0]’, and G1=[-g 0]’, the terms
in Eqn. 11 become,
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Let’s move the origin of the reciprocal space from (0,0) to the X point, by writing kX=kx+g/2. In
the new coordinate system, using Eqns. 11 and 12, we can show that,

2 2 2 2 2 2 2 2 2 2
0 0 1 1( / 4) ( ) ( / 4) ( ) .b b b bW = + + ± + + + -X y X X y Xk k g k g k k g k g (13)
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Eqn. 13 does not provide any insight to the shape of the EFS. More useful information can be
obtained if we can transform the equation to a simpler form. To do this, we first seek an
approximation to the square root term in Eqn. 13, for a small kX. For a small kX, the square root

term in Eqn. 13, can be written as y =  P 2 + Q 2, where P =  |β0kX g| and Q =  β1(kX
2 + ky

2 + g 2 / 4)
(the term β1kX g in Eqn. 13 is neglected). We can approximate y using a binomial expansion as

≈  Q + P 2

2Q . However, this requires Q >> P, and in fact this is a good assumption as we shall
justify later in the discussion. Using the binomial expansion of y, for a small kX and ky, Eqn.
13 can be simplified to,
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where the two solutions of Eqn. 13 are denoted as Ω1 and Ω2. These two solutions correspond

to frequencies in band 1 [Ω1] and band 2 [Ω2]. With β0 > 0 and β0 > |β1|, we have β0 + |β1| +
2β0

2

|β1|

> 0, in Eqn. 15. Therefore, EFSs for band 2 are elliptical (provided that Q >> P) with the lengths

of the semi –major and –minor proportional to the reciprocals of β0 + |β1| +
2β0

2

|β1|  and

β0 + |β1|, respectively. On the other hand, note that, the EFSs for band 1 (Eqn. 14, with

β0 - |β1| -
2β0

2

|β1| < 0) are not elliptical.

Now let’s examine the validity of the assumption Q > P in deriving Eqns. 14 and 15. The
expressions P and Q are linear and quadratic functions of kX, respectively, and the minimum

point of Q is  f (ky)=|β1|(ky
2 + g 2

4 ). Hence, a sufficient condition for Q > P is simply  f (ky)> P .
Inserting the expression for P, this condition becomes,

−
|β1 |
β0g (ky2 +

g 2

4 )<kX <
|β1 |
β0g (ky2 +

g 2

4 )

The conditions on ky can be obtained by solving the quadratic in-equality Q – P > 0. Solving
this in-equality, we have,

ky >
g

2|β1 | β02 −β12.
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Figure 6. EFS approximations using two plane waves approximation [square lattice PC with na=1.6, nb=1.8, and f=0.2].
The numerically calculated EFS (thin black lines) and the approximated EFS (thick blue lines) for frequencies in the (a)
first band (b) second band.

To illustrate the EFS construction using the two plane waves approximation, consider a square
lattice PC with na=1.6, nb=1.8, and f=0.2. The numerically calculated EFS and the approximated
EFS, for frequencies in the first and the second band are shown in Figures 6(a) and 6(b),
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respectively. In both figures, we have evaluated Eqn. 11 for-π/a < ky <-π/a and-2π/a < kx < 0, and
the results share a good agreement with those of numerical evaluation. As Eqn. 9 has to be
true for every i, we can translate the EFS approximated for i=1 by a vector Gi. Furthermore the
EFSs in the neighborhood at the other symmetrical X points [i.e. (π/a,0), (0,π/a) and (0,-π/a)]
can be obtained using the EFS approximated in the neighborhood of X(-π/a,0) by point group
– symmetry operations [9, 22].

Figure 7. The merit of the two plane waves approximation. EFSs for a square lattice PC with na=1.6, f=0.2. EFS (ω=0.31)
obtained from the one plane wave approximation (dashed black line), two plane waves approximation (thick blue
line), and the numerical calculation (thin red line), for (a) nb=1.8 (b) nb=2.0. Both kx and ky in (a) and (b) have units of 1/a.

In order to appreciate the ability and inability of the two plane waves approximation, we plot
EFSs (band 2, ω=0.3) obtained from the one plane wave approximation, two plane waves
approximation, and the full numerical calculation in Figures 7(a) and 7(b), for nb=1.8 and nb=2.0,
respectively. The one plane wave – EFS is constructed using two circles originated from (0,0)
and (-g, 0) points. Thus, it always predicts sharp edges for the EFS (see band 2 in Figs. 3(c), 7(a)
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and 7(b)). The sharp edges does not appear in the numerically calculated EFS, which is the
accurate EFS. The failure of the one plane wave method is corrected in the two plane waves
approximation. The two plane waves approximation perfectly matches the numerical coun‐
terpart when the dielectric modulation is small (Fig. 7(a)). As expected, when the dielectric
modulation becomes large, the two plane waves approximation becomes poorer (Fig. 7(b)),
however the approach still exhibits a better accuracy compared to the one plane wave
approach.

3. Propagation directions

When light crosses the boundary between two homogenous mediums (medium 1 and medium
2), light refracts. The light in medium 1 with an incident angle, θi, can excite two symmetrical
waves (with angles θp; see Figure 8) in medium 2. What happens to this refraction picture,
when we replace the homogenous dielectric medium 2, with a PC?. When we replace the
homogenous medium 2, with a PC, the simple refraction picture based on the Snell’s law will
disappear. A more general technique has to be used, in order to find light propagation
directions. This section reviews the well – known method [1-4] of finding light propagation
directions in PCs, based on their EFS. As a pre-requisite for the second part in this section, we
will first give a brief review on anisotropic PCs [22].

Figure 8. Light propagation from a homogenous dielectric medium 1 to a homogenous dielectric medium 2

3.1. Orientation parameter — Anisotropic PC

A PC may be simply viewed as a lattice with a motif attached to each lattice point. If the re-
orientation of the motif causes the symmetry elements of the PC to change, then the corre‐
sponding PC is an anisotropic PC, as opposed to an isotropic PC, where the orientation of the
motif is irrelevant to the symmetry of the PC. A 2D PC made of only isotropic dielectric
materials, with a circular motif in a 2D lattice, is a clear example of a 2D isotropic PC. Aniso‐
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tropic PCs, on the other hand, can be geometrically anisotropic or materially anisotropic.
Figure 9(a) shows the geometry of a 2D hexagonal lattice PC with a square motif. The orien‐
tation of the square motif with respect to the underlying lattice plays a crucial role in deter‐
mining the optical properties of the 2D PC. In Fig. 9(b), instead of a square motif, we have a
circular motif for which the corresponding orientation is irrelevant. If all materials are
isotropic, then the geometries in Figs. 9(a) and 9(b) represent examples of geometrically
anisotropic and isotropic PCs, respectively. In the presence of an anisotropic material, the
optical properties of the PC will vary in accordance to the orientation of the anisotropic material
(i.e., the orientation of the principal axes with respect to the lattice), and therefore the corre‐
sponding PC is defined as a materially anisotropic PC. A PC with a geometry in Fig. 9(b)
constitutes to a materially anisotropic PC, if either the matrix or the circular cylinder is an
anisotropic medium. On the other hand, in the presence of an anisotropic material, a PC with
a geometry as shown in Fig. 9(a) has a mixed anisotropy (i.e., both geometrical and material’s
anisotropy exist).

As we will show in the next section, the orientation parameter of the anisotropic PC is crucial,
as to determine the accurate light propagation direction.

Figure 9. Examples of geometries of the 2D hexagonal lattice PC. (a) square motif (b) circular motif

3.2. Technique of determining light propagation direction

The direction of light propagation in any medium is given by the direction of the group
velocity, vg . Group velocity is defined as vg =∇kω, where ∇k  is the gradient operator in the
wavevector space. The light propagation direction at the frequency, ω, can be determined using
the gradient of the corresponding EFS.

Consider the problem of light of propagation from medium 1 (m1) to medium 2 (m2), as in Fig.
8. Assume m1 to be a bulk isotropic dielectric material. For a general case, assume m2 to be a
2D anisotropic PC, and for the sake of discussions, assume the anisotropic PC to be materially
anisotropic. In finding the light propagation directions in m2, there are two important orien‐
tations. These are:
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• Motif orientation – All anisotropic PC have an orientation parameter (see Sec. 3.1). Let’s
define the orientation parameter to be an angle, α. This angle defines the orientation of the
motif with respect to the normal line of the interface.

• Lattice orientation – EFS of m2 is usually calculated based on a coordinate system that is
aligned with one of the symmetrical axis of the lattice system [based on which the PC is
constructed; examples in 2D include square lattice, rectangular lattice, honeycomb lattice,
and hexagonal lattice]. This coordinate system does not necessarily align with the interface
(i.e., the boundary between m1 and m2). This misalignment is taken into account by defining
a lattice angle, ϕ.

In Figure 10, we illustrate the definitions of α and ϕ via an example.

Figure 10. An example of m2: A 2D hexagonal lattice PC with rectangular motifs [7]. The figures displays a microscopic
view, with the details of the motif arrangement and orientation. The motifs are shown in the dark green color, while
the unit cell constructions are in the blue color. The interface is normal to the dashed line (i.e., the normal line). The
angle of the symmetrical axis of the motif (pink arrow) with respect to the normal line is defined as the angle of motif
orientation. The angle between the symmetrical axis of the lattice (red arrows) and the normal line is defined as the
lattice angle.

Figure 11(a) shows momentum space diagram that contains the EFS of the two mediums. The
angles α and ϕ are shown in this diagram. EFS of m1 is a circle, while EFS of m2 is arbitrarily
assumed. When light crosses the boundary between the two mediums, the transversal
momentum (i.e., momentum component that is parallel to the interface) of light is conserved.
Hence a line of momentum conservation, being a vertical line parallel to the normal line (green
dashed), determined by the incident angle, θi, and passing through the EFS of m2 produces
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two intersection points. The directions of the normal vector at the intersection points between
the EFS of m2, and the line of momentum conservation give the propagation directions in m2.
The normal vector with the sign of the vertical component same as the sign of the incident
wavevector’svertical component is considered, as a forward wave and the other, is considered
as a reverse wave [Fig. 11(a)] [23]. In Fig. 11(a), the sign of ∇kω is assumed as negative.
However, take note that, depending on the sign of ∇kω, the gradient can be either inward or
outward. The consequence of such changes in the sign of ∇kω to the directions of forward and
reverse waves is illustrated in Figure 11(b).

Figure 11. (a) In-plane propagation of light from m1 to m2. m1: isotropic bulk medium, m2: anisotropic PC (b) The sign of
the group velocity, and the directions of the forward and reverse waves
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4. Applications of the EFS analysis

In this section we will use EFSs to describe few of the peculiar phenomena observed in PCs.
Specifically, we will apply the concept of EFS to describe superprism, effective negative index
mediums, negative refractions, and superlenses in PCs.

4.1. Superprism effect

Superprism effect was first demonstrated in the PC by Kosaka et al. [1,24]. As the name
suggests, a superprism is a special and a superior version of the ordinary prism. The super‐
prism has an extraordinary sensitivity to the incident wavelengths [24], and incident angles [1].

Figure 12. Angle – sensitive superprism effect

The angle sensitive superprism effect can be easily understood. In Figure 12, we show an
example of the propagation angle versus incident angle plot at a specific frequency. The
parameters for this plot can be found in [12]. The red curve corresponds to a bulk medium,
while the blue curve is for a 2D hexagonal lattice PC. For the bulk medium, the propagation
angle follows the Snell’s Law, and the relationship between the incident angle and propagation
angle is smooth (red curve). On the other hand, for the 2D PC, near the normal incidence, the
propagation angles become highly sensitive to the incident angles (blue curve). Such a high
sensitivity is due the sharp edge observed in the corresponding hexagonal like EFS of the 2D
PC [see the blue EFS in the insert].

The wavelength dependent superprism effect is useful for the spatial filtering of multiple
wavelengths. Therefore, it is very useful for implementation of a compact arrayed waveguide
grating [24]. The operation principle of the wavelength dependent superprism effect is
graphically shown in Figure 13. Fig. 13(a) shows an ordinary prism, while Fig. 13(b) shows a
superprism.
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Figure 13. Wavelength dependent superprism effect. (a) Ordinary prism; (b) Superprism [Note that the signs of ∇k ω
for the red and blue EFSs, are positives and negatives, respectively.]

Let’s consider two closely spaced wavelengths, λ1 and λ2. The EFSs for these two wavelengths
are circles of different sizes in a bulk medium and in an ordinary prism. However, in a PC the
EFSs can be very different. For superprism effects EFSs with sharp edges are preferred. By
plotting the EFSs of the PC at various normalized frequencies (a/λ), EFSs with sharp edges can
be identified. Then by adjusting a, we can design the superprism at the desired wavelengths.
In Fig. 13(b), example of EFSs in a 2D hexagonal lattice PC are shown. These EFSs have sharp
edges, and the EFSs have different sizes. By selecting the incident angle appropriately, we can
design the corresponding EFSs gradient vectors of the two wavelengths, to be at two different
curvatures. As shown in Fig. 13(b), this will cause a huge difference in the propagation angles
of the two closely spaced wavelengths.

4.2. Effective negative index mediums

The behavior of an electron near the band edge of a semiconductor can be approximated as
that of a free electron with an effective mass. The analogous concept in a PC was first shown
by Notomi [2].

The EFS of a 2D PC with a symmetrical unit cell (i.e. the unit cell have a third or higher order
rotational axes), becomes circular at the bottom edge of the first band (i.e., in the long wave‐
length limit) and for such a frequency range, the PC behaves like a bulk isotropic medium with
an effective refractive index [25-26]. The effective refractive index (neff) can be assigned by
fitting the EFS to the expression ω=k/|neff| [note that, ω and k are normalized]. The effective
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index for the first band is positive, since the first band has a positive sign of ∇kω. It is also
reported that in such 2D PCs, when the modulation of the refractive index become stronger,
the EFSs become circular for frequencies near the edges of the higher order bands. Thus for
the corresponding range of frequencies, the 2D PC can be homogenized to an isotropic bulk
medium with an effective refractive index. However, this effective index can be negative if the
sign of ∇kω of the particular band is negative [2].

For an instance, a 2D photonic band structure of the hexagonal lattice PC with circular rods,
and huge refractive index contrast is shown in Figure 14 (only the first two bands are shown)
[2]. As we can see from this figure, the EFSs close to the bottom edge of the first band, and the
top edge of the second band are circular. As frequency increases, the EFSs of the first band
move outwards (increasing in size). Thus, the first band has a positive ∇kω, and the corre‐
sponding circular EFSs are defined with effective positive refractive indices. On the other hand,
in the second band, as frequency increases the EFSs move inwards (decreasing in size). Hence,
the second band has a negative ∇kω, and therefore their circular EFSs have effective negative
refractive indices.

Figure 14. Example of circular EFSs of a PC with positive and negative effective refractive indices.

How to obtain effective anisotropic materials using PC?. Such investigations may lead to novel
polarization splitting, and tunable devices.

It has been shown that, 2D materially anisotropic PCs, with symmetrically no rotational axes
of order larger than two, exhibit elliptical EFSs in the long wavelength limit [25-26]. Near the
higher order band edges, they do behave like a bulk anisotropic media, and if ∇kω <0, a set of
effective negative principle refractive indices can be defined. The effective principal refractive
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indices can be defined by fitting to the expression, 
kx

2

np1
2 +  

k y
2

np2
2 =  ω 2, where np1 and np2 are the

effective principal refractive indices (note that ω, kx, and ky are normalized). As an example, in
Figure 15, we show the 2D photonic band structure and the EFSs (second band) for a 2D
hexagonal lattice PC with rectangular motif [7]. From this figure, we can see that, near the top
edge of the second band, the EFSs are elliptical, and the signs of ∇k ω < 0 (i.e., negative principal
refractive indices).

Figure 15. (a) 2D photonic band structure of the anisotropic PC – rectangular motif in 2D hexagonal lattice. For the
details of the structure, please see [7]. (b) The contour plot of the second band in (a);

4.3. Negative refractions and superlenses

In the usual (positive) refraction, when light crosses the interface of the two mediums (Fig.
8), light bends on the opposite sides of the normal line. However, if light bends on the same
side of the normal line, then the corresponding bending is defined as a negative refraction.
Negative refraction was first predicted by Veselago in 1968 [27]. Negative refractions have
been observed in artificial mediums including PCs [28-30].

For an instance of negative refraction in the PC, take a look on Figs. 12(a) and 12(b). Both
incident and propagation angles in the configuration of Fig. 12(a) are defined to be positive
values. If the incident (or the propagation) angle goes the other side of the normal, then it is
negative. Using this formalism, it easy to recognize that the red curve (corresponds to the bulk
medium) shows propagation angles for the positive refractions, and the blue curve (corre‐
sponds to the PC) shows propagation angles for the negative refractions.

An important application of the negative refraction is a construction of a superlens [31].
Negative refraction alone does not satisfy the requirement to build a superlens. The corre‐
sponding structure also should exhibit an effective negative refractive index. Note that, a
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negative refraction does not guarantee a negative refractive index. A effective negative
refractive index (neff) can be only defined when the EFS is circular (see Sec. 4.2). In Fig. 12(b),
although we see negative refractions, the corresponding EFS (blue color) is not circular. Thus,
in this case a negative refractive index cannot be defined. However, negative refractive indices
can be defined for frequencies close to the top edge of the second band in Fig. 14. This frequency
region has circular EFSs with ∇kω < 0.

Superlens has flat surfaces, and they produce images with subwavelength resolutions. The
details on the subwavelength resolution of the superlens can be found in [31]. Here, we would
like to explain, how the flat surface can result in a focusing effect. The focusing effect of the
superlens is graphically illustrated in Figure 16.

Consider a homogenous slab (as in Fig. 8), and a point object at some distance from the slab
in an air ambience. Firstly, assume the slab has a positive refractive index (as for the bottom
edge frequencies of the first band in Fig. 14). As shown in Fig. 16, the usual positive refraction
in the slab, will cause the rays from the point object to diverge. If the slab has negative refractive
index (as for the top edge frequencies of the second band in Fig. 14), the negative refractions
will bring the rays from the point object to a focus (see the illustration in Fig. 16(b)).

Figure 16. Rays from a point object (a) passing through a positive refractive index medium (b) passing through a nega‐
tive refractive index medium. In both (a) and (b), the reflected rays are not shown.
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5. Summary

EFS is the surface resulting from the projection of the photonic band structure onto the
wavevector space, at a constant frequency. In PCs, EFSs can be accurately modeled using a
plane wave expansion method. For 2D PCs with weak dielectric modulation, EFSs can be
obtained using one and two plane wave approximation techniques [Sec. 2]. Though one plane
wave approximation succeed to a large extend in predicting the EFS of a 2D PC with a weak
dielectric modulation, the approximation is inaccurate for wavevectors near the boundaries
of the BZ. The one plane wave approach often predicts a very sharp edge to the EFS. The
deficiencies in the one plane wave approximation is corrected in the two plane waves ap‐
proach.

EFS is an essential tool in determining light propagation directions in the PC. The gradient of
the EFS gives information about the group velocity direction and the sign of the propagation
angle (Sec. 3). EFSs can be used to analyze various peculiar light propagations in the PC.
Examples that cover superprism effects, negative index mediums, negative refractions, and
superlens are discussed in Sec. 4.
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Chapter 6

Coherent Control of Stimulated
Emission Inside one Dimensional
Photonic Crystals — Strong Coupling Regime

Alessandro  Settimi

Additional information is available at the end of the chapter
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1. Introduction

It is well known that emission processes reflect certain inherent properties of atoms, but it has
also been demonstrated, in both theory [1,2] and experimentation [3-8], that these same
processes are also sensitive to incidental boundary conditions. One example is how they can
be modified if contained inside a cavity of dimensions comparable to the emitted light
wavelength. The modification can involve emission enhancement or inhibition and is a result
of an alteration of field mode structure inside the cavity compared to free space, which can be
explained in terms of an interaction between atom and cavity modes [9,10].

The density of states (DOS) can be interpreted as a probability density of exciting a single eigen-
state of the electromagnetic (e.m.) field. When the plot of DOS vs. frequency over atomic
transition spectral range is found to be smooth, then the rate of emission can be defined by
Fermi’s golden rule. However, emission dynamics can be drastically modified by photon
localization effects [11] and sudden changes in DOS. Such modifications can be interpreted as
long-term memory effects and examples of non-Markovian atom-reservoir interactions.

Marked transformations can be induced in the DOS using photonic crystals. These dielectric
materials exhibit very noticeable periodic modulations in their refractive indices which result
in the formation of inhibited [12,13] frequency bands or photonic band gaps. The DOS inside
a photonic band gap (PBG) is automatically zero. It is proposed in literature [14-17] that these
conditions might result in classical light localization, inhibition of single-photon emissions,
fractionalized single-atom inversions, photon-atom bound states, and anomalously strong
vacuum Rabi splitting.
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There have been rigorous investigations of spontaneous decay of two-level atoms coupled
with narrow cavity resonance according to Hermitian "universal" modes as against the
dissipative quasi-modes of the cavity by reference [18]. These have concentrated in particular
on cases in which the atomic line-width is nearly equal to the cavity resonance width γ, the
so-called strong-coupling regime, when significant corrections are found into the golden rule.
When the quality factor Q of cavity resonance falls within intermediate values, then sponta‐
neous emission is seen to decay rapidly.

The emission processes investigated in this chapter regard a 1D unenclosed cavity, analysed
according to the theory of reference [18]. There is specific discussion of the stimulated release
of an atom under strong coupling regime inside a 1D-PBG cavity generated by two colliding
laser beams. Atom-e.m. field coupling is modelled by quantum electro-dynamics, as per
reference [18], with the atom considered as a two tier system, and the e.m. field as a superpo‐
sition of normal modes. The coupling is in dipole approximation, Wigner-Weisskopf and
rotating wave approximations are applied for the motion equations. An unenclosed cavity is
conceived in the Quasi-Normal Mode (QNM), as in reference [18], and so the local density of
states (LDOS) is defined as the local probability density of exciting a single cavity QNM. As a
result the local DOS is effectively dependent on the phase difference between the two laser
beams.

1.1. Quasi-Normal Modes (QNMs)

Describing a field inside an unenclosed cavity presents a problem that various authors have
confronted, with references [19-22] proposing a QNM-based description of an electromagnetic
field inside an open, one-sided homogeneous cavity. Because of the leakage, the QNMs exhibit
complex eigen-frequencies as a consequence of leakage from the unenclosed cavity, with an
orthogonal basis being assumed only inside the cavity and following a non-canonical metric.

The QNM approach was extended to open double-sided, non-homogeneous cavities and
specifically to 1D-PBG cavities in references [23,24].

It is only possible to quantize a leaky cavity [25], considered a dissipative system, if the
container is viewed as part of the total universe, within which energy is conserved [26]. A
fundamental step towards the application of QNMs to the study of quantum electro-dynamics
phenomena in cavities was already achieved in reference [27].

The second QNM-theory-based quantization scheme was extended to 1D-PBGs in reference
[28]. References [29,30] applied the second QNM quantization to 1D-PBGs, excited by two
pumps acting in opposite directions. The commutation relations observed for QNMs are not
canonical, while also depending on the phase-difference between the two pumps and the
unenclosed cavity geometry. Reference [31] applies QNM theory in an investigation of
stimulated emission from an atom embedded inside a 1D-PBG under weak coupling regime,
with two counter-propagating laser beams used to pump the system. The most significant
result in reference [31] is the observation that the position of the dipole inside the cavity
controls decay-time. This means that the phase-difference of the two laser beams can be used
to control decay-time, which could be applicable on an atomic scale for a phase-sensitive,
single-atom optical memory device.

Photonic Crystals144



There have been rigorous investigations of spontaneous decay of two-level atoms coupled
with narrow cavity resonance according to Hermitian "universal" modes as against the
dissipative quasi-modes of the cavity by reference [18]. These have concentrated in particular
on cases in which the atomic line-width is nearly equal to the cavity resonance width γ, the
so-called strong-coupling regime, when significant corrections are found into the golden rule.
When the quality factor Q of cavity resonance falls within intermediate values, then sponta‐
neous emission is seen to decay rapidly.

The emission processes investigated in this chapter regard a 1D unenclosed cavity, analysed
according to the theory of reference [18]. There is specific discussion of the stimulated release
of an atom under strong coupling regime inside a 1D-PBG cavity generated by two colliding
laser beams. Atom-e.m. field coupling is modelled by quantum electro-dynamics, as per
reference [18], with the atom considered as a two tier system, and the e.m. field as a superpo‐
sition of normal modes. The coupling is in dipole approximation, Wigner-Weisskopf and
rotating wave approximations are applied for the motion equations. An unenclosed cavity is
conceived in the Quasi-Normal Mode (QNM), as in reference [18], and so the local density of
states (LDOS) is defined as the local probability density of exciting a single cavity QNM. As a
result the local DOS is effectively dependent on the phase difference between the two laser
beams.

1.1. Quasi-Normal Modes (QNMs)

Describing a field inside an unenclosed cavity presents a problem that various authors have
confronted, with references [19-22] proposing a QNM-based description of an electromagnetic
field inside an open, one-sided homogeneous cavity. Because of the leakage, the QNMs exhibit
complex eigen-frequencies as a consequence of leakage from the unenclosed cavity, with an
orthogonal basis being assumed only inside the cavity and following a non-canonical metric.

The QNM approach was extended to open double-sided, non-homogeneous cavities and
specifically to 1D-PBG cavities in references [23,24].

It is only possible to quantize a leaky cavity [25], considered a dissipative system, if the
container is viewed as part of the total universe, within which energy is conserved [26]. A
fundamental step towards the application of QNMs to the study of quantum electro-dynamics
phenomena in cavities was already achieved in reference [27].

The second QNM-theory-based quantization scheme was extended to 1D-PBGs in reference
[28]. References [29,30] applied the second QNM quantization to 1D-PBGs, excited by two
pumps acting in opposite directions. The commutation relations observed for QNMs are not
canonical, while also depending on the phase-difference between the two pumps and the
unenclosed cavity geometry. Reference [31] applies QNM theory in an investigation of
stimulated emission from an atom embedded inside a 1D-PBG under weak coupling regime,
with two counter-propagating laser beams used to pump the system. The most significant
result in reference [31] is the observation that the position of the dipole inside the cavity
controls decay-time. This means that the phase-difference of the two laser beams can be used
to control decay-time, which could be applicable on an atomic scale for a phase-sensitive,
single-atom optical memory device.

Photonic Crystals144

The present chapter discusses stimulated emission of an atom enclosed inside a 1D-PBG cavity
under strong coupling regime, generated by two counter-propagating laser beams [32,33]. The
principal observation is a demonstration that high LDOS values can be used as a definition for
a strong coupling regime. Further observations agree with literature in stating that the atomic
emission probability decays with an oscillating pattern, and the atomic emission spectrum split
into two peaks, known as Rabi splitting. What makes the observations of this chapter unique
compared to literature is that by varying the laser beam phase difference it is possible to
effectively control both the atomic emission probability oscillations, and the characteristic Rabi
splitting of the emission spectrum. Some criteria are proposed for the design of active cavities,
comprising a 1D-PBG together with atom, as active delay line, when it is possible to achieve
high transmission in a narrow pass band for a delayed pulse by applying suitably differing
laser beams phases.

In section 2, quantum electro-dynamic equations are used to model the coupling of an atom
to an e.m. field, as an analogy of the theory of an atom in free space. In section 3, the atom is
also contained within an unenclosed cavity, and the local probability density of a single QNM
being excited is considered a definition of LDOS probability density. The atomic emission
processes are modelled in section 4 with the LDOS of the stimulated emission depending on
the phase difference of two counter-propagating laser beams. Section 5 discusses the proba‐
bility of atomic emission under strong coupling regime. In section 6, the atomic emission
spectrum is defined on the basis of its poles. Some criteria for the design of an active delay line
are proposed in section 7, while section 8 is dedicated to a final discussion and concluding
remarks.

2. Coupling of an atom to an electromagnetic (e.m.) field

The present case study examines an atom coupled to an e.m. field at a point x0 ∈U  inside a
one-dimensional (1D) universe U ={x | x ∈ − L / 2, L / 2 ,  L →∞} with refractive index n0, and
an unenclosed cavity C ={x | x ∈ (0, d ),  d < L } with an inhomogeneous refractive index n(x).

The atom is quantized into two levels, with an oscillating resonance of Ω [25]. The 1D universe
modes are applied to quantize the e.m. field
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when ρ0=(n0/c)2, and c is the speed of light in a vacuum. The dipole operator μ [25] is used to
model the atom along the direction of polarization of the e.m. field, and the coupling of the
atom to the e.m. field is described using the electric dipole approximation [26].

Coherent Control of Stimulated Emission Inside one Dimensional Photonic Crystals — Strong Coupling Regime
http://dx.doi.org/10.5772/59900

145



At start time (t=0) the atom is in an excited state | +  and the e.m. field is in a vacuum state

| {0} = ∏
λ=−∞

∞
|0λ . The system dynamics under these initial conditions can be described with basis

states and corresponding eigen-values [18] as follows:
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when |+, {0}  denotes the upper state of the atom, without any photons in all the e.m. modes;
and | − , 1λ  denotes the lower state of the atom, with one photon in the λth e.m. mode but any
photons in the other e.m. modes.

2.1. Quantum electro-dynamic equations

If an initial condition |+, {0}  is assumed, then the atom-field system state at time instant t>0
can be defined as
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the rotating wave approximation [26]. The time evolution equations for the probability
amplitudes c

+
(t) and c
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(t) [18] are used as a starting point, thus
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the second of these can be formally integrated producing a time evolution equation for the
probability amplitude c

+
(t) as follows:
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when ε0 is the dielectric constant in vacuum and M = | + |μ | − | 2.

It is possible to establish a correspondence between the discrete modes and continuous modes
of, respectively, a 1D cavity of length L, and an infinite universe of length L →  ∞. As L →  ∞,
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the mode spectrum approaches continuity, since Δωλ =π / (L / 2) ρ0≈dω→0. When this limit is
reached, sums over discrete indices can be transformed into integrals over a continuous
variable of frequency,
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when σ(loc)(x,ω) is the local density of states (LDOS), which can be interpreted as the density of
probability for an excited level of the e.m. field, at a point x, collapsed into a single eigen-state,
oscillating around the frequency ω [34,35]. Strictly speaking, in Equation (6), the range of
integration over ω only extends from 0 to ∞, given that the physical frequencies are defined as
positive. Nevertheless, it is possible to extend the range from –∞ to ∞ without significant errors,
due to the fact that most optical experiments utilize a narrow band source B [36], such that
B<<ωc, with ωc the bandwidth B as the central frequency. The time evolution Equation (5)
therefore becomes
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the kernel function K(x, t) being defined as:
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As emerges from Equation (8), there is a marked dependence of the kernel function on the
LDOS through σ(loc)(x,ω). It is possible to reinterpret the latter as the density of photon states
in the reservoir. Essentially, the kernel function (8) is a gauge of the memory of previous state
of the photon reservoir, within the evolutionary time scale of the atomic system, thus K(x, t)
could be considered the photon reservoir's memory kernel.

2.2. Atom in free space

If an atom is located at a given point x0 outside the unenclosed cavity, so that x0<0 or x0>d, then
the local DOS σ(loc)(x,ω) refers to free space (see references [26,31]):
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The probability of atomic emission decays exponentially in free space,
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being Г0 the atomic decay rate:
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Free space is an infinitely large photon reservoir (a flat spectrum), and so it should respond
instantaneous, with any memory effects associated to emission dynamics being infinitesimally
short relative to any time intervals of interest. According to the so-called Markovian [26]
interactions, an excited state population gradually decays to ground level in free space,
regardless of any driving field strength. This result is generally valid for almost any smoothly
varying broadband DOS.

The following parameter is now introduced as a step for the analysis of the next section,
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interpretable as the degree of atom-field coupling, and with the possibility of expressing
Equation (8) as:
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3. Atom inside an unenclosed cavity

Assuming 0<x0<d, which represents an atom embedded at a point x0 inside an open, inhomo‐
geneous cavity with refractive index n(x), if the resonance frequency Ω of the atom is coupled
with the nth QNM oscillating at frequency Reω

n
, then the coupling will exhibit frequency

detuning:
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3.1. Density Of States (DOS) as the probability density to excite a singleQNM

By filtering two counter-propagating pumps at an atomic resonance Ω≈Reωn, it emerges that
only the nth QNM, and no other QNMs, can be excited, because the nth QNM is the only one
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oscillating at the frequency Reωn and within the narrow range 2|Imωn|<<|Reωn|, which is
sufficiently remote to exclude the other QNMs [23,24]. Around point x, the local probability
density that the e.m. field is in fact excited on the nth QNM is [31]
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which is related directly to the (integral) probability density σ
n
(ω) for the nth QNM. In Equation

(15), ρ(x)=[n(x)/c]2, I
n
 denotes an appropriate overlapping integral [28], while

f n
N(x)= f n(x) 2ωn / f n | f n  is the normalized QNM function, with f n | f n  representing the

QNM norm.

For the investigation of spontaneous emissions, the two pumps are modelled as fluctuations
of vacuum, based on the e.m. field ground state (for examples, see references [26,28-30]). The
(integral) probability density that the nth QNM is excited within the unenclosed cavity can be
expressed as [31]:
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It is possible to deduce a normalization constant α
n
 from the condition:
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From Equation (16) it was deduced that the probability density due to fluctuations in vacuum
for the nth QNM is a Lorentzian function, with parameters including real and imaginary parts
of the nth QNM frequency. There is a relation between the overlapping integral I

n
 and the

statistical weight of the nth QNM in the DOS. Equation (17) also integrates the probability
density σn

(I)(ω) into the range of negative frequencies ω∈ −Reωn − |Imωn | , −Reωn + |Imωn | ,
since with Reωn >0 the QNM frequency ωn is also represented by frequency ω−n = −ωn

∗ with
Reω−n <0 [23,24].

Stimulated emissions are considered by modelling the two pumps as a pair of laser beams in
a coherent state (see references [26,28-30] for examples). When the symmetry property is
achieved by the refractive index n(x), so that n(d/2–x)=n(d/2+x), then the probability density
that the e.m. field is excited to the nth QNM inside the cavity can be written as [31]:
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Equation (18) shows that the phase-difference Δφ of the pair of counter-propagating laser
beams can be used to control the probability density for the nth QNM.

4. Atomic emission processes

With an atom at point x0 of an unenclosed inhomogeneous cavity, so that 0<x0<d, and electro‐
magnetic field coupling limited to the nth QNM ωn, f n

N(x)  of the unenclosed cavity, then the
local probability density σn

(loc)(x, ω) is related to the integral probability density σn(ω) as in
Equation (15) and the atomic emission processes exhibit a characteristic kernel function K(x,t),
which can be expanded as [see Equation (13)]:
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4.1. Spontaneous emission: DOS due to vacuum fluctuations

If the unenclosed cavity is only affected by fluctuations of vacuum filtered at the atomic
resonance Ω and close to the cavity's nth QNM frequency (Ω≈Reω

n
), then Equations (16) and

(17) can be used to express the integral probability density σn
(I)(ω) for the nth QNM, and atomic

spontaneous emission exhibits a characteristic time evolution [see Equation (7)] in which the
kernel function K

n
(x,t) can be expressed as [see Equation (19)]:
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The resulting signal x(t) can easily be transformed into the Fourier domain [37]:
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Applying Equations (20) and (21) for the kernel function of the spontaneous emission process
gives:
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n
), then Equations (16) and

(17) can be used to express the integral probability density σn
(I)(ω) for the nth QNM, and atomic

spontaneous emission exhibits a characteristic time evolution [see Equation (7)] in which the
kernel function K

n
(x,t) can be expressed as [see Equation (19)]:
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The resulting signal x(t) can easily be transformed into the Fourier domain [37]:
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Applying Equations (20) and (21) for the kernel function of the spontaneous emission process
gives:
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Now, in Equation (7), deriving under the integral sign [37] gives
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and deriving Equation (22) again, sampled at point x0, relative to time,
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which after some algebraic transformations produces a second order differential equation in
time for spontaneous emission probability:
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4.2. Stimulated emission: DOS dependant on the phase difference of a pair of counter-
propagating laser-beams

If the unenclosed cavity is pumped coherently by two counter-propagating laser beams with
a phase difference Δφ, tuned to the atomic resonance Ω and closed to the nth QNM frequency
(Ω≈Reω

n
), then the probability density σn

(II)(ω) for the nth QNM, for the state of the two laser
beams, is related to σn

(I)(ω), which is calculated using Equation (18) when vacuum fluctuations
are present. The atomic stimulated emission exhibits a characteristic kernel function K

n
(x,ω),

which can be expressed as follows [see Equation (20)]:
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The quantity (ω
n
–Ω) can be re-expressed in terms of frequency detuning (14), as (ω

n
–

Ω)=(Reω
n
–Ω)+iImω

n
=RΔ

n
+iImω

n
 so that the second order differential equation for emission

probability becomes:
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5. Atomic emission probability

The initial conditions being the same as Equation (25), the algebraic equation associated with
the Cauchy problem (27) can be recast as:
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( ) ( )2
0Im , 0 0.n n np R i p K x t+ D + + = =w (28)

This is solved with two roots,
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which permit expression of the particular integral of the differential Equation (27) as:
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The atom and the nth QNM are coupled under a strong regime when the behaviour of the
particular integral (30) is oscillatory, and when the two roots (29) of the relative algebraic
Equation (28), are complex conjugates [18].

5.1. Strong coupling regime

Spontaneous emission is examined in order to assess the atom - nth QNM coupling under strong
regime. Given that,
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there is a strong coupling regime if [18]:
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Equation (32) shows that a strong coupling regime is present when the probability density (16)
inside the unenclosed cavity, sampled at atomic resonance in units of DOS (9) with reference
to free space, is in excess of the inverse of the atomic parameter R [see Equation (12)]. An
interpretation of parameter R as a level of atom field coupling is thus legitimated: the greater
R becomes, the better Equation (32) is satisfied. The two roots (29) become complex conjugates
in the hypothesis of a strong coupling regime (32),
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and the behaviour of the particular integral (30) is oscillatory:
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In reality [see Equation (22)] Kn
(I)(x0, t =0)= − Kn

(I)(x0, t =0). It is possible to interpret the oscilla‐
tory behaviour as emission re-absorption of a single photon and so the net decay rate can thus
be determined from the rate of photon leakage, which is |Imω

n
|/2.

In the case of stimulated emissions, the coupling between atom and the nth QNM can again be
considered under strong regime. Given a phase difference of ∆φ for the pair of counter-
propagating laser beams, then the atom - nth QNM coupling exhibits the kernel function (26).
Assuming hypothetical strong coupling as expressed by a similar condition to Equation (32),
the behaviour of the particular integral (30) is oscillatory,
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when Kn
(II)(x0, t =0) is linked to the phase difference ∆φ through Equation (26). The quantity of

atomic emission probability oscillations is dependent on the position of the atom inside the
cavity and so the phase-difference of the paired laser-beams can be used to control it. The
condition,

( )1 1 cos 0,n+ - D =j (36)

is satisfied if the atom is coupled to an odd QNM, i.e. n=1,3,... and the paired laser beams are
in phase, i.e. ∆φ=0; or if the atom is coupled to an even QNM, i.e. n=0,2,... and the paired laser
beams are out of phase, i.e. ∆φ=π. When Equation (36) is satisfied, the probability of emission
is over-damped within the entire cavity. Even under strong coupling, no oscillation occurs [see
Equation (35)]:
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6. Atomic emission spectrum

An atom located at point x0 is in its upper state at initial time (t=0) and there are no photons
present in any normal mode, i.e. c+(x0,t=0)=1. Following atomic decay (t=∞), Equation (4) can
be used to derive the coefficient of probability c-,λ(x0,t) of finding the atom in its lower state
with one photon in the λth e.m. mode and no photons in all the other modes:
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Applying the Laplace transform for probability coefficient c+(x0,t),
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Equation (38) can thus be re-formulated as:
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(40)

If decay has occurred (t=∞), it is possible to define the atomic emission spectrum as the
probability density that the atom at point x0 emitted at frequency ω [18], i.e.
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when δ(t) is the Dirac delta distribution. Integrating Equation (40) into Equation (41), gives:
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(42)

If sums over discrete quantities are converted to integrals over continuous frequencies, using
Equation (6), then the Dirac delta properties can be used to reduce the emission spectrum (42)
to:
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when α´ is a suitable normalization constant and σ(loc)(x,ω) is the local density of states (DOS).
Equation (12) is used to define the atomic parameter R.

Given that most optical experiments apply a narrow band source [36], it is possible to extend
the frequency range from –∞ to ∞ without significant errors, and the closure relation can be
applied to establish the normalization constant α´

( )0 , 1,W x d
¥

-¥

=ò w w (44)

which derives directly from the interpretation of emission spectrum probability (43). Assum‐
ing 0<x0<d and n(x0)>n0, the atom is embedded inside an unenclosed cavity with inhomogene‐
ous refractive index ρ(x)=[n(x)/c]2. The atom with resonance frequency Ω can be assumed
coupled to the nth QNM and oscillating at the frequency Reω

n
. This atom to nth QNM coupling

is characterized by frequency detuning Δ
n
 (14). The normalization condition (44) can be

reduced to:
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Integrals over positive frequencies are multiplied by a factor of 2 in Equation (45) in order to
include the contribution of negative frequencies [see comments following Equation (17)].

Equation (15) showed that the local probability density σn
(loc)(x, ω) for the nth QNM was

proportional to σ
n
(ω). Now if Equation (15) is included into Equation (43), the atomic emission

spectrum is expressed as
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when α ′
n is the normalization constant that satisfies Equation (45).

The atomic emission processes exhibit a characteristic kernel function K
n
(x,t), here expressible

as in Equation (22), while for stimulated emission as in Equation (26). By including Equation
(22) into Equation (46), the emission spectrum (46) assumes the form:
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The emission spectrum W
n
(x0,ω) emerging from Equation (47) depends on both the probability

density σ
n
(ω), and the initial kernel function value Kn

(I)(x0, t =0).
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Now, by applying the Laplace transformation of the Cauchy problem (27), and the initial
conditions derived from Equation (25), gives finally [37]
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when ξ is the shifted frequency (ω–Ω), with Ω denoting atomic resonance.

6.1. Poles of the emission spectrum

The two poles that solve Equation (28), p1 and p2, can be used to describe the atomic emission
spectrum, as expressed in Equation (29). Hypothesizing a strong coupling regime [see
Equation (32)], the atomic emission spectrum W

n
(x0,ξ) as a function of the shifted frequency ξ

=(ω–Ω), exhibits two characteristic peaks, centred approximately in the Rep1 and Rep2

resonances with bandwidths linked to 2│Imp1│and 2│Imp2│. There is thus a Rabi splitting
with the two peaks separated by:

1 2Re Re .p pD = -x (49)

Considering stimulated emission processes, the paired counter-propagating laser beams are
set to a phase difference ∆φ, and so the emission spectrum W

n
(x0,ξ) can be described using a

kernel function K
n
(x0,t=0) associated with ∆φ [see Equation (26)]. The Rabi splitting thus

depends not only on the position of the atom inside the cavity, but can also be imposed by the
phase-difference of the paired laser-beams.

If the operative condition is close to that defined by Equation (36), such that K
n
(x0,t=0)≈0, the

spectrum W
n
(x0,ω) as a function of the pure frequency ω is limited to two pulses that almost

superimpose each other: 1) a Lorentzian function centred in the nth QNM frequency Reω
n
, with

bandwidth 2| Imωn | , superimposed on 2) a Dirac distribution of atomic resonance Ω≈Reω
n
,

so that [see Equations (16)-(18)]
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when α ″
n is the normalization constant that satisfies condition (45). The two poles, ω1 and ω2,

can be simplified as [see Equations (14), (28) and (29)]:
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7. Criteria for designing an active delay line

In references [23,24] and subsequent papers, the QNM theory was applied to a photonic crystal
(PC) as a symmetric Quarter-Wave (QW) 1D-PBG cavity. The present study considers a
symmetric QW 1D-PBG cavity with parameters λref=1μm, N=5, nh=2, nl=1.5 (see Figure 1). The
motivation for choosing this cavity is that it provides a relatively simple physical context for
discussion of criteria in order to design an active delay line. An atom is located in the centre
of the 1D-PBG, so that x0=d/2 (see Figure 1). Reference [28] discusses how in a symmetric QW
1D-PBG cavity with reference wavelength ωref and N periods, the [0, 2ωref) range includes 2N
+1 QNMs, which are identified as |n , n ∈ 0, 2N  (with the exclusion of ω=2ωref). If the location
of the atom is the centre x0 of the 1D-PBG cavity, then it can only be coupled to one of the even
QNMs n because the QNM intensity | f n | 2 in this position has a maximum for even values of
n and is almost null for odd values of n.

The active cavity consists of the 1D-PBG cavity containing one atom, and it is characterized by
a G(x0,ω) global transmission spectrum, this being the product of the 1D-PBG |t(ω)|2 trans‐
mission spectrum, and the W(x0,ω) emission spectrum of the atom [in units of s], so

[ ]2
0 0( , ) ( , ) ( in uni f .) ts oG x W x st=w w w (52)

It is possible to define the active cavity's “density of coupling” (DOC) σC(x0,ω), as the proba‐
bility density that an atom embedded at point x0, is coupled to only a single QNM, with a
oscillation close to the frequency ω. The DOC σC(x0,ω) [in units of s2/m] is the product of the
atomic emission spectrum W(x0,ω), and the DOS σ(ω) [in units of s/m]. It is possible to introduce
an “acceleration of coupling” aC(x0, ω) inside the active cavity as:
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a x m s
x W x W x

é ù= = = ë û
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when v(ω)=1 / σ(ω). If the active cavity is to be designed as an ideal delay line, then the pulsed
input needs to be retarded and highly amplified, but free of any distortion. For a narrow pass
band the global transmission (52) needs to be very high, with a quasi-constant acceleration of
coupling (53).

As described above, an atom embedded in the centre of a symmetric QW 1D-PBG cavity with
N=5 periods (Figure 1) can only be coupled to a single QNM, oscillating close to an even
transmission peak n=0,2,...,2N. If it is assumed that the atom is coupled to the (N+1)th QNM,
close to the edge of the high frequency band, then the 1D-PBG cavity quality factor will be

1
1

,
ImN

N

Q +
+

W
=

w (54)
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when Ω is the atom's resonance frequency. If it is also assumed that a strong coupling regime
is in force, then the active delay line directories can be satisfied by an appropriate coupling
degree value,

0 ,R G
=
W

(55)

when Γ0 denotes the atomic decay rate in vacuum, and by a suitable atomic frequency detuning
value - (N+1)th QNM coupling,
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+

-W
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w
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If spontaneous emission occurs, assuming perfect tuning so that Δ
N+1

=0, then the oscillation of
the atom is at the frequency of the (N+1)th QNM, which is Ω=Reω

N+1
. A suitable value of coupling

degree R thus exists (see Figures 2.a and 2.b) as R*=0.002506, making the two poles [Equations
(29) and (22)] of the atomic emission spectrum distinct for R>R* or coincident for 0<R<R*.
Alternatively stated, when R>R*, there is a Rabi splitting (see Figure 3.a) in the atomic emission
spectrum [Equations (47), (48) and (22)], generating an oscillation (see Figure 4.a) in the atomic
emission probability [Equations (34) and (22)]. Conversely, when 0<R<R*, the emission
spectrum comprises two superimposed peaks, indicating over-damping of the emission
probability. In an attempt to identify Rabi splitting under strong coupling and consistent with
experimentation (Γ0 ~ |Imω

N+1
|) [38], the following degree of coupling is postulated:
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The two spontaneous emission spectrum poles, shifted by the atomic resonance Ω, are
ξ1=0.06383+i0.01770 and ξ2=–0.06383+i0.01995 in units of ωref (see Figures 2.a and 2.b). They
describe the two emission spectrum peaks in resonance and bandwidth, with maxima of
W1=21.87 and W2=15.66 in units of ωref (see Figure 3.a). Assuming the disappearance of emission
probability after the second oscillation, then the decay time value is τ=94.3 in units of 1/ωref

(see Figure 4.a). The active cavity designed in this way is a less than ideal optical amplifier, in
the sense that the amplification of an input pulse is accompanied by distortion. In the case of
spontaneous emission plotted in Figures 5.a and 5.b the pass band is narrow, with ξ = ω–Ω ≈
(–0.06, 0.06) (in units of ωref), where the global transmission spectrum exhibits relatively high
values, GC,N +1 ∈ (Gmin, Gmax)= (2.881,  14.43) in units of 1/ωref. While the coupling acceleration is
modulated close to the value vC,N+1=0.03445 in units of ωref/vref.

An example of stimulated emission is now considered, with the atom inside the symmetric
QW 1D-PBG cavity being excited by a pair of counter-propagating laser beams. The phase
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The two spontaneous emission spectrum poles, shifted by the atomic resonance Ω, are
ξ1=0.06383+i0.01770 and ξ2=–0.06383+i0.01995 in units of ωref (see Figures 2.a and 2.b). They
describe the two emission spectrum peaks in resonance and bandwidth, with maxima of
W1=21.87 and W2=15.66 in units of ωref (see Figure 3.a). Assuming the disappearance of emission
probability after the second oscillation, then the decay time value is τ=94.3 in units of 1/ωref

(see Figure 4.a). The active cavity designed in this way is a less than ideal optical amplifier, in
the sense that the amplification of an input pulse is accompanied by distortion. In the case of
spontaneous emission plotted in Figures 5.a and 5.b the pass band is narrow, with ξ = ω–Ω ≈
(–0.06, 0.06) (in units of ωref), where the global transmission spectrum exhibits relatively high
values, GC,N +1 ∈ (Gmin, Gmax)= (2.881,  14.43) in units of 1/ωref. While the coupling acceleration is
modulated close to the value vC,N+1=0.03445 in units of ωref/vref.

An example of stimulated emission is now considered, with the atom inside the symmetric
QW 1D-PBG cavity being excited by a pair of counter-propagating laser beams. The phase
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difference ∆φ of the two laser beams can thus be added as a new degree of freedom for the
realization of an active delay line. If perfect tuning is assumed during stimulated emission,
when Δ

N+1
=0, the atom again oscillates at the frequency of the (N+1)th QNM, which is Ω=Reω

N

+1
. The phase difference range ∆φ, this being (Δφ1, Δφ2)= (2.747,  3.524) in rad units, is adequate

(see Figures 2.c and 2.d) to make the two poles [Equations (29) and (26)] of the atomic emission
spectrum distinct for ∆φ<∆φ1 and ∆φ>∆φ2, but coincident for ∆φ1 <∆φ<∆φ2. In other terms,
when ∆φ<∆φ1 and ∆φ>∆φ2 Rabi splitting (see Figure 3.a) occurs in the atomic emission
spectrum [Equations (47), (48) and (26)], with an oscillation (see Figure 4.a) in the probability
of atomic emission [Equations (35) and (26)]. When ∆φ1<∆φ<∆φ2, the emission spectrum
comprises two superimposed peaks with over-damping of emission probability. The Rabi
splitting and decay time oscillations can therefore be controlled using the phase difference of
the paired laser beams.

Using stimulated emission to obtain an ideal delay line, requires that the paired laser beams
have higher quadrature, so ∆φ>π/2. Compared to spontaneous emission, the emission
spectrum must show narrower Rabi splitting and the emission probability must have a longer
decay time. The active cavity comprising the 1D-PBG together with the atom can thus act as a
delay line, because the active cavity delay time is linked to the atomic decay time (for examples,
see references [39-41]). As noted above, then it is necessary that the phase difference remains
within a maximum of ∆φ1=2.747 (in rad units), beyond which the Rabi splitting tends towards
zero. In the same time domain, increasing the phase difference relative to ∆φ ≈ π/2, causes the
decay time to become even longer, while in the frequency domain the global transmission (52)
exhibits high gain but instead the acceleration of coupling (53) exhibits a narrow pass band.
The active cavity thus acts as an active but not ideal delay line when ∆φ →  ∆φ1. This leads to
the conclusion that the 1D-PBG cavity should be pumped by paired laser beams exceeding a
tilt angle quadrature of:

.
2 10

D = +
p pj (58)

The two stimulated emission spectrum poles are shifted by the resonance Ω, and are respec‐
tively ξ1=0.05205+i0.01787 and ξ2=–0.05205+i0.01978 (in units of ωref) (see Figures 2.c and 2.d).
The two poles are closer by Δξ=0.02356 compared to spontaneous emission. They describe the
resonance and band width of the two stimulated emission spectrum peaks, with maxima of
W1=14.36 and W2=10.93 (in units of ωref) (see Figure 3.a). Compared to spontaneous emission,
the two maxima are reduced by ΔW1=7.51 and ΔW2=4.73. If an emission probability of almost
zero is assumed after the second oscillation, then the stimulated emission decay time is τ=113.5
(in units of 1/ωref) (see Figure 4.a). Compared to spontaneous emission, this time is increased
by Δτ=19.2. The phase difference of the two laser beams thus enables control of atomic decay
time and of active cavity delay time [39-41]. At this point a less than ideal delay line has been
designed, in which an input pulse is retarded and amplified but somewhat distorted. The plots
of Figures 5.a and 5.b show that, compared to spontaneous emission, there is a narrower pass
band, with ξ = ω–Ω ≈ (–0.04, 0.04), with the global transmission spectrum exhibiting similar
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values, so GC,N +1 ∈ (Gmin, Gmax)= (3.270,  9.24) (in units of ωref), and most significantly the
acceleration of coupling is now slightly modulated around the value vC,N+1=0.05310 (in units of
ωref/vref).

Finally, stimulated emission is considered in the presence of a degree of detuning, when the
atom inside the symmetric QW 1D-PBG cavity remains coupled to the (N+1)th QNM, but no
longer oscillates at the (N+1)th QNM frequency. The active delay line design can be improved
with a final degree of freedom by varying the frequency detuning of the atom - (N+1)th QNM
coupling (56). The application of maximum detuning is proposed to improve the active delay
line. The atomic resonance Ω is lowered to within the photonic band gap, close to the (N+1)th

QNM frequency Reω
N+1

, and the atom only remains coupled to the (N+1)th QNM if the atomic
resonance is within the limit

1 1Re Im ,N N+ +W = -w w (59)

when detuning is maximum:
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Detuned in this way, the two stimulated emission spectrum poles are shifted by the resonance
Ω and exhibit real parts Reξ1=0.03738 and Reξ2=–0.07380, and imaginary parts Imξ1=0.01176
and Imξ2=0.02588 (both in units of ωref) (see Figures 2.c and 2.d). Compared to perfect tuning,
the real parts are reduced by ΔReξ1=0.01467 and ΔReξ2=0.02175, while one imaginary part is
reduced by ΔImξ1=0.00611 and the other is raised by ΔImξ2=0.0061. They describe the reso‐
nance and bandwidth of the two peaks of the stimulated emission spectrum when detuned,
with maxima of W1=38.83 and W2=0.2974 (in units of ωref) (see Figure 3.b). Compared to perfect
tuning, the first peak is raised by ΔW1=24.47 and the second peak is lowered by ΔW2=10.63. If
the atomic emission probability is assumed to be almost zero after the second oscillation, then
the stimulated emission decay time (linked to the active cavity delay time) in the detuned
example is τ=111.2 (in units of 1/ωref) (see Figure 4.b). Compared to perfect tuning, the emission
probability (and thus the input pulse) is somewhat warped and retarded by Δτ=2.3.

The result is the design of a close to ideal delay line, with an input pulse being retarded,
amplified and only slightly distorted. The plots of Figures 5.c and 5.d show that compared to
stimulated emission, the detuned example has an even narrower pass band, at ξ =ω–Ω ≈ (0.02,
0.06), with the global transmission spectrum exhibiting higher values, with
GC,N +1 ∈ (Gmin, Gmax)= (6.005,  36.77) (in units of 1/ωref). Most significantly, the coupling acceler‐
ation is completely no modulated and almost constant at vC,N +1 ≅0.007182 (in units of ωref/vref).
As seen in Figure 5.d, the coupling acceleration modulation is shifted into the unused fre‐
quency range ξ ≈ (–0.07, –0.04).
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stimulated emission, the detuned example has an even narrower pass band, at ξ =ω–Ω ≈ (0.02,
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Figure 1. Symmetric Quarter-Wave (QW) one dimensional (1D) Photonic Band Gap (PBG) cavity with λref=1μm as ref‐
erence wavelength, N=5 periods, consisting of two layers with refractive indices nh=2 and nl=1.5 and lengths h=λref/4nh

and l=λref/4nl. Terminal layers of the symmetric QW 1D-PBG cavity with parameters: nh and h=λref/4nh. Length of the
1D-PBG cavity: d=N(h+l)+h. One atom is present, embedded in the centre of the 1D-PBG, so that x0=d/2 (Figure repro‐
duced from references [32,33]).

Figure 2. If the atom embedded inside the 1D-PBG cavity of Figure 1 oscillates at the (N+1)th Quasi-Normal Mode
(QNM), close to the high-frequency band limit [i.e. perfectly tuned ∆

N+1
,=0, see Equation (56)], spontaneous emission

under strong coupling regime exhibit two characteristic atomic emission spectrum poles, each pole being shifted by
the atomic resonance Ω [see Equations (29) and (22)]; the real (Figure 2.a) and imaginary (Figure 2.b) parts, in units of
the 1D-PBG reference frequency ωref, are plotted as functions of the degree of coupling R=0/Ω, this being the ratio be‐
tween the atomic decay-rate in vacuum 0, and resonance Ω [see Equation (55)].

Coherent Control of Stimulated Emission Inside one Dimensional Photonic Crystals — Strong Coupling Regime
http://dx.doi.org/10.5772/59900

161



Figure 3. The emission spectrum of the atom embedded inside the 1D-PBG cavity of Figure 1 is plotted in units of the
1D-PBG reference frequency ωref, and as a function of the dimensionless shifted frequency ξ=(ω–Ω)/ωref, with Ω denot‐
ing atomic resonance. The atom is coupled to the (N+1)th QNM frequency and emission occurs under strong coupling
regime [for R

N+1
=1/Q

N+1
]. Figure 3.a illustrates hypothetical tuning, with the spontaneous atomic emission spectrum [see

Equations (47) and (48)] compared to the stimulated emission spectrum [see Equations (47) and (48)], when the 1D-
PBG is pumped by paired laser beams with an appropriate phase difference: ∆φ=(π/2)+(π/10) [see Equation (58)]. Fig‐
ure 3.b instead illustrates a case of stimulated emission, comparing the perfectly tuned atomic emission spectrum with
the detuned emission spectrum (Figure reproduced from references [32,33]).

Figure 4. The emission probability of the atom embedded inside the 1D-PBG cavity of Figure 1 is plotted as a function
of the normalized time ωreft, with ωref being the 1D-PBG reference frequency. With reference to the operative conditions
of Figure 3: hypothetical tuning is shown in Figure 4.a, comparing the spontaneous atomic emission probability [see
Equation (34)], with stimulated emission probability [see Equation (35)] when the 1D-PBG is pumped by paired laser
beams with an appropriate phase difference: ∆φ=(π/2)+(π/10). Figure 4.b illustrates stimulated emission, comparing
atomic emission probability under perfect tuning with emission probability when detuned (Figure reproduced from
references [32,33]).

If a pair of counter-propagating laser beams are tuned to the resonance Ω and the atom is
coupled to the (N+1)th QNM, [i.e. Q

N+1
=Ω /Imω

N+1
, see Equation (54)], the stimulated emission
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If a pair of counter-propagating laser beams are tuned to the resonance Ω and the atom is
coupled to the (N+1)th QNM, [i.e. Q

N+1
=Ω /Imω

N+1
, see Equation (54)], the stimulated emission
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under strong coupling [for R
N+1

=1/Q
N+1

, see Equation (57)] exhibits two characteristic atomic
emission spectrum poles, each pole being shifted by the resonance Ω [see Equations (29) and
(26)]. The real (Figure 2.c) and imaginary (Figure 2.d) parts, in units of the 1D-PBG reference
frequency ωref, are plotted as functions of the phase difference ∆φ between the paired laser
beams regardless of whether the atom oscillates at the (N+1)th QNM frequency [i.e. perfectly
tuned ∆

N+1
=0] or at a frequency in the band gap close to the high frequency band limit [i.e.

detuned ∆
N+1

=Imω
N+1

/ R
N+1

, see Equation (60)] (Figure reproduced from references [32,33]).

Figure 5. A delay line using an active cavity comprising the 1D-PBG cavity plus atom (Figure 1) can be designed by
characterizing the line according to global transmission [see Equation (52)], and “coupling acceleration” [see Equation
(53)] of the electromagnetic (e.m.) field. Global transmission, in units of the 1D-PBG reference frequency ωref, and cou‐
pling acceleration, in units of ωref/vref, being vref the group velocity of the e.m. field in vacuum, are plotted as functions
of the dimensionless shifted frequency ξ=(ω–Ω)/ωref, with Ω denoting atomic resonance. With reference to the opera‐
tive conditions of Figure 3: perfect tuning is shown in Figure 5.a (Figure 5.b), comparing the global transmission (cou‐
pling acceleration) of the active delay line for spontaneous emission, with the global transmission (coupling
acceleration) for stimulated emission when the 1D-PBG is pumped by paired laser beams with an appropriate phase
difference: ∆φ=(π/2)+(π/10). Figure 5.c (Figure 5.d) compares the global transmission (coupling acceleration) of the ac‐
tive delay line when perfectly tuned, with the global transmission (coupling acceleration) when detuned under stimu‐
lated emission (Figure reproduced from references [32,33]).
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8. Final discussion and concluding remarks

This chapter discussed atomic stimulated emission processes, under strong coupling, inside a
one dimensional (1D) Photonic Band Gap (PBG) cavity, which is pumped by a pair of counter-
propagating laser beams [32,33]. The atom-field interaction was modelled by quantum electro-
dynamics, with the atom considered as a two level system, the electromagnetic (e.m.) field as
superposition of its normal modes, and applying the dipole approximation, the Wigner-
Weisskopf equations of motion, and the rotating wave approximations. The unenclosed cavity
example under investigation was approached applying the Quasi-Normal Mode (QNM),
while the local density of states (LDOS) was interpreted as the local probability density of
exciting a single QNM within the cavity. In this approach, the LDOS depends on the phase
difference of the paired laser beams, and the most significant result is that the strong coupling
regime can occur with high LDOS values. The investigation also confirms the well known
phenomenon [39-41] that atomic emission probability decays with oscillation, causing the
atomic emission spectrum to split into two peaks (Rabi splitting). The novelty that emerged in
this chapter is that it appears to be possible to coherently control both the atomic emission
probability oscillations and the Rabi splitting of the emission spectrum using the phase
difference of the paired laser beams. Finally, some criteria were proposed for the design of an
active cavity comprising a 1D-PBG cavity plus atom, to serve as an active delay line. It is seen
that suitable phase differences between the paired laser beams make it possible to achieve high
delayed pulse transmission in a narrow pass band.

The issue of e.m. field interaction with atoms when the e.m. modes are conditioned by the
environment (inside a cavity, or proximal to walls) can be approached in several ways. For
example, the dynamics of the e.m. field can first be established inside and outside the cavity
(or proximal/distant from walls), and then atomic coupling with the normal modes (NMs) of
the combined system [42-46] can be considered. An alternative approach applies the discrete
(dissipative) QNMs of the unenclosed cavity in place of the continuous (Hermitian) NMs.
When applying the QNMs, the internal field cavity is coupled to the external e.m. fields
(beyond the two cavity limits) by boundary conditions [47-50].

A third approach is proposed in the present chapter, combining both those described above
with the aim of merging their analytic potentials. Canonical quantum electro-dynamics is
applied for the definition of an e.m field as a superposition of NMs, while an unenclosed cavity
is defined adopting a QNM approach, when LDOS is interpreted as the local probability
density of exciting a single QNM of the cavity. The DOS is linked to the cavity boundary
conditions. The e.m. field satisfies incoming and outgoing wave conditions on the cavity
surfaces, and so the DOS depends on the externally pumped photon reservoir. When the cavity
is excited by paired counter-propagating pumps, the DOS expresses the probability distribu‐
tion of exciting a single QNM of the cavity.

In the case of spontaneous emission, the paired pumps are modelled as vacuum fluctuations
from the ground state of the e.m. field, while the DOS is construed simply as a feature of cavity
geometry. Instead, in the case of stimulated emission, the paired pumps are modelled as two
laser beams in a coherent state, so that the DOS depends on the cavity geometry and can be
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When applying the QNMs, the internal field cavity is coupled to the external e.m. fields
(beyond the two cavity limits) by boundary conditions [47-50].

A third approach is proposed in the present chapter, combining both those described above
with the aim of merging their analytic potentials. Canonical quantum electro-dynamics is
applied for the definition of an e.m field as a superposition of NMs, while an unenclosed cavity
is defined adopting a QNM approach, when LDOS is interpreted as the local probability
density of exciting a single QNM of the cavity. The DOS is linked to the cavity boundary
conditions. The e.m. field satisfies incoming and outgoing wave conditions on the cavity
surfaces, and so the DOS depends on the externally pumped photon reservoir. When the cavity
is excited by paired counter-propagating pumps, the DOS expresses the probability distribu‐
tion of exciting a single QNM of the cavity.

In the case of spontaneous emission, the paired pumps are modelled as vacuum fluctuations
from the ground state of the e.m. field, while the DOS is construed simply as a feature of cavity
geometry. Instead, in the case of stimulated emission, the paired pumps are modelled as two
laser beams in a coherent state, so that the DOS depends on the cavity geometry and can be
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controlled by the phase difference of the paired laser beams. These results clearly highlight
how the DOS of an unenclosed cavity is determined by the cavity excitation state.
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