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Preface

The Fourier transform is important in engineering, mathematics, and physical sciences. Its
discrete counterpart, the discrete Fourier transform (DFT), which is typically computed us-
ing the fast Fourier transform (FFT), has revolutionized modern society, as it is ubiquitous in
digital electronics and signal processing. This book focuses on Fourier transform applica-
tions in signal processing techniques and physical sciences. The field of signal processing
has seen an explosive growth during the past decades, as phenomenal advances both in re-
search and applications have been made. During the preparation of this book, we found that
almost all the textbooks on signal processing and physics have a section devoted to the
Fourier transform theory. The basic idea is that it is possible to form any function as a summa-
tion of a series of sine and cosine terms of increasing frequency. In other words, any space or time-
varying data can be transformed into a different domain called the frequency space. Joseph
Fourier first proposed the idea of Fourier transform in the 19" century, and it had proven to
be useful for various applications, mainly in signal processing for many applications. It can
be said that Gauss was the first scientist who proposed the techniques that we now call the
FFT for calculating the coefficients in a trigonometric expansion of an asteroid's orbit in
1805. However, it was the seminal paper by Cooley and Tukey in 1965 that caught the atten-
tion of the science and engineering community and, in a way, proposed the discipline of
digital signal processing. The FFT may be the most important numerical algorithm in sci-
ence, engineering, and applied mathematics. New theoretical results are still appearing, ad-
vances in computers and hardware continually restate the basic questions, and new
applications open new areas for research. It is hoped that this book will provide the back-
ground, references, and incentive to encourage further research and results in this field as
well as provide tools for practical applications. One of the features of this book is that the
inclusion is simple, and practical examples that expose the reader to real-life signal process-
ing have been given. The whole book contains eight chapters, and it divided into two sec-
tions. The first section consists of five chapters that deal with signal processing while the last
three chapters deal with physical sciences.

In the first chapter, a unified fast hybrid recursive Fourier transform based on Jacket matrix
has been derived. The proposed analysis proves that discrete cosine transform-II (DCT-II),
discrete sine transform-II (DST-II), and DFT can be unified by using the diagonal sparse ma-
trix based on the Jacket matrix and recursive structure based on some modifications. In
chapter two, a new acquisition algorithm for global navigation satellite system has been in-
troduced. Two multipath interference mitigation algorithms based on the decoupled param-
eter estimation algorithms are presented in this chapter. The FFT based approach is used to
determine the sensitivity of output parameters in chapter three. The signal influenced by
sensitive parameter variation is compared with a reference signal. In chapter 4, theorems
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about convergence of integrals of products, based on a version of Riemann-Lebesgue Lem-
ma function are presented. Fourier transform using Henstock-Kurzweil Integral is used in
this chapter. The real and the complex number fields are extended for treating the Fourier
transform for functional in chapter five. Two kinds of Fourier transform theories to the
propagator for fields harmonic oscillator are applied.

In chapter six, section two, it is shown that XRD analysis provides more information for un-
derstanding the physical properties of nanomaterial structure. In chapter seven, a new ap-
proach is introduced for studying the irregular Gabor transform, and proved some non
harmonic sets of Fourier expansions for Gabor systems instead of sets of complex exponen-
tials. In chapter eight, the mineral phases formed during chalcopyrite bioleaching are stud-
ied using Acidithiobacillusferrooxidans bacteria in the absence of ferrous sulfate and elemental
sulfur based on Fourier transform infrared spectroscopy, scanning electron microscopy with
energy dispersive X-ray spectroscopy, and X-ray diffraction.

Finally, I would like to thank all the authors who have participated in this book for their
valuable contributions. Also, I would like to thank all the reviewers for their valuable notes.
While there is no doubt that this book may have omitted some significant findings in the
Fourier transform field, we hope the information included will be useful for electrical engi-
neers, communication engineers, signal processing engineers, physicians and mathemati-
cians, in addition to the academic researchers working in this field.

Asst. Prof. Salih Mohammed Salih, SMIEEE
Renewable Energy Research Center
University of Anbar, Iraq
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Chapter 1

Jacket Matrix
Based Recursive Fourier
Analysis and Its Applications

Daechul Park and Moon Ho Lee

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59353

1. Introduction

The last decade based on orthogonal transform has been seen a quiet revolution in digital video
technology as in Moving Picture Experts Group (MPEG)-4, H.264, and high efficiency video
coding (HEVC) [1-7]. The discrete cosine transform (DCT)-II is popular compression struc-
tures for MPEG-4, H.264, and HEVC, and is accepted as the best suboptimal transformation
since its performance is very close to that of the statistically optimal Karhunen-Loeve transform
(KLT) [1-5].

The discrete signal processing based on the discrete Fourier transform (DFT) is popular in wide
range of applications depending on specific targets: orthogonal frequency division multiplex-
ing (OFDM) wireless mobile communication systems in 3GPP-LTE [3], mobile worldwide
interoperability for microwave access (WiMAX), international mobile telecommunications-
advanced (IMT-Advanced), broadcasting related applications such as digital audio broad-
casting (DAB), digital video broadcasting (DVB), digital multimedia broadcasting (DMB))
based on DFT. Furthermore, the Haar-based wavelet transform (HWT) is also very useful in
the joint photographic experts group committee in 2000 (JPEG-2000) standard [2], [8]. Thus,
different applications require different types of unitary matrices and their decompositions.
From this reason, in this book chapter we will propose a unified hybrid algorithm which can
be used in the mentioned several applications in different purposes.

Compared with the conventional individual matrix decompositions, our main contributions
are summarized as follows:

I m EC H © 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.
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* We propose the diagonal sparse matrix factorization for a unified hybrid algorithm based
on the properties of the Jacket matrix [9], [10] and the recursive decomposition of the sparse
matrix. It has been shown that this matrix decomposition is useful in developing the fast
algorithms [11]. Individual DCT-II [1-3], [6], [7], [12], DST-II [4], [6], [7], [13], DFT [3], [5],
[14], and HWT [8] matrices can be decomposed to one orthogonal character matrix and a
corresponding special sparse matrix. The inverse of the sparse matrix can be easily obtained
from the property of the block (element)-wise inverse Jacket matrix. However, there have
been no previous works in the development of the common matrix decomposition sup-
porting these transforms.

* We propose a new unified hybrid algorithm which can be used in the multimedia applica-
tions, wireless communication systems, and broadcasting systems at almost the same
computational complexity as those of the conventional unitary matrix decompositions as
summarized in Table 1 and 2. Compared with the existing unitary matrix decompositions,
the proposed hybrid algorithm can be even used to the heterogeneous systems with hybrid
multimedia terminals being serviced with different applications. The block (element)-wise
diagonal decompositions of DCT-IL, DST-II, DFT and DWT have a similar pattern as Cooley-
Tukey’s regular butterfly structures. Moreover, this unified hybrid algorithm can be also
applied to the wireless communication terminals requiring a multiuser multiple input-
multiple output (MIMO) SVD block diagonalization systems [15], [11,19], [22] and diagonal
channels interference alignment management in macro/femto cell coexisting networks [16].
In[15-16, 19, 22- 23], a block-diagonalized matrix can be applied to wireless communications
MIMO downlink channel.

In Section 2, we present recursive factorization algorithms of DCT-II, DST-II, and DFT matrix
for fast computation. In Section 3, hybrid architecture is proposed for fast computations of
DCT-II, DST-II, and DFT matrices. Also numerical simulations follow. The conclusion is given
in Section 4.

Notation: The superscript (-)” denotes transposition; I, denotes the N x N identity matrix; 0

j2m

denotes an all-zero matrix of appropriate dimensions; C,/=cos(int /1) ; S ,i =sin(in /1) ; W=e™ ¥ ;

® and @ , respectively, denote the Kronecker product and the direct sum.

2. Jacket matrix based recursive decompositions of Fourier matrix
2.1. Recursive decomposition of DCT-II

Definition 1: Let ] ={a; ;} be a matrix, then it is called the Jacket matrix when | ' = Ni{(ui/ j)’l}T.

That is, the inverse of the Jacket matrix can be determined by its element-wise inverse [9-11].
The row permutation matrix, Py is defined by
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P,=1I,and P, =

PR < T e B e SR
e O = O O

S o o O
e O O = O
N e = =)
e O O O O

where P elements are determined by the following relation:

[P ._N
p,i=1, if i=2j, 0<j<—--1,
p,;=1 if i=(2j+1)modN,

p;,i=0, others.

The block column permutation matrix, Qy is defined by

1 0
QN :12 and QN :|:0N/4 TN/2:|’ N>4 (2)
N/2 N/4

wherel ,» denotes reversed identity matrix. Note that Qy'=Q, and Py'# P, whereas Qy'=Qy

and Py'=P;.

Proposition 1: With the use of the Kronecker product and Hadamard matrices, a higher order block-
wise inverse Jacket matrix (BIJM) can be recursively obtained by

Joy=Jy®H, N>2 3)
then
-1 1 T
Jon :NJZN 4)

where the lowest order Hadamard matrix is defined by H, ={ 1 - J
Proof: A proof of this proposition is given in Appendix 6.A.

Note that since the BIJM requires a matrix transposition and then normalization by its size, a
class of transforms can be easily inverted as follows:



6

Fourier Transform - Signal Processing and Physical Sciences

1
-1 T
Yy =JonXoy, and X,y =Jo\ Y,y = NJZNYZN' ©)

Due to a simple operation of the BIJM, we can reduce the complexity order as the matrix size
increases. In the following, we shall use this property of the BIJM in developing a hybrid

diagonal block-wise transform.

According to [1-4] and [7], the DCT-II matrix is defined as follows:

[ 1 1 1]
V2 2 2
2 2ky® 2ky® 2ky Dy 2
C — - C 00 C 01 C 0+ N-1 Z\/:X 6
N \/; 41\:/ 41Y 4N N N ( )
_Cf]lf]‘”’zd)” Cj/]ilzvfz‘bl Cf]’&wﬂ’;xul |
where @;=2i+1 and k=i+1. We first define a permuted DCT-II matrix

Cy=Py'Cy 1\}1=4/%PI:,1XN Qy'. We can readily show that the matrix Xy can be constructed

recursively as follows:

X X X 0 I I
Xy = PN|:BN/2 _BN/z :|QN _ PN|: 3//2 5 }LN& IN/2 :|QN' %
N/2 N/2 N lltvie e
Here, the matrix By in (7) is given as:
By ={By (mn) =l (®)

where f(m, 1)=2m-1and f(m, n+1)=f(m, n)+2f(m, 1) form, n€{l, 2, ..., N /2}. Forexample,
the matrix B, is given by

Ge G Cis  Cio
_|Cls =Cls ~Cis ~Cis
C156 _Cllé C'176 Cl36
G G Cie —Cie

Since Xy p= %X{] 2 and ngl/f %Bzg ;»» the matrix decomposition in (7) is the form of the matrix
product of diagonal block-wise inverse Jacket and Hadamard matrices. The matrix By, is

recursively factorized using Lemma 1.
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Lemma 1:The matrix By can be decomposed as:
By =LyX Dy (10)

where a lower triangular matrix L  is defined by L ={L \(m, n)} with elements

V2(=1)"" ¥Ym and n=1
Ly (mn) = {2(-1)" (-1 m < )

0,m>n

and a diagonal matrix Dy, is defined by D =diag{C4q;;’, Cf,:], s Cﬁ]’v”}.
Proof:A proof of this Lemma is provided in Appendix 6.B.

Using (10), we first rewrite (7) as

X . —p |:XN/2 0 :||:IN/2 IN/2:|Q
N =1Ly N
0 Ly XyoDyp [ Invn Inn

(12)
1 0 1 0 1 1
:PN{ NI2 }[12 ®XN/2]|: NI2 }{ N2 AN :|QN
0 Lyp 0 Dyp | Unpn Inp
which can be evaluated recursively as follows:
Iy, 0 I, 0 I, o1, I,
Xy=P 1 cel L P, I,®X
N N|: 0 LN/jX 2 ® 2®{ 4{0 LJ[ 2 ® 2]{0 DjLz _IJQJ
‘ (13)
X4
L X J

1 0 |1 1
){ N/2 }{ N2 AN :|QN'
0 Dy |y -Inn

11
Note that in (13) a 2x2 Hadamard matrix is defined by X2=|: 1 - 1]. Also, applying the Kro-

necker product of I, and X4, Xg can be obtained. Keep applying the Kronecker product of I,

and Xy o, the final equivalent form of Xy is obtained. Thus, the proposed systematic decom-

position is based on the Jacket and Hadamard matrices.

7
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In [17], the author proposed a recursive decimation-in-frequency algorithm, where the same
decomposition specified in (10) was used. However, due to using a different permutation
matrix, a different recursive form was obtained. Different recursive decomposition was
proposed in [18]. Four different matrices, such as the first matrix, the last matrix, the odd
numbered matrix, and the even number matrix, were proposed. Compared to the decompo-
sition in [18], the proposed decomposition is seen to be more systematic and requires less
numbers of additions and multiplications. We show a complexity comparison among the
proposed decomposition and other methods in Table 1-2.

Conventional methods Proposed
Reference number
Addition Multiplication Addition Multiplication
W. H. Chen at el
[18] 3N /2(log,N 1) +2 Nlog,N -(3N /2)+4 Nlog,N N /2(log,N +1)
DCT-II
Z. Wang[13] DST-
| N(J1og,(N)-2) +3 N(31og,(N)-1) +3 Nlog,N N /2(log,N +1)
Cool d Tuk
ootey and THEEY  Nlog,N (N /2)log,N Nlog,N (N /2)log,N
[21] DFT

Table 1. The comparison of computation complexity of conventional independent the DCT-II, DST-1I, DFT, and hybrid
DCT-1I/DST-II/DFT

Matrix Conventional Proposed
Size, N Addition Multiplication Addition Multiplication
4 8 6 8 6
8 26 16 24 16
16 74 44 64 40
DCT-II 32 194 116 160 96
64 482 292 384 224
128 1154 708 896 512
256 2690 1668 2048 1152
4 9 5 8 6
8 29 13 24 16
16 83 35 64 40
DST-II 32 219 91 160 96
64 547 227 384 224
128 1315 547 896 512
256 3075 1283 2048 1152
4 8 4 8 4
DFT 8 24 12 24 12

16 64 32 64 32
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Matrix Conventional Proposed
Size, N Addition Multiplication Addition Multiplication
32 160 80 160 80
64 384 192 384 192
128 896 448 896 448
256 2048 1024 2048 1024

Table 2. Computational Complexity: DCT-II/DST-II/DFT

Applying (13), we can readily compute Cy =\/%X ~- The inverse of C can be obtained from

the properties of the sparse Jacket matrix inverse:

-1
- N a1z 1
Cc.oYy'= /_ 0 { NI2 N/2:|

(€) 2( v) Iyp -Iyp

X3 0
N/2 }P]\—Il

- 1 =N O

0 Byp
. (14)
_\/ﬁ |:IN/2 IN/2:| Xyp 0 pr
=52 r |In-
2 Iy Iy 0 By,
The corresponding butterfly data flow diagram of C,; is given in Fig. 1.
. T XN [ TN 7 V7L
— =K e Al
- T EEEE N | /Al
_ L I WED L
~ s 7 7/l
— Hiah = XX o
i =
e _;_:__—; ol

(% NN | N S B T = —
I {_'1 [X \/
S | S — — - i (=i - -
|- F, PR - — ><D<_ &,

1 1 1 I 7 i I,}{ [ /\\ — —
S I N I A O Y .6 0 N P L u

[r. o] N 0l [fee foa 1,5 [-’.; h.—]

lo o 12500 o), hor =hou Foy =tes

4y

Figure 1. Regular systematic butterfly data flow of DCT-IL

9
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2.2. Recursive decomposition of the DST-II

The DST-II matrix [1-4] and [7] can be expressed as follows:

[ 2% gh® L g2hOy, ]
SO ghe L g2y
2| : 5
Y =y 15
VUNN| gakon ke ko | VNCY (15)
o
L V2 V2 NG

Similar to the procedure we have used in the DCT-II matrix, we first define the permuted DST-
Il matrix, S as follows:

po _ _ 2 -
Sy =B'S\Qy =[P Y vy (16)
From (16), we can have a recursive form for Yy as

A 0 |1 1
y —p | N2 M N2 AN }Q (17)
N N{ 0 Yyoldvn -Iyn N

where the submatrix Ay can be calculated by
Ay =Uy\YyDy (18)

where U, and D, are, respectively, upper triangular and diagonal matrices. The upper

triangular matrix U, ={U (m, n)} is defined as follows:

x/E(—l)"H ,Vmand n=N
Uy(mn)=42(=1)"" (=1)"",m=n (19)

0,m<n

whereas the matrix Dy, is defined as before in (10). The derivation of (18) is given in Appendix

C. Recursively applying (18) in (17), Recursively applying (18) in (17), we can find that
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YN :PN|:AN/2 0 :||:IN/2 IN/2 :|QN _ PN|:UN/2YN/2DN/2 0 :||:IN/2 IN/Z :|QN

0 Yyoldvn -Iyn 0 Yol dve Inn 20)
U 0 D 0 |71 1
=PN|: N/2 :|[Iz ®YN/2]|: N/2 }{ N2 AN :|QN'
0 Iy, 0 Iyp [ Inn -Inn

Further applying (17) to the Kronecker product [I, ® Yy 2], the following general recursive

form for DST-II matrix can be obtained as:

U 0 U, 0 D, 0|1, I
Yy= g1"N Nz x| L® Lo P [1,®Y,] ’ P ||
NN 0 1y, 0 I 0 L1, -

‘ ‘ (21)
Dy, 0 || Iy, Iy,
X Oy.
0 IN/Z IN/Z -IN/Z

Yy
Note that if we compare (21) and (13), a similarity can be found in the proposed matrix

Yvn

decompositions. That is, starting from the common lowest order Y2=[ }, the discrete sine

1 -1
kernel matrix is recursively constructed. Especially, applying the relationship of
0 - 0 1
N — ~ |0 =~ 1 0 o . . .
Uy=IyL yIy,wherely=l . . . . |denotestheopposite diagonal identity matrix, the

butterfly data flow of the DST-II matrix can be obtained from the corresponding that of the
proposed DCT-II decomposition. The butterfly data flow graph of the DST-II matrix is shown
in Fig. 2.

Now utilizing the properties of the BIJM, we can first obtain

|:AN/2 0 }1 _2 Ay 0 22)
0 Y N T
N/2 0 Yuyn

such that the inverse of the matrix Sy, is given by

SNIZ\/EQN Lyn Iyp | A (; pL. (23)
2 0 Yyn

IN/2 'IN/2

11
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Note that applying again the properties of the BI]M and (18), a recursive form of the inverse
DST-II can be easily obtained.

1l+n+

N e X i NS [ ANl W:—Wﬁ i
nle— o XX el AN I/
A QLN 7Z0Nd [ U I AT [ [

- - BT .], A o] [ ]
Le L1 =L I, =i, foy =l
=
“d
Figure 2. Regular systematic butterfly data flow of DST-II.
2.3. Recursive decomposition of DFT
The DFT is a Fourier representation of a given sequence {x(n)},
N-
Zx W™, 0<n<N-1. (24)

m=0

where W =¢ /2N The N -point DFT matrix can be denoted by F,, ={W "} The N x N Sylvester
Hadamard matrix is denoted by H,. The Sylvester Hadamard matrix is generated by the

successive Kronecker products:

Hy=H,®Hy), (25)

11 ~
for N=4, 8, ... In (25), we define H2={1 _J. We decompose a sparse matrix E =Py F Wy

in the following way:
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T ~
FN:[PN] Fy
F _{ﬁmz FN/2:|_|:FN/2 0 M’N/z IN/21| (26)
= =
Ey, -Ey; 0 Ey), Iy, -Iy,

where Ey , is further decomposed by Lemma 1
Eypp = PypFy oWy (27)

where W, is the diagonal complex unit for the N-point DFT matrix. That is, we have

W, =diaglw?, ..., w1},

5 ejuents 2] [ %)

Fy

Figure 3. Butterfly data flow of DFT.

Similar to the development for DCT-II and DST-II, we first rewrite (26) using (27) as

FN={FN/2 ~0 :||:IN/2 IN/2:|
0 PN/ZFN/ZWN/Z IN/2 'IN/Z

IN/Z 0 r- IN/Z 0 IN/2 IN/Z
{ 0 P }Pz@FN”J{ 0 Wynll vy Iypl
N/2 N/2 N/2 N/2

(28)

13
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[I,&F, 2] in (28) can be recursively decomposed in the following way:

. 1 0 I, 0 - -1, 0 ||I, I 1 0 1 1
By =02 x| 1,®|-p|"? [12 ®F2} 2 R A N M Nz AN | (29)
0 Py, 0 P 0 WL - 0 Wynllve Inn

It is clear that the form of (29) is the same as that of (13), where we only need to change L , to
P,and D, to W, forl €12, 4, 8, ..., N /2} to convert the DCT-II matrix into DFT matrix. Conse-

quently, the butterfly data flow of the DFT matrix can be drawn in Fig. 3 using the baseline
architecture of DCT-II.

3. Proposed hybrid architecture for fast computations of DCT-II, DST-II,
and DFT matrices

We have derived recursive formulas for DCT-II, DST-II, and DFT. The derived results show
that DCT-IL, DST-II, and DFT matrices can be unified by using a similar sparse matrix decom-
position algorithm, which is based on the block-wise Jacket matrix and diagonal recursive
architecture with different characters. The conventional method is only converted from DFT
to DCT-II, DST-IL But our proposed method can be universally switching from DCT-II to DST-
II, and DFT vice versa. Figs. 1-3 exhibit the similar recursive flow diagrams and let us motivate
to develop universal hybrid architecture via switching mode selection. Moreover, the butterfly
data flow graphs have log,N stages. From Fig.1, we can generate Figs. 2-3 according to the

following proposed ways:

3.1. From DCT-II to DST-II

The N-point DCT-II of x is given by

X,\D,CT (m)=c, Z x(n)co m(2n Dz =c, \/%CNX
1 ,m#0

/2 ,m=0

(30)
where m,n=0,1,..,N -1, ¢, :{

The N-point DST-II of x is given by
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2 d (m+1)2n+1)x 2
X5 (my=s = x(n)sin———" 2" =5 |=8 x
N ( ) m N,,Zz(:) () N m N N

1 m#=N-—1
where m,n=0,,..,N-1, s, =

/N2 m=N-1
Let Cy and Sy be orthogonal NxN DCT-II and DST-II matrices, respectively. Also,

x=[x(0) x(1) ... x(N-1)]" denotes the column vector for the data sequence x(n). Substitut-
ingm=N-k-1,k=1,2, ..., N into (30), we have

N-l o
Cy(N —k—D)=cy | = 3 x(n)cos @n+DIN=k=D7 015 N-1 (32)
N& 2N
Using the following trigonometric identity
COS[ Qn+r 2n+1)(k+ 1)7;)
2 2N
~ cos [ (2n+ l)ﬂjcos ( Cn+1)(k+ I)HJ +sin [ (2n+ l)ﬂjsin((Zn +1)(k+ l)ﬂ'j (33)
2 2N 2 2N
_ 1y Sm( (2n+1)(k + 1);;)
2N
(32) becomes
2= . Cn+D)(k+D)x
Cy(N—k-l)=cy_; ﬁn;)(—l) x(n)smT (34)

where Cy =(N -k-1) represents the reflected version of Cy (k) and this can be achieved by
multiplying the reversed identity matrix I to Cy. (34) can be represented in a more compact

matrix multiplication form [13]:
Sy =1y, CyMy < Cy =1y SyMy (35)

10}

where, My =[M;® I ,], M1=[0 -1

Then, the DST-II matrix is resulted from the DCT-II matrix. Note that compatibility property
exists in the DCT-II and DST-IL

15
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3.2. From DFT to DCT-II

The (m,n) elements of the DCT-II kernel matrix is expressed by

[Cy],, = cm\/% COSW (36)

A new sequence x W(y) is defined by

(37)

x(l)(n)=x(2n) for0<n<N/2-1
A(N=n-1)=x(2n+1) for0<n<N/2-1

For the sequence x D(1), we see that we can write

4n+1 2 d 1
XM (my=c, Zx(l)(n) m( " )7[ x| — Zx(l)(n)cos27ri(2n+—j
n 0 n=0 2N 2

Nl _ _ N-I _
e ’ER [Z x(l)(n)eA/Z;rm(2n+1/2)/2NJ e /ER [ejﬂm/zN > x(l)(n)ejzmnn/zvj (38)
N n=0 N n=0
2 —jzm/2N (1)
= Cm NR (6 FNX )

where R indicates a real part.

With the result above we have avoided computing a DFT of double size. We have
W, = diag{W4N0,...,WN’]} _ diag{l,e—jﬂ/ZNbe—jHZ/ZN’.”,e—jﬂ(N—l)/2N} (39)

Now, the result can be put in the more compact matrix-vector form

Cy=c, \/%R(W4NFN) (40)

Then, the DCT-II matrix is resulted from the DFT matrix.

3.3. From DCT-II and DST-II to DFT

We develop a relation between the circular convolution operation in the discrete cosine and
sine transform domains. We need to measure half of the total coefficients. The main advantage
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of a proposed new relation is that the input sequences to be convolved need not be symmetrical
or asymmetrical. Thus, the transform coefficients can be either symmetric or asymmetric [21].

From (30) and (31), it changes to coefficient for circular convolution (C) format. Thus, we have
the following equations:

N-l
XﬁCT—IIC(m) _ 22 x(n)co{m} m=0,1,--,N—1

n=0 2N
Nl m(2n+1) “n
X RS () = 22 x(n)sin[—j, m=1,---N
n=0 2N
We can rewrite the DFT (24)
N-1 _
X(m)z Zx(n)e_-’2”m”/N, m=0,1,...,N-1. (42)
n=0
Multiplying (42) by 2¢ "™/ we can get
ze—jﬂm/NX(m) — ze—jﬂm/N z x(n)e—jZmnn/N _ 22 x(n)e—jﬂm/Ne—jZﬂ'mn/N
n=0 n=0
(43)

| . /11(2i1+1)7z
~ N

23 x(n)e }=2N1x(n)(cos{W}— jsin{WD.

n=0 n=0

Comparing the first term of (41) with first one of (43), it can be seen that
N m@n+ ) . . : s
23" x(n) COS[T} is decimated and asymmetrically extended of (41) with index

n=0
m=0:N -1. Similarly, ZZIZ(‘; x(n)(sin[%}) is decimated and symmetrically extended of
(41) with index m=1:N. It is observed that proper zero padding of the sequences, symmetric
convolution can be used to perform linear convolution. The circular convolution of cosine and
sine periodic sequences in time/spatial domain is equivalent to multiplication in the DFT
domain. Then, the DFT matrix is resulted from the DCT-II and DST-II matrices.

3.4. Unified hybrid fast algorithm

Based on the above conversions from the proposed decomposition of DCT-II, we can form a
hybrid fast algorithm that can cover DCT-IL, DST-II, and DFT. The general block diagram of
the proposed hybrid fast algorithm is shown in Fig. 4. The common recursive block of
L I
L -1,

[P]y <L blockdiagonal ()1, ® Z,]Rblockdiagonal () Qujpi 18 multiplied  repeatedly

17
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according to the size of the kernel with different transforms as like as bracket ((((-)))). The
requiring computational complexity of individual DCT-II, DST-II, and DFT is summarized in
Table 1 and Table 2. It can be seen that the proposed hybrid algorithm requires little more
computations in addition and multiplication compared to Wang's result [13]. However, the
proposed scheme requires a much less computational complexity in addition and multiplica-
tion compared to those of the decompositions proposed by [11,13,18]. In addition, compared
to these transforms, the proposed hybrid fast algorithm can be efficiently extensible to larger
transform sizes due to its diagonal block-wise inverse operation of recursive structure.
Moreover, the proposed hybrid structure is easily extended to cover different applications. For
example, a base station wireless communication terminal delivers a compressed version of
multimedia data via wireless communications network. Either DCT-II or DST-II can be used
in compressing multimedia data since the proposed decomposition is based on block diago-
nalization it can significantly reduce its complexity due to simple structure[11,19, 22], for
various multimedia sources. The DCT image coding can be easily implemented in the
proposed hybrid structure as shown in Fig. 4(b). From (45), the DCT-II is obtained by taking
a real part of multiplication result of e 72N with F ={W "}, If the DCT-II is multiplied by

1,,CyM,, then we get DST. If the DCT and DST are convolved in time and frequency domain

and multiplied by 2¢ /N the DFT matrix can be obtained. Thus, the proposed hybrid
algorithm enables the terminal to adapt to its operational physical device and size.

Hybrid Algorithm for DCT-II/DST-II/DFT

o
oS
33
¢ 2
B

¢
’
|

(a)  Conversion block diagram from DFT to DCT-Il and DST-IL,

IH Ih—l
[P, - LbtockdiagonalO[1, © 2, | Rbocka »[,’ e
Fans Pl
(o} {m Hfro}— [7 7| |-om — Corimo ]
[1,87,] I
o s )

LBD:=ft Bluck Disgonsl Matrix  RBD:Right Block Diagonal Matrix

(b) Block diagram of hybrid DCT-I/DST-IV/DFT.

Figure 4. Recursive DCT-II/DST-II/DFT Structure Based on Jacket matrix.
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3.5. Numerical simulations

As shown in [7] the coding performance DST outperforms DCT at high correlation values (p)
and is very close to that of the KLT. Since the basis vectors of DCT maximize their energy
distribution at both ends, hence the discontinuity appears at block boundaries due to quanti-
zation effects. However, since the basis vectors of DST minimizes their energy distribution at
other ends, DST provides smooth transition between neighboring blocks. Therefore, the
proposed hybrid transform coding scheme provides a consistent reconstruction and preserves
more details, as shown in Fig. 6 with a size of 512 x 512 and 8 bits quantization.

Now consider an N x N block of pixels, X, containing X i i, j=1,2, ..., N. We can write 2-D

transformation for the kth block X as Y =T;QX, Q" and Y -=T_X,.

Depending on the availability of boundary values (in top- boundary and left-boundary) in
images the hybrid coding scheme accomplishes the 2-D transform of a block pixels as two
sequential 1-D transforms separately performed on rows and columns. Therefore the choice
of 1-D transform for each direction is dependent on the corresponding prediction boundary
condition.

* Vertical transform (for each column vector): employ DST if top boundary is used for
prediction; otherwise use DCT.

* Horizontal transform (for each row vector): employ DST if left boundary is used for
prediction; otherwise use DCT.

What we observed from numerical experiments is that the combined scheme over DCT-II only
performs better in perceptual clarity as well as PSNR. Jointly optimized spatial prediction and
block transform (see Fig. 5 (e) and (f)) using DCT/DST-II compression(PSNR 35.12dB) outper-
forms only DCT-II compression(PSNR 32.38dB). Less blocky artifacts are revealed compared
to that of DCT-II. Without a priori knowledge of boundary condition, DCT-II performs better
than any other block transform coding. The worst result is obtained using DST-II only.

4, Conclusion

In this book chapter, we have derived a unified fast hybrid recursive Fourier transform based
on Jacket matrix. The proposed analysis have shown that DCT-II, DST-II, and DFT can be
unified by using the diagonal sparse matrix based on the Jacket matrix and recursive structure
with some characters changed from DCT-II to DST-II, and DFT. The proposed algorithm also
uses the matrix product of recursively lower order diagonal sparse matrix and Hadamard
matrix. The resulting signal flow graphs of DCT-II, DST-II, and DFT have a regular systematic
butterfly structure. Therefore, the complexity of the proposed unified hybrid algorithm has
been much less as its matrix size gets larger. This butterfly structure has grown by a recursive
nature of the fast hybrid Jacket Hadamard matrix. Based on a systematic butterfly structure,
a unified switching system can be devised. We have also applied the circulant channel matrix
in our proposed method. Thus, the proposed hybrid scheme can be effectively applied to the
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heterogeneous transform systems having various matrix dimensions. Jointly optimized DCT
and DST-II compression scheme have revealed a better performance (about 3dB) over the DCT
or DST only compression method.

(a) Original Lena image (€) DCT-Il compressed Lena image () DCT/DST-Il compressed Lena image
(PSNR=32.38dB) (PSNR=35.12dB)

rF.. A

(b) Zoomed original Lena image (d) Zoomed DCT-1I1 compressed Lena image () Zoomed DCT/DST-II compressed
Lena image

Figure 5. Image Coding Results showing DCT-II only and jointly optimized DCT/DST-II compression (a) Original Lena
image (b) zoomed original Lena image (c) DCT-II compressed Lena image(PSNR=32.38 dB) (d) Zoomed DCT-II com-
pressed Lena image (e) DCT/DST-II compressed Lena image (PSNR=35.12 dB) (f) Zoomed DCT/DST-II compressed Le-
na image.

Appendix

Appendix A

A Proof of Proposition 1

We use mathematical induction to prove Proposition 1. The lowest order BIJM is defined as

(44)
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Hy .
where C,=—=. Since
V2

12 IZ 12 IZ
I, -¢' ¢ -1
-1 _ |12 2 2 2
KL e )
2 2 2 2
IZ _12 _12 I2

N

equation (4) holds for 2N = 8. Now we assume that the BI]M ], satisfies (4), i.e., [y Ju =5 Iy-

Since [,y Joh =y ® Hy)(Jy ® H)T=(1yJ¥) @ (H,H)=3-1,, ®21,=N1,,, this proposition is
proved by mathematical induction that (4) holds for all 2N . If N =1, certainly J,J,’ =I,.

Appendix B

A Proof of Lemma 1

According to the definition of an N x N matrix By, By is given as follows:

Ciy Ca Cop Gy
CA(‘%(OH)(DO C‘(‘%fﬂ+1)®l Cz(‘%‘oﬂ)q)z . C‘(‘%‘n +H) Py
B. = (2k +1)®, (2k +1)@ (2k +1)®@ (2 +1) Dy
N C4Nl 0 C4Nl 1 C4Nl 2 C4Nl N-1 (46)
C(zk,\,,ffl)cp0 C(zk”’z +1)®, C(sz,ﬁl)ch . C(sz,2 1),
L“4n 4N 4N 4N |

where k;=i + 1. Since cos((2k + 1)®,,)=2cos(2k @, )cos(®,,) - cos((2k -1)®,,),we have
CH)®n —_ca)On | o 2k)n B (47)

Using (47), By can be decomposed as:

1 1 1 1
2 2 2 2
2k, @, 2k, @, 2kg®y 2k @y,
B L C4N C4N C4N C4N D
N T LN 2k, 2k D, 2k ®, 2Dy N
C4N C4N C4N T C4N (48)
2ky Py 2y, P, 2ky P, 2ky Py
_C4N C4N C4N C4N J
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which proves (10) in Lemma 1.

Appendix C

A Proof ofEquation (18)

By using the sum and difference formulas for the sine function, we can have

2k, -1)® 2hD; D S(Zk”‘ 1),

S‘(‘Zk“v,] )®; _ C4N S(Dw -1 S( i — S i jC4N AN 5

S(%CHI 1o, 2S2k:q)/C;DN S}j\j{ -, ,
ST = (2SR -2 s as (T el

— 2s(2k0 ) /C:DA/; _SA(‘%‘I’I)CD/"
Sé(tilkli) (25(”‘1 1o, 2S(2k1) Iy +2s(2kw 2 +)®; )C;DA,;

_ 2S(2k1 1) /CZDA} _ gl (49)

4N )

Sk, :(235‘%‘”4") —25kw-2)®s +1)Cf};

— 2S(2k\' ) /C4N SA(‘ZI{’\« 27 ) s
2k 2k [
N-27 ( N 2 )C4]\//
28(2n2)®; 0y g2k ),

where k;=i +1, (Dj=2j+1, i, j=0,1, -, N-1

By taking (49) and into the right hand side of (18), we have

(Zk -1, (2ky—1)D. 2y =)Dy
S 0 0 S4N0 1 e S4Nﬂ N-1
S(zkl DO, GRRDO gDy,
U,Y\Dy = W o : (50)
2k -1)D (2ky_-1)® (2ky_—1)Dy
S4NA\ 1 0 S4NN1 [ S4N’Vl N-1

The left hand side of (18) matrix [Aly from [Y]y can be represented by

(2ky—1)4 (2ky-1) (2ky—Dgy_
S4N0 3 S4N0 4. S4N0 V-1
(2 =1)¢ (2k-1) 2k =Dy
Ay =] SIS ey 51)
S};?f"\q -Déy Sz(t%‘/v—l D¢ . Si%‘/v—l Dy

We can obtain (50) and (51) are the same and the expression of (18) is correct.
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1. Introduction

GNSS (Global Navigation Satellite System) has been found application in many areas. In some
cases, the performance requirements for GNSS are very high. There are many error sources
that would degrade the positioning performance of GNSS, e.g., clock errors, ephemeris errors,
tropospheric propagation delay, and multipath. Many positioning errors mentioned above are
constant for all GNSS receivers in a given small area and can be removed or reduced by using
the popular differential technique. However, due to the geographical position difference
between the reference station and the receiver, the multipath environment of receivers, such
as amplitudes and number of multipath signals, is totally different with that of the reference
station. Thus differential technique can not eliminate the multipath error. Many studies have
shown that the multipath interference will lead to a position error around several meters which
endangers the reliability and accuracy of GNSS. Therefore, multipath interference mitigation
has been a hot topic in the field of satellite navigation receiver design.

Multipath interferences are the signals reflected by the objects around the GNSS receiver. Then
the multipath interference and the LOS (line of sight) signal are simultaneously received by
antenna which brings a phase distortion in the tracking loops of receivers. Finally, the phase
distortion results in the tracking and positioning error.

There have been many studies about the effect of multipath interference. Kalyanaraman et al.
in [1] analyzed the multipath effects on code tracking loop. Kos et al. [2] provided a detailed
analysis of the multipath effects on the positioning error. Main multipath interference
mitigation techniques are based on antenna technique and signal processing algorithms.

I m EC H © 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
open science | open minds and eproduction in any medium, provided the original work is properly cited.
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By mounting the antenna in a well-designed place based on the multipath environment,
Magsood et al. in [3] compared the performances of multipath interference mitigation for
different antennas. Ray et al. in [4] proposed a multipath mitigation algorithm based on an
antenna array. A design principle of antenna was proposed by Alfred et al. in [5] for satellite
navigation landing system. The multipath mitigation technique based on the special antenna
can only suppress the multipath signal coming from the ground below the antenna. However,
it is useless for the multipath interference signal reflected by the objects above the antenna.

Popular signal processing techniques are the narrow correlator and MEDLL (Multipath
Estimated Delay Locked Loop). Narrow correlator is adopted in many GNSS receivers which
suppresses multipath interference by reducing the early-late correlator spacing. The signal
model for the narrow correlator is provided by Michael et al. in [6]. Cannon et al. in [7] analyzed
the performance of narrow correlator in the satellite navigation system. The performance of
narrow correlator can be improved by decreasing the early-late correlator spacing. However,
the narrow correlator assumes that the bandwidth of the received signal is infinite which is
invalid in the practical applications. Thus, when the early-late correlation spacing is less than
the reciprocal of the channel bandwidth, the tracking error cannot be further decreased by
reducing the early-late correlator spacing. MEDLL is a multipath interference mitigation
algorithm based on the statistical theory as in [8], which estimates the time delays via the
maximum likelihood criterion. Therefore, the complexity of MEDLL is much higher than
narrow correlator.

This chapter firstly presents a new acquisition algorithm for GNSS. Then two multipath
interference mitigation algorithms based on the DPE (Decoupled Parameter Estimation)
parameter estimation algorithms are presented. The FFT algorithm is utilized to reduce the
computational complexity in all proposed algorithms. Numerical results are provided to
demonstrate the performances of the proposed algorithms. The remainder of this chapter is
arranged as follows. Section 2 presents the new acquisition algorithm. Two multipath inter-
ference mitigation algorithms are separately presented in Section 3. Section 4 concludes the
chapter.

2. A novel GNSS acquisition algorithm

2.1. Data model and problem formulation

GNSS signal is composed of three parts, the carrier, the ranging codes and the data codes. In
order to facilitate the presentation, GPS is taken as an example. However, the proposed
algorithm is also suitable for other GNSS system. The carrier of GPS (Global Navigation
System) consists of the three different frequency bands, i.e., L1 (1575.42 MHz), L2 (1227.6 MHz)
and L5 (1176.45MHz), see [9-10]. The ranging codes are pseudo random noise (PRN) codes
including C/A code, P code and M code which are known in advance. Data codes or the
navigation data are binary codes containing the satellite ephemeris, satellite status, clock
system, the orbit perturbation correction of the satellite clock motion state and the atmospheric
refraction correction, etc..
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Suppose that one receiver obtained the signals from P satellites and the received data can be
expressed as

E j -7
()= a,d (t—1,)c,(t—1,)e" """ " +e(t) 1)
p=1

where d(¢) represents the navigation data of the p™" satellite, ¢,(t) is the C/A code of the p"

satellite, e(¢) is the thermal noise, a,, 7, and o, denote the amplitude, time delay and Doppler

frequency of the p” satellite, respectively. It should be noted that only the L1 signal is
considered in this chapter.

After A/D conversion, the data can be written as

y(n)= iapd],(n -7,)c,(n-t, )ejwd”("ﬁ”) +e(n) )

p=1

The conventional acquisition procedure is a two-dimensional searching algorithm, which is
time consuming even when using parallel searching algorithm. Moreover, the frequency
resolution of the conventional acquisition algorithm cannot satisfy the requirements of the
tracking loop. Hence, a more accurate frequency estimation is required before tracking in the
conventional receiver.

Therefore, a new GNSS acquisition algorithm is proposed in this section. The Doppler
frequency is firstly estimated. After that, the initial code phase is then obtained via NLS
(Nonlinear Least Square) fitting. Compared with the conventional acquisition algorithm, the
proposed algorithm can obtain a comparative performance with a lower computational
complexity.

2.2. Principle of the novel acquisition algorithm

It can be noted from the data model in section 2.1 that there are three unknown parameters in

the acquisition process, which are the PRN index of the p" satellite, the corresponding Doppler
frequency o, and its initial code phase z,.

2.2.1. Doppler frequency estimation

Due to the navigation data and C/A code are 1 in GPS system, it can be seen from equation
(2) that the Fourier spectrum of each satellite contains multiple frequency components.
Therefore, the Doppler frequency cannot be extracted from the spectrum directly. To eliminate
the influence on frequency estimation brought by the navigation data and C/A code, we square
equation (2) as in [11]

27
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P _ P )
Yi(n) = Zaﬁd; (n—7,)c(n— Tp)e’zm"”("_r”) + Ze(n)Zapdp (n—t,)c,(n—- rp)ejw””("_r”)
p=1 p=1

P-1 P ‘ ®)
+2)° > a,a,d,(n-7,)d,(n-7,)c,(n—17,)c,(n— 7 )/l e (il o2 ()
p=lr=p+l

Since the value of navigation data and C/A code is +1 in GPS system, then the above equation
can be simplified as

P .
yz(n) _ Zalzleﬂ%(ﬂffp) +e, (n) (4)
p=1
where,

Pl P _
e (n)= 22 Z a,ad,(n—1,)d,(n-7,)c,(n—-1,)c,(n— z )e'tow T e (el
p=lr=p+l
®)

P .
+26(n)2apdp (n—t1,)c,(n— rp)e"”””("_r”) +é*(n)
p=1

It can be seen from equation (4) that the spectrum of each satellite only contains a single
dominant frequency component corresponding to the Doppler frequency. For the reason that
not only the correlation of C/A code of different satellites is very small but also the signal and
noise are uncorrelated, it is obviously that in equation (5) the product terms of different C/A
codes as well as the product of noise and signal are close to zero. Fourier analysis method can
be directly used to estimate the signal frequency.

The Fourier transform of equation (4) can be expressed as

N/2-1

> v

n=-N/2

F(o)= (6)

where © =2, can be obtained based on the locations of the first p dominant peaks of F ().
A more accurate estimation result can be achieved by using FFT (Fast Fourier Transform)
padding with zeros.

The estimated value of & is in the range of [ -z, ], thus from equation (6) we know that the
estimated value of & dp [—n/2, n/2]. As gy [-=, 7], the estimated frequency could be o dp OF
» 4 + 7. Therefore, the frequency ambiguity will lead to a mistake. Due to the IF (Intermediate
Frequency) of the satellite signals is definitely known after down conversion and the range of
Doppler shift is between +10kHz [12], the difference between true frequency and the ambiguity
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Figure 1. Frequency spectrum before and after square operation

oneis generally greater than the Doppler shift. Therefore, ambiguity frequency can be excluded
by determining whether the frequency is in the range of the Doppler shift.

The frequency spectrum of the received data before and after the square operation is shown
in Figure 1. It can be noted that before square operation, there are multiple dominant frequency
components. Thus the Doppler frequency cannot be extracted directly. However, after being
squared, there is only one dominant Doppler frequency present in the spectrum, so an accurate
Doppler frequency can be estimated.

2.2.2. Code phase estimation and matching

After obtaining the Doppler frequency, the initial phases and the PRN index of the C/A code
from all satellites can be estimated by using its autocorrelation characteristic. Let

s,(n)=d,(n)c,(n)e 74" then equation (2) can be expressed as

29
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y(m)= a,s,(n~7,)+e(n) @)

As the Doppler frequency » 4, has been estimated, » 4, canbe used to take the place of w,,. Then

the signal sent by the ¢” satellite can be reconstructed as
5,0 =d,(n)c, (e’ ™" (8)

Suppose the time delay from the ¢ satellite to the receiver is 7,, then the received signal can
be written as

y,(m)=as, (n—1,)+e,(n) ©9)

L A
where e,(n)=)’ a,s,(n—1,) + o ,s(n—1,)~a,s(n—1,) + e(n). The DFT (Discrete Fourier Transform) of
p=1

P
equation (9) can be written as

y (k) =a,s, (ke +e., (k) (10)

where y,(k), s (k) and e, (k) are the DFT of y(n), s ,(n) and e,(n) respectively, ,= 2z f /N
with f; is the sampling frequency. Note, here x, is used to represent the DFT of x. Hence, the

estimation of 7, is transformed to the estimation of @,

To estimate o, we define the following NLS cost function [12-15]

z,(8,)= kNﬁN“; v, (k) =5, (k)a,e* 2 (11)
Let
S, =diag{3,(~-N12),8,(~N/2+1),...8 , (N / 2=1)} (12)
a(,) = [e”"”’mz),e””“"w“),...,e’f“”(N/z’”T (13)
¥, =[y, (N /2.y (<N 24Dy, (V1 2-D)] (14)

where ()" denotes the transpose operation. Then the cost function in equation (11) can be
transformed as
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2

Z(cbq) = "yf - aqéfqa(a)q) (15)
where | || denotes the Euclidean norm. Minimizing Z (c?) ,) With respect to o, yields the
estimated o PSS

@, =arg e a” (a)q)s’;qyfr (16)
The time delay estimation can be further obtained by

t,=-o,N/Q2xf) (17)

Equation (16) can be solved by using FFT algorithm with a low computation burden. Since the
PRN index of the received signal is unknown, consequently, it is not feasible to reconstruct
s ,(n) directly by equation (8). Therefore, we should reconstruct signal of each satellite with the
estimated Doppler frequency » ,~ Then the cross correlation of the reconstructed signal and the
received one can be calculated. Furthermore, the corresponding time delay can be estimated
from equation (16).

It is well-known that the cross correlation coefficients of different C/A codes are very small. In
addition, the signal and noise are uncorrelated. Thus Fourier analysis results of the above
mentioned component are close to zero. The maximum correlation value can only be obtained
in the case that the C/A code of the reconstructed signal is the same as the received one.
Therefore, the PRN index can be obtained. Furthermore, the code delay can be estimated by
the location of the maximum correlation value. Then, we obtained all the unknown parameters.

2.3. Comparison of acquisition algorithms

Suppose the searching time for Doppler frequency estimation is Q in the conventional
acquisition algorithm, P is the number of satellite received by the receiver. In GPS, the typical
values of Q and P are 21 and 4-8, respectively, as in [9, 11]. The total number of satellites M is
32. Since Doppler frequency and code delay are unknown in the conventional acquisition
algorithm, O frequency points should be searched over certain frequency range. What’s more,
M satellites are also to be searched for each of the O frequency points. While in the proposed
algorithm, the Doppler frequencies of P satellites have been estimated, only P accurate
frequencies need to be searched.

Figure 2 compares the searching process of the proposed algorithm and the conventional one.
It can be seen that the computation complexity of the proposed algorithm is significantly lower
than that of the conventional algorithm in that the typical value of Q is obviously greater than
P.

Comparison of computation burden between new acquisition algorithm and conventional
acquisition algorithm are shown Table 1. It can be clearly seen from Table 1 that, since Q is

31
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Figure 2. Comparison of searching process between new algorithm and conventional algorithm

always greater than P, the computation complexity of the proposed algorithm is lower than
the conventional acquisition procedure. In practices, only 4 satellites are enough to determine
the user position, which is less than 8, hence the computation burden should be further
decreased. As the number of satellite is equal to 4, only half of the original computation

complexity is required.
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Multiplication times Addition times FFT times Time Complexity
conventional method 7MQ+4M 2MQ+3M 2MQ OoMQ)
new method 6MP+4P 3MP+7P M (P+1) +1 O(MP)

Table 1. Comparison of computation burden between new algorithm and conventional one

2.4. Numerical results

To verify the performance of the proposed algorithm, GPS signals from 8 satellites with PRN
indexes 1,2, 13, 20, 22, 24, 25 and 27 are simulated. Considering the IF is 1.25MHz, the sampling
rate is 7.5MHz, the pre integration time is 1ms and the signal to noise ratio (SNR) is -20dB. The
frequency searching step of the conventional acquisition algorithm is 1kHz. The acquisition
results are shown in Figure 3.

Acquisition results

[INot acquired signals
Il Acquired signals

Acquisition Metric

PRN number (no bar - SV is not in the acquisition list)

(a) conventional acquisition algorithm

Acquisition results

Il Acquired signal

Acquisition Metric
|
|
|
|
|
|
|
|
|
|
|

0 ‘5 1b 1‘5 20 25 30
PRN number (no bar - SV is not in the acquisition list)

(b) proposed acquisition algorithm

Figure 3. Compassion of the acquisition results
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In Figure 3, the horizontal axis stands for the PRN index of the satellites and the vertical axis
denotes the acquisition metric. Since the proposed algorithm only calculates the correlation of
the received satellite signal and the local reference signal, correlation results of the other
satellite are not shown in Figure 3(b). It can be noted that acquisition results are identical, and
the peak value of the proposed algorithm is higher than the conventional one. Therefore, the
proposed algorithm has a comparative performance with the conventional one.

3. Two novel methods for multipath mitigation

3.1. Multipath data model

The term multipath is derived from the fact that a signal transmitted from a GNSS satellite can
follow a ‘multiple’ number of propagation ‘paths’ to the receiving antenna. This is possible
because the signal can be reflected back to the antenna from surrounding objects, including
the earth’s surface.

Suppose the signal transmitted by GNSS satellites can be written as
x(t) =d(t)c(t)e’™ (18)

where d(¢) is the navigation data, c(¢) is the C/A code in GPS. Here, we take the two path signal
model as an example, which can be generalized to multiple reflection path signals directly.
The received signal including the LOS signal with a single reflection can be written as

y(t) = ia’pd(t —7,)c(t—1,)e"™ " +e(h) (19)

where a;, 7, is amplitude and code delay of the LOS signal, o, 7, is amplitude and code delay
of the reflect signal, e(¢) is the thermal noise. Equation (19) can also be deployed as

2 .
y(ty=> ald(t—7,)c(t—7,)e’" " +e(t)
p=1

(20)
= (al'd(t —7)c(t—1)e " +ayd (t—1,)c(t—1,)e ™" )e’”’" +e(t)
To obtain the Doppler frequency of the LOS signal, we use the following relation
R (t
¢ = a)cz-l = a)c ﬁ (21)

c
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Assume the radial velocity of the receiver relative to the satellite is v,, then the range between

them can be given by
R, (t) =R, +wt (22)

where R is the initial range between receiver and satellite, then equation (21) can be further

given by
b=wr, :wEM:h[&ﬂ_ﬁj 23)

As the relative radial velocity is constant, the Doppler frequency can be obtained by

dg _w
==t 24)
The propagation range of the multipath signal can be written as
R,(t)=R,+vit+AR(r) (25)

where 4R(z) is the propagation range difference between the LOS signal and the reflected one.
Since satellites are far away from the receiver, the range difference AR(¢) can be considered as
constant in the short integration time. Then equation (21) can be represented as

o _QM_M{&J&&] (26)
Tt e A A4
Further simplify of equation (20) we can get
y(t)= (al'd (t—7)c(t—7)e’ +a4d (1 —7,)c(t—7,)e @) )e’z’""“ +e(t) (27)

where o ,=w,, + o, is the Doppler frequency of the received signal, ¢, =R,/ and ¢,=¢, +4¢
are the phase of the LOS signal and the reflect one respectively, with 4¢ an extra phase caused
by the extra propagation range 4R. Accordingly, the LOS signal and reflect signal share the
same Doppler shift.

After A/D conversion, the transformed digital signal can be written as
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2 i )
y(n)= Zal’,d(n —-7,)c(n— ‘rp)eij(p” e’ + e(n) (28)
p=l1

Assume the Doppler frequency has been estimated accurately, then the complex phase e/ an

can be compensated after down-conversion. Hence, equation (28) can be written as

2 i
y(n):Za;d(n—rp)c(n—rp)e O+ g(n) (29)
p=1

where #(n) is equal to e(n)e /* “" that share the same statistics characteristic with e(n). So we

still use e(n) to represent the noise data.

The in-phase component of equation (29) can be given by

y(m =Y a,dn-r1,)(n-1,)c0s(p, - ¢.)+e(n) (30)

p=l1
where ¢, is the synthetic phase of the LOS signal and the reflect one. Assume d is the early-late

correlator spacing in the classical DLL, the estimated code delay of the direct signal is /r\l. Then

the early and late code can be written as

s;(O)=y,(t=7,-d/2) (31)

s,(O)=y,(t-7,+d/2) (32)
In classical DLL, the in-phase early and late correlation value is given as

R.(¢)= ZZ:aPR(g +Az,—d/2)cos(p, —@,) (33)

p=1

RL(g)ziapR(g+Arp+d/2)cos(¢)p—(pc) (34)

p=1

where =1 —/r\l is the estimation error of the LOS signal, namely tracking error. 4z=t,—1, is the
relative delay of the multipath signal to the LOS. The discrimination function of the classical
DLL (Delay Locked Loop) can be written as
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Figure 4. Correlation peak when multipath is present

D(e) = Ry(£) =R, (¢)

:Zzlap [R(£+Arp —-d/2)—R(e+ Az, +d/2)]cos(¢p -0,) (35)

p=1

In GNSS navigation, the receiver is concerned to maximize the correlation function between
the received and locally generated signals. This can be accomplished by determining the
locations of the zero output of the discriminator which corresponds to the maximum of the
correlation function. Here, the early-late correlator is used to determine the position of this
zero. However, the presence of multipath introduces some bias in the position of the first
arrival peak and has an impact in the user’s position, which can be clearly seen in Figure 4.
Then the classical DLL failed to cope with multipath propagation, see [7-8].

3.2. Code delay estimation

3.2.1. Code delay estimation in the correlation domain via NLS

In this subsection, a code delay estimation algorithm based on DPE in correlation domain is

proposed. To deploy the proposed algorithm, we combine the complex constant phase e /%

and the real amplitude o', in equation (29) together as a new complex variable a",. Then
equation (29) can be written as
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y(m)= apd(n—7,)(n-1,)+e(n) (36)

The navigation data cycle is much longer than that of the C/A code, but only one cycle of the

C/A code is used in the code delay estimation. Consequently, the navigation data jump can be

neglected in the signal reconstruction. Then the navigation data +1 or —1 is written into o,

and denoted as a,. Therefore equation (36) can be written as
2
y(n)= Zapc(n -7,)+e(n) (37)
p=1

To simplify the following expression, s() is introduced to represent ¢(). Then equation (37) can
be represented as

y()=Y a,s(n-1,)+e(n) (38)

Multipath interference mitigation based on code delay estimation focus on the estimation of
the LOS delay 7, and the reflect delay z,, where the estimated result can be used to migrate the
multipath. After acquisition, the correlation between the received satellite signal and the local
reference signal is used to estimate the parameter of both the LOS signal and the reflected one.
The proposed code delay estimation algorithm can take the place of the classical DLL, which
can be described in details as follows.

To obtain the initial code delay, the correlation function between the received satellite signal

and the reference signal is represented as
r(n) = corr(s(n), y(n)) (39)

where corr() represents the cross correlation operation. Since the noise is uncorrelated with the

signal, equation (39) can be further expressed as
2
r(n) =Zapr3(n—z'p)+w(n) (40)
p=l1

where r*(n) is the autocorrelation of s(n), w(n)=corr(s(n), e(n)) can still be thought as noise that
sharing the same statistic characteristics with e(n). Apply DFT to equation (40)
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p () =r (k)Y a,e™" +w, (k) (41)

where p,(k), / (k), w; (k) are the DFT of p(n), 7*(n) and w(n) respectively, w,= —2zt, | NT, with T,
is the sampling interval.

Define a NLS cost function as

N/2 2

allepal )= >

k=-N/2

(42)

2 .
p,(K)=r (k)Y e
p=1

The unknown parameters {w,, a,}2_, can be obtained by minimizing the cost function
P

C\({o,, ap}izl). Whereas, searching over a multidimensional space to solve the NLS problem
requires higher computational complexity. To reduce the complexity, the Weighted Fourier
Transform and RELAXation (WRELAX) algorithm (see [12]) is utilized here to solve the NLS
problem. Let

a(w )= |:ejw,,(—N/2) e‘mp(fzv/zm e_,'w,,(/v/24>:|T 43)
P b EARAS]
"
p,= [p/.(—N/2),pf(—N /2+ 1),...,pf(N /2 —I)J (44)
R, =diagir;(-N/2),r;(-N/2+1),...7,(N/2 - 45
y di ;( /2) ;( /2+1) ;( /2-1) (45)

Consequently the cost function in equation (42) can be rewritten as

2
2
C(o,.a,}2)=Ip, -2 a,Ra®,) (46)
p=1
Further, we assume {C/t\) - a q}gzl oo have been estimated, then
2
Py =P, Zlaq[Rfa(%)] (47)
-

q#p
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Substitute equation (47) into equation (46) we have
2
CZ({wp’ap}iFl) = "pfp N apra(wp)" (48)

By minimizing the cost function C,, estimation of o ,and a , can be obtained from

A H * 2
@, = argmax|a (a)p)(pr /,p) (49)
and
A aH (wp)(R.*fpfp)
P T 2 (50)
mEL
where| |  represents the Frobenius norm. Hence, » , can be obtained as the location of the

2, which can be efficiently computed by using FFT to the data

periodogram |a”(w,)(R p )
sAequence R, p,, padded with Z/e\I'OS. (Note the padding with zeros is necessary to determine
o, with more accuracy.) Then a , is easily computed from the complex height of the peak of
a(@,)R,p ;)

IR

With the above simple preparations, we now proceed to present the correlation domain
algorithm for the minimization of the NLS cost function. The proposed algorithm comprises
the following steps.

Step 1. Assume p=1. Obtain {c@l, al} from equation (49) and equation (50).

Step 2. Assume p=2 (the LOS signal and one reflected path). Compute p ,, with (47) by using
{c?)l, &1} obtained in Step (1). Obtain {cf)z, 32} from p ,, described above.

Next, compute p ;| with (47) by using {,, a,} and redetermine {®,, &, } from p s1asinequation
(49) and equation (50) above.

Iterate the previous two substeps until “practical convergence” is achieved then we can obtain
{#,, a,}2_.Furthermore, by using  , = —2x7, /NT, the code delay 7,, p=1, 2 can be obtained
p Opf ey , by gw,=—2rt,/NT, the code delay z,, p=1, 2 can be 0 ed.

From the previous description one can find that the proposed algorithm can be implemented
by simply FFT operation which leads to a less computation load.

The diagram of the novel code delay estimation algorithm is shown in Figure 5.
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Figure 5. Diagram of the correlation domain code delay estimation algorithm

3.2.2. Code delay estimation in the data domain via NLS

Another DPE algorithm is proposed in this subsection. Different from the correlation domain

algorithm, the unknown parameters {a

s 7,45, can also be estimated directly in the data
P

domain, which can be described as follows.

Again, the signal after down-conversion is given by

y(n)=> a,s(n—1,)+e(n) (51)

p=1

To obtain the unknown parameters {a,, rp};zl in equation (51), DFT is applied firstly

2 .
v, (=5, e +e (k),-N/2<k<N/2-1 (52)

p=l
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where y,(k), s;(k), e (k) are the DFT of y(n), s(n) and e(n) respectively. ,=—2xz,f, /N with f|
represents the sampling frequency. Till now, the code delay estimation is transformed to the

angular frequency o, estimation, after which 7, can be obtained by the relation

1,=—w,N/[2nf,.

To obtain (a » » »), @ NLS cost function as follows is defined

ofavant.)- S bwr-s w3 e (3
k=-N/2 =
Let
S, =diag {s,(-N /2),s, (=N / 2+ 1),....s (N / 2~ D)} (54)
¥, =[ 0, (N I2),y,(-N /24Dy, (N 12-D)] (55)
a(w,) = [ej””(_Nm,ejw"(_'m”),...,ejw”(N/Z_I)JT (56)

Hence, minimizing the cost function in equation (53) is equivalent to minimizing the following

cost function

2
2 2
Qz({ap,a)p}pzl): yf—ZapS,a(a)p) (57)
p=l
Assume {& o » o} 2-1 ,+, 18 known prior or has been estimated, then we have
9=l.q#p
2 ~ A
Yp=¥,~ 24, [8,a(a,)] (58)
=
q#p

Substitute equation (58) into equation (57)

0,(a,.0,)=|y, ~a,8,a(0, )| (59)
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Equation (59) gets the minimum while y;,=a,S ;a(w,), then the estimation results ) ,and a »

can be obtained in the following way

@, = argmax aH(a)p)(S;.ym) ’ (60)
H S *
g, - L) ve) 6)
Is. .

0,=0,

2

7

From equation (60), » , can be obtained as the location of the periodogram |a” (w)(S_;- yﬁ,)

which can be efficiently computed by using the FFT with the data sequence § ; ¥ padded with
zeros. (Note the padding with zeros is necessary to determine » , with more accuracy.) Then
A al(w )(S 7y,
a, is easily computed from the complex height of the peak of W

AN

The diagram of the data domain code delay estimation algorithm is shown as in Figure 6.

GNSS signal
Estimate direct €
parameter {0}”5,‘}
\4
\ 4
A/D conversion Calculate the
residues ¥ 2
Y Y
Doppler Estimate reflect
compensation pa,rameter{a‘,2 @, }
\ 4 Calculate the
FFT to the residues Y
received and the
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Calculate {f“fz}
from {@],a}z}

Figure 6. Diagram of the data domain code delay estimation algorithm
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With the above simple preparations, we now proceed to present the relaxation algorithm for
the minimization of the nonlinear least-squares cost function. The data domain WRELAX
algorithm comprises the following steps.

Step 1. Assume p=1. Obtain {c?)l, &1} from equation (61) and equation (60).

Step 2. Assume p=2 (the LOS signal and one reflected path). Compute y , with (47) by using
(&, a,} obtained in Step (1). Obtain {®,, a,} from 2 described above.

Next, compute y ;, with equation (47) by using {0, a,} and redetermine {®, a,} from y 718

in equation (49) and equation (50) above.

Iterate the previous two substeps until “practical convergence” is achieved then we can obtain
A

{@,, a »} -1 Furthermore, by using » = ~2z7 »/ NT the code delay T »» P=1, 2 can be obtained.

From the previous description one can find that the proposed algorithm can be implemented
by simply FFT operation which deserves a less computation load.

3.2.3. Comparison of the above two algorithms

To further analyze the two proposed algorithms, the cost functions of them are further
discussed in this subsection. Following the discussion in section 3.2.1 and section 3.2.2, we
define

5, =[5, (=N /2).5,(~N/2+1),.s, (N/2-1)]' (62)

Then
R, =s,s; (63)
In the noise free situation we have
py=aR,a(,) (64)
Then the correlation domain cost function in equation (49) can be further decomposed as
A H * 2
, = argn:)ax|a (®,)R pfp|
H * 2
= argrr(luax|a (@,)R (apRﬁa(a)p))|
) . ) 2 (65)
a (a)p)(sf xS, ) (ap (s/ Xs, )a(a)p))

a" (a)p)[( §x sf")x (sf xS )J(apa(a)p))

= arg max
@p

2

= argmax
wl’
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And in the same situation the data domain cost function in equation (60) can be deployed in
the following way

@, = 'clrgrrg)a}x|aH (wp )S;y/l’r
a" (a)p )S/ (apSfa(a)p ))

aH(a)p)(s;s})(apa(a)p))

2

(66)

= argmax
@y

2

= argmax
@,

It has been discussed in previous subsection that ) , can be obtained by using the FFT with the
data sequence R, p, and S #y,, respectively. Note (a,a(w,)) is an impulse signal, and
FFT(s ;s {) convolutions with the impulse signal is still FFT(s /s /) but with a code delay, which
is the parameter to be estimated. From equation (65) and (66) we realized that the cost function
are the FFT of a,a(w,) weighted by different window function, where window function in the
correlation domain is w,=FFT((s/s;)(s,s}")), but the window function in data domain is
wzzFFT(s;s}). It's clear that the weighted window w,, w, will broaden the cost function, and
the impact of w, is more serious than that of w,, which can also be seen from the comparison

of the cost function given in Figure 7. From this point of view, the proposed data domain
algorithm would deserve a more accurate estimation result.
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Figure 7. Comparison of the correlation domain and the data domain cost function

Correlation of the received data and the locally generated signal and the auto-correlation of
the locally generated signal should be calculated in correlation domain WRELAX algorithm.

45
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Suppose the iteration times of the two proposed algorithms are the same, the correlation
domain WRELAX algorithm is more complex than the data domain WRELAX algorithm.

3.2.4. Numerical results

To investigate the performance of the proposed algorithm in the presence of multipath, a
simulation experiment was performed. The code delay estimation error can be represented as
the function of 7, and as explained in [I] and [7], maximum and minimum errors occur when
the multipath signal is in-phase 49 =0 °or out-of-phase 4p = + 180 °with the LOS signal. The
curve of the maximum and minimum errors is regarded as the error envelopes, which is used
in the following numerical experiment to evaluate the performance.

armor envelopa (chips)

( o5 1 15
relative delay {chips)

(a). error envelopes

armor envwelope {thips)

6 65 i 15
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(b). details of (a)

Figure 8. Comparison of the error envelopes
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Suppose there is only one reflected multipath signal combined with the LOS signal. The noise
and the receiver bandwidth are not considered in the experiment. The relative amplitude of
the direct and the reflected signal is a,/a,=0.5. The code delay difference 4r=z,—1, is varied
from 0 to 1.5 chips. The error is calculated at the maximum points when the multipath signal
is at 0°in phase with respect to the LOS signal. The results are shown in Figure 8(a).

In Figure 8, the curve “classical DLL" denotes the error envelope of the classical DLL, and the
curve ‘narrow correlator” denotes the error envelope of the narrow correlator with spacing
d=0.1 chip. Both the ‘classical DLL’ and the ‘narrow correlator” were calculated by taking the
DLL equations and solving for the tracking error. The curve "MEDLL’, ‘Correlation Domain’
and ‘Data Domain’ denote the code delay estimation error of MEDLL, proposed correlation
domain algorithm and data domain algorithm, respectively. The results indicate that in the
presence of multipath, the classical DLL technique has a large tracking error, which fails in
multipath mitigation. The tracking error is reduced in the narrow correlator. However, based
on the previous conclusion, the tracking error is nearly constant when the correlation spacing
is less than 0.1 chip. The tracking accuracy of the algorithms in this section and MEDLL show
a considerable improvement over the narrow correlator technique and the classical DLL
technique. The improved performance can be of great help in critical GPS applications where
the multipath errors associated with using conventional receivers can easily exceed the
accuracy requirements. To further compare the performance of the two proposed algorithms
and MEDLL, we magnify the results in Figure 8(a) to obtain Figure 8(b). It is clear that the
proposed two algorithms have a more favorable performance than MEDLL. Furthermore, the
proposed data domain algorithm is superior to the correlation domain algorithm, which is
consistent with the conclusion in section 3.2.3.

4. Conclusion

A novel acquisition algorithm is firstly proposed in this chapter. In the proposed algorithm,
the Doppler frequency is obtained by utilizing FFT of the squared data. Then, the PRN index
and initial code phases of the satellite are obtained based on the NLS criterion. It can be seen
that the proposed algorithm can not only reduce the computation complexity but also attain
a comparable performance to the conventional acquisition algorithm.

After that, two algorithms are presented to suppress the multipath interference by estimating
the code delay. In the proposed algorithms, the code delay was obtained by solving a NLS
equation, which can be further realized by FFT operation. Compared with the conventional
estimation algorithm, the proposed two algorithms perform better in multipath propagating
environments and bear lower computation burden.
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Use of Fast Fourier Transform for Sensitivity Analysis
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1. Introduction

The uncertainty quantification of code calculations is typically accompanied by a sensitivity
analysis, in which the influence of the individual contributors to the uncertainty is determined.
In the sensitivity analysis, the basic step is to perform sensitivity calculations varying the input
parameters. One or more input parameters could be varied at a time. The typical statistical
methods for the sensitivity analysis used in uncertainty methods are for example Pearson’s
Correlation Coefficient, Standardized Regression Coefficient, Partial Correlation Coefficient
and others [1]. The output results are time domain signals. The objective of this study was to
use fast Fourier transform (FFT) based approaches to determine the sensitivity of output
parameters. In the reference [2], the FFT based approaches have been used for the accuracy
quantification. The difference between the accuracy quantification and the sensitivity analysis
is that in the accuracy quantification the experimental data are compared to the code calculated
data, while in the sensitivity analysis the reference calculation signal is compared to the
sensitivity run calculation signal. To do this comparison, first the fast Fourier transform is used
to transform time domain signals into frequency domain signals. Then, the average amplitude
is calculated, which is the sum of the amplitudes of the frequency domain difference signal
(between the sensitivity run calculation signal and the reference calculation signal) normalized
by the sum of the amplitudes of the frequency domain reference signal. Finally, the figures of
merit based on the average amplitude are used to judge the sensitivity.

Such a FFT based approach is different from the typical sensitivity analysis using a statistical
procedure to determine the influence of sensitive input parameters on the output parameter.
Namely, the influence of the sensitive input parameters is represented by the average ampli-
tude which remembers the previous history.

In this study it is shown that the proposed FFT based tool is complementary and a good
alternative to the mentioned typical statistical methods, if one parameter is varied at a time.

I m EC H © 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.
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The advantage of the proposed method is that the results of the sensitivity analysis obtained
by the FFT based tool could be ranked. It provides a consistent ranking of sensitive input
parameters according to their influence to the output parameter when one parameter is varied
at a time, and based on the fact that the same method can be used for more participants
performing calculations. For example, there is no need to have ranking levels like it was
proposed in the Phase III of the Best Estimate Methods — Uncertainty and Sensitivity Evalua-
tion (BEMUSE) programme [3] for the qualitative judgement, because in this approach the
figure of merit is a quantitative value and therefore can be directly ranked. The zero value of
the figure of merit means a not relevant sensitive parameter and the larger the figure of merit
is the more influential the input parameter is.

The difference between statistical methods and the FFT based approach is that in the case of
statistical methods the influence of each varied input parameter on the output result can be
obtained even if more parameters are varied at a time. This cannot be done by FFT based tools
when more parameters are varied at a time. Rather, the total influence of sensitive parameters
on the result is given by the FFT based tool. But the good thing is that the same measure is
used for both single and multiple variations and in this way the compensation effects of the
influence of different sensitive parameters could be studied. As was already mentioned the
FFT based approaches are complementary to statistical methods.

In this Chapter, first the original fast Fourier transform based method (FFTBM) approach is
described. The average amplitude, the signal mirroring, the FFTBM Add-in tool and the time
dependent accuracy measures are introduced. Based on signal mirroring the improved FFTBM
by signal mirroring (FFTBM-SM) was developed. By calculating the time dependent average
amplitude it can be answered, which discrepancy due to the parameter variation contributes
to the sensitivity and how much is its contribution. The past application of the FFT based tool
for the accuracy quantification showed that the original FFTBM gave an unrealistic judgment
of the average amplitude for monotonically increasing or decreasing functions, causing
problems in the FFTBM results interpretation. It was found out [4] that the reason for such an
unrealistic calculated accuracy of increasing/decreasing signals is the edge between the first
and last data point of the investigated signal, when the signal is periodically extended. Namely,
if the values of the first and last data point of the investigated signal differ, then there are
discontinuities present in the periodically extended signal seen by the discrete Fourier
transform, which views the finite domain signal as an infinite periodic signal. The disconti-
nuities give several harmonic components in the frequency domain, thus increasing the sum
of the amplitudes, on which FFTBM is based, and by this influencing the accuracy. The
influence of the edge due to the periodically extended signal is for clarity reasons called the
edge effect.

Then the methods used for the sensitivity analysis are described. For the demonstration of the
sensitivity study using FFT based tools the L2-5 test, which simulates the large break loss of
coolant accident in the Loss of Fluid test (LOFT) facility, was used. The signals used were
obtained from the Organisation for Economic Co-operation and Development (OECD)
BEMUSE project. In the BEMUSE project there were 14 participants, each performing a
reference calculation and 15 sensitivity runs of the LOFT L2-5 test. Three output parameters
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were provided: the upper plenum pressure, the primary side mass inventory and the rod
surface temperature.

Finally, the application of the FFT based approaches to the sensitivity analysis is described.
Both FFTBM and FFTBM-SM were used.

2. Fast fourier transform based method description

The FFT based method is proposed for the sensitivity analysis, which is analogous to the FFT
based code-accuracy assessment described in ref. [5]. The FFT based approach for code
accuracy consists of three steps: a) selection of the test case (experimental or plant measured
time trends to compare), b) qualitative analysis, and c) quantitative analysis. The qualitative
analysis is necessary before quantifying the discrepancies between the measured and calcu-
lated trends. The qualitative analysis includes also the visual observation of plots and the
evaluation of the discrepancies between the measured and calculated trends, which should be
predictable and understood. For the sensitivity analysis the same FFT based approach is used
for the quantitative analysis as used for the code-accuracy. However, the signals compared
now are the output signal obtained with the reference value of the input parameter and the
output signal as the result of the sensitive input parameter variation.

In the quantitative analysis, the influence of the sensitive input parameter variation is judged
in the frequency domain. Therefore the time domain signals used in the sensitivity analysis
have to be transformed in the frequency domain signals. The addressed time domain signals
assume values different from zero only in the interval [0, T4], where T, is the duration of the
signal. Also the digital computers can only work with information that is discrete and finite
in length (e.g. N points) and there is no version of the Fourier transform that uses finite length
signals [6]. The way around this is to make the finite data look like an infinite length signal.
This is done by imagining that the signal has an infinite number of samples on the left and
right of the actual points. The imagined samples can be a duplication of the actual data points.
In this case, the signal looks discrete and periodic. This calls for the discrete Fourier transform
(DFT) to be used. There are several ways to calculate DFT. One method is FFT. While it
produces the same results as the other approaches, it is incredibly more efficient. The key point
to understand the FFTBM is that the periodicity is invoked in order to be able to use a
mathematical tool, i.e., the DFT. It seems that the developers of the original FFTBM have not
been sufficiently aware of this fact.

The discrete Fourier transform views both, the time domain and the frequency domain, as
periodic [6]. However, the signals to be used for the comparison are not periodic and the user
must conform to the DFT’s view of the world. When a new period starts, the N samples on the
left side are not related to the samples on the right side. However, DFT views these N points
to be a single period of an infinitely long periodic signal. This means that the left side of the
signal is connected to the right side of the signal, and vice versa. The most serious consequence
of the time domain periodicity is the occurrence of the edge, where the signals are glued. When
the signal spectrum is calculated with DFT, the edge is taken into account, despite the fact that
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the edge has no physical meaning for the comparison, since it was introduced artificially by
the applied numerical method. It is known that the edge produces a variegated spectrum of
frequencies due to the discontinuity of the edge. These frequencies originating from the
artificially introduced edge may overshadow the frequency spectrum of the investigated
signal. Therefore animproved version of FFTBM by signal mirroring has been proposed, which
is described in detail in [4]. Both the original FFTBM and the improved FFTBM by signal
mirroring have been used in the demonstration application. The same equations are used for
the calculation of the average amplitude, like for the original FFTBM, except that, instead of
the original signals, the symmetrized signals are used (for further details see ref. [4]). In the
following it is first described how the average amplitude is calculated.

2.1. Average amplitude

FFT is another method for calculating the DFT. While it produces the same result as the other
approaches, it significantly reduces the computation time. FFT usually operates with a number
of values N that is a power of two. Typically, N is selected between 32 and 4096 [6]. In addition,
the sampling theorem must be fulfilled to avoid the distortion of sampled signals due to the
aliasing occurrence. The sampling theorem says: “a signal that varies continuously with time
is completely determined by its values at an infinite sequence of equally spaced times if the
frequency of these sampling times is greater than twice the highest frequency component of
the signal” [7]. Thus if the number of points defining the function in the time domain is N=2™
*1, then according to the sampling theorem the sampling frequency is:

= )

where 7 is the sampling interval, ¢, is the transient time duration of the sampled signal and
funax 1S the highest (maximum) frequency component of the signal. The sampling theorem does
not hold beyond f,.... From the relation in Eq. (1) it is seen that the number of points selection
is strictly connected to the sampling frequency. The FFT algorithm requires the number of
points, equally spaced, which is a power with base 2. Generally an interpolation is necessary
to satisfy this requirement. The original FFTBM is done so that the default value of the exponent
m ranges from 8 to 11. This gives N ranging from 512 to 4096. The final number of points used
by FFTBM is determined depending on the value of f;,, which is the minimum requested
maximum frequency and is input value. If f, ., is not larger than f;,, the number of points is
doubled (exponent m is increased for 1) until the criterion is satisfied or the exponent m equals
to 11. Please note, that the minimum value of the exponent m is 8. The FFTBM application
implies the following input values: the fixed frequency f;, (minimum maximum frequency of
the analysis, this determines the number of points N), the cut off frequency (f.,), the start time
t, and the end time f, of the analysed window (determines the analysis window ¢, = f, - £.). A
cut off frequency has been introduced to cut off spurious contributions, generally negligible.
When £, is equal or larger than f;,, all frequency components are considered.
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For the calculation of the differences between the output signal obtained with the reference
value of the input parameter (reference signal F (t)) and the output signal as the result of the
sensitive input parameter variation (sensitive signal F,(t)), the reference signal (F,(t)) and
the difference signal AF(t) are needed. The difference signal in the time domain is defined as:

AF(t)=F, () -F,(b). )

sen

After performing the fast Fourier transform the obtained spectra of amplitudes are used for
the calculation of the average amplitude (AA):

2 m

Z|Z\F(fn)
AA=10 3)
Zm

Z ﬁref (fn )

n=0

where |AF(f,)| is the difference signal amplitude at frequency f, and | F (f,)| is the

reference signal amplitude at frequency f,. The AA factor can be considered as a sort of average
fractional difference and the closer the AA value is to zero, the smaller is the sensitivity
(influence). In our specific application, the larger the sensitivity is the larger is the difference
between the signals, normally resulting in a larger AA value. Typically, based on the previous
experience in the accuracy quantification the values of AA below 0.3 indicate a small influence
(in the case of pressure below 0.1), while the values above 0.5 indicate a large influence.

The above Eq. (3) can be also viewed as:

AA
AA = de 4)

ref

where AA 4 is the average amplitude of the difference signal and AA  is the average ampli-
tude of the reference signal:

15,
AA, =—— Y |AF(f,)|, ©)
dif 27r1+1"2:(:]| fn
1 27)1
AA =——|E(f,)| (6)
ref 2m+1; ref fn
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If the reference and sensitive signals are the same, the difference signal is zero. The larger the
difference is, the larger is AAy; (in principle). On the other hand, AA,  normalizes the aver-
age amplitude AA and the higher the sum of amplitudes is, the lower is the average ampli-
tude AA. This means that for ranking the sensitivities of the selected output parameter only
AA jshasaninfluence. Ontheotherhand, forjudging theinfluence of asingle sensitive parameter
variation on different output parameters, besides AA 4 also AA ¢ influences the ranking due
to the different AA ; the output parameters have.

AF
fraction AO = M,
2771 (7)

2 JAF(,)
n=0

where | AF(f,) | is the mean value of the difference signal and it is equivalent to the mean error
(ME) in the time domain as defined inref. [8]. The measure fraction AO shows when the frequency
amplitudes are dominating or when the mean values (like constant differences) are dominat-
ing the sum of the amplitudes.

2.2. Signal mirroring

Ifwehaveafunction F (t) where 0<t <t, and t, is the transient time duration, itsmirrored function

is defined as F,;,(t)=F (—t), where —t,<t<0. From these functions a new function is composed

which is symmetrical in regard to the y-axis: F,,(t), where —t,<t<t,. Thisisillustrated in Figure
1. By composing the original signal (shown in Figure 1(a)) and its mirrored signal (signal
mirroring), a signal without the edge between the first and the last data sample is obtained, and
it is called symmetrized signal (shown in Figure 1(b)). It has the double number of points in
order not to lose any information. Also it should be noted that the edge is not present in the
original time domain signal (see Figure 1(a)). However, when performing FFT, the aperiodic
original signalis treated as a periodic original signal as mentioned before and therefore theedge
is part of the periodic original signal, what is not physical. In the case of the symmetrized signal
the edge is not present even when treating the signal as periodic.

For the calculation of the average amplitude by signal mirroring AA_, the Eq. (3) is used like
for the calculation of AA, except that, instead of the original signals, the symmetrized signals
are used. This may be efficiently done by signal mirroring, where the investigated signal is
mirrored before the original FFTBM is applied. By composing the original signal and its
mirrored signal (signal mirroring), a symmetric signal (also called symmetrized signal) with
the same characteristics is obtained, but without introducing the edge when viewed as an
infinite periodic signal (for details refer to refs. [4, 9]). FFTBM using the symmetrized signals
is called FFTBM-SM.
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Figure 1. Examples of (a) original digital signal and (b) symmetrized digital signal

2.3. FFTBM Add-in tool

To take the advantages of spread sheets in preparing input forms, analysing data (including
analysis of values), modifying graphs and the capability to store time recorded data, plots,
input forms and results, the Jozef Stefan Institute (JSI) in-house Microsoft Excel Add-in for the
accuracy evaluation of thermal-hydraulic code calculations with FFTBM has been developed
in 2003 [10]. Later the tool was upgraded with the capability to symmetrize the signals, and
some other improvements. The upgraded tool is called JSI FFTBM Add-in 2007 [11] and it has
been used for the sensitivity study, described in this chapter. It includes both FFTBM and
FFTBM-SM. As already mentioned, the difference between FFTBM and FFTBM-SM is that in
the latter the signals are symmetrized to eliminate the edge effect in calculating the average
amplitude by signal mirroring (AA,,).

JSI FFTBM Add-in 2007 provides additional information on interpolated data of the signals
used, the difference signals, the amplitude spectra and the AA dependency on the cut
frequency. The user can use the interpolated data for visual checking about the agreement of
the original signal and the interpolated signal. The amplitude spectra give the possibility to
compare the spectra between different signals. Information on the AA dependency on the cut
frequency is used to check if the cut frequency is selected properly. Usually the dependency
is not so big, therefore by default AA at the selected f,, frequencies is calculated:

* minimal AA (AA,,,) at frequency (when f_,, > 0.05 f,...) which gives the minimum AA,

* average AA (AA,,,) is calculated as the average AA at all cut frequencies,

avg
* maximal AA (AA,,,,) at the frequency (when f,, > 0.05 f,,.,) which gives the maximum AA,
* 5 percentile AA (AA;) at frequency f,, = 0.05 f,...,

* 50 percentile AA (AA;) at frequency f.,, = 0.5 fi 00

* 100 percentile AA (AA,y) considering all amplitudes (for f; = fnay)-

This gives an indication if AA is significantly dependent on the cut frequency. In principle,
AA should not be much different when half or all frequencies from the amplitude spectrum
are considered for the AA calculation. If this is not the case, deeper insight into AA is needed
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to judge if there is a spurious contribution present in the signal. For example, in the case of
measured data, noise may be present in the signal. In the case of code calculated digital data,
noise is not present in the signals, therefore the whole amplitude spectrum is recommended
for the AA calculation. Nevertheless, the user should be aware that AA depends on the cut
frequency and that the result may change when not all frequencies are considered. Typically
higher frequency components have lower amplitudes than lower frequencies, therefore the
lower frequency content is always used for the AA calculation (only higher frequency
components are filtered).

2.4. Time dependent average amplitude

In the ref. [12] the influence of the time window selection was studied. Instead of a few
phenomenological windows a series of narrow windows (phases) could be selected. This gives
the possibility to get the time dependency of the average amplitude. The increasing time
interval was defined as a set of time intervals each increased for the duration of one narrow
time window and the last time interval being the whole transient duration time. By increasing
the time interval we see how the average amplitude changes with the time progression as it is
shown in Figure 2. The average amplitude was calculated by the original FFTBM not consid-
ering the edge effect. Therefore the average amplitude shown in Figure 2(b) first increases and
then partly decreases in spite of the discrepancy present all this time during the temperature
increase shown in Figure 2(a).

The time dependent average amplitude is also indispensable for the sensitivity analysis. From
such a time dependant average amplitude it can be easily seen when the largest influence
occurs on the output parameter due to the sensitive parameter variation.

(a) Claddingtemperature (K) (b) AA - claddingtemperature
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Figure 2. Time trend of (a) primary pressure and (b) the corresponding average amplitude

3. Methods used for sensitivity analysis

In BEMUSE, Phase I, single parameter sensitivity analyses have been proposed and performed
by the participants to study the influence of different parameters (break area, gap conductivity,
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core pressure drops, time of scram etc.) upon the predicted large-break loss-of-coolant accident
(LBLOCA) evolution [13]. The performed sensitivity studies were intended to be used as
guidance for deriving uncertainties of relevant input parameters like for phase III of the
BEMUSE programme.

The sensitivity analysis is concerned, generally, with the influence of inputs on the output and
output variability. Generally, sensitivity analyses are conducted by defining the model and its
independent and dependent variables, assigning probability density functions to each input
parameter, generating an input matrix through an appropriate random sampling method,
performing calculations, and assessing the influences and relative importance of each input/
output relationship.

In our demonstration case, the calculated data obtained in the Phase II of BEMUSE provided
by the host organization have been used. The input matrix consists of the single parameter
variation. The range of variations has been proposed by the host organization. For sensitivity
calculations, only one value (minimal or maximal) of the input parameter was proposed when
the range of the parameter variation was specified for selected sensitive parameter. For each
single parameter variation the calculation was performed. The influence of the sensitive
parameter variation has been estimated through the application of FFT based approaches.

We will call sensitivity (of the output parameter Y versus the i-th input parameter X;) a measure
having the dimension of aa—;gl that is independent of the range of variation of the parameter
Xi. Sensitivity is related to output variability.

We will call influence a measure of the effect of the variation of the parameter X; on its full
range (4 X;) having the dimension of aa—;giz\ X, (same as Y) or more often dimensionless form

dY AY
0X, AX;"

In our sensitivity analysis the influences were determined. Please note that classical measures
of influences are: Pearson’s or Spearman’s Correlation Coefficients, Standardised Regression
Coefficients, etc. [14]. In FFT based approaches the AA is a dimensionless number, showing
influences in terms of the average amplitude obtained in the frequency domain which
represents the physical influence (e.g. temperature or pressure change).

3.1. Test description

The LOFT L2-5 test was selected for this demonstration because a huge amount of data was
available [15]. The reference and sensitivity calculations of the LOFT L2-5 test were performed
in the phase II of the BEMUSE research program. The nuclear LOFT integral test facility is a
scale model of a pressurized water reactor. The objective of the test was to simulate a loss of
coolant accident (LOCA) caused by a double-ended, off-shear guillotine cold leg rupture
coupled with a loss of off-site power. The experiment was initiated by opening the quick
opening blowdown valves in the broken loop hot and cold legs. The reactor scrammed and
emergency core cooling systems started their injection. After initial heatup the core was
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quenched at 65 s, following the core reflood. The low pressure injection system (LPIS) was
stopped at 107.1 s, after the experiment was considered complete. In total 14 calculations from
13 organizations were performed. For more detailed information on the calculations the reader
is referred to [4, 15].

3.2. Sensitivity calculations description

The series of sensitivity calculations with assigned parameters was proposed to participants.
For each parameter the host organization recommended the value to be used. The short
description of the cases to be analysed is given in Table 1.

Recommended
ID Parameter Description
values (RV)
Tube diameter from reactor pressure vessel to break point shall
S-1 Break Area RCx1.15
be modified in respect to RC.
S-2 Gap Conductivity RCx0.2 Only in the hot rod in the hot channel (zone 4).
S-3 Gap Thickness RCx3 Only in the hot rod in the hot channel (zone 4).
Consideration of 0.15 mm of crud in hot rod in hot channel with
S-4 Presence of Crud 0.15 mm thermal conductivity that is characteristic of ceramic material,
e.g. Al203.
S-5 Fuel Conductivity RCx0.4 Only in the hot rod in the hot channel (zone 4).
RC4D The pressure drop across the core shall increase (decrease) of an
+D:
S-6 Core Pressure Drop amount D to obtain a total pressure drop that is 30% bigger than

DP\=(DP\g)rcx 1.3
the total pressure drop of the reference case.

CCFL at Upper Tie Plate (UTP)

. Range not Counter courant flow limitation (CCFL) is nodalization
S-7 and/or connection upper plenum » )
(UP) assigned dependent. Each participant can propose a solution.

S-8 Decay Power RCx1.25 The decay power has to be 25% bigger than in the reference case.
The power curve shall follow the imposed trend that implies full

S-9 Time of Scram RC+1s power till RC + 1 sec and after that shall followed the decay
power.

S-10 Maximum Linear Power RCx 1.5 Only in the hot rod in the hot channel (zone 4).
Set point of accumulator pressure 0.5 MPa lower than the set

S-11 Accumulator Pressure RC-0.5MPa
point in the base case (= 4.29 MPa).

. Accumulator liquid mass shall be 0.7 times the value in the

S-12 Accumulator Liquid Mass RCx0.7
reference case.

S-13 Pressurizer Level RC-05m Pressurizer level shall be 0.5 m lower than in the reference case.

S-14 HPIS Failure Failure of HPIS.

S-15 LPIS injection initiated RC+30s Delay in starting LPIS injection.

RC: value used in Reference Case

Table 1. List of sensitivity analyses and proposed parameter variations (adapted per Table 6 in ref. [15])
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In Table 2 sensitivity calculations performed by 14 participants are shown. Each row presents
sensitivity calculations S-1 to 5-15. If the calculation is performed with recommended values,
the sign V is used. If another value has been used, the value of the sensitive parameter is
indicated. If the sensitivity calculation has not been performed, the cell is shaded grey.

Name S-1 S-2 S-3 S-4 S-5 S-6 S-7 S-8 S9 S-10 S-11 S-12 S-13 S-14 S-15
pi ROM peios v Y RCx0s Y R Gy Y YA
(area) UTP
P2 N N A NERRE R N N N TN
P-3  RCx07 RCx2 ~N* ~° A~ N L A e A e A
Pa v v v A Y Y N IR
Adjusted t RCx2
P-5 justecto (resist- NN v
pressure
ance)
S T L L L L L N N N C TN A
(open size)
P-7 v v v T
RC x
P-8 3 RCx04RCx24  RCx06 \ NN o S A A O
N AR A L e LN N N SN CRN RN EY
UP
P10 A NI NI v N 4 4 A N 4 A
S TR N N NN
S T L L L A A A T A A AR
off
paz O T L L L B L e L N A A
(area)
PR VR v 4 44 v 4 4 N A N A A A

" no information given in Ref. [15], but high certainty that recommended values were used;

v - recommended value used

Table 2. Sensitivity calculations performed by participants

3.3. Figures of merit for sensitivity analysis

Same figures of merit were proposed for the original FFTBM and improved FFTBM-SM. In the
case of signal mirroring the additional index m is used to distinguish the FFTBM-SM from
FFTBM. The first figure of merit is the average amplitude (AA or AA, ), which tells how the
single input parameter variation (or combination of input parameter variations) influences the
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output parameter. As there are several sensitive input parameters, several participants
performing sensitivity runs and more selected output parameters, three additional figures of
merit were proposed. The average amplitude of the participant sensitivity runs (AA, or AA,,)
is used to judge which sensitivity runs set is more influential to the input parameter variations.
AA, or AA,, is calculated as the average of AAs for the participant sensitivity runs (15 in our
specific case). The average amplitude of the sensitivity runs for the same sensitive parameter
(AA; or AA,,) is used to judge how influential (in average) the sensitive parameter is in
calculations performed by different participants. AA or AA , is calculated as the average of
AAs of participants for the same sensitivity run (14 in our specific case). Finally, the total
average amplitude (AA, or AA,,) is the average AA or average AA, obtained from all
sensitivity runs performed by all participants.

4. Application of FFT based approches to sensitivity analysis

In this section the application of the original FFTBM and FFTBM-SM is demonstrated. As was
explained in Subsection 2.1, two digital signals (reference and sensitive) of the same duration
are used for calculating the average amplitude, which is a measure of the influence of the
sensitive parameter variation. An example of calculating AA,, is given first. Then the single
value influence (based on the average amplitude) for the whole time window is given. Finally,
the time dependent influence is presented for the sensitivity runs. We conclude this section
with the discussion.

4.1. AA,, figure of merit example

In the example the influence of sensitive parameters on three output parameters for the interval
0-119.5 s (whole transient time) is shown for calculations of participant P-14. The participant
P-14 provided for each time trend 241 samples. This means that the sampling frequency was
2 Hz. The input values for FFTBM-SM were therefore the following: f; =2 Hz, f =2 Hz, t,=0 s
and t.=119.5 s (time 119.5 s was selected because some users provided the last data point at a
value slightly smaller than 120 s). Per sampling theorem (Eq. (1)) at least 478 data points are
needed. However, the minimum number of points per FFTBM-SM is 512. Table 3 shows that
requesting more samples than required has a minor influence on the results.

To get some qualitative impression on the influence of input parameters on output parameters
judged by FFTBM-SM, Figure 3 shows time trends of P-14 upper plenum pressure, primary
side mass and cladding temperature. Visually it may be indicated that the upper plenum
pressure is the most influenced by the break flow (S-1). On the other hand, hot rod parameters
(5-2, 5-3, 5-4 and S-5) and accumulator initial mass (5-12) do not have significant influence on
upper plenum pressure (see Figures 3(a2), 3(a3), 3(a4) and 3(a5)). The primary side mass
inventory is the most influenced by the gap conductivity (S-2), fuel conductivity (S-5), and the
accumulator liquid mass (5-12). When comparing S-2 and S-5 calculations, one may indicate
that the 5-5 calculation is a bit closer to the reference calculation. On the other hand, comparing
the S-2 and S-12 calculation, in the case of S-2 the difference is absolutely larger than S-12,
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Upper plenum pressure Primary side mass Rod surface temperature

N=2°  N=21 N=2"" N=27 N=2? N=21 N=2" N=227 N=2? N=2I" N=2" N=2"2
S-1 0.085  0.08  0.08  0.08 0102 0103 0103 0104 0330 0335 0338 0.339
S-2 0.032 0033 0034 0034 0124 0125 0125 0125 0799 0806 0.805 0.807
S-3 0.015 0.016 0016 0016 0.056 0.056 0.057 0.057 0488 0491 0494 0495
S-4 0015 0.016 0016 0016 0.056 0.057 0057 0.057 0295 0301 0301 0.303
S-5 0.026  0.027 0.027 0.027 0108 0108 0109 0109 0937 0944 0948  0.948
S-6 0.019  0.019 0.020 0.020 0.046 0.046 0.046 0.046 0256 0258 0261 0.263
S-7 0.023  0.024 0024 0.024 0051 0.051 0.052 0.052 0258 0269 0270 0.272
S-8 0.016 0016 0.017 0.017 0.041 0.041 0.042 0.042 0.143 0.145 0.147 0.148
S-9 0.018 0019 0019 0019 0.039 0.040 0.040 0.040 0205 0208 0209 0210
S-10 0015 0.016 0016 0017 0.043 0.043 0.044 0.044 0449 0460 0460  0.461
S-11  0.021 0.022 0022 0022 009 009 0091 0091 0239 0240 0243 0.245
S-12 0.029 0.030 0030 0031 0117 0118 0119 0119 0480 0487 0483  0.490
S-13  0.045 0.046 0.046 0.047 0.065 0.066 0066 0.066 0302 0308 0310 0311
S-14 0015 0.016 0016 0016 0052 0053 0053 0.053 0255 0256 0259 0.261
S-15 0016 0.016 0017 0017 0059 0059 0060 0.060 0147 0150 0151  0.152

Table 3. Average amplitude AAm for the whole time interval for participant P-14 calculated by FFFTB-SM as a
function of the number of samples N

however in case of 5-12 the difference is present a longer time than in the case of S-2. The
calculated AA, is comparable.

To see this in more detail, Figure 4 shows part of the magnitude difference signal spectra
| AF( f,) | for S-2 and S-12, which are used for the calculation of AA 4 per Eq. (5). Please note
that £, is 2.14 Hz. However, summing of amplitudes up to 0.2 Hz contributes more than 90%
to total AAy; (for S-2 the sum is 11.26 out of 12.43 and for S-12 the sum is 10.83 out of 11.79).
Summing amplitudes up to 0.05 Hz (representing 13 samples out of 513) contributes more than
80% to total A A4 (for S-2 the sum is 10.16 out of 12.43 and for S-12 the sum is 9.57 out of 11.79).
One may see that the zero frequency component (mean value of difference signal in the time
domain) is larger for S-2 than S-12 and that due to this contribution finally S-2 is judged as
more influential than S-12.

4.2. Single value influence for whole time window

In the example presented in Section 4.1, AA , for the P-14 calculation was determined. In this
section all fourteen calculations are considered, and both FFTBM and FFTBM-SM are used for
calculating all figures of merit presented in Section 3.3. The obtained results for the sensitive
parameter influence on the three output parameters (upper plenum pressure, primary side
mass inventory and rod surface temperature) are shown in Tables 4 through 6.

The qualitative comparison between FFTBM and FFTBM-SM results showed that the agree-
ment is quite good. This is expected as at the end of the transient the influence of the sensitive
parameter is generally insignificant, resulting that in the difference signal the edge is very
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Figure 3. Participant P-14 time trends of (a) primary pressure, (b) primary side mass and (c) rod surface temperature
for S-1, S-2, S-3, S-5 and S-12 with AA

small or not present at all. The edge is still present in the reference signal, but because it is used
for the normalization it has no impact on the ranking of parameters and so the qualitative
agreement between FFTBM and FFTBM-SM is good. This is not the case for the quantitative
agreement as the normalization directly impacts the average amplitude. The average ampli-
tudes obtained by both FFTBM and FFTBM-SM suggest that the most influential parameter
for the upper plenum pressure is in all calculations the break flow area (S-1). To judge how
influential the parameter is, the average amplitude of the sensitivity runs for the same sensitive
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parameter (AA, or AA ;) obtained both by FFTBM and FFTBM-SM show that the variations
of the break flow area (S-1), pressurizer level (5-13), core pressure drop (S-6) and presence of
crud (5-4) the most influence the output parameter upper plenum pressure. The only difference
between the FFTBM and FFTBM-SM results is that ranks for 5-6 and S-4 are changed.

(a) Application of FFTBM - upper plenum pressure, time interval 0 - 119.5 s

ID-S S1|S2 | S3|S4|S5|S6|S7 |S8|S9 |S10]S11|S12]|S-13 |S-14 |S15

ID-P AA | AA | AA | AA | AA | AA | AA | AA | AA | AA | AA | AA | AA | AA | AA AA,
P-1 0.011 | 0.010 | 0.006 | 0.009 | 0.011 | 0.008 | 0.013 | 0.011 | 0.019 | 0.019 | 0.015 | 0.036 | 0.011 | 0.010 0.016
P-2 0.008 | 0.010 0.008 | 0.005 0.002 | 0.006 | 0.001 | 0.006 | 0.015 | 0.013 | 0.001 | 0.002 0.009
P-3 0.025 | 0.035 | 0.030 0.034! !0.028 0.010 | 0.008 | # 0.042
P-4 0.014 0.013 | 0.015 0.011 | 0.011 | 0.012 | 0.080 | 0.033 | 0.027 | 0.010 | 0.012 0.025
P-5 0.014 0.016 0.023 | 0.018 | 0.019 & 0.030
P-6 0.029 | 0.010 | 0.012 | 0.013 0.010-0.015 0.009 | 0.011 | 0.010 | 0.011 | 0.010 | 0.017 | 0.008 | 0.005 0.016
P-7 0.030 0.008 0.006 0.005 | 0.009 0.012
P-8 0.013 | 0.009 | 0.010 | 0.012 | 0.015 | 0.018 | 0.014 | 0.015 | 0.015 | 0.016 | 0.018 | 0.027 | 0.012 | 0.010 0.018
P-9 0.007 { 0.009 | 0.008 | 0.008 | 0.010 | 0.009 | 0.009 | 0.010 | 0.008 | 0.011 | 0.015 | 0.027 | 0.000 | 0.008 0.014
P-10 0.030 | 0.018 0.008 | 0.023 0.006 | 0.007 | 0.029 | 0.039 0.009-0.004 0.012 0.023
P-11 0.035 | 0.008 0,012-0.016 0.012 0.012 | 0.013 | 0.011 | 0.019 | 0.019 [ 0.028 | 0.012 | 0.016 0.024
P-12 0.035 | 0.006 | 0.009 | 0.007 | 0.008 | 0.009 | 0.010 | 0.004 | 0.009 | 0.008 | 0.009 | 0.006 | 0.021 | 0.004 | 0.009 0.010
P-13 0.014 | 0.015 | 0.011 0.016-0.016 0.014 | 0.013 | 0.015 | 0.017 | 0.011 | 0.024 | 0.006 | 0.005 0.023
P-14 0.017 | 0.008 | 0.008 | 0.013 | 0.010 | 0.012 | 0.008 | 0.009 | 0.008 | 0.011 | 0.015 | 0.023 | 0.008 | 0.008 0.013
AA, 0.014 {0.013 | 0.023 | 0.013 | 0.082 | 0.013 | 0.012 | 0.012 | 0.014 | 0.018 | 0.017 | 0.030 | 0.007 | 0.009 | AA=0.019

Legend: 0.02-0.04 >0.04

(b) Application of FFTBM-SM - upper plenum pressure, time interval 0-119.5 s

IDS | s1]52[53|54]55]56]57]58]59]s10][s11]s12]513]514]515
ID-P AAn | AAn | AAn | AAn | AAn | AAn | AAn | AAn | AAn | AAn | AAn | AAn | AAn | AAn | AAL AAnp
IP-1 0.021 | 0.020 | 0.012 | 0.018 | 0.021 | 0.016 | 0.026 | 0.022 | 0.038 | 0.038 | 0.030 | 0.070 | 0.021 | 0.019 0.031
IP-2 0.016 0.018 0.014 | 0.009 0.003 | 0.011 | 0.002 | 0.012 | 0.029 | 0.026 | 0.002 | 0.004 0.017
P3 0048 0.071 [ 0,055 0.065 [0M27] 00901 0.054 0019 0015 * 0076
P4 0.026 0025 | 0.028 0021 0023 | 0.023 [0.059 | 0.064 | 0,051 | 0.019 [0.023 | 0.048
P 0.024 0028 0.039 | 0.032 | 0.034 + 0053
P |0054] 00190021 0023 0015 |IIHBON 0.028 | 0.016 | 0.020 [ 0.018 [0.021 [0.018 [0.032 [0.014 [0.010 | & 0.029
P7 0056 0016 0.010 0.008 0,016 0021
P 0024 [0.017 [0.018 | 0.024 [ 0,029 | 0.034 [0.026 [0.029 [0.028 [0.031 [ 0.036 [0.050| 0.024 [0.018 | 0,034
P9 0013 [0.017 [0.015 | 0.015 | 0.018 | 0017 [0.017 [ 0.019 [ 0015 [ 0022 [ 0.028 [0.053| 0.000 [0.014 | & 0027
P-10 0.060 | 0.035 0015 [0.043 0012 0013 [0.056 [0.073 | 0.017 JOI0BBN 0.009 [0.024 | 0.044
P11 00680017 0.024 JOIBSH 0.030 | 0.023 0024 [0.025 | 0.023 | 0.036 | 0.036 | 0,052 ] 0.024 [0.033 | 0.046
P12 [0.065]0.011 0017 0014 [0016 0017 | 0.019 | 0.008 [ 0.016 [ 0.014 [ 0.018 [0.010 [0.039 [ 0.007 [0.017 | # 0.019
IP-13 0.072 | 0.024 | 0.026 | 0.019 0.027-0.029 0.024 | 0.023 | 0.026 | 0.030 | 0.018 | 0.042 | 0.010 | 0.007 0.040
P14 0032 [0.015 0,015 | 0.026 | 0,019 | 0.023 [0.016 [ 0018 [ 0015 [0.021 [0.029 [0.045 | 0.015 | 0.016 | © 0.026
AA s 0026 0026 [0.045] 0.024 [0.052 ] 0.024 [0.024 [0.023 [0.027 [0.036 | 0.034 [0.056 | 0.014 | 0.017 | AAm=0.036
Legend: 0.04-0.08 >0.08

Table 4. Influence of sensitive parameters on upper plenum pressure in time interval 0-119.5 s as judged by (a) original
FFTBM and (b) improved FFTBM by signal mirroring
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When looking calculations, the most influenced upper plenum calculation is P-3. To judge how
the calculation is influenced by the sensitive parameters variation, the average amplitude of
the participant sensitivity runs (AA, or AA,,,) is used. Besides P-3 the P-5 calculation was also
judged as the much influenced by the sensitive parameter variations. Both methods qualita-
tively give the same results for the average amplitude of the participant sensitivity runs. The
total average amplitude (AA, or AA_,) show the overall influence of the sensitive parameters
variations of all calculations on the output upper plenum pressure. The higher the value is the
higher is the influence. The ratio between AA, and AA, to be 1.88 also tells what the contri-
bution of the edge effect is in average.

Amplitude

0.00 0.05 0.10 0.15 0.20
Frequency (Hz)

Figure 4. Magnitude difference signal spectra for S-2 and S-12 runs of P-14 participants

The average amplitudes shown in Table 5, obtained by both FFTBM and FFTBM-SM suggest
that the most influential parameter for the primary side mass inventory when considering all
calculations is the accumulator liquid mass (S-12). Both the AA, and AA_, indicate the
accumulator liquid mass (S-12), break flow area (S-1), accumulator pressure (S-11) and
pressurizer level (5-13) the most influential sensitive parameters on the primary side mass
inventory.

When looking the calculations, the most influenced primary side mass inventory calculation
is P-3. The AA, and AA,,, indicate as the second most influenced the P-13 calculation. Again
both methods qualitatively give very similar results for the average amplitude of the partici-
pant sensitivity runs. The AA, and AA_, show that the overall influence of the sensitive
parameters variations of all calculations on the output primary side mass inventory is higher
than on the upper plenum pressure. The ratio between AA , and AA, is 1.55, indicating that
the primary side mass inventory is less influenced by the edge effect (see also Figure3).

The average amplitudes shown in Table 6, obtained by both FFTBM and FFTBM-SM suggest
that the most influential parameter for the rod surface temperature when considering all
calculations is the fuel conductivity (S-5). Both AA, and AA_, indicate the fuel conductivity
(S-5) and gap conductivity (5-2) as the most influential. Significant influences have also the
gap thickness (5-3), maximum linear power (S-10), break flow area (S-1) and the accumulator
liquid mass (S-12) and a few others. The only difference between the FFTBM and FFTBM-SM
results is that the ranks for S-1 and S-12 are changed.
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(a) Application of FFTBM - primary side mass inventory, time interval 0 - 119.5 s

ID-S 51|52 |S3|S4|S5|S6|S7|S8|S9 |S10|S-11|S-12|S-13 | 514 | 515

ID-P AA | AA | AA | AA | AA | AA| AA | AA | AA | AA| AA | AA | AA | AA | AA AA,
P-1 0.052 | 0.026 | 0.019 | 0.018 | 0.015 | 0.026 | 0.018 | 0.017 | 0.015 | 0.017 | 0.048 [ 0.052 | 0.032 | 0.014 | 0.02 0.026
P2 0.046 | 0.014 | 0.014 0.013 | 0.015 0.014 | 0.015 | 0.016 | 0.017 [ 0.084 | 0.027 | 0.012 | 0.02 0.023
P3 0.083] 0,071 [0.060| 0.092 [01180)  Jlol8| 0.064 | 0.086 0013 0.01 | # 0.091
P-4 0.022 0.021 | 0.042 0.018 | 0.037 [ 0.023 | 0.054 | 0.091 | 0.036 | 0.025 | 0.03 0.043
P-5 0.071 | 0.027 0.022 0.051 | 0.038 | 0.033 0.040
P-6 0.066 | 0.036 | 0.056 | 0.020 | 0.052 | 0.045 | 0.061 | 0.035 | 0.035 | 0.036 | 0.034 -I 0.044 | 0.040 | 0.07 0.052
pP-7 0.035 0.035 0.017 0.007 | 0.026 0.024
P-8 0.083 | 0.053 | 0.016 | 0.046 | 0.025 | 0.051 | 0.042 | 0.022 | 0.038 | 0.033 | 0.042 | 0.073 | 0.069 | 0.031 | 0.03 0.043
P-9 0.073 | 0.014 | 0.013 | 0.015 | 0.011 | 0.012 | 0.012 | 0.022 | 0.020 | 0.008 | 0.038 | 0.093 | 0.033 | 0.000 | 0.06 0.028
P-10 0.089 | 0.010 | 0.003 0.059 | 0.019 0.039 | 0.034 | 0.019 0.041]0.038 | 0.04 0.049
P-11 0.0410.019 ] 0.024 g 0.041 | 0.020 0.048 | 0.020 | 0.033 0.032 | 0.039 | 0.07 0.045
P-12 0.039 | 0.010 | 0.033 | 0.018 | 0.022 | 0.022 | 0.024 | 0.007 | 0.037 | 0.025 | 0.024 ‘ 0.039 | 0.029 | 0.09 0.042
P-13 0.072 | 0.047 | 0.035 | 0.045 | 0.066 | 0.077 | 0.000 | 0.050 | 0.077 | 0.044 | 0.092 J 0.075]0.049 | 0.07 | # 0.065
P-14 0.049H 0.035 ] 0.034 0.032]0.026 | 0.022 | 0.023 | 0.023 | 0.049 0.060 | 0.041 | 0.05 0.052
AA 0.067 | 0.040 | 0.028 | 0.044 | 0.043 | 0.043 | 0.026 | 0.034 | 0.035 | 0.029 | 0.057 ‘ 0.051 | 0.028 | 0.05 | AA=0.046
Legend: 0.05-0.1 >0.1

(b) Application of FFTBM-SM - primary side mass inventory, time interval 0-119.5 s

ID-S 51 |1S52 | S3[S4|S5|S6|S7|S58|659 6510|511 [S512]6513 514|515

ID-P AAm | AAn | AAn | AAm | AAn | AAn | AAm | AAn | AAn | AAn | AAm | AAn | AAn | AAn | AAn AAmp
P1 0.096 | 0.043 | 0.034 | 0.030 | 0.028 | 0.034 | 0.030 | 0.033 | 0.028 | 0.032 | 0.071 [ 0.084 0.062 | 0.025 | 0.037 0.045
P2 0.096 | 0.028 | 0.028 0.025 | 0.028 0.025 | 0.028 | 0.029 | 0.035 | 0.139 | 0.047 | 0.024 | 0.033 0.044
P-3 0.107 0.124 0.02710.027 | 4 0.154
P-4 0.041 0.040 | 0.076 0.036 | 0.063 | 0.045 | 0.107 0.071 | 0.043 | 0.048 0.080
P-5 0.049 0.041 0.086 | 0.072 | 0.063 0.076
P-6 0.096 | 0.058 | 0.076 | 0.035 | 0.070 | 0.074 | 0.081 | 0.050 | 0.055 | 0.055 | 0.060 0.085 | 0.055 | 0.069 0.072
P-7 W 0.051 0.020 0.014 | 0.048 0.039
P-8 0.073 1 0.032 | 0.091 | 0.047 | 0.094 | 0.081 | 0.042 | 0.074 | 0.067 | 0.077 | 0.133/] 0.084 | 0.062 | 0.053 0.078
P9 0.136 | 0.024 | 0.019 | 0.022 | 0.020 | 0.022 | 0.021 | 0.026 | 0.029 | 0.014 | 0.052 | 0.134 | 0.057 | 0.000 | 0.062 0.043
P-10 0.111 | 0.017 | 0.006 0.073 1 0.025 0.048 | 0.043 | 0.034 -0.101 0.065 | 0.062 | 0.062 0.062
P-11 0.070 | 0.038 04044-IO.064 0.038 0.077 | 0.035 | 0.058 | 0.068 | 0.091 | 0.060 | 0.057 | 0.094 0.077
P-12 0.057 | 0.011 | 0.035 | 0.019 | 0.025 | 0.025 | 0.030 | 0.007 | 0.037 | 0.027 | 0.035 | 0.135 | 0.050 | 0.019 | 0.066 0.039
P-13 0.133 | 0.085 | 0.063 | 0.085 | 0.102 | 0.129 | 0.000 | 0.092 | 0.128 | 0.076 110.092 [0.091 [ 0.124| + 0.105
P-14 0.102 | 0.124 | 0.056 | 0.056 | 0.108 | 0.046 | 0.051 | 0.041 | 0.039 | 0.043 | 0.090 0.065 | 0.052 | 0.059 0.070
AAns | 0.118]0.058 | 0.048 | 0.082 | 0.063 | 0.064 | 0.042 | 0.057 | 0.058 | 0.052 | 0.088 ‘ 0.081 | 0.043 | 0.061 | AA=0.071

Legend: 0.07-0.14 >0.14

Table 5. Influence of sensitive parameters on primary side mass inventory in time interval 0-119.5 s as judged by (a)
original FFTBM and (b) improved FFTBM by signal mirroring

When looking the calculations, the most influenced rod surface rod temperature calculation
is P-10. The AA, and AA,,, indicate that the next two most influenced are the P-2 and P-3
calculation. Again both methods qualitatively give pretty similar results for the average
amplitude of the participant sensitivity runs. The AA,and AA_, show that the overall influence

of the sensitive parameters variations of all calculations on the output rod surface temperature
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(a) Application of FFTBM - rod surface temperature, time interval 0 -119.5 s

ID-S S1[S2 |S3 |S4|S5|S6 |S7|S8|S9 |S10]|S11|S12|65-13 | S14 | S-15

D-P AA | AA | AA | AA | AA | AA | AA | AA | AA | AA | AA | AA | AA | AA | AA AA,
IP-1 0.323] 0.424 0.085] 0.318 0.189 0.122] 0.194] 0.253| 0.413 0.283| 0.342) 0.204{ 0.104| 0.129 0.259
IP-2 0.323 0.403 0.31. 0.301 0.097| 0.099 0.174] # 0.422
IP-3 0.432 0.40 0.415 0.198] 0.212] 0.247| 0.184] # 0.378
P-4 0.368 0.252 0.445 0.185 0.210] 0.388 0.207| 0.328 0.107| 0.292
IP-5 0.184] 0.284) 0.174 0.330 0.268
IP-6 -l 0.379) 0.402 0.167- 0.415/ 0.444) 0.349 0.210] 0.360 0.172] 0.166] 0.351
IP-7 0.340 0.207] 0.239) 0.358 0.261 0.281
IP-8 0.446) 0.396 0.305 0.150] 0.351] 0.227| 0.283] 0.329 0.337| 0.360 0.117] 0.434) 0.149) 0.171] 0.133) 0.279
IP-9 0.229] 0.407| 0.343 0.135] 0.386] 0.208] 0.089) 0.152] 0.255 0.207| 0.208| 0.212| 0.160| 0.000] 0.072 0.204
IP-10 0.264 0.349 0.238] 0.401] 0.080] 0307 # 0.422
IP-11 0.335 0.243| 0.358 0.239] 0.279 0.104) 0.142 0.328
IP-12 0.216) 0.192] 0.110] 0.252 0.187| 0.245 0.145 0.211 0.324
IP-13 0.124] 0.343| 0.238 0.197| 0.349 0.221] 0.290| 0.256 0.111| 0.090| 0.160 0.265
IP-14 0.26 0.206] 0.205 0.113| 0.173 0.386 0.197| 0.380 0.236{ 0.204| 0.114 0.304
IAA, 0.209, 0.270) 0.213] 0.294 0.282 0.428 0.258 0.397] 0.222| 0.145 0.158AA=0.314

0.25-0.45 >0.45

(b) Application of FFTBM-SM - rod surface temperature, time interval 0-119.5 s

ID-S S1 |52 |s3|s4|55]|56|S7]|58]|59|510|811|S12]|513|S14 515
ID-P AAm | AAn | AAn [ AAL | AAL | AAL [AAL | AAL | AAL |AAL [ AAL | AAL | AAL |AAL [AAL | AAn,
P-1 0396 0.4990.103 | 0.383 | 0.229 |0.149 | 0.231 | 0.302 | 0.490 | 0.338 | 0.415 | 0.247 | 0.127 | 0.155 0311
P-2 0.389 | 0.475 0.368 0.358 | 0.348 0.265 -]0.121 0120]0214| # 0418
P-3 0481 0.486 0461 | 0305 0.489| 0.234 [ 0.250 [0.285 [ 0217 & 0442

P-4 0.438 0.285 0.226 0.255 0350 0.230 [0.459 0.249 [0.402] 0.131 0340
P-5 0213 0.402] 0.385 0.331

P-6 0.200 0.481 [J0IB28) 0.412 | 0.153 |19888 0.452 | 0.247 [0.423 | 0.201 [ 0.196 0.410

p-7 0.251 0.288 0.416 0316 0336

P-8 0.188 [0.432 0.274 [0342 [0.404 | 0.414 | 0449 0.149 [ 0483 | 0.189 [ 0.209 | 0.165 0337

P-9 0172 0.264 [0.114]0.194 | 0.311 | 0.238 | 0.264 | 0.270 [0.202 [0.000 | 0.091 0.255

P-10 0.307 0.402 0391 03670284 [0472]0.094 [0353] # 0.491

P-11 04120270 | 0.442 N8 0.243 0.278 [0.286 [ 0342 0.126 | 0.170 0391

P-12 0.260 0231 0128 |0.309 | 0.383 0.282[0.227[0.293 [ 0170 [ 0.251 0361

P-13 0.148 0411|0291 |0.238 [0:412] 0.266 [ 0:351 [ 0202 [ 0.134 [ 0109 [0.177 | & 0313

P-14 0.295 0.256 |0.258 [ 0.143 [0.205 | 0,449 0.239 [0.480 [ 0302 0255 [0.147| 0372

A AR 0.251 0.3240.258 | 0.353] 0.338 | 0.469 | 0.309 | 0.382 | 0.269 |0.175 | 0.189 | AAR=0366
Legend: 0.3-0.5 >0.5

Table 6. Influence of sensitive parameters on rod surface temperature in time interval 0-119.5 s as judged by (a)
original FFTBM and (b) improved FFTBM by signal mirroring

is higher than on the primary side mass inventory. The ratio between AA , and AA,is 1.17,
indicating that the rod surface temperature is the least influenced by the edge effect (see also

Figure 3).
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4.3. Time dependent influence

The results presented in Section 4.2 give information on the accumulated influence of sensitive
parameters for the whole transient duration (single value figures of merit). Additional insight
into the results is obtained from the time dependent average amplitudes for each single
variation of parameters. They provide information how the influence changes during the
transient progression.

Figure 5 shows the comparison between the FFTBM and FFTBM-SM results for the P-14
sensitive calculations shown in Figure 3. It is shown how the sensitive parameter influence
changes during the transient progression. The judged quantitative influence in Figure 5 reflects
well what is seen during the visual observation of Figure 3, in which 5 out of 15 sensitive
parameter variations for the three output parameters for the P-14 calculation are shown. Please
note that the FFT based approaches are especially to be used when there are several calculations
(fourteen in our case) with several sensitive parameter variations (fifteen in our case) to judge
the influence of the sensitive parameters in an uniform way.

When looking the output parameter upper plenum pressure, both FFTBM (excluding period
when edge effect significantly contributes to average amplitude) and FFTBM-SM clearly show
when during the transient the parameter was influential. For all parameters shown in Figure
5 the major influence was during the first 30 seconds when the pressure was dropping. In the
case of the 5-1 parameter the influence was the largest (see Figure 5(al)), but still not extremely
significant. For parameters S-2, S-3, S-5 and S-12 the total influence is small. The values of
average amplitudes up to 0.03 are small. This is confirmed by Figures 3(a2), 3(a3), 3 (a4) and
3 (ab) which show that the reference and sensitive signals for the upper plenum pressure
practically match each other.

When looking the output parameter primary side mass inventory, the influence of the sensitive
parameters is also quite small. Parameter S-1 is the most influential in the beginning of the
transient (see also Figure 3(b1)), while all other shown sensitive parameters (S-2, 5-3, S-5 and
S-12) become more influential later into the transient. This is in agreement with the Figures
3(b2), 3(b3), 3(b4) and 3(b5), in which the differences in the first 20 seconds are practically not
visible.

Finally, when looking the output parameter rod surface temperature, the influence of the
sensitive parameters is the largest among the selected output parameters as shown by the plots
and the average amplitude trends. The variation of the break flow area (S-1) having the largest
influence on the upper plenum pressure has a lower influence on the rod surface temperature
than the sensitive parameters S-2, S-3, S-5 and S-12. This is logically as the break area size
directly impacts the upper plenum pressure.

From Figure 5(cl) it can be seen that the influence of S-1 on the rod surface temperature is
judged to be in the beginning of the transient and at around 60 s. When comparing the sensitive
signal to the reference signal in Figure 3(c1), in the beginning for the sensitive signal a slower
temperature increase with under predicted peak and earlier temperature decrease (rod
quench) at around 60 s can be seen. At other times the trends are similar. In the case of S-2 the
temperature is over predicted and the quench is delayed. Therefore besides the initial jump
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Figure 5. Participant P-14 influence of S-1, S-2, S-3, S-5, S-11 and S-12 sensitive parameter variations on (a) primary
pressure and (b) primary side mass and (c) cladding temperature

the AA,, is still increasing till 20 s and for the time duration of the rod quench delay. For

parameter S-3 it can be seen that its influence is between the S-1 and the S-2 influence, what

can be confirmed from Figures 3(c1), 3(c2) and 3(c3). The influence of S-5 on the rod surface
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temperature is the largest what can be easily confirmed when comparing Figure 3(c4) and
Figure 5(c4). The influence of 5-11 is smaller than S-1 because S-11 influences only the time of
rod quenching. Finally, S-12 shows that the larger discrepancy in the times when the rod
quench starts causes also larger values of average amplitudes. Also when comparing the
average amplitudes obtained by FFTBM and FFTBM-SM it can be seen that they agree pretty
well for the output parameters primary side mass inventory and the rod surface temperature,
because the edge present in the periodic signal is relatively smaller from the edge present in
the upper plenum pressure periodic signal.

Figure 6(a) shows the comparison of the rod surface temperature reference calculations to
experimental data. One may see that the calculations differ and that they do not exactly match
the experimental data. Therefore the reader should always keep in mind that the direct
comparison of sensitive signals (see Figure 6(b)) obtained by different participants could not
answer in which calculation the sensitive parameter is the most influential.

2000
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Figure 6. Comparison of (a) reference calculations with experimental value and (b) sensitive runs for S-2 sensitive pa-
rameter variation

However, by calculating the average amplitude the sensitive runs by different participants
could be compared as it is shown in the Figures 7, 8 and 9 for the output parameters upper
plenum pressure, primary side mass inventory and rod surface temperature, respectively. For
each of the output parameters the most influential parameters are shown as identified from
Tables 4, 5 and 6. Figure 7 for the upper plenum pressure shows that for the majority of
calculations the influences of the same sensitive parameter variation are similar. There are only
a few calculations significantly deviating, for example P-4 for S-1 variation, P-3 and P-10 for
S-13 variation, P-13 for S-6 variation and P-11 for S-4 variation. Figure 8 for the primary side
mass inventory shows that the P3 calculation was more sensitive to variations than other
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calculations. In the case of the S-4 sensitive parameter variation the P-11 calculation signifi-
cantly deviates from other calculations and the reason may be that the code model is used
outside its validation range [13].

Figure 9 shows that some parameters are more influential in the beginning of the transient
(e.g. S-5), some in the middle of the transient (e.g. S-12) and that in the last part normally there
is no significant influence (exception is the calculation P-2 for the S-12 sensitive parameter in
which the rod surface temperature did not quench due to no accumulator injection when it
was supposed to inject).
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Figure 7. Upper plenum pressure time dependent AA , of participants for (a) S-1, (b) S-13, (c) S-6 and (d) S-4 sensitive
parameter variations
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Figure 8. Primary side mass inventory time dependent AA , of participants for (a) S-12, (b) S-1, (c) S-11, (d) S-4, (e) S-13
and (f) S-5 sensitive parameter variations
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4.4. Discussion

In the application for each participant each sensitivity run in the set was compared to his
reference calculation and the average amplitude, which is the figure of merit for FFT based
approaches, was used to judge how each output parameter is sensitive to the selected input
parameter. For brevity reasons, only some examples were given in Figures 6 through 9.
Nevertheless, these examples are sufficient to demonstrate that the results for the whole
transient interval, shown in Tables 4, 5 and 6 may not be always sufficient for judging the
sensitivity. For example, for the output parameter rod surface temperature there is higher
interest in the value of the maximum rod surface temperature rather the average influence on
the rod surface temperature, therefore it is important to know how the influence changes with
time. Also, some parameters are more influential at the beginning and the others later in the
calculation.

The results suggest that the FFT based approaches are especially appropriate for a quick
sensitivity analysis in which several calculations need to be compared. It is very appropriate
also due to the inherent feature, which integrates the contribution of the parameter variation
with progressing transient time.

In addition, the average amplitude of participant sensitivity runs for the participants (AA,, or
AA,,) and the average amplitude for the same sensitive parameter (AA, or AA,,) were
calculated. These measures could be used for ranking purposes. In this way information on
the most influential input parameter and which participant calculation is the most sensitive to
variations is obtained. Finally, different output parameters could be compared between each
other regarding the influence of input parameters of all participants (AA, or AA,,). Quantita-
tively it is judged that the most influenced output parameter is the rod surface temperature
and the least influenced the upper plenum pressure.

5. Conclusions

The study using FFTBM-SM and FFTBM was performed to show that the FFT based ap-
proaches could be used for sensitivity analyses. The LOFT L2-5 test, which simulates the large
break loss of coolant accident, was used in the frame of the BEMUSE programme for sensitivity
runs. In total 15 sensitivity runs were performed by 14 participants.

It can be concluded that with FFTBM-SM the analyst can get a good picture of the influence
of the single parameter variation to the results throughout the transient. Some sensitive
parameters are more influential at the beginning and the others later in the calculation. Due
to the edge effect FFTBM-SM is advantageous for time dependent sensitivity calculations with
respect to FFTBM, while for the whole transient duration (average sensitivity during whole
transient) in general also FFTBM gives consistent results. FFT based approaches could be also
used to quantify the influence of several parameter variations on the results. However, the
influential parameters could not be identified nor the direction of the influence.
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The results suggest that the FFT based approaches are especially appropriate for a quick

assessment of a sensitivity analysis in which several calculations need to be compared or the

influence of single sensitive parameters needs to be ranked. Such a sensitivity analysis could

provide information which are the most influential parameters and how influential the input

parameters are on the selected output parameters and when they influence during a transient.
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Chapter 4

Henstock-Kurzweil Integral Transforms and the
Riemann-Lebesgue Lemma

Francisco J. Mendoza-Torres, Ma. Guadalupe Morales-Macias,

Salvador Sanchez-Perales and Juan Alberto Escamilla-Reyna

Additional information is available at the end of the chapter

1. Introduction

Let f be a function defined on a closed interval [a,b] in the extended real line R, its Fourier
transform at s € R is defined as

N

A(s) = / " % (). (1)

The classical Riemann-Lebesgue Lemma states that

lim [ e f(x)dx =0, @)

|s|—00 Ja

whenever f € L!([a, b]).

We consider important to study analogous results about this lemma due to the following
reasons:

* The classical Riemann-Lebesgue Lemma is an important tool used when proving several
results related with convergence of Fourier Series and Fourier transform. In turn, these
theorems have applications in the Harmonic Analysis which has many applications in the
physics, biology, engineering and others sciences. For example, it is directly applied to
the study of periodic perturbations of a class of resonant problems.

* An important problem is to consider an orthogonal basis, different to the trigonometric
basis, and study the Fourier expansion of a function with respect to this basis. In this
case, it is obtained an expression in this way

I m EC H © 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and eproduction in any medium, provided the original work is properly cited.
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/ﬂ  h(xs) f(x)d. 3)

¢ In some cases the expression (1) exists and the expression (2) is true even if the function
f is not Lebesgue integrable.

Thus, a variant of the Riemann-Lebesgue Lemma is to get conditions for the functions f and
h which ensure that (3) is well defined and satisfies

lim ' h(xs)f(x)dx = 0. 4)

|s|—00 Ja

Some results of this type and related results are found in [1], [2], [3], and [4].

In the space of Henstock-Kurzweil integrable functions over R, HK(R), the Fourier transform
does not always exist. In [5] was proven that e ()% f is Henstock-Kurzweil integrable under
certain conditions and that, in general, does not satisfy the Riemann-Lebesgue Lemma.
Subsequently, it was shown in [6], [3] and [4] that the Fourier transform exists and the
equation (2) is true when —oo = 4, b = o0 and f belongs to BV(IR), the space of bounded
variation functions that vanish at infinity. A special case arises when f is in the intersection
of functions of bounded variation and Henstock-Kurzweil integrable functions.

There exist Henstock-Kurzweil (HK) integrable functions f which f € HK(I)\ L'(I)
such that (2) is not fulfilled, when I is a bounded interval. In [7], Zygmund exhibited
Henstock-Kurzweil integrable functions such that their Fourier coefficients do not tend to
zero. In [8] are given necessary and sufficient conditions in order to [ ab f(x)gn(x)dx —

/ ab f(x)g(x)dx, for all f € HK([a,b]). Thus, we will prove that the Fourier transform has the
asymptotic behavior:

f(s) =o(s), as |s| — o,
where f € HK(I) \ L'(I)

Moreover in [9], Titchmarsh proved that it is the best possible approximation for functions
with improper Riemann integral.

This chapter is divided into 5 sections; we present the main results we have obtained
in recent years: [3], [4], [6] and [10]. In this section we introduce basic concepts and
important theorems about the Henstock-Kurzweil integral and bounded variation functions.
In the second part of this study we prove some generalizations about the convergence of

o —

integrals of products in the completion of the space HK([a,b]), HK([a,b]), where [a,]]
can be a bounded or unbounded interval. As a consequence, some results related to the
Riemann-Lebesgue Lemma in the context of the Henstock-Kurzweil integral are proved over
bounded intervals. Besides, for elements in the completion of the space of Henstock-Kurzweil
integrable functions, we get a similar result to the Riemann-Lebesgue property for the
Dirichlet Kernel, as well as the asymptotic behavior of the n-th partial sum of Fourier series.
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In the third section, we consider a complex function g defined on certain subset of R?. Many
functions on functional analysis are integrals of the form T'(s) = [~ f(t)g(t,s)dt. We study
the function I' when f belongs to BVy(R) and g(t,-) is contmuous for all t The integral we
use is Henstock-Kurzweil integral. There are well known results about existence, continuity
and differentiability of I', considering the Lebesgue theory. In the HK integral context there
are results about this too, for example, Theorems 12.12 and 12.13 from [11]. But they all need
the stronger condition that the function f(#)g(t,s) is bounded by a HK integrable function.
We give more conditions for existence, continuity and differentiability of I'. Finally we give
some applications such as some properties about the convolution of the Fourier and Laplace
transforms.

In section 4, we exhibit a family of functions in HK(R) included in BVy(RR) \ L' (RR). At the
last section we get a version of Riemann-Lebesgue Lemma for bounded variation functions
that vanish at infinity. With this result we get properties for the Fourier transform of functions
in BV(R): it is well defined, is continuous on R — {0}, and vanishes at +oo, as classical
results. Moreover, we obtain a result on pointwise inversion of the Fourier transform.

1.1. Basic concepts and nomenclature

We will refer to a finite or infinite interval if its Lebesgue measure is finite or infinite. Let
I C R be a closed interval, finite or infinite. A partition P of I is a increasing finite collection
of points {tg, t1,...,tn } C I such thatif I is a compact interval [a, b], then ¢ty = a and ¢, = b; if
[ =[a,00),tg =a; and if [ = (—o0,b| then t, = D.

Let us consider I C R as a closed interval finite. A tagged partition of I is a set of ordered pairs
{{ti—1,ti],s;}7_, where it is assigned a point s; € [t;_q,t;], which is called a tag of [t;_1,t;].
With this concept we define the Henstock-Kurzweil integral on finite intervals in R.

Definition 1. The function f : [a,b] — R is Henstock-Kurzweil integrable if there exists H € R
which satisﬁes the following: for each € > 0 exists a function ve : [a,b] — (0,00) such that if
P = {([ti—1,ti], i)} is a tagged partition such that

[ti_1,ti] C [si — ve(si),si+ve(si)]  fori=1,2,..,n, (5)

then

|2 f(si)(ti —tioq) —H| <e.

H is the integral of f over [a,b] and it is denoted as

H:/ahf:/ubfdt

1t is said that a tagged partition is called y.—fine if satisfies (5)

This definition can be extended on infinite intervals as follows.
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Definition 2. Let v : [a,00] — (0,00) be a function, we will say that the tagged partition P =
{( [tifl/ ti]lsi) ?jll is ’Y*flne lf

(a) tg=a,t, 1 = oo

(®) [tiq, ti]) C [si— ve(si), si + Ye(si) ] fori=1,2,..,n.
(¢) [tn, 0] C [1/77(00), 00].

Put f(o0) = 0 and f(—co) = 0. This allows us define the integral of f over infinite intervals.
Definition 3. It is said that the function f : [a,00] — R is Henstock-Kurzweil integrable if it satisfies
the Definition 1, but the partition P must be yv¢—fine according to Definition 2.

For functions defined on [—o0,a] or [—oo, 40| the integral is defined analogously. We will

denote the vector space of Henstock-Kurzweil integrable functions on I as HK(I)

The space of Henstock-Kurzweil integrable functions on the interval I = [a,b], finite or
infinite interval, is a semi-normed space with the Alexiewicz semi-norm

N f(t)dt‘ . ©)

We denote the space of functions in HK([c, d]) for each finite interval [c,d] in I as HK;y(I).

Definition 4. A function f : I — R is a bounded variation function over I (finite interval) if
exists a M > 0 such that

n

Var(f,I) = sup {Z |f(t;) — f(ti—1)| : P is a partition ofl} <M.

i=1

Its total variation over I is Var(f,I). In case I is not finite, for example [a, 0|, it is said that
f : [a,00] = R is a bounded variation function over I if there exists N > 0 such that

Var(f,[a,t]) <N,
for all t > a. The total variation of f on I is equal to

Var(f, [a,00)) = sup {Var(f,[a,t]) :a < t}. (7)
For I = (—oo, b] the considerations are analogous.

The set of bounded variation functions over |4, b] is denoted as BV ([a, b]) and we will denote
the space of functions f such that f € BV([c,d]) for each compact interval [c,d] in R as
BV (R). We will refer to BVy(IR) as the subspace of functions f belong to BV (RR) such that
vanishing at £oo.



Henstock-Kurzweil Integral Transforms and the Riemann-Lebesgue Lemma

At the Lemma 25 we prove that: HK(R) N BV(R) C BVy(R). It is not hard prove that
BVp(R) € LY(R) and BVp(R) € HK(R). Furthermore, there are functions in HK(R) or
LY(R) but they are not in BV (IR). For example, the function f(t) defined by 0 for t € (—co, 1)
and 1/t for t € [1,00) belongs to BVy(R) but does not belong to L!(R), neither in HK(R).
In addition, other examples are the characteristic function of Q on a compact interval and
g(t) = t?sin(exp(?)) are in HK(R) \ BVy(R).

We consider the completion of HK(][a, b]) as
{[{fe}] : {fx} is a Cauchy sequence in HK([a,b])},

where the convergence is respect Alexiewicz norm, and will be denoted by H@]) It is

—

possible to prove that HK([a,b]) is isometrically isomorphic to the subspace of distributions
each of which is the distributional derivative of a continuous function, see [12]. The indefinite

o —

integral of f = [{fx}] € HK([a,b]) is defined as

X X
/ f= lim / f.
a k—oo Ja

Thus, HK([a,b]) is a Banach space with the Alexiewicz norm (6). The completion is also
defined in [13]. Besides, basic results of the integral continue being true on the completion.
More details see [12].

To facilitate reading, we recall the following results. The first one is a well known result, and
it can be found for example in [14] and [15].

Theorem 5. Let f be a real function defined on N X IN. If limy,—yp, f(k,n) = (k) exists for each
k, and limy_,; f(k,n) = @(n) converges uniformly on n, then

lim lim f(k,n) = lim lim f(k n).

k—ko n—rno n—no k—ko

Theorem 6. [16, Theorem 33.1] Suppose X is a normed space, Y is a Banach space and that {T,}
is a sequence of bounded linear operators from X into Y. Then the conditions: i) {||Ty||} is bounded
and ii) {Ty(x)} is convergent for each x € Z, where Z is a dense subset on X implies that for each
x € X, the sequence (T,(x)) is convergent in Y and the linear operator T : X — Y defined by
T(x) = limye0 Ty (x) is bounded.

Theorem 7. [17] If g is a HK integrable function on [a, b] C R and f is a bounded variation function
on [a,b), then fg is HK integrable on [a, b] and

[ 55| < ing 1700 [ 000+ g v, o8,
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Theorem 8. [11, Hake’s Theorem] ¢ € HK([a,o0]) if and only if for each b, € such that b > a
b—a>e>0,it follows that p € HK([a 4+ ¢,b]) and ~ lim f;;e @(t)dt exists. In this case, this

e—0, b—oo
limit is [ @(t)dt.

Theorem 9. [11, Chartier-Dirichlet’s Test] Let f and g be functions defined on [a, o0). Suppose that

1. g € HK([a,c]) for every ¢ > a, and G defined by G(x) = [* g is bounded on [a, o).

2. f is of bounded variation on [a, c0) and xhﬁnrolo f(x)=0.

Then fg € HK([a,0)).
Moreover, by Multiplier Theorem, Hake’s Theorem and Chartier-Dirichlet Test, we have the
following lemma.

Lemma 10. Let f,g : [a,00] — R. Suppose that f € BVy([a,]), ¢ € HK([a,]]) for every b > a,
and O(t) = f; @du is bounded on [a,00). Then ¢f € HK([a,b]),

[ ordt=— [ e
and

‘/aw <Pfdt| < salg) |®(t)| Var(f, [a,c]).

Similar results are valid for the cases [—o0,00] and [—oo, a].

Let I = [a,b] and E C I. We say that the function F : I — R is in ACs(E) if for each € > 0
there exist 77e > 0 and a gauge & on E such that if {(x;,y;)}" is a (0, E)—fine subpartition
of E such that YN (y; — x;) < ¢, then YN |F(x;) — F(y;)| < €. On the other hand, F belongs
to the class ACG;(I) if there exists a sequence {E,}{° of sets in I such that I = U5° ;E; and
F € AC4(Ey) for each n € IN. A characterization of this type of functions is the following.

Theorem 11. A function f € HK(I) if and only if there exists a function F € ACGs such that
F =fae

Theorem 12. [18, Theorem 4] Let a,b € R. If h : R X [a,b] — C is such that

1. h(t,-) belongs to ACGg on [a,b] for almost all t € R;
2. and h(-,s) is a HK integrable function on R for all s € [a, b].

Then H := [%_h(t,-)dt belongs to ACGgs on [a,b] and H'(s) = [ Dyh(t,s)dt for almost all

s € (a,b), iff,
t roo o t
// Dzh(t,s)dtds:/ /Dzh(t,s)dsdt
s Joco —c0 Js
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for all [s,t] C [a,b). In particular,

H'(s9) = /  Dah(t,so)dt

when Hy := [%_Dyh(t,-)dt is continuous at so.

2. Fourier coefficients for functions in the Henstock-Kurzweil completion.

For finite intervals, the Theorem 12.11 of [19] tells us that: In order that | ab fen —

/ ab fg, n — oo, whenever f € HK([a,b]), it is necessary and sufficient that: i) g, is
almost everywhere of bounded variation on [a, b] for each #; ii) sup{||gn||eo + |1gn||BV } < 00;
i) | Cd g — Cd g, n — oo, for each interval (c,d) C (a,b). The Theorem 3 of [8]
proves that above theorem is valid for infinite intervals. In this section we show that [19,
Theorem 12.11] and [8, Theorem 3] are true for functions belonging to the completion of the

Henstock-Kurzweil space. First, we need to prove the next lemma. The class of step functions
on [a,b] will be denoted as K([a, b]).

Lemma 13. Let [a, b] be an infinite interval. The set K([a, b]) is dense in HK([a, b]).

Proof. Let f € HK([a,0]) and € > 0 be given. By Hake’s Theorem, exists N € IN such that
for each x > N,

/:of‘ < ®)

Since K([a, N]) is dense in HK([a, N]), by Theorem 7 of [20], there exists a function h €
K([a, N]) such that

. )

N ™

[[f =hllaan) = sup
x€[a,N]

[-n|<

Defining hy € K([a,0]) as

It follows, by (8) and (9), that

If —holla <e.

Similar arguments apply for intervals as [—oo, a] or [—oo, c0]. O
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2.1. The convergence of integrals of products in the completion
The following result appears in [3]. Here, we present a detailed proof.

Theorem 14. Let [a,b] C R. In order that

/ahfgn—>'/abfg, n— oo, (10)

—

whenever f € HK([a,b]), it is necessary and sufficient that: i) g, is almost everywhere of bounded

variation on [a, b] for each n; ii) sup{||gn||eo + ||gn|lBv} < o0; iii) fcd o — fcdg, n — oo, for
each interval (c,d) C (a,b).

Proof. The necessity follows from [19, Theorem 12.11]. Now we will prove the sufficiency

_

condition. Define the linear functionals T, T, : HK([4,b]) — R by

() = [ fo and T() = [ s, ay

Supposing i) and ii), we have, by Multiplier Theorem, that the sequence {T,} is bounded
by sup{||gn||e + ||gn||Bv}. Owing to Lemma 13, the space of step functions is dense in
HK([a, b)), then considering the Theorem 6 it is sufficient to prove that {T,(f)} converge to
T(f), for each step function f. First, let f(x) = x(.4)(x) be the characteristic function of
(c,d) C [a,b]. Thus,

b d
Tu(f) :/u X(cd)8n = /C 8ns

by the hypothesis iii), we have that { T, (x(.4))} converges to T(x(.4)), as n — 0. Now, let f
be a step function. Being that each T}, is a linear functional, then {T,(f)} converges to T(f),
as n — oo. Thus, the result holds. O

Remark 15. On HK([a,b]). The hypothesis iii) can be replaced by: g, converges pointwise to g,
then the result follows from Corollary 3.2 of [21]. The result on the completion holds by Theorem 6.
Note that the conditions i), ii) and iii) do not imply converges pointwise from {gn } to g, see example

2 0f [8].

For the case of functions defined on a finite interval we get Theorem 16, and a lemma of
Riemann-Lebesgue type for functions in the Henstock-Kurzweil space completion.

Theorem 16. Let [a,b] be a finite interval. If i) g, converges to g in measure on [a,b), i) each g, is
equal to hy almost everywhere, a normalized bounded variation function and iii) there is M > 0 such

L —

that Var(hy,[a,b]) < M, n > 1, then for all f € HK([a,b]),

b b
/fgn—>/fg, n— oo.
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Proof. Let f € HK/([; b]) be given, where f = [{fi}], we want to prove that

b b
lim lim / frgn = / fg.
a a

n—00 k—00

Define f(k,n) f fxgn. By the hypothesis i) about (g,) we have

b b
hm/g fkgn:/a fr8-

n—o0

Moreover

b b
lim lim/ frgn :/ fs
a a

k—o00 n—>00

by the integral definition on the completion. We will prove that limy ., f(k, 1) f fan
converges uniformly on n. Let € > 0 be given, there exists kg such that ||f; — f||4 < €, if
k > ko. Besides, if k > k),

I

Therefore, by Theorem 5,

< [lfc = fllaVar(gn, [a,b])
< Me.

b b
lim lim/ frsn :/ fs.
a a

n—00 k—00

O

The following result is a “generalization” of Riemann-Lebesgue Lemma on the completion of
the space HK([a, b]), over finite intervals, it also appears in [3].

Corollary 17. If ¢ : R — R such that ¢’ exists, is bounded and ¢(s) = o(s), as |s| — oo, then for
each f € HK([a, b]) we have the next asymptotic behavior

/b @(st)f(t)dt = o(s), as |s| = oo.

Proof. For each s # 0 define ¢s : R — R as ¢s(t) = ¢(st)/s. In order to prove

/ 9(st)
s—)oo

it is sufficient to show that ¢; fulfills the hypothesis of Theorem 16. Now, we will check item
by item. i) Because of ¢(s) = o(s), as |s| — oo and the interval [a,b] is finite, it follows that
@s converges in measure to 0. ii) Owing to ¢’ is bounded then, by the Mean Value Theorem,
we have that ¢s € BV([a,b]). iii) Var(gs, [a,b]) is bounded uniformly by upper bound of ¢’
and a —b. O
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2.2. Riemann-Lebesgue Property
This property establishes that [ f(t)Dy(t)dt — 0, for each f € L'[-7, 7] and r € (0, 7],

where Dy, (t) = sin(+1/2)t Jenotes the n-th Dirichlet Kernel of order 7. Now, we provide an
sin(t/2)

analogous result concerning the Henstock-Kurzweil completion.

Theorem 18. Forany f € HK@ n]), and r € (0, 7],

n—oco n

lim — / F(B)Dy(H)dt = 0. (12)

Proof. Note that the function g(f) = 1/sin(¢/2) is in BV ([r, ]). Moreover, by Multiplier
Theorem we have fg € HK([r, r]). Hence, by Corollary 17, we get

/ f(H)g(t)sin(n+1/2)tdt = o(n), |n| — oo.
O
Considering an similar argument from above proof, it follows that
/ f(t) Sm le/z) dt =o(n), |n|— oo. (13)

For n € NU {0}, we define the function ®, (t) = sm(nt%zlﬂ fort # 0and ®,(0) = 2n+1, itis

called the discrete Fourier Kernel of order n. This kernel provides a very good approximation
to the Dirichlet Kernel Dy, for |f| < 2, but ®, decreases more rapidly than Dj, see [1].
Theorem 19. Let f € HK/([(T nt]) and v € (0, 7t]. Then, assuming that any of next limits exist,

lim — / f(£)Dy(H)dt = lim = / f(1) sm (n+1/2)t ———dt.

n—soo 1 n—oo 1 t/2
Proof. Define g : [0, 7] — R by

1

sin(t/2) — g2 for t € (0,71]

g(t) =

Since ¢ € BV ([0, 7t]), fg € Hmn]). By Corollary 17, we have
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ng;on/ £() (Sm 75 t/z)sm( +1/2) tdt = 0. (14)
Now, by (14), we have
1T sin(n+1/2)t\
Jim_ — A (f(t)Dn(t)—f(t)t/z) dt = 0.

tim 1| [ (#00u(0 - 7= 2

+ [ (s0put) - s U2 ] o

By Theorem 18 and (13),

fim © [ (f(t)Dn(t) f(t)SW) dt = 0.

n—oo 1 Jr

Therefore, assuming that any of the limits exist, we have

lim — /f )Du(t)dt = lim — /f smn—|—1/2) ———dt.

n—oo 1 n—oo 1 t/2

O

The following result is a characterization of the asymptotic behavior of n — th partial sum of
the Fourier series, it can be found in [3].

Corollary 20. Let f € HK@, 7t]) be 2rt— periodic. The n — th partial sum of the Fourier series
at t has the following asymptotic behavior Sy, (f,t) = o(n), when |n| — oo iff

sin(n+1/2)u
u

e+ + £ ) du = ofn),

if [n| — co.

Proof. Since Sy (f,t) = [”_f(t+u)Dy(u)du, realizing a change of variable (see section 6 of
[13]), then by Theorem 19 we get the result. O
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3. Henstock-Kurzweil integral transform

The results in this section are based for functions in the vector space BVy(R), and they have
to [10] as principal reference.

We will introduce some additional terminology in order to facilitate the following results.
If g: R xR — Cis a function and sy € R, we say that s fulfills hypothesis (H) relative to g
if:

(H) there exist 8 = é(sg) > 0 and M = M(sg) > 0, such that, if |s — sp| < & then

v

/ g(t,s)dt‘ <M,
u

for all [u,v] C R.

This condition plays a significant role in the following results. Also, the next theorems can
be found in [10].

Theorem 21. Let f : R — Rand g : R x R — C be functions. Assume that f € BVy(R), and
so € R fulfills Hypothesis (H) relative to g, then

M) = [ gttt
is well defined for all s in a neighborhood of sg.

Proof. Applying Theorem 9 the result holds. O

Theorem 22. Let f : R — Rand g: R x R — C be functions assume that

1. f belongs to BVy(R), g is bounded, and
2. g(t,-) is continuous for all t € R.

If sg € R fulfills Hypothesis (H) relative to g, then the function I is continuous at s.

Proof. By Hypothesis (H), there exist 61 > 0 and M > 0, such that, if |s — sg| < J1 then

/.vg(t,s)dt’ <M (15)

for all [u,v] C R. From Theorem 21, I'(s) exists for all s € By, (so).

Let an arbitrary € > 0, by Hake’s theorem, there exists K; > 0 such that
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€
' |t\2uf(t)g(t’50)dt < § »

for all u > Kj. On the other hand, as
tgrpooVar(f, (=00, t]) =0 and tILrEOVar(f, [t, ) =0,
there is K» > 0 such that for each t > K»,
V. —o0, —t V. t —.
ar(f, (oo, —t]) + Var(f, [t, ) < 7o

Let K = max{Kj, Ky }. From Theorem 7, it follows that for every v > K and every s € By, (so),

[ st < sl |t F0]-+ Var(s, K, o)

< M|[|f(v)| + Var(f, [K, «))],

where the second inequality is true due to (15). This implies, since lim; o0 | f(£)| = 0, that

/: f(t)g(t,s)dt. < M-Var(f, [K, ©)).

Analogously we have that

’/;Kf(t)g(t,s)dt’ < M- Var(f, (—o0, —K]).

Therefore, for each s € By, (sp),

’ |tZKf(t)g(t,S)dt‘ < M[Var(f, (—oo, —K])f + Var(f, [K, ©))]

€
<M3M7§'

(17)
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Since f is L'[—K, K], g is bounded and g(t, -) is continuous for all ¢ € R. For example, using
Theorem 12.12 of [11], it is easy to show that the function

K
- / Sg(ts)dt, seR,
is continuous at sg. This implies that there is d, > 0 such that for every s € B, (sg),
‘/ £(4) —g(t, so)]dt‘ <3 (18)

Let § = min{dy, &, }. Then for all s € By(sp),

[T(s) = T(s0)| < ‘/ £ —glt, so)]dt’
‘ |t>1<f(t)g(t’s)dt’+‘ ‘tEKf(t)g(f,So)df :
Thus, from (16), (17) and (18), [T'(s) = T(so)| < 5+ 5+ 5§ =€, forall s € Bs(so). O

Theorem 23. Leta,b € R. If f: R — Rand g : R x [a,b] — C are functions such that

1. f € BW(R), g is measurable, bounded and
2. forall s € [a,b], s satisfies Hypothesis (H) relative to g.

Then

/ab/j:of(t) b s)dtds — / /f (t,5)dsdt

Proof. From (2) and since [4,b] is compact, there exists M > 0 such that, for every s € [4, ]]
and for all [u,v]) CR: qug t,s dt} < M.

Forr >0ands € [a,b],letT)(s) = [ f(t)g(t,s)dt. By Theorem 7, we notice that

r(s)| = \ [ stgto

< ||g(~,5)||[—r,r] |:t€%nf r]‘f(t” + V[_r,r}f:|

< M[[f(0)] + Vf]

for all s € [a, b].
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So, for each r > 0, I, is HK integrable on [a, b] and is bounded for a fixed constant. Moreover,
by Theorem 21 and Hake’s theorem

lim T, (s) =T'(s)

r—00

foralls € [a,b].
Using the Lebesgue Dominated Convergence Theorem, we have that I' is HK integrable on
[a,b] and
b b
/ I(s)ds = lim [ T,(s)ds.
a

r—0o0 Ja

Now, because of f is Lebesgue integrable on [—7, r]; ¢ is measurable and bounded; and by
Fubini’s theorem, it follows that

/ab jrf(t) (t,5)dtds = //f (t,5) dsdt.

Consequently

b b
rlgglo/ /f (t,s)dsdt = rlg]& : l"r(s)ds:/’Z ['(s)ds.

So by Hake’s theorem,

/ /f (t,s)dsdt = / s)ds = // f(t)g(t,s)dtds.

Theorem 24. Let f € BVy(R) and ¢ : R x R — C be a function such that its partial derivative
D,g is bounded and continuous on R x R. If sy € R is such that

O

1. there is K > 0 for which ||g(+,50)|[,0] < K for all [u,v] C R, and
2. sq satisfies Hypothesis (H) relative to Dyg.

Then T is derivable at s, and

I (s0) = /_ °; F(E)Dag(t, 50)dt. (19)
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Proof. Using conditions (1) and (2) and the Mean Value theorem, there exist § > 0 and
M > 0 such that, for each s € (sp — 4,59 + 6),

"0
/ ng(t,s)dt‘ <M and
u

/vg(t,s)dt’ <M, 20)

for all [u,v] C R.

Let a, b be real numbers with s) — 6 < a < sp < b < syp+ 6. We use Theorem 12 to prove
(19). The function f(t)g(t,-) is differentiable on [a,b] for each t € R, therefore f(t)g(t,-) is
ACGg on [a,b] for all t € R. By (20) and Theorem 9, f(-)g(:,s) is HK-integrable on R for all
s € [a,b]. Then

Mso) = [~ F(t)Dag(t, o)

when, if

T, = /_ °; F(H)Dag(t, )dt

is continuous at sg, and

/st /_o:of(t)ng(t,s)dtds = /_0:0 '/stf(t)ng(t,s)dsdt

for all [s,f] C [a,b]. The first affirmation is true by (20) and Theorem 22, and the second
affirmation is true due to (20) and Theorem 23 O

3.1. Some applications

An important work about the Fourier transform using the Henstock-Kurzweil integral:
existence, continuity, inversion theorems etc. was published in [5]. Nevertheless, there are
some omissions in that results that use the Lemma 25 (a) of [5]. Also the authors of this book
chapter in [6], [3] and [4] have studied existence, continuity and Riemann-Lebesgue lemma
about the Fourier transform of functions belong to HK(IR) N BV(R) and BVj(R). Following
the line of [6], in Theorem 26 we include some results from them as consequences of theorems
above section.

Let f and g be real-valued functions on R. The convolution of f and g is the function f * ¢
defined by

frat) = [ fle—yzmy
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for all x such that the integral exists. Several conditions can be imposed on f and g to
guarantee that f * g is defined on R. For example, if f is HK- integrable and g is of bounded
variation.

Lemma 25. For f € HK(R) NBV(R), lim f(x) =

[x]|—00

Proof. Since f is a bounded variation function on R then the limit of f(x), as |x| — oo, exists.

Suppose that i lllm f(x) =a #0. Take 0 < € < |a|. There exists A > 0such thata —e < f(x),

for all |x| > A. Observe that f(x) > 0 on [A, ), so f € L([A,)). Therefore the constant
function « — € is Lebesgue integrable on [A, o), which is a contradiction. O

Observe, as consequence of above Lemma, we have that the vector space HK(R) N BV(R) is
contained in BVy(R). So the next theorem is an immediately consequence of above section.

Theorem 26. If f € HK(R) N BV(R), then

1. f exists on R.
2. fis continuous on R \ {0}.
3. If g(t) = tf(t) and g € HK(R) N BV(R) , then f is differentiable on R \ {0}, and

-~

f (s) = —ig(s), foreachs e R\ {0}.

-~

4. Forh e LY(R)NBV(R), f+h(s) = f(s)h(s) forall s € R.

Proof. We observe that

v . 2
/ e‘”sdt' <2 1)
u Is|

for all [u,0] C R. Thus, each sy # 0 satisfies Hypothesis (H) relative to e~*.

-~

(a) Theorem 21 implies that f(sy) exists for all sy # 0 and, since f € HK(R), f(0) exists.
Therefore f exists on R.

(b) By Theorem 22, f is continuous at s, for all sy # 0.
(c) It follows by Theorem 12 in similar way to the proof of Theorem 24.
(d) Let k(x y) = f(y — x)e~"¥°, where s is a fixed real number. We get, for each y € R and all

[u,0] €

‘/uv k(x,y)dx

= ’/uvf(y—x)dx
Sleeet

< [Iflla-
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So, every real number y satisfies Hypothesis (H) relative to k. Now, observe that 1 € BV(R)
and k is measurable and bounded. Thus, by Theorem 23,

/ﬁ? /7 k(x,y)dxdy = / / k(x,y)dydx, (22)

foralla > 0.
On the other hand,

‘h(x) ja fly— x)e_iysdy‘ < |h(x)] ‘/ﬁaxxf(z)e_izsdz
< (1) [ £()e O 4.

Since h € L(R), using Dominated Convergence theorem, it follows that

-~

FORe) = [ hex) [ fly— e vy

[ee] a .
= lim h(x) / fly —x)e ¥ dydx.
—00 J—a

a—oo

Moreover, from (22), we have

F(s)s) = lim / /f ¥ dxdy
= lim [ (f*h)( Je~¥dy.

We conclude, by Hake’s theorem, that

f*h(s) = f(s)h(s).

Recall that the Laplace transform, at z € C, of a function f : [0,00) — R is defined as

2) = /0 " f(t)e .

Theorem 27. If f € HK([0,00)) N BV([0,0)), then

1. L(f)(z) exists forall z € C.

2. IfF(x,y) = L(f)(x +iy), then F(-,y) is continuous on R for all y # 0, and F(x, -) is continuous
on R forall x # 0.
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4. A set of functions in HK(R) N BVp(R) \ L'(R)

Taking into account Lemma 25, the set HK(IR) N BV (RR) is included in BVy(R) and does not
have inclusion relations with L' (R). Since the step functions belong to HK(R) N BV (RR), then
by Lemma 13, we have that HK(R) N BV(RR) is dense in HK(R). In this section we exhibit a
set of functions in HK(R) N BV,(R) \ L}(R).

Proposition 28. Let b > a > 0. Suppose that f [a,00) = R is not identically zero, is continuous
and periodic with period b — a. Let F(x f f(t)dt be bounded on [a,c0). Moreover, assume
that ¢ : [a,00) — Risa nonnegatzve and monotone decreasing function which satisfies the next
conditions:

(i) lim 00 @(t) =0,
(i) ¢ ¢ HK([a, 00)).

Then the product ¢f € HK([a,0))\ L!([a,0)).
Proof. We take t, € (a,b), d, > 0 and 7 > 0 such that
v <|f(#)] foreach € [t,— 0, to+do] C (a,Db).

Periodicity of f gives

v <If()]
for each t € U2 o[to — 0o + k(b —a), to + do + k(b — a)]. Therefore,

b+n(b—a) to+0,+k(b—a)
/u o(If(t |dt>72/ o(t)dt

—6o+k(b—a)

n to+0,+k(b—a) Kb p
> to+ 0o + k(b —a))dt
= 7,;)/t0—50+k(h—a) #(to + 0 +k(b—a))

n

= 7(260) Y @(to+ 0o + k(b —a)). (23)
k=0

Also,

"b+n(b—a) n_ rb+k(b—a)
[ Tewar<y [T o
a k=0 a

+k(b—a)
n b-+k(b—a)
<Y opltkt-a) [
k=0 arro—a
< (- a)p(a) 24)

n

+(b—ﬂ)k;§0(t0 + 6+ (k—1)(b—a)).

97



98

Fourier Transform - Signal Processing and Physical Sciences

Because of ¢ ¢ HK([a, c0]), we get limy o fabﬂz(h*”) @(t)dt = oo. Thus, equations (23) and
(24) imply ¢f ¢ L'([a,00)]. On the other hand, by Chartier-Dirichlet’s Test of [11], the

function ¢f belongs to HK([a,0)). O

Corollary 29. Let a, B be positive numbers such that « + > 1 with p < 1. Suppose a > 0 and
f i [a,00) = R obeys the hypotheses of Proposition 28. Then, the function f, g : [al/%, 00) = R
defined by

fuply = L5 25)

is in HK([a'/*,00)) \ L} ([a'/%, o).
Proof. The change of variable u = t* gives,

© ) [ fw)

ar B a M%Jrl

du. (26)

The hypotheses for «, f imply that the function ¢(u) = u~1%+1] satisfies the conditions of

Proposition 28. Then, ¢f € HK([a,00) \ L!([a, 00)), satisfying the statement of the corollary.
O

Proposition 30. Let § > o > 0 be fixed with p+a > 1. Suppose f : [a,00) — R is a bounded and
continuous function, with bounded derivative. Then the function f g : [a/%,00) — R, defined by

fap(t) = f(t%)/tF, belongs to the space BV ([a'/*, 00)).
Proof. Let My and M, be bounds for f and f’, respectively. We have,

_of(#%)  BF(E)

fu/c,‘B(t) - t‘B*DHrl tﬁ+1 ’

which gives

aMy ﬁMl
fip®)] < el T g

Now, take x > as. Since § —a > 0, then

DCMZ ﬁM] 1
h—atl T Bl ([ax, x))-

A straightforward application of the Theorem 7.7 of [11] implies fo/c,ﬁ e L([aV% x)).
Moreover
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t7ﬁ+“71dt

X
1
I

X
[ Vepolar < vy |
X
+ﬁM1/1 t=P-14¢
ax
__lXMz ( 1 _ 1 )
B—a \xPe a?
1 1
(-5)
xP gt
oMy 1 My
- ‘B_“gﬁai gg

These estimates together with the Theorem 7.5 of [11] imply,

If x tends to oo, one gets f, g € BV([a'/%, 00)). O

Corollary 29 and Proposition 30 provide us Henstock-Kurzweil integrable functions defined
on unbounded intervals which are not Lebesgue integrable.

Corollary 31. Let a, a, B be such that: 0 < 4,0 < a < f < 1and 1 < B+ a. Suppose that
f i [a,00) — R satisfies both the hypotheses of Corollary 29 and Proposition 30. Then, the function
fa,p belongs to HK([a/%,00)) N BV ([a'/*, 00)) \ L1 ([a!/%, c0)).

Taking into account the above functions we have the following corollary.

Corollary 32. Let a, o, B be such that: 0 < 4,0 < a < B < 1and1 < B+ w, and let h in
BV([—a'/%, a'/%]). Suppose that f : [a,00) — R satisfies both the hypotheses of Corollary 29 and
Proposition 30. Then f : R — R defined by

h(t) lf fe (_ﬂl/oc’ al/”‘),

8 =9 f(t)

1P if fée (—oco, —a/*]ulal’/?, o)

is in HK(R) N BV(R) \ L(R).
Example 33. Let us consider the trigonometric functions sin(t) and cos(t). Then the following

family of functions satisfies the hypotheses of Theorem 34.

: o
sinf : R = R; sinf(t) = )(M(t)w

cos% ‘R - R; COS%(t) = Xu (1)
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Here x,, and x,, are the characteristic functions of the intervals (/% 00) and [(71/2)V/%, o),
respectively. The numbers w, B are taken as in Corollary 31.

From the above example belongs to HK(R) N BV(R) \ L(R). By the Multiplier theorem it
follows that HK(R) N BV(R) C L?*(R), so the above function is in BVp(R) N L2(R) \ L(R).
Therefore, there exist functions in L>(R) \ L(R) such that their Fourier transforms exist as
in (1), as an integral in HK sense.

5. The Riemann-Lebesgue Lemma and the Dirichlet-Jordan Theorem for
BV, functions

The Riemann-Lebesgue lemma is a fundamental result of the Harmonic Analysis. An novel
aspect is the validity of this lemma for functions which are not Lebesgue integrable, since this
fact could help to expand the space of functions where the inversion of the Fourier transform
is possible. In this section we prove a generalization of the Riemann-Lebesgue Lemma for
functions of bounded variation which vanish at infinity. As consequence, it is obtained a
proof of the Dirichlet-Jordan theorem for this kind of functions. This theorem provides a
pointwise inversion of the Fourier transform.

We observe that the implications 1 and 2 of Theorem 26 are particularizations of the next
result.

Theorem 34 (Generalization of Riemann-Lebesgue Lemma). Let ¢ € HKj,.(R) be a function
such that ®(t fo x)dx is bounded function on R. If f € BVy(R), then the function H(w) =
S f®) wt dt is deﬁned on R\ {0}, it is continuous and

lim H(w) = 0.

|w|—o0

Proof. Given w € R, we define ¢, (t) = ¢(wt). Because of ¢ € HKj,(R), then ¢ and
¢w are in HK([0,b]), for b > 0. By Jordan decomposition, there exist functions f; and f,
which are nondecreasing functions belonging to BVy(R) such that f = f; — f». Hence,
by Chartier-Dirichlet’s Test, f¢, € HK([0,00]). By applying the Multiplier Theorem and
supposing w # 0, it follows

/Ooof(t)fp(wt)dt _ /°° ®(wt)

[t
- %dh(t) 28)

T TAO)

where df;(t) is the Lebesgue-Sieltjes measure generated by f;, i =1,2.
Let § a positive number and let M the upper bound of |®|. For w € [B, o) we have that
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' @(wt)

M
< —, 29
‘ﬂ ®)

Since ®(wt)/w is continuous over [B,o0) and the measures df;(t) are finite, then by the
Dominated Convergence Theorem applied to right side integrals in (28), it follows that

lim H(w) = H(wy),

w—wy
for each wy € [B, o). Since B is arbitrary, we obtain the continuity of H on (0, o).
Moreover, by (28), we have for w € (0, ) that

M

2] Var(f; [0, 00]).

[ ot <

Thus, we conclude that

lim /O " f()p(wh)dt = 0.

|w|—o0
To complete the proof, we use similar arguments for the interval (—co, 0]. O

The above theorem confirms that H € Cy(R \ {0}), for each f € BVy(R). As corollary we
have the Riemann-Lebesgue Lemma.

Corollary 35. If f € BV(R), then f € Co(R \ {0}).

We know that if ¢, € BV ([, o0]) then gh € BV ([, o]). Employing this fact and Theorem 34
we get the following corollary.

Corollary 36. Suppose that 5,a > 0 and f € BV(R), then

M—roc0

lim /@efﬂmdt =0.
J ot
6

The Sine Integral is defined as

which has the properties:

1. Si(0)

= O, llmxﬁoo Sl(X) =1and
2. Si(x) < Si(m) for all x € [0, c0].
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We use the Sine Integral function in the proof of the following lemma.

Lemma 37. Let § > 0. If f € BVy(R), then

lim / FoIE g —
o

e—0 t

Proof. By Lemma 10 we have

* sinet
<
[ ] <

/tsm (/; “L‘“w) df(t)‘ . (30)

Since for each t € [a,00): lim,_, f;f siitgy = 0 and ‘f;: Siﬂ”du‘ < ntSi(r) for all € > 0.

Then, we obtain the result applying the Lebesgue Dominated Convergence theorem to the
integral on the right in (30). O

Lemma 38. Suppose that 0 < a < Bora < p <0.If f € BVy(R), then for all s € [a, ] we have

B B e ,
lim [ ¢ / F(t)e St dtds = / s / F(t)e ™ dtds. (31)
14 a 4 — 00

a——00
b—ro0

Proof. We will do the proof for 0 < a < B. Let fou(s) = fohf(t)e’iStdt and fo(s) =

I f (t)e~stdt, which are continuous on R ~ {0}. Therefore the integrals in (31) exist. We
know that there is R > 0 such that |f(f)] < R for all t € R, and that for any b > 0 :
V(f;[0,b]) < V(f;][0,00)). For each s € [a, B] the Multiplier theorem implies

’J?Oh(s)) < ;{R—I— V(f;[0,00))} = N.

This inequality implies that for any b > 0 and all s € [a, B] :

eixsﬁ)b(s). <N, for each x € R.

Applying the theorem of Hake we have: limj .o ﬁ)b(s) = ]?O(s). Then, by the Lebesgue
Dominated Convergence theorem,

B . B .~
lim elxsfob(s)ds:/ e fo(s)ds.
o

b—oo Ju

To conclude the proof, we follow a similar process over the interval [4,0] leading a to minus
infinity. O

To obtain the Dirichlet-Jordan theorem we state the following lemma [22, Theorem 11.8].
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Lemma 39. Let 6 > 0. If g is of bounded variation on [0, 6], then

.29 sin Mt
Jdim = [ e =t = g(0+)

Theorem 40 (Dirichlet-Jordan Theorem). If f is a function in BVy(IR), then, for each x € R,

lim [ éxfs = %{ Flx+0)+ f(x—0)}. (32)

e—0 e<|s|<M
Proof. Let g(x,t) = f(x —t) + f(x +t) and suppose that § > 0. By Fubini’s theorem for the

Lebesgue integral [22, Theorem 15.7] at [—M, —¢| X [a,b] and [¢, M] x [a,b] and Lema 38, we
have

[ e / f())edtds = Tim ( /7£+ / )e""s /abf(ﬂe”'“dfds

e<|s|<M b—c0

i, [0 ([ g [) o
_/mf(t)(/er/) (1) sy

= 2/ g(%(sinM t — sinet)dt
0

= 2/5 g(J;,f) (sin M t — sinet)dt

)
—|—2/ @(sinM t — sinet)dt.
0

In [, 00], by Corollary 36 and Lemma 37, we get

lim /Oo g(’;’t) (sinM t — sinet)dt = 0. (33)

M—o0,e—0.J45

In [0, 4], applying the Lebesgue Dominate Convergence theorem,

)
lim/ @ sinetdt = 0. (34)

e—0.J0
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Now, by Lemma 39,
_ g sin Mt T
Jim [ g0 S e = g(1,04) = T [f(x—0) + fx+0)].
We conclude the proof combining (33), (34) and the above expression. O

We observe that the classical theorem of Dirichlet-Jordan on L(IR) is a particular case of
Theorem 40. Taking into account that HK(R) N BV(R) C BVy(R), then from Theorem 34

and Theorem 40 we get that if f € HK(IR) N BV(IR), then its Fourier transform f(s) exists in
each s € R; f € Cp(R\ {0}), and the expression (32) holds for each x € R.

Corollary 41. There exist functions in L>(R) \ L(R) such that their Fourier transforms exist as in
(1) and, for each x € R, the expression (32) is true.

6. Conclusions

We present theorems about convergence of integrals of products in the completion of HK(I),
which those we have a version of Riemann-Lebesgue Lemma (over compact intervals) and
analogous results at Riemann-Lebesgue property, a characterization of behavior of n-th
partial sum of the Fourier series. Moreover, we have gotten basic properties (existence as
integral, continuity, asymptotic behavior) about Fourier transform using Henstock-Kurzweil
Integral, for this was necessary to get a generalization of Riemann-Lebesgue Lemma over
BVy(R), in particular those characteristics are valid over HK(R) N BV(R). This intersection
does not have relation inclusion with Lebesgue integrable functions space, we give a set of
functions such that it belongs to HK(R) N BV(R) \ L(RR). Finally we have a generalization of
Dirichlet-Jordan over BVj(RR).
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Chapter 5

Double Infinitesimal Fourier Transform

Takashi Gyoshin Nitta

Additional information is available at the end of the chapter
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1. Introduction

For Fourier transform theory, one of the most important and difficult things is how to
treat the Dirac delta function and how to define it. In 1930, the Dirac delta function was
defined originally by Paul A.M. Dirac([1]) in order to create the quantum mechanical theory
in Physics. In classical mechanics, there is the beautiful Newton’s law. Under it, it is assumed
that a particle is a point with a mass. For the investigation of a small world for example,
elementary particles, it should be changed to the quantum mechanical theory where particles
are not already only points as in Mathematics but also some area with infinitesimal length
for us. They have some properties like waves. The Dirac delta function is defined to be
realized the image of the particle in the small world. The particle changed to be the moving
wave, and it becomes a set of such waves. It is called field in Physics and we need the second
quantization . The quantum mechanics is developed to the quantum field theory where the
delta function is much complicated to treat in the standard mathematical theory.

The delta function is usually defined as the delta measure in the functional analysis. Under
the basic definition, the functional analysis is developed in the functional space for example
Banach space, Hilbert space. These theory is applied to the existence problem of solutions for
the ordinary and partial differential equations. On the other hand, the delta function is also
defined just as a function in the extension of the real number field ([3],[4],[5],[18]) in 1962.
The idea is that firstly the real and complex number fields are extended to the nonstandard
universe, secondly the delta function is defined as a function in the extended universe (cf.

[3D.

In this chapter the real number field and complex number field are extended twice and a
higher degree of delta function is defined as a function on the space of functions. By using the
secondly extended delta function, the Fourier transform theory is considered, that is called
" double infinitesimal Fourier transform ". In the theory, the Poisson summation formula
is also satisfied, and some important examples are calculated. The Fourier transforms of 4,
52, .. ,and V4, ... can be calculated, which are constant functions as 1, infinite, ... , and

infinitesimal, ... .

I m EC H © 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and eproduction in any medium, provided the original work is properly cited.



108

Fourier Transform - Signal Processing and Physical Sciences

Then the Fourier transform of the gaussian functional is also calculated. The gaussian
functional means that the standard part of the image for a € L? is exp (—nC =, zxz(t)dt) ,
for { € C with Re(¢) > 0. The double infinitesimal Fourier transform is calculated as
Czexp (—nC’l s Déz(t)dt) for & € L?(R), in which C; is a constant independent of a .

Finally a sort of functional is constructed in the theory that associates to Riemann’s zeta
function. The path integral is defined for the application in the theory, and it is shown that
the path integral of the functional Zs corresponds to Riemann’s zeta function in the case
that Re(s) > 1. By using the Poisson summation formula for the functional, a relationship
appears between the functional and Riemann’s zeta function.

2. Infinitesimal Fourier transform

The usual universe is extended, in order to treat many stages of delta functions and functions
on the space of functions. For the extension, there exists two methods, one is the second
extension of the universe in the nonstandard analysis ([8],[9]) and the other is the Relative
set theory in the axiomatic set theory ( [13]). The first one ([8],[9]) is explained here, by using
an ultrafilter .

2.1. First extension of the universe

Let A be an infinite set. Let F be a nonprincipal ultrafilter on A. For each A € A, let S) be a
set. An equivalence relation ~ is induced from F on [Tycp Sy. For a = (xy), B = (Br) (A €
A),

a~p<={AeA|lay=p,}€F. (1)

The set of equivalence classes is called ultraproduct of S, for F with respect to ~. If S = S
for A € A, then it is called ultraproduct of S for F and it is written as *S. The set S is naturally
embedded in *S by the following mapping :

s(€8) s [(sx =5),A € A] (€ *S) )

where [ ] denotes the equivalence class with respect to the ultrafilter F. The mapping is
written as *, and call it naturally elementary embedding. From now on, we identify the
image *(S) as S.

Definition 2.1.1.

Let H (€ *Z) be an infinite even number. The infinite number H is even, when for H =
[(Hy), A € A], {A € A|Hyiseven} € F. The number 4 is written as e&. We define an
infinitesimal lattice space L, an infinitesimal lattice subspace L and a space of functions R(L)
on L as follows :

L:=¢*Z = {ez|z € *Z},

L;:{gz‘ze*Z,—%§£z<%}(CL),
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R(L) := {¢ | ¢ is an internal function from L to *C}.

The space R(L) is extended to the space of periodic functions on L with period H. We write
the same notation R(L) for the space of periodic functions.

Gaishi Takeuchi([18]) introduced an infinitesimal ¢ function. Furthermore Moto-o Kinoshita
([4],[5]) constructed an infinitesimal Fourier transformation theory on R(L). It is explained
briefly.

Definition 2.1.2.

For ¢, ¢ € R(L), the infinitesimal ¢ function, the infinitesimal Fourier transformation F¢ (&
R(L)), the inverse infinitesimal Fourier transformation Fg (€ R(L)) and the convolution
@+ (€ R(L)) are defined as follows :

S €R(L), 6(x):= {é{ g ; 8; 3)
(Fo)(p) := ngEeXp (—2mipx) ¢(x) (4)
(Fo)(p) = x;LSQXp (27ipx) (x) (5)

(9x1)(x) = yEZLw(x—y)lP(y)- (6)

The definition implies the following theorem as same as the Fourier transform for the finite
discrete abelian group.

Theorem 2.1.3.

(1) 6 =F1=F1, (2) Fis unitary, F*=1,FF=FF =1,

Q@) fro=0xf=f (4) frg=g*]f,

(5) F(f*g) = (Ff)(Fg), (6) F(f*g) = (Ff)(Fg),

(7) F(fg) = (Ff) = (Fg), (8) F(fg) = (Ff)*(Fg).

The definition implies the following proposition by the simple calculation:

Proposition 2.1.4.

If ] € R, then

Fst = (H)U-Y). (7)

Examples of the infinitesimal Fourier transform for functions
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The infinitesimal Fourier transforms of the gaussian function ¢¢, ¢;,, € R(L) are calculated
as follows: @z (x) = exp(—¢mx?), where ¢ € C, Re(g) > 0

@im(x) = exp(—immx?), where m € Z.
For Pz, we obtain :

Proposition 2.1.5.

(Foe)(p) = cér(p)(pg(%), where cz(p) = Lyep eexp(—&m(x + ép)z) and p is an element of
the lattice L.

If p is finite, then st(cz(p)) = %

Proof. The infinitesimal Fourier transforms of ¢ is :

(Foe)(p) = Y. eexp(—2mipx) exp(—Emx?)
xX€L
= (L cowp(-erlx+ PP exp(—mp?) = ce(ploe(5) ®)
xXe

where cz(p) = Yyep eexp(—Em(x + ép)z). If p is finite, then st(cz(p))

) ] 2 1
= [T exp (—Cn (t—|— ést(p)) ) dt = 7
Theorem 2.1.3 (8) implies the following for c¢ :
Proposition 2.1.6.

0:(x') = (Fee(p) * (3 (~x)ge(x)) ) (). ©)

Proof. ltis obtained : (Fgz)(p) = cz(p)@z (%), and put F to the above :
(F(Fpe))(x) = (Flez (p) oz (5))) (x)

= (Feg(p) = Foe(5)) (), thatis, oz (x) = (Feg(p) * Fgg (5)) (x).

Now (Fge(5))(x) = Tper eexp(—2mipx) exp(—&(5)2m)

= Ypereexp(—m}(p? — 2micpx)) = (Lper eexp(—F(p —ix)?)) oz ().

By the definition : cz(p) = Lyer eexp(—mg(x + i%p)z), the sum
Ypel sexp(—f( —ifx)?) is c%(—x). Hence

NS
A

o:(¥) = (Feg(p) (e (~2)g¢(x)) ) (¥): (10)
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For the following proposition 2.1.7, the Gauss sum is recalled (cf.[15]) : For z € N, the Gauss

sum Y7~ exp(—iZ212) is equal to \/EHl(%ll)

Proposition 2.1.7. If m|[2H? and m|£, then
1,
(E@in) (p) = cim(p) exp(intp7) (11)

2
H2 2

22 e .
where c;, (p) = /% 1+11+T for positive m and ¢;, (p) = 1/ *2—’"”(17_[1 for negative m.

Proof. (Fgi)(p) = Lyer eexp(—immx?) exp(—27mixp)

= cim(p) exp(ir5;p%), where cip (p) = Ler eexp(—imm(x + 1)?).

Since m|£, the element £ is in L. It is remarked that exp(—inmmx?) = exp(—irm(x + H)?).
For positive m,

cim(p) = ) eexp(—imnx?) = ?(e\/ 25”%:?) (12)

xeL

2

212
by the above Gauss sum. Hence ¢, (p) = /% 1?’#’

. For negative m, the proof is as same
as the above.

2.2. Second extension of the universe

To treat a *-unbounded functional f in the nonstandard analysis, we need a second
nonstandardization. Let F, := F be a nonprincipal ultrafilter on an infinite set Ay := A
as above. Denote the ultraproduct of a set S with respect to F, by *S as above. Let F; be
another nonprincipal ultrafilter on an infinite set A;. Take the *-ultrafilter *F; on *A;. For
an internal set S in the sense of *-nonstandardization, let *S be the *-ultraproduct of S with
respect to *F;. Thus, a double ultraproduct *(*R), *(*Z), etc are defined for the set R, Z, etc.
It is shown easily that

*(*8) = SAlez/Fle’ (13)
where FllE * denotes the ultrafilter on A X Aj such that forany A C Ay X Ay, A € FllE 2 if and
only if

{rAeM|{pen]|(Au) €A} e K} € F. (14)

The work is done with this double nonstandardization. The natural imbedding *S of an
internal element S which is not considered as a set in *-nonstandardization is often denoted
simply by S.

11
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An infinite number in *(*R) is defined to be greater than any element in *R. We remark
that an infinite number in *R is not infinite in *( *R), that is, the word ”an infinite number
in *(*R)” has a double meaning. An infinitesimal number in *(*R) is also defined to be
nonzero and whose absolute value is less than each positive number in *R.

Definition 2.2.1.

Let H(€ *Z), H' (€ *(*Z)) be even positive numbers such that H' is larger than any element
in *Z, and let ¢(€ *R), ¢ (€ *(*R)) be infinitesimals satifying eH = 1, ¢ H' = 1. We define
as follows :

L:=¢*Z={ez|z€ *Z}, L' :=¢*(*Z) = {2 |2/ € *(*2)},
L::{sz‘ze *Z,——<£z< }(CL),

L= {e’z’

Ze*(*z), -2 <7 < %’}(c L).
Here L is an ultraproduct of lattices

H Hl
Ly = {eyzy )zy €Z, —~ <euzy < 7’} (n € Ap)

in R, and L' is also an ultraproduct of lattices

H/
L := {EIAZ/A zh € *Z,——A<8AZA< QA} (A eA)

in *R that is an ultraproduct of

i

H / H//\y
ZAH €z, <e )WZM[ < ot (pe ).

/
L)\y {EAysz

A latticed space of functions X is defined as follows,

= {a|a is an internal function with double meanings, from*L to L'}
= {[(ay), A € A1]]a, is an internal function from L to L} } (15)

where ay : L — L) isay = [(ay,), p € Ao, apy i Ly — L/AH'

Three equivalence relations ~, ~, ) and ~p are defined on L, x(L) and L':
x~py<s=x—yEH'Z, x~ gy x—yex(H)"(*Z),
X~y <= x—yeH**Z).

Then L/ ~p, *(L)/ ~.u) and L'/ ~p are identified as L, *(L) and L'. Since *(L)
is identified with L, the set *(L)/ ~,(p) is identified with L/ ~p. Furthermore X is
represented as the following internal set :

{a]ais an internal function from *(L)/ ~, g to L'/ ~pp}. (16)
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The same notation is used as a function from *(L) to L’ to represent a function in the above
internal set. The space A of functionals is defined as follows:

A :={f| f is an internal function with a double meaning from X to *(*C)}.  (17)

An infinitesimal delta function §(a)(€ A), an infinitesimal Fourier transform of f(€ A), an
inverse infinitesimal Fourier transform of f and a convolution of f, g(€ A), are defined by
the following :

Definition 2.2.2. The delta function

) =
5(a) = {O oy (19
and, with g9 := (H')~("H)* € *(*R),
(EF)(b) = X eoexp (—zm Y a(k)b(k)) f(a) (19)
aeX kel
(F) = ¥ coexp (zm' Y a(k)b(k)) f(a) 0)
aeX kel
(f*8)(a) == /szof(ﬂ —a')g(d). (1)
The inner product on A is defined as:
(f.8):= Y cof (b)g(b), (22)
beX

where f(b) is the complex conjugate of f(b). In the section 3, Riemann’s zeta function
is written down as a nonstandard functional in Definition 2.2.2. In general, Y a*(k) is
infinite, and it is difficult to consider the meaining of F, F in Definition 2.2.2 as standard
objects. They are defined only algebraically. In order to understand Definition 2.2.2
analytically for a standard one, we change the definition briefly, to Definition 2.2.3. By
replacing the definitions of L', 6, €y, F, F in Definition 2.2.2 as the following, another type of
infinitesimal Fourier transformation is defined later. The different point is only the definition
of an inner product of the space of functions X. In Definition 2.2.2 , the inner product of
a, b(€ X) is Yrep a(k)b(k), and in the following definition, it is *¢ Y <y a(k)b(k). Definition
223. U= {e' |2 € *(*2), —*HY <7 < *HYE ],

* (*H)Z 7(* 2
5(a) = {( H) =z HUH* (a=0), (23)
0 (a#0)
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*17\2
and, with ¢ := (*H)_%H’—(*H)2

(Ff)(b) := ) egexp (—2ni*s Y a(k)b(k)) f(a) (24)
acX kel
(Ef)(b) := 2)(50 exp <2ni*€l§a(k)b(k)> f(a). (25)

Then the lattice Lﬁ\y is an abelian group for each Au. The following theorem is obtained as
same as the case of the discrete abelian group :

Theorem 2.2.4.

(1) 6 =F1=F1, (2) Fisunitary, F*=1,FF=FF =1,
Q@) frod=0xf=f (4 frg=g*/f,

(5) F(f=g) = (Ff)(Fg), (6) F(f=*g) = (Ff)(Fg),

(7) F(fg) = (Ff) = (Fg), (8) F(fg) = (Ff) = (Fg).

The definition directly implies the following proposition :

Proposition 2.2.5. If ] € RY, then

F§' = (H')(=DCHF, (26)

If there exists «, B € L?(R) so that a = *a|;, b = *B|;, that is, a(k) = x(*a(k)),
b(k) = x(*B(k)), then st(st(*e Lxep a(k)b(k))) = [~ a(x)b(x)dx. Definition 2.2.3 is easier
understanding than Definition 2.2.2 for a standard meaning in analysis. For the reason, we
consider mainly Definition 2.2.3 about several examples. However Definition 2.2.2 is also
treated algebraically, as algebraically defined functions are not always L?-functions on R.
The two types of Fourier transforms are different in a standard meaning.

Examples of the double infinitesimal Fourier transform

It is defined: an equivalence relation ~ .y in L' by x ~.yy y < x —y € *HH' *(*Z). The
quotient space L'/ ~ .y is defined with L'. Let

Xy g = {a’'|4is an internal function with a double meaning, from *L/ ~«(H)
to L// ~xHH' }

and let e be a mapping from X to Xp -gp, defined by (e(a))([k]) = [a(k)], where [ ] on the
left-hand side represents the equivalence class for the equivalence relation ~, ) in *L, kis

a representative in *(L) satisfying k ~, () k,and [ ] on the right-hand side represents the
equivalence class for the equivalence relation ~ .y in L’. Furthermore f(a’) is identified to

be f(e~1(a")).
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The double infinitesimal Fourier transform of exp (—7 *e¢ Yy a*(k))

The double infinitesimal Fourier transform of

gz(a) = exp (-ﬂ*sé ). ﬂz(k)> , (27)
kel
where ¢ € C, Re(g) > 0,

is calculated in the space A of functionals, for Definition 2.2.3. It is identified *(*&) € C with
e cC

Theorem 2.2.6. F(gz)(b) = Cg(b)gg(g), where b € X and

Ce(b) = ) _ egexp (—n*sé Y (a(k) +i1b(k))2> . (28)

aeX kel g

Proof. The infinitesimal Fourier transform of gz(a) is done.
F(8z)(b) = F (exp (—m*e¢ Lyer a*(k))) (b)

= Yaex o exp (=2ir e Lyep a(k)b(k)) exp (=7 *ed Lyep a* (k)
= Ce(b)gz(Y).

Let xo* : R — *(*R) be the natural elementary embedding and let st(c) for ¢ € *(*R)
be the standard part of ¢ with respect to the natural elementary embedding * o *. Let st(c)
be the standard part of ¢ with respect to the natural elementary embedding x and * . Then
st =stost.

Theorem 2.2.7. If the image of b (€ X) is bounded by a finite value of *R, that is, there
exists by € *R such that k € L = |b(k)| < %(bp), then

st(Cz (b)) = (* <\}E>)H2 (€ "R), st *<(*C(¢;;)>)HZ) =1 (29)

Proof. st(Cy(b)) = st(Laex [Tker vEe' exp (—ne{ve(a(k)) +ive} (b(K)}?))
= Tk [ " exp (—ﬂ‘f{x + i\/%s’fz(b(k))}z) dx

=TTker | %, exp (—7Ex?) dx.
The argument is same about the infinitesimal Fourier transform of g’g(a) =
exp(—7t& Yer a2 (k)), for Definition 2.2.2, as the above.
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Theorem 2.2.8.

Aoyl

F(g)(b) = Bz (b)gz (), (30)

SRSl

where b € X and

Be(b) = Yex €oexp (—HCZkGL(a(k) + i%b(k))z). Furthermore, if the image of b (€ X) is
bounded by a finite value of *R, thatis, by € *Rs.t. k € L = |b(k)| < x(bp) then

st(Bz (b)) = (* (%))H (€ "R), st *((*IZE\Z)))H) =1 31

The double infinitesimal Fourier transform of exp(—iztm *e Y e a*(k))

The double infinitesimal Fourier transform of g;,,(a) = exp(—imm*e Y1 a*(k)), where m €
Z, is calculated for Definition 2.2.3.

Proposition 2.2.9. F(g;,,)(b) is written as Cjy,, (b)g 1 (D).

im

If m|2*HH'? and m|bgf) for an arbitrary k in L, then F(g;,)(b) = Ciu(b)ga (b), where

2*HH'2 ("H)?
Cim(b) = (, / }SHIHT) for a positive m and

(*H)Z
Cim(b) = (\/ {"W) for a negative m.
Proof.
F(8im)(b) = Cin(b)g 1 (b), where Ciy, (b) = Yaex e0 exp(—imm *e Lyer (a(k) + 50(K))?).

When a(k), b(k) are denoted as ¢'n’, 'l,

L g2 ()< H2 exp(—imm*e Tiep (a(k) + 7;b(k))>?

/
. n
- Y exp(—imm*e ) (e'n' + e/%)z). (32)
,*HHT’ZSS/H/<*HHT'2 kel
Since m| bg() , for a positive m, it is equal to

* 12
, [2*HH? 1 4i"n
Y. exp(—irrm *ee'*n'?) = % - +1l+i (33)

12 12
—*HE=<e'm'<*HE=
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. 2*HH'2

(*H)Z
by Proposition 2.1.5. Hence C;,, = (, /% H’H_'l") for a positive m. For a negative m,

the proof is as same as the above.
The argument for the infinitesimal Fourier transform of g/, (2) = exp(—irm L1 a(k)),

for Definition 2.2.2, is as same as the above one of g;;,, for Definition 2.2.3.

b(k)

€/

Proposition 2.2.10. If m|2*HH’'? and m|

for an arbitrary k in L, then (F((g},,))(b) =
202

, (*H)?
Bin(b)g', (b), where By, (b) = (ﬁ“’fﬁ) for a positive m and B;,(b) =

im

212

2 (*H)Z
(\/? W) for a negative m.

2.3. The meaning of the double infinitesimal Fourier transform

There exists a natural injection from a space of standard functions to X as

ars (a:ke L x("ak)) el). (34)

Hence a space of standard functions is embedded in X through the natural injection. If there
is no confusion, standard functions are identified as nonstandard functions by the natural
injection.

For a standard functional f, if the domain of *(*f) is in X, we can define
a Fourier transform F(*(*f)).  Since st(st(F(*(*f))) is a standard functional as
st(st(F(*(*f)))(a) =st(st(F(*(*f))(a))) for a : k € L — x(*a(k)) € L, such standard
functional has a Fourier transform st(st(F( *( *f))).

Similarly to the case of functions, the following subspace £%(A) of A is defined:
Definition 2.3.1.

L%(A) := {f € A| there exists c € *R so that (% Y eolf(a)?) < +oo}. (35)
aeX

The standard part st(Y,cx €o|f(a)|?) is a *— norm in £2(A). Theorem 2.1.3 (2) implies the
following proposition.

Proposition 2.3.2. The Fourier transform F and the inverse F preserve the space £2(A).

Hence if f is a standard functional so that *(*f) is an element of £>(A), the Fourier
transformation F(*(*f)), F(*(*f)) are also in £?(A). Now there is no theory of Fourier
transform for functionals in "standard analysis’, and it is well-known that there is no
nontrivial translation-invariant measure on an infinite-dimensional separable Banach space.
In fact, on the infinite-dimensional Banach space there is an infinite sequence of pairwise
disjoint open balls of same sizes in a larger ball. The measure is translation-invariant,
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the measure of the small balls are same, but the measure of the larger ball is finite, it is
contradiction. By the reason we do not argue a relationship between our Fourier transform
and standard Fourier transform, any more.

Here number fields are extended twice to realize the delta function for functionals. The
extended real number field divided to very small infinitesimal lattices. These lattices are
too small for normal real number field and the first extended real number field to observe
them. Axiomatically, the double extended number field can be treat in a large universe, that
is, relative set theory ([13],[14]). The concept of observable and relatively observable are
formulated, and two kinds of delta functions are defined. The Fourier transform theory is
developed, which is called divergence Fourier transform . It is applied to solve an elementary
ordinary differential equation with a delta function(cf.[12]).

3. Poisson summation formula

The Poisson summation formula is a fundamental formula for each Fourier transform theory.
In this section, it is explained about the Kinoshita’s Fourier transform and our double
infinitesimal Fourier transform . Some examples of the gaussian type functions are calculated
for the applications of the Poisson summation formula.

3.1. Poisson summation formula for infinitesimal Fourier transform

The Poisson summation formula of finite group is extended to Kinoshita’s infinitesimal
Fourier transform.

Formulation

Theorem 3.1.1. Let S be an internal subgroup of L. Then the following formula is obtained,
for ¢ € R(L),

SH72 Y (Fo)(p) = 15172 X 9(x) (36)

pest x€S

where S+ := {p € L| exp(2ripx) = 1 for Vx € S}.

Since L is an internal cyclic group, the group S is also an internal cyclic group. The generator
of L is e. The generator of S is written as es (s € *Z). Since the order of L is H, so s is a
factor of H>.

The following lemma is prepared for the proof of Theorem 3.1.1.
Lemma 3.1.2. St =< SHTZ >.

Proof of Lemma 3.1.2. For p € S, we write p = et. Then the following is obtained:

%) —lesto 2. (37)

exp(2mipes) = 1 <= exp(2rietes) = 1 <= exp(2mit 7l
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Hence the generater of S* is sHTZ.

Proof of Theorem 3.1.1. By Lemma 2.1.2, |S| = B and ISt =s. If x ¢ S, then sHszs =

s

S
eH%x € *Z, and (exp (ZHiSHsz)) =1.ForxelL,

1—exp(27'[isHsz)

. L H2 N

pest Ypest 1 (x€5S5)
_fo xés)
B {s (xe8)’ (38)

Hence

Ypest (F@)(p) = Lpes e(Lrer ¢(x) exp(27ipx))

=¢) o(x)( ) exp(2mipx)) = = Z o(x (39)
X€L pesSt xES
Thus
LY F)p) = 5 ¥ olx (40)
\/g pESi H xX€eS
hence
SH72 X (Fo)(p Y o(x) (41)
pest |5|2 x€S

Proposition 3.1.3.  Especially if s is equal to H, then (#;) implies that }. .51 (Fo)(p) =
Yres ¢(x). The standard part of it is st(L,cs1 (F)(p)) =st(Lyes ¢(x))-

If there exists a standard function ¢’ : R — C so that ¢ = *¢'|[, then the right hand side is
equal to ¥ qcrcoo @' (%), that is, ¥ ooy cooSt(@)(x). Furthermore if s is infinitesimal and
¢ is integrable on R, then

st(es Lres 9(%)) = [Z, ¢’ (x)dx.
Since (f1) 1mphes that

Lpest (Fo)(p) = es Lyes 9(x),
it is obtained st(¥,cs: (F)(p)) = [, ¢/ (x)dx, that is, [ st(e)(x)dx.
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I L

The even number H is decomposed to prime factors H = pj' py - pf;’;, where p; =2, p; <

p2 < -+ < pm, €ach p; is a prime number, 0 < I;. Since S is a subgroup of L, the
number s is a factor of H2. When we write s as pl p2 . pﬁ", the order of S is equal to
p%h ki pélrkz e p%’”*k’” and the order of S* is pl Pz . pﬁ” Hence (27) is

(Pple k)2 Y (Fo)(p)) = (p2rRplhhe . p2l—kn) =3 ¥ ()

pesSt X€S

Examples

Theorem 3.1.1 is applied to the following two kinds of functions :

1.g;(x) = exp(—inx?)
2.9 (x) = exp(—gm?)

where ¢ € C, Re(&) > 0. Then the infinitesimal Fourier transforms are :

\ 3

L(Fgi)(p) = exp(=i7)ei(p) -~ (f2)

)
2.(Foe) (p) = cz(p)ge g

A).P

),

where st(cz(p)) = %, if p is finite. Hence the following formulas are obtained :

LIst“rexp(—ig) ¥ @ip) = 15172 X gilx)
pest x€S
1
25172 L ce(p)oe(£) = 18177 L ge()
pesSt X€S

When the generator of S is ¢s, this is written as the following, explicitly :

1.Hexp(—ig) Y exp(inp?) =s Y exp(—inx?)

peSt x€S
2.H ) cz(p)exp( —fnp =5 ) exp(—¢mx?).
pesSt ¢ X€S

The following proposition is obtained:
Proposition 3.1.4.
(i) If s = H, then the generator of Sis 1 and S = S+ = LN *Z. Hence
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Lexp(—is) Yo exp(inp®)= Y. exp(—imx?) (51)
4 peELN*Z xeLN*Z
1
2. 2 cé(p)exp(—gnpz): Z exp(—zjnxz). (52)
peLN*Z xeLN*Z

Taking their standard parts, we obtain :

251( Y Cg(P)exp(—%ﬂPZ)):St( Y exp(~emd))
peln+z xeln+z
= ) exp(—¢mn?) =0(ig) (53)
—oo<n<oo

where 6(z) is a 6-function, defined by 0(z) = ¥ _ o <o €Xp(imzn?).
(ii) If es is infinitesimal, then the equation:

HY pest c(;(p)exp(—%an) =5Y cgexp(—E&mx?) implies the following:

st(es Y exp(—¢mx?))

xX€S

= /_0:0 exp(—@'ﬂxz)dx = % (54)

st( Y c¢<p>exp<—§np2>>

peSt

It is known that st(c =L, and ¥ oo yeoo exp(—Emx?) in the formula 2 of (i) is equal
z\p N/ <x< p q

to % Y co<p<oo exp(—%npz) by the standard Poisson summation formula. Hence, by 2 of
(i), we obtain st(¥,cs: ¢z (p)exp(—7p?)) = ¥ cocpeoost(cz (p)exp(—p?)).

The formula () in 1 for ¢;(x) is extended to ¢;,(x) = exp(—immx?), for an integer m so
that m|2H? . If m|£, we recall

(Fpim)(p) = cim(p) exp(im s p?),
e

2H2 3
where c;, (p) = /% 1*1;;" for a positive m and ¢, (p) = 1 /—Tmil-‘r(li

Hence \SH’% Lpest cm(p)ea(p) = |S\’% Y xes @im(x). When the generator es’ of S+ satifies

for a negative m.

m|s’, that is, the generator es of S satifies m| HTZ, it reduces to the following:

2H2

ml+im 1, B p )
H\/; 1+i )3 exp(map ) =s Y exp(—immx) (55)

pest X€S

121



122

Fourier Transform - Signal Processing and Physical Sciences

for a positive m,

2H2
—m 1+ (—i) 1, o
H\/i o o Lol pt) =s ) exp(-immd) 6)

pest x€S
for a negative m.

3.2. Poisson summation formula for Definition 2.2.2

Poisson summation formula of finite group is extended to the double infinitesimal Fourier
transform for Definition 2.2.2 on the space of functionals.

Formulation

Theorem 3.2.1. Let Y be an internal subgroup of X. Then the following is obtained, for
feA,

YL EHG) =Y L fa) (57)
beyt acY
where Y+ := {b € X| exp(2mi < a,b>) =1forVa € X} and < a,b >:= Yy a(k)b(k).

Lemma 3.2.2. |Y1| = %

Proof of Lemma 3.2.2. For k € L, we denote Y} := {a(k) € L' |a € Y}.
beYt<=VacY, exp(2miLyer a(k)b(k)) =1

—VkelL, bk)e Y

—b:L— L, VkeL, bk)e Y

Hence |Y*| = [Tiey |Y|- Lemma 3.1.2 implies | Y| = IHTZI Thus

12 12 ¥ H2
Yl = (H> - H7 — @ 58
=) = maml — (58)
Proof of Theorem 3.2.1.
Y72 Y (FAb) = Y72 Yol Y exp(—27ti < a,b >))f(a). (59)

beyt acX  peyt
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0

Y
Since Y pcyiexp(—27mi < a,b>) = {Yl| EZ i Yy’ the above is equal to

Y 2eg| Y YD fla) = [YERHT T Y fa) = Y72 Y f(a)

acY acY acY

In the special case where f(a) = [T fr(a(k)),
(Ff)(b) = Laex €0 exp(—27i Yer a(k)b(k)) [Tker, fi(a(k))

=J1C Y. & exp(—2mia(k)b(k))fi(a(k)).

keL a(k)eL’

(60)

(61)

Namely, the Fourier transform in functional space is the product of those in function space.

Corollary 3.2.3.

(i) If each generator of Yy is equal to 1, f is written as [lxer fr, fx =
Y cocn<cooSt(fi)(n) converges, then

st( ) (EA®) =T1C X st(fi)(n)).

beyt kel —oo<n<oo

“(st(fx))|r, and

(62)

(ii) If each generator of Yj is infinitesimal, f is written as [Trey fx, fx = *(st(fx))|r and st(f¢)

is Li-integrable on R, then

st( ), (F H/ )(£)dt.

byt keL °°<f<°°

Examples

Theorem 3.2.1 is applied to the following two kinds of functionals :

L.fi(a) = exp(—im ) a(k)

keL

2.fz(a) = exp(~¢m ) a(k)?),

kel

where ¢ € C, Re(&) > 0.

(63)
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The infinitesimal Fourier transforms of the functionals are :

L(Efi)(b) = (=

12 f0) - (8)

2.(Ff)(b) = B;<b>f¢<§>,

hence the followings are obtained :

LY (-)F Y R

beYyt

J_
20YH77 Y Bg(b)
beY+t

These are written as the following, explicitly :

LY 73 (=1)7 Y exp(—in ¥ b(k)?

beyt kel

204 Y Ba(b) exp(—%n Y b(k)

bey+ kel

=[Y|"2 Y fia)
acY

=[Y|"2 Y fe(a)
acY

)= Y72 Y exp(—in Y a(k)?)

acY kel

2y =1Y]72 ¥ exp(—&n Y a(k)?).

acYy kel

Corollary 3.2.3 implies the following proposition 3.2.4.

Proposition 3.2.4.

(i) If each generator of Yj is equal to 1, then

1.(—1) 7 st( Y exp(—im [ ] b(k)

beYy+ kel

25t( ) Bg(b) exp(f%ﬂ Y b(k)?))

beYy+ kel

Y. exp(—imn 2y)H*

*00<7’l<00

(Y exp(—gmn?)H

—oo<n<oo

(= @e)™).

(ii) If each generator of Y} is equal to a natural number 7y, then
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L(-1)7st( Y exp(—in [T6(0)?) = [T Y exp(—izmmin?)) (74)

bevyt kel kel —00< <00
25 Y Bg(b)exp(—%n Yok =0 ¥ exp(—gmnin?) 75)
beYy+ keL keL —00<n< 00

(_ H(mk(’(im%@)) :

kel

(iii) If each generator of Yj is infinitesimal, then

25t( Y Be(b) exp(—érc Y b(k)?) = (/jo exp(—Ert)dt) 76)

beyt kel

()
NG :
The above formula (#3) for f;(a) is extended to f;,, (a) = exp(—imm Y ycr a®(k)), for an integer
m so that m|2H'? . If m| b(k)

€

, we recall

(Ffim)(b) = Bim(b)f 1 (b) (77)

im

a2\ () AN
< z 1+11+;-" ) for a positive m , B, (b) = (, / 2ml+(11_)1m) for

Hence |Yi|’1§ Ypey: Bim(b)f1 (b) = \Y|’% Yacy fim(a). When each generator €'s’y of Y-

im

satisfies m|s’y, that is, each generator €’s; of Y} satisfies m| hsl—:, it reduces to the following :

where B, (b)

a negative m.

’M (*H)z
H/CH)? (\/?m) ) exp(in% Y b(k)?) = []sk Y exp(—imm Y a(k)*)(78)

beyt kel kel aeY kel
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for a positive m, and

ml+( i)ZH e 1
* 2 — — —m .
H/CH) (,/2 S ) Y exp(lﬂ%kgb(k)z)

beYyL
= Hsk Z exp(—imrm Z a(k)?) (79)
keL acY kel

for a negative m.

If sy = H' and m|H’, then

212 (*H)Z
14im .1 .
(ﬁu) T eplim, Do) = Dew(-int Tat?h) 60

kel acY kel

for a positive m, and

beyt kel acY kel

. M (*H)Z
(\/?Hﬂ) ¥ explin ¥ b(?) = L expl—imm L a(k?) (6D

for a negative m, that is,

(*H)Z

(\/ﬁexp(—i%)) ) exp(in% Y b(k)?) = Y exp(—imm Y_ a(k)?) (82)

beYy+ kel aeY kel

for a positive m, and

2

(Mexp(ig))(* y exp(iﬂ% Y b(k)?) = Y exp(—imn Y a(k)?)  (83)

beYy+ kel acY kel

for a negative m.

3.3. Poisson summation formula for Definition 2.2.3

Poisson summation formula of finite group is extended to the double infinitesimal Fourier
transformation for Definition 2.2.3 on the space of functionals originally defined in [8].

Formulation
The following theorem for Definition 2.2.3 is obtained as the argument in the section 3.2.

Theorem 3.3.1. Let Y be an internal subgroup of X. Then the following is obtained, for
fea
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Ytem: Y (FAH ) =Y Y fla) (84)

beY-te aeY

where < a,b >¢= *e Y a(k)b(k) and Y€ := {b € X | exp(2mi < a,b >;) = 1 for Va € Y}.

x|
Y]

Lemma 33.2. |[Y*| =
Proof of Lemma 3.3.2. For k € L, it is denoted Y := {a(k) € L' |a € Y}.
beY e VacY, exp(2mi*eYep a(k)b(k)) =1

< VkelL, *eb(k) € Y-

For k € L, generators defined by the following are written as m, n :

Y =<éem>, {bk) € L'| *eb(k) € Yt} =<e'n>.

Now
exp(2mi*ed'me'n) =1 <= *ed'me'n = 1. (85)
It is written Y;*¢ := {b(k) € L'| *eb(k) € Y{*}. Then |Y{*¢| = m. This is equal to ﬁ =
|‘ |‘ Hence
X
Y = IT el = . 6
kel |Y|
Proof of Theorem 3.3.1.

Y72 Y (FA) = Y572 Y eo( Y exp(—27i < a,b >¢))f(a). (87)

beyle aeX beyle

0 (a

Y
Since Y peyicexp(—27i < a,b >¢) = {|YJ_S| (a z Y;' the above is equal to

e~ 2eo|Y e Y f(a) = Y72 Y f(a). (88)

acY acY

The following is obtained:
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Corollary 3.3.3.

(i) If each generator of Yy is equal to 1, f is written as [Trer fx, fx = *(st(fx))|r, and

Y cocn<coost(fx)(n) converges, then

HEt (Y (FH®) =TT Y st(fi)(n).

bey+ kel —oo<n<oo

(89)

(ii) If each generator of Y is infinitesimal, f is written as [Trer fi, fx = *(st(fx))|r, and

st(fx) is L1-integrable on R, then

HY s (FHO) =TT [ st

bey+ kel

Examples Theorem 3.3.1 is applied to the following two functionals :

1.gi(a) = exp(—in*ekZLa(k)2)

2.gz(a) = exp(—¢m*e Y a(k)?)
kel

where ¢ € C, Re(&) > 0. The infinitesimal Fourier transforms are :

]

1.(Fgi)(b) = (=1)2gi(b) - -- ()
2.(Fgg)(b) = Cg(b)gg(g)

| =

hence the following formulas are obtained :

LY 2(-1)2 Y g(0) = Y72 Y gila)

beyle acY
1 b
2[yH72 Y Cab)g E =[Y]72 Y g (a)
bey-te acY

These are written as the following, explicitly :

YR 72 (-7 Y exp(—in*e Y b(k)?) = Y72 Y exp(—in*e Y a(k)?)

beyle kel aeY kel
2. \Y“| ) Ce(b)exp( —771 *e Y a(k |Y|_% Y exp(—¢nte ) a(k)?)
bey-le é‘ kel acY kel

Corollaly 3.3.3 implies the following proposition 3.3.4.

(90)

97)

(98)
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Proposition 3.3.4.

(i) If each generator of Yj is equal to 1, then the standard parts are :

2

LHT (D ¥st( © expl(—ime L b(kD) = (¥ exp(—imen®))  (99)

beYs kel —co<n< o
i 1 2 2\\H?
2H7st( ) Ce(b)exp(—5me ) b(k)*)=( Y. exp(—¢men?)) (100)
beY;t ¢ kel —o0<n< o0

. 2
(= (oien™).
(ii) If each generator of Y} is equal to a natural number 1, then

2

LHT (-1)%st( Y exp(—ine Y b(k)?) = [[(mx Y. exp(—imemin?))  (101)

beYt keL keL —00< <00
H? 1
2HZst( ) Cg(b) exp(—gns Y b)) =T]0m Y. exp(—¢memin?))  (102)
beYt kel kel —oo<n<oo

(: H(mke(imfé))) :

keL
(iii) If each generator of Y is infinitesimal, then
[e¢]

25t( Y Ca(b) exp(—%ns Y b(67) = (| exp(~gmt)an)!” (103)

beY, kel

()
=|x*x|(—= .
Ve
The above formulation () of g;(a) is extended to g, (a) = exp(—imm*e Y ycr a(k)), for an
integer m so that m|2*HH'? . If m| blk)

E/

for an arbitrary k € L, it is recalled

2*HH'2 H?
(Fgim)(b) = Cip(b)ga (b), where C;y(b) = (ﬁm) for a positive m and

im

2*HH'2

*HZ
Cim(b) = (. / _Z’”H(ll)_lm) for a negative m.
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Hence |Y-te| "2 Ypey: Cim(b)g1 (b) = Y|~2 Ycy gim(a). When each generator €'’ of YkLS
*HH/Z
k

satisfies m|s’y, that is, each generator €’sy of Y satisfies m

1 ,Z*HH/Z (*H)Z 1
H2 1(*H)? ﬂ +1m st % 2
H?H (1/21_“, ) Y exp(zrcm e ) b(k)?)

, it reduces to the following:

beyle kel

=[1sk ¥ exp(—imm*e )" a(k)?) (104)

kel a€Y kel

for a positive m, and

R 1 Z*HH/Z (*H)Z 1
HE CHP (ﬂ/z’"”l’_)i’") Y explim. e Y b(k)?)
kel

beyle

= Hsk Z exp(—imm*e Z a(k)2) (105)

kel acY kel

for a negative m. If sy = H' and m|H’, then

g\ (HP
2 m
H'T (,/?1—1—11_’_1) Y exp(inl Y b(k)?) = Y exp(—imm*e Y a(k)?) (106)

bey-e M yer acy kel

for a positive m, and

o )Z*HH/Z (*H)? .
H2 —-ml+4(—1) -m 1 2
H? (’/ R P ) Z)exp(znmkesz(k) )

bey-le

=Y exp(—imn*e Y a(k)?) (107)

acY kel

for a negative m, that is,

2

HHT2 (\/ﬁexp(—i%))(*H> Y exp( 171— Y b(k)*) =Y exp(—imm*e ) a(k k)?) (108)

beY-le keL acY kel
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for a positive m, and

(*H2

H% (Mexp(i%)) ) exp(ir(% Y b(k)?) = Y exp(—imm*e ) a(k)?) (109)

beY-te kel acY kel

for a negative m.

4. Quantum field theory and Zeta function

In this section the quantum field theory is developed by using the double infinitesimal
Fourier transform. The propagator for a system of the harmonic oscillators is considered
in the quantum field theory.

4.1. Path integral in the quantum field theory

Definition4.1.1. A path integral of f(€ A) is defined as follows:
Y &of(a) (110)
aeX

with g9 := (H')~C'H)” € *(*R).

It is briefly explained that the complexification of the propagator for the harmonic oscillator
is represented as the following path integral. In Feynman’s formulation of quantum
mechanics([2]), the propagator of the one-dimensional harmonic oscillator is the following
path integral: K(q, g0, f)

o n+1 S
= tim [ ()0 2 (1Y (P 2 )y, -
= n]gr;[o RH(ZT[ZTZG) exp 5 ]; ( 2 ( c ) o) A x]) dxydx, dx, (111)
where xg = go, ;41 = g, € = L. In nonstandard analysis, it is known that, for a sequence
an,
nlgrgoan =a iff Tay~a (112)

for any infinite natural number w €* N — N, where *a, is the % extension of {a, },cn, and ~
means that *a;, — a is infinitesimal, that is, the standard part of a, is 4, usually denoted by
st(*ap) = a . The standard part of the nonstandard path integral is written as

m i€w+1 m o Xi—Xi_1 m
stﬂ —(wt1)/2 exp(— Yo (5 (=) - E)@xf))dxlde coedxy.  (113)

R 27tihe f = 2 €
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By extending t to a complex number, the path integral is complexified to the following :

m ie “Xl m xj—xj 4 m
M (w+1)/2 e m X = Xj-15 M, 5
St[Rw(Znihe) exp( 7 ]; ( 5 ( . ) > x])>dx1dx2 dxp.  (114)

Theorem 4.1.2. Lett € R, t # st(j:‘[” 1 —cos(wH)) k=1,2,---,w, or for t € C, whose
imaginary part is negative. The complexified one-dimensional harmonic oscillator standard

functional integral is given by (%)% ?M) exp (2 A (g3 + q?) cos At — 2qq0)).

Proof. Ift;ést(j:‘[”,/lfcos(wﬂ)) k=1,2,---,w, then

t;«éiﬂ 1—cos(%),k:1,2,---,w (115)

for arbitrary infinite number w . The theorem is followed from the discrete calculation using
the matrix representation of the operator(cf. [7]).

It corresponds to the well-known real propagator for one dimensional harmonic oscillator.
For the d-dimensional harmonic oscillator, d-dimensional vectors are written as qg, q , the
square norms are |q|?, |q|?, and the inner product of qq, q is qoq. We have :

Corollary 4.1.3. For the complexified d-dimensional harmonic oscillator standard functional
integral, the complexified propagator is given by

A

d m A
27tih ) (sin()\t) )

tm 2 2 _
exp(' " (o +1al?) cos At — 2qq)). (116)

d
2

(

Proof. By factorizing Theorem 4.1.2 into a product on d dimensional, the corollary is
obtained.

The trace of the compiexified propagator is calculated for one dimensional harmonic
oscillator.

Since

®oom o1 A im A N
/ﬂ,o(zm'h)2 sin(an) PR s (oAt =D)ao)dq = sy (1)

the following is obtained (cf.[6],[7]):

Theorem 4.14. lLett € R, t # ist(@ 1-— cos(wﬂ)) k=12--,w,ort € C

whose imaginary part is negative. The trace of the complexified one-dimensional harmonic
oscillator standard functional integral is given by 5————-.
2isin(At/2)
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m

Proof. By putting o = g in (52 )2 sir\/(\)\t) exp(2 Ao (g3 + g%) cos At — 2qq)), the trace
is the following integral :

Com 1A im A N
/700(2711'71)2 sin(it) “P Gy g2 (CosM = DDdr = ey (419)

Corollary 4.1.5. If the potential is modified to V(g) = %(%2 lq]> — 1), then the trace is

A
2isin(1At/2) exp(%)).

For the d-dimensional harmonic oscillator, the following is obtained :

Corollary 4.1.6. For the trace of the modified complexified propagator for d-dimensional

harmonic oscillator, the trace is (m exp(4)))“.

In the next section, Corollaries 4.1.5 and 4.1.6 are used to treat an infinite dimensional
harmonic oscillator.

4.2. Representation of the zeta function.

Corollary 4.1.5 is extended to an infinite dimensional harmonic oscillator using nonstandard
analysis. For it the three types of extension *R ,**R, #**R of R are prepared corresponding
to Definition 2.2.2 , then the three stages of infinite numbers exist. In these three extension
fields, we fix infinite natural numbers Hr € *N ,Hy € **N, H” € 2**N . Let T be a positive
standard real number and let €7 , €” be infinitesimals in **R , #*R defined by HLT' HL A
lattice L” and two function space X, A are defined as the following:

"o, 7”07
L” = {e z >

Z/I E #**Z, _% S III/Z/I < m})
X:={a#{0,1,--- Hp —1} — L”,internal },
A:={a:#{0,1,--- .Hr} — X, internal }.

Then an element a of A is written as the component (a;‘,O <j < Hr0<k< Hp—-1).

All prime numbers are ordered as p(1) = 2, p(2) =3, ... , p(n) < p(n+1), ... , thatis, p
is a mapping from N to the set of prime numbers, p : N — {prime number} . Let Ay be
In* p(k) for each k , 0 < k < Hp — 1. A potential Vi #** R —#* R is defined for each k ,

2
0<k<Hp—1,as V(g) = % q* - % An element « of X is written as the component
a = (ak,0 <k < Hp —1).

Let V be a global potential as the following:

Hp—1 Hp—-1 2
V= Y Vile) (= » (A; ak\Q—Z")). (119)
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In order to transport ¢ to later, the element —% is put in the usual potential for harmonic
oscillators. It is considered the following summation K(a,b,t) depending of a,b € X:

Hr 4. —q.
Kab= L (M) ()™M expler(y Y 1T = Viap)120)

a€Amy=a.ap.=b j=1

Then K(a, b, t) is calculated,

1y ! nHr 1 \m 1{1 H?_a;’ll 2
K(a,b,t) = T T T = -V 121
(a,b,1) (2ner) U E. ()7 (5, ) T expler(5 L | o | (@7))), (21)
k=1 a;‘eL’,OSJSHT—l j=1

where ag = a,ay, = b.

The summation Y ,cx(¢')#7K(a,a.t) is denoted by tr(K(a,a,t)). Three correspondences
putting standard parts are written as sty : #*R — **R, st, : **R — *R, st, : ‘R — R..
When there are no confusion, they are simply written as st. The composition st o st, o sty :
#*R — R is denoted also by st for simplicity.

Theorem 4.2.1. If the real part of ¢ is greater than 1, the standard part st(tr(K(a,4a,t))) of
tr(K(a,a,t)) corresponds to Riemann’s zeta function {(t).

Proot. The standard parts of tr(K(a,a,t)) as follows.

sty(tr(K(a,a,t))) =

HFl 18 g —ai Ky gk 1k K
IT [ [+ [ (e expler(q N 00 = Vigh it -ty (12

27T€T = €T

HF 1 1 Hr gk —
/{/ / HT xp(eT( Z(q] ‘7] l) V(q;-{)))dqlf .. 'dqlﬁﬂ}dq’é (123)

2mer

by Fubini’s theorem. Furthermore,

stysty(tr(K(a,a,t))) =

1 Hr gk —
St [ [ epler ] T vty i) a2

1 Zne ] 1 €T

by the same calculation of Theorem 4.1.2 (cf.[6],[7]) ,
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He—1 1 At He=l g
=11 (- exp("5)) = I —— (125)
=0 2isin(%) 2 izo 1-p

By Lebesque’s convergence theorem, (st (st«(sty(tr(K(a,a,t))))) = T2, 1%17,, ={(t),if
k

the real part of t is positive .

4.2. Another representation of the zeta function

In this section, both sty,st, and sty are denoted as st for the simplification. A functional
is defined on X, and a relationship between the functional and Riemann’s zeta function
is shown later. The nonstandard extension *p : *N — *{prime number} is written as
*p([lu]) = [p(ly)], and a mapping f : *N — *(*{prime number}) is defined as p([l,]) =
*[p(Iy)]. For s € C, Zs(€ A) is defined as the following :

Zs(a):= [ p(H(k + g) 1) s+ ) (126)
kel

Now H(k+ &) +1 is an element of *N and a(k) + H'/2 is an element of *(*N). Then

Zs(a) is calculated as exp(—sYyep log(A(H(k + ) +1))a(k)) TTxer p(H(k + §) + 1)_SHT.
The following theorem is obtained for the Fourier transform of Z; for Definition 2.2 1:
Theorem 4.3.1.

!

(F(Z:))(0) = (H pH(+ ) +1>>
kel

./ sinh((27ib(k) + slog p(H(k+ &) + 1)) ) 12
ket exp(—9 (2mib(k) +slog p(H(k + &) + 1)) sinh(§ (27ib(k) + slog p(H(k+ 2) +1)

Proof.

U

(F(Z:))(0) = (1‘[ pH(k+ ) +1>)

kel

Y egexp(—s Y logp(H(k+ g) +1a(k)) exp(—27i Y a(k)b(k))
aeX kel kel
= (;H p(H(k + g) + 1)) . Z}:(so exp(—(2mib(k) + slog p(H(k + g) +1))a(k))
(S8 ac

= (Hfz(H(kJr g) +1)>

kel

135



136

Fourier Transform - Signal Processing and Physical Sciences

Y sinh((27i b(k) + slog p(H(k+ &) + 1)) )
ker exp(—§ (2mib(k) +slog p(H(k + ) +1)) sinh(§ (27i b(k) +slog p(H(k+ H) +1))

Riemann’s zeta function {(s) is defined by {(s) = [1;2;, W for Re(s) > 1. Let Yz be a

subgroup of X so that each generator of (Yz) is equal to 1. Then the following theorem is
obtained :

Theorem 4.3.2. If Re(s) > 1, then st(st(¥,cy, (Zs))(a))) = (s).

Proof. st(st(¥,cy, (Zs)(a))) :St<5t((HkEL A(H(k+ 1) +1))(—S(a(k)+7))))

1—-p(H(k+ &) +1)=H
= st (st pUTet 5) + ) :st(klg 1—;5(H(k—1k %)+1)*S) — 7(s). (128)

Furthermore, Poisson summation formula and Theorem 4.3.2 imply the following :

Corollary 4.3.3.
1-p(Hk+5)+1)H
st(bgz}%(F(Zs)(b)) = st(keL G +2%) e ) (129)
Hence we obtain :
st(st( ) (F(Zs)(b)))) = {(s) (130)
beYy

for Re(s) > 1.

In general, the physical theory has variables for position, time, and fields. Especially there
are many kinds of variables in quantum field theory. The function depends on such variables
mixed as f(q,f,a,b,c) where q is position, f is time, a, b, ¢ are fields. When the function is
treated for such mixed variables, the Kinoshita’s infinitesimal Fourier transform and our
double infinitesimal Fourier transform are applied in the double extended number field.
The two kinds of Fourier transforms can be used for one function. In the theory, the delta
functions for variable and for fields have different infinitesimals and infinite values. The
delta function for fields has an infinitesimal much smaller and much bigger infinite number.
However they can be treat in the double extended number field. Two kinds of delta functions
are defined with another degrees. One delta function has an infinitesimal of the first degree
and the other delta function has an infinitesimal of the second degree. The infinitesimal of
the second one can not be observable with respect to the first one.



Double Infinitesimal Fourier Transform
http://dx.doi.org/10.5772/59963

5. Conclusion

The real and complex number fields are extended to the larger number fields where there
are many infinitesimal and infinite numbers. A lattice of infinitesimal width is included in
the extended real number field. An infinitesimal Fourier transform theory is constructed on
the infinitesimal lattice. These extended number fields are furthermore extended to much
higher generalized fields where there exist much higher infinitesimal and infinite numbers.
A double infinitesimal Fourier transform theory is developed on these double extended
number fields. The usual formulae for Fourier theory are satisfied in the theory, especially
the Poisson summation formula. The Fourier theory is based on the integral theory for
functionals corresponding to the path integral in the physics. The theory is associated to
the physical theory in the quantum field theory which is mathematically rigorous . For an
application for the double infinitesimal calculation, Riemann’s zeta function is represented
as such an integral for the propagator of an infinite dimensional harmonic oscillator.
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1. Introduction

In many kinds of experimental measurements, such as astrophysics, atomic physics, biophy-
sics, geophysics, high energy physics, nuclear physics, plasma physics, solid state physics,
bending or torsion elastic, heat propagation or statistical mechanics, the signal measured in
the laboratory can be expressed mathematically as a convolution of two functions. The first
represents the resolution function called the instrumental signal, which is specific for each
setup, and the second is the true sample that contains all physical information. These phe-
nomena can be modelled by an integral equation, which means the unknown function is under
the integral operator. The most important type of integral equation applied in physical and
technical signal treatments is the Fredholm integral equation of the first kind. The opposite
process when used for true sample function determination is known in the literature as
experimental data deconvolution. Solution determination of the deconvolution equation does
not readily unveil its true mathematical implications concerning the stability of the solutions
or other aspects. Thus, from this point of view, the problem is described as improper or ill-
posed. The most rigorous methods for solving the deconvolution equation are: regularization,
spline function approximation and Fourier transform technique. The essential feature of
regularization method is the replacement of a given improper problem with another, auxiliary,
correctly posed problem. The second method consists in approximating both the experimental
and instrumental signals by piecewise cubic spline. Most often when using this technique, the
true sample function belongs to the same piecewise cubic spline class. The topic of this chapter
is the application of Fourier transform in experimental data deconvolution for use in nano-
material structures.

I m EC H © 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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2. Mathematical background of signal deconvolution

As mentioned in the introduction, ill-posed problems from a mathematical point of view have
many applications in physics and technologies [1]. In addition to the abovementioned
examples, the examples below should be noted.

Solving the Cauchy problem for the Laplace equation, AU =0 has a direct application in
biophysics as in [2]. The problem consists in determining the biopotential distribution within
the body denoted by U, when the body surface potential values are known. The phenomenon

is modelled by the Laplace equation, and the Cauchy conditions are U I's = f(S) and 5671;1[ =0

where S represents the surface of the body.

The determination of radioactive substances in the body, as in [2], and protein crystallography
structures also deal with ill-posed problems: see [3].

The same formalism is used in quantum mechanics to determine the particle scattering cross-
section on different targets, as well as in plasma physics in the case of the electron distribution
after speed is received from the dispersion curve analysis [2].

An intuitive way of grasping an ill-posed problem can be modelled by the movement of the
vibrating string when many forces are acting perpendicularly on the string, as represented in
Figure 1.

(xn-2.hN_2)

(en )

Figure 1. Physical model of the vibrating string

In terms of the mathematical equation, the phenomenon described above has a correspondent
in physics spectroscopy used in the study of nanomaterials. In the first instance, it is considered
that in the point of abscissa x, force f, acts perpendicularly to the direction of the string. The



Experimental Data Deconvolution Based on Fourier Transform Applied in Nanomaterial Structure
http://dx.doi.org/10.5772/59667

string movement in the vertical plane at an arbitrary point s is given by the proportionality
relationship,

h(s)=g(s,x,) f(x;) 1)

where g(s, x;) characterizes the impact of force }(xk) on the movement /(s). Using the same
considerations, for N forces }1, }2, -, } y that act independently in N points of abscissa x;,

Xy ..., Xy in the direction perpendicular to the string, the string movements will be obtained
as hy, hy, .., hy. Therefore the movement associated with an arbitrary point of the string of
abscissa s is described by the relation below

h(s) =g(s,x])f(xl)+g(s,x2)f(x2)+-~-+g(s,xk)f(xk) = Zg(saxk)f(xk) 2)

When a force is distributed continuously along the entire string, the movement of the point s
of the string will be given by

h(s) = [ g(s, %) f (x)dx 3)

where | represents the length of the string.

The function f is the density of force, which means the force per unit length, and f(x)dx
represents the force that acts on the arc element dx. The function g is called the influence
function because it shows the degree of influence of the distribution force f on displacement .

The equation (3) is named the Fredholm integral equation of the first kind, and it is a particular
case of the integral equation,

1) £ (s) + j 2(s,%) f(x)dx=h(s), c<x<d (4)

where [, ¢ and h are continuous known functions. If function [ is null, then equation (4)
represents an integral equation of the first kind. If function [ has no zero on [c, d] then the
equation (4) is of the second kind, while if / has some zeros on [c,d] then the equation (4) is of
the third kind.

Although the aim of this chapter is signal deconvolution using the Fourier transform, it is
important to mentionthe other two methods used to solve equation (4) when /=0, that is, the
regularization method and the spline approach.
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Hadamard stated that a problem is well posed if it has a unique solution, and the solution
depends continuously on the data [4]. Any problem that is not a well-posed problem is an ill-
posed one. The Fredholm equation of the first kind is ill posed because small changes in the
data generate huge modification of the unknown function.

2.1. Regularization method

This method consists in the replacement of the ill-posed problem (4) with =0 by a well-posed
problem, and there are many scientific papers that develop different types of regularization
method depending on kernel type and other specific needs. Below we describe the Tikhonov
regularization method applied to the equation (4) with I=0. Let X and Y be Hilbert spaces and
| -l bethe norm on Hilbert space. If the kernel g is smooth, the operator G: X =Y

(Gf)(s) = [ g(s, %) f (x)ax 5)

is linear. Then equation (4) with /=0 becomes
Gf =h (6)

The regularization method consists in the determination of the approximate solution of the
equation (4) of the first kind as a minimization of the following functional

®,(f)=|G-h[ +a|Lf|, v e X (7)
The value a >0 represents the regularization parameter and L is a linear operator defined below
If =a(f =P +af +af ®)

where g, has the value O or 1;and f and f " are the first and the second derivative of . Function
? represents a trial solution for equation (4) with I =0. The regularization order for the operator
L is the same as the derivability order of f. The regularization parameter should be chosen
carefully, because a good minimum for the functional (7) does not always lead to an adequate
solution for equation (4) with /=0 as in [4]. The discrimination procedure of the equation (4)
with 1=0 and functional (7) depends on the specifics of each type of problem such as domain,
type of kernel, etc., but this is not the subject of this chapter: see [4-6].

Some disadvantages of the regularization method, which is an iterative method, are the fact
thatitis very sensitive to the noise present in the experimental function and is time consuming.
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If the kernel g of the equation (4) with I=0 has a delayed argument then the equation is called
a convolution equation, and is widely applied in physical spectroscopy. The general form of
a convolution equation is given by

h(s)= [ g(s=x)f(x)dx )
After the change of variable x=f-s it is found that (9) is equivalent by the equation
h(s)= [ g0 f(t~s)dt (10)

2.2. Spline technique

Spline functions for signal deconvolution technique help eliminate the drawbacks mentioned
above [7]. The advantage of the method proposed in [7] lies in the fact that Beniaminy’s method
is a one-step method. In this case, the true sample function fis represented as a piecewise cubic
spline function, and after the substitution of it into equation (10), the experimental function h
becomes a piecewise cubic spline function with the same knots but different coefficients. The
connection between the coefficients of functions & and f are given by the moments of instru-
mental function g. Thus, if function f has the form

n—1
VAOEDIAG (11)
k=1
where
0 if ¢<g,
s,(t)=4a’ +bt* +ct+d, if & <t<f (12)
0 if &, <t

with &, k=1, n-1 are the knots and a,, b,, ¢, and d, are the coefficients of the spline function f.

They are chosen such that the function together with its first two derivatives is continuous.
Replacing (12) in (11), the experimental function has the form

n—1
h(s)=Y (4L + Bt +Ct+D,) (13)

k=1

where
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= aM,

= bM,-3aM,

= 3a,M,-2bM, +c, M,

= —aM,+bM,-—cM +d.M,

(14)

SEROTICNN

=
|

oo

and M, = J t*g(t)dt represents the moment of order k. Beniaminy considered that experimental

function h given by (14) is a cubic spline function. In [8] it is shown that that function / is not
a spline function due to the lack of the continuity in the first two derivatives of h. However,
the algorithm from [7] gives good results, but the quality of the true sample function depends
on how wide the instrumental function is. In order to obtain the true sample function f given
by (12) and (13), we calculate spline coefficients of the experimental function and using these
values and (14) obtain the coefficients a,, b,, ¢, and d,.

2.3. Solving the convolution equation using Fourier transform

Take the functions I, f, and g whose Fourier transform is given by the functions H, F and G. By
applying the Fourier transform operator on both members of equation (10) we obtain

+ji°h(s) exp(-2mivs)ds = T{Tg(r)f(s —-1)dt exp(—ZTciVS):| ds (15)

—0| -0

By changing the order of integration, the Fourier transform of the signal & is expressed by the
relation,

H(v)= Tg(r)rff(s -1) exp(—Zm'vs)ds}dt (16)

Using the substitution o =s -v, the quantity between square brackets from the previous relation
becomes

+o0 +0

_[ f(o) exp[—Zniv(G + T)] do= exp(—27tiv1:) J. f(o)exp(—2nive)dc = exp(—2mivt) F(v) (17)

-0 -0

In this context the relation (16) becomes

H(v)= Tg(t) exp(—2nivt)F(v)dt = F(v)G(v) (18)

—0
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The relation (18) is known as the convolution theorem. If direct and inverse Fourier transform
operators and convolution product are respectively denoted by TF, TF! and *, then the relation
(18) is written symbolically as

TF(h)=TF(f)TF(g)=FG=TF(f *g)
and
TF ' (FG)=h=fxg

In this way, the process of the inverse Fourier transform applied to function F determines f
signal. In X-ray diffraction theory this is known as the Stokes method.

Experimental signals h, coded by (1), (3), (5) and (6) for a set of supported gold catalyst (Au/
Si0,), and instrumental contribution g measured on a gold foil, are presented in Figure 2.

R ! ' ! Cr— —
121 _;: . [T A——_—
e L
e 2y
3 n R B
FL L ) | g o -
— | - e P 2
z -
; _.-!'I"\-._..A- e ER— E I
) ¥ -
| - T T B -
|
Lt A A — 1
" | |

Figure 2. The experimental relative intensities 1 of the supported gold catalysts and instrumental function g

3. Why is the technique of deconvolution used in nanomaterials science?

In the scientific literature we can see many authors display serious confusion about the concept
of deconvolution. Often, when they decompose the experimental signal /i according to certain
specific criteria, some say that it has achieved the deconvolution of the initial signal. This fact
may be accepted only if the instrumental function g from equation (11) is described by the
Dirac distribution. Only in this case is the true sample function fidentical to the experimental
signal h. Unfortunately, no instrumental function of any measuring device can be described
by the Dirac distribution.

It is well known that the macroscopic physical properties of various materials depend directly
on their density of states (DS). The DS is directly linked to crystallographic properties. For
physical systems that belong to the long order class, moving the crystallographic lattice in the
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whole real space will reproduce the whole structure. The nanostructured materials, which
belong to the short-range class, are obtained by moving the lattice in the three crystallographic
directions at the limited distances, generating crystallites whose size is no greater than a few
hundred angstroms. In this case, the DS is drastically modified in comparison with the
previous class of materials. From a physical point of view the DS is closely related to the
nanomaterials’ dimensionality, so crystallite size gives direct information about new topolog-
ical properties. It can emphasize that amorphous, disordered or weak crystalline materials can
have new bonding and anti-bonding options. The systems consisting of nanoparticles whose
dimensions do not exceed 50 A have the majority of atoms practically situated on the surface
for the most part. Additionally, the behaviour of crystallites whose size is between 50 A and
300 A is described on the basis of quantum mechanics to explain the advanced properties of
the tunnelling effect. All these reasons lead to the search for an adequate method to determine
reliable information such as effective particle size, microstrains of lattice, and particle distri-
bution function. This information is obtained by Fourier deconvolution of the instrumental
and experimental X-ray line profiles (XRLP) approximated by Gauss, Cauchy and Voigt
distributions and generalized by Fermi function (GFF) as in [9]. The powder reflection
broadening of the nanomaterials is normally caused by small size, crystallites and distortions
within crystallites due to dislocation configurations. It is the most valuable and cheapest
technique for the structural determination of crystalline nanomaterials.

Generally speaking, in X-ray diffraction on powder, the most accurate and reliable analysis of
the signals is given by the convolution equation (10) where /4, ¢ and f are experimental data,
instrumental contribution of setup experimental spectrum, and true sample function as a
solution of equation (10), respectively.

Solution of Algebraic System

3000 T T T T T T
U T T T h signal =—+—
f signal | g signal
2500 | |'| -
|
/|
— 2000 | —
3 \
- wiort”
.y L TN i
& 1500 WA W
2 M
-
E | | | 1
1000 1
500 1
D‘ 1 1 i e i
41 42 43 44 45 46 47 48

26 [Deq]

Figure 3. Numerical solution of the deconvolution equation (19) determined by an algebraic discretization
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Let us consider the experimental signals of (111) X-ray line profile of supported nickel catalyst,
and the instrumental function given by nickel foil obtained by a synchrotron radiation setup
at 201 points with a constant step of 0.04° in 20 variables, as shown in Figure 3.

The convolution equation (9) can be approximated in different ways, but the simplest approx-
imation is given by following the algebraic system

201

h(x)= Y. g(x,—s5,)f(s)As;...i=1,201 (19)

j=-201

where As; is a constant step in 20 variables. It turns out that the roots f(s;) of system (19) do not
lead to a smooth signal, but yield a curve which makes for enhanced oscillations. Its behaviour
is given by f signal in Figure 3. This result is given by a computer code written in Maple 11
language, a sequence of which is presented in Appendix 1. From a physical point of view, this
type of solution is impracticable because the crystallite size in nanostructured systems is
contained in the tails of XRLP. Therefore, the lobes of the XRLP must be sufficiently smooth.
As shown in the inset of Figure 3, this condition is not met.. It would be possible to improve
the quality of signal f trying to extend the definition interval for signal g. Thus we will
approximate the unbounded integral on a bounded interval, but one that is sufficiently large.

This depends on the performances of the computer system and on the algorithm developed
for solving inhomogeneous systems of linear equations with sizes of at least several thousand.

4. Distributions frequently used in physics and chemical signal
deconvolution applied in nanomaterials science

It is known that, from a mathematical point of view, the XRLP are described by the symmetric
or asymmetric distributions. As in [10,11] a large variety of functions for analysis of XRLP,
such as Voigt (V), pseudo-Voigt (pV) and Pearson VII (P7), are proposed.

4.1. Gauss distribution

Many results such as the propagation of uncertainties and the least square method can be
derived analytically in explicit form when the relevant variables are normally distributed.
Gauss distribution is defined by mathematical relation

[ =—te ey —(x_“j (20)
N

where Ij;, a and v are the profile area, gravitational centre measured in 260 variable, and
broadening of the XRLP, respectively. The n moment, n=0,1 is given by relations
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+oo
Hog = I]c(x)dx:[oc: g =4

The integral width 6, and full width at half maximum FWHM; are given by relations

Sc=Amye and FWHM=2y/In2y,

If both signals h and g are described by Gaussian distributions and take into account the
relationship (18), the full width and FWHM of the true sample function are expressed by the
relations

Ye,r = \/Yé,h - Yé,g FWHM ;= 2NIn2y 1)

4.2. Cauchy distribution

The Cauchy distribution, also called the Lorentzian distribution, is a continuous distribution
that describes population distribution of electron levels with multiple applications in physical
spectroscopy. Its analytical expression is given by relation

I =10_C Ye

TRy @)

where [, a and y. are profile surface, gravitational centre and broadening of the XRLP,

respectively. The n moment 1#=0,1 is given by relations
Hoc = J. le(x)dx =1y and e =a

The integral widths 6; and full width at half maximum FWHM are given by relations
d.=my., and FWHM =2y

The deconvolution of two signals h and g determined by Cauchy distributions is also a Cauchy
distribution whose full width 6.,and FWHM, are given by relations

5@_, =06.,-06,, and FWHMCJ = 28“ (23)

g
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4.3. Generalized Fermi function

Although extensive research over the past few decades has made progress in XRLP global
approximations, their complete analytical properties have not been reported in the literature.
Unfortunately, most of them have complicated forms, and they are not easy to handle
mathematically. Recently, as in [9,11], a simple function with a minimal number of parameters
named the generalized Fermi function (GFF), suitable for minimization and with remarkable
analytical properties, was presented from a purely phenomenological point of view. It is given
by the relationship,

A
e—a(.)'—c) + eb(s—c)

h(s) = (24)

where A, a4, b, ¢ are unknown parameters. The values A, ¢ describe the amplitude and the
position of the peak, and g, b control its shape. If b=0, the h function reproduces the Fermi-Dirac
electronic energy distribution. The GFF has remarkable mathematical properties, with direct
use in determining the moments, the integral width, and the Fourier transform of the XRLP,
as well as the true sample function. Here we give its properties without proofs.

i By setting
s'=s—c p=(a+b)/2 g=(a-b)/2
we obtain
A( coshgs'+sinhgs'
h(s') = 2| SO45 TOIIRAS (25)
2 coshps'
ii. the limit of / function for infinite arguments is finite, so lim# (s")=0 whens'— + e ;
iii. the zero, first and second order moments (1, u;, |1,) of the i function are given by the
relations
4 [
“o:n—: Ky :itanﬂ’ uzz[lJ 2 7g +an’ 2
2pc0sﬂ 20 2p 2p ) | cos™ 5] 2p
2p
iv. the integral width 6,(a, b) of the h function has the following form

T

(a"b” )”(M) cos( 12-b) (26)

2 a+b

5,(a,b)=
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V. the Fourier transform of the /1 function is given by the relationship
A'f coshgs'+sinhgs' .. A . :
- AR i Iz )
2.  coshps Zp‘cos(% + l“zTL
vi. if we consider the functions f and g defined by equation (25), by their deconvolution

we can compute the | F(L)| function, which is used in Warren and Averbach’s analysis
in [12]. Therefore, the magnitude of F(L) function has the following form:

[F(L)| =

APy \/cosz o +sinh? L (28)

Agph cos? y +sinh? L ’

where the arguments of trigonometric and hyperbolic functions are expressed by

T 2
a:&, B:Tc_s Y=—, 6:_

2p, P, 2p, P

The subscripts g and h refer to the instrumental and experimental XRLP. Taking into account
the convolution theorem, the true sample function fis given by the relationship

Ap +wcos(%+i’i—L)
=t g'[ . fL exp(2miLs)ds

f(s)= -
4.0, 2, cos(% + z’;—])

The last integral cannot be accurately resolved. In order to do so we have to consider some
arguments. The Fourier transform of fis the F function, given by the relations

I(F(L))

F) = |F]expBL),. 60 =arctan T

where 6 means the angle function, and R(F) and J(F) are the real and imaginary parts of the
complex function F, respectively. The arguments a, , y and 6 from equation (28) depend only
on the asymmetry parameters a and b of the ¢ and f functions. If the XRLP asymmetry is not
very large (i.e., a and b parameters are close enough as values) the cos’a =1, cos’y =1 approxi-
mations are reliable. Therefore, we obtain J(F)<<®R(F), O(L) = 0 and the magnitude of the
Fourier transform for the true XRLP sample can be expressed as
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2

coshn—
Ahpg (o
2

Pi cosh ~L
P

LOE

(29)

(vii) if we consider the previous approximation, the true XRLP sample is given by an inverse
Fourier transform of the F function, and consequently we have

P !
24,p, €083, coshp,s

s') = 30
7 nd, cosh2p,s'+ cos% (30)
(viii) the integral width of the true XRLP sample can be expressed by the ¢, function
T
8.(p,,p,)=—"—|cost + 1)
(PisPg) ) cos’z‘s"( o (1)

4.4. Voigt distribution applied in X-ray line profile analysis

Before briefly describing the mathematical properties of the Voigt distribution, let us examine
the physical concept underlying the approximation of the XRLP by Voigt distribution and the
convolution process.

During decades of research, Warren and Averbach [12] introduced the X-ray diffraction
concept for the mosaic structure model, in which the atoms are arranged in blocks, each block
itself being an ideal crystal, but with adjacent blocks that do not accurately fit together. They
considered that the XRLP h represents the convolution between the true sample f and the
instrumental function g, produced by a well-annealed sample. The effective crystallite size D,
and lattice disorder parameter <e,> were analysed as a set of independent events in a
likelihood concept. Based on Fourier convolution produced between f and g signals and the
mosaic structural model, the analytical form of the Fourier transform for the true sample
function was obtained. The normalized F was described as the product of two factors, F®X(L)
and F“)Y(L), where variable L represents the distance perpendicular to the (hkl) reflection
planes. The factor F®X(L) describes the contribution of crystallite size and stocking fault
probability, while the factor F)(L) gives information about the microstrain of the lattice. The
general form of the Fourier transform of the true sample for cubic lattices was given by
relationships

FO(L)=e

‘L‘ 272 <g£ >th hg ?

D (hkl) ) P(g)(L) _ 67 2 ’ (32)
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where h?=h 2 +k?+12 The general form of the true sample function fis given by inverse Fourier

transform of F(L)

f(s)= [ e MHertar =

:\/%exp[yt(f = }{ (erfc (y 211”))cos——\s( erfc(”””))sm ”g‘}

h (sm@ sm@o) 2 J 2 B s th 1
where s=2 T "1 ) erf (x)= W e dt, erfc(x)=1-erf(x) is the complementary error
)
. 2n <5L >hklh0 1 . .
function [13] and = 5 D N (7%)E The last relation from the mathematical
a eff

point of view represents a Voigt distribution. If we take into account the properties of the Gauss
and Cauchy distributions, the Voigt distribution can be generalized by relation

V(616 70) = [ 16 goXo) (X =X\ 7e, %) (34)

—0

Based on relation (18), its Fourier transform is given by FT[V]=FT[I;]- FT[ c] where

FG (_
FG (L) — e’Z“[XOGLe’HZVéLZ and FC (L) — e*ZﬂixocL—Zm/C‘L‘
The analytical expression of the Voigt distribution is

V(xYenve) = Fr! |:e—2ni(xoc +xou)LefnzvéL2 “2myc \L\:| (35)

Explicit forms of experimental signal and true sample function normalized at I,, are given by

relations [13]

1 2 (X=X, —Xy0)°
V(x"YG"YC) = \/EO; exp{yc YZOC 0G .
G G

.{ﬂf{erfc(}’c —i(x ;:oc _XOG)J:| 2y (x ;:c Xog) (36)

-3 erfC[YcJ"i(x_xoc_xoa)j . 2Yc(x xoc Xog)
Yo Yo
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and
1 Yé r = (X =Xoc = x()g)z
Vo(XY6 ro¥e )= exp| — .
f G.f2iC.f
\/EYCJ YZG,/
<R| erfc Yoy ZHX = Xoc = Xo) cos 2¥¢ (¥ = Xoc = Xo5) B
2 (37)

Ye.s Yo.s

-3 erfc YC,f +i(X—x0C_xog) sinzyc(x—xoc—XOG)
Yo.r To.r

Maximum value of true sample function is

Vo= ! exp(l’—g)eifc(;—z)

™Y

Voigt function is a probability density function and it displays the distribution of target values,

2
1 7/C°° ] e_(yc)

V 7 7 == —d ' =1/
7J;> (x 7G 7c)dx ”\/; Ve o 'L;/é-k(x—X')z X dx
38
. \/;YG (38)
v =

2
exp[ycj erfc(yCJ
7G /Lol

and the convolution of two Voigt functions is also a Voigt function.

The integral width of a true sample function has the two components given by the Gauss and
Cauchy contributions

620,/ = %(Sé,h _Bé,g)’ 6C,f = %(60,11 - SC,g) (39)

Balzar and Popa are among the leading scientists in the field of Fourier analysis of X-ray
diffraction profiles, and they suggested that each Gauss and Cauchy component contains
information about the average crystallite size (65) and distortion of the lattice (5) as in [14].

From the algebraic point of view, they proposed the following relationship

Sé,f = 820,/ + 8?)6,]" 8c,f = SSC,f + 6Dc,f (40)
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Based on the new concept introduced by them, the two components of the Fourier transform
are given by the relations

FS (L)= e*“LZS.%G.r =2|L[8sc s , FD(L) — e*“LZS%G,/ =2|L[8pc / (41)

The particle size distribution function, P(L) is determined from the second derivative of strain-
corrected Fourier transform of the true sample function. The volume-weighted column-length
Py and surface-weighted column-length P distributions are given by the following [14]:

P(L)= L% = 2L[2(nL5§G + asc)2 - n8§G}FS(L) (42)
P(L)=P,(L)= % = 2[2(@8;0 +8, )2 - nd3, }FS(L) (43)

5. Experimental section, data analysis and results

A series of four supported gold catalysts were studied by X-ray diffraction (XRD) in order to
determine the average particle size of the gold, the microstrain of the lattice as well as the size
and microstrain distribution functions by XRLP deconvolution using Fourier transform
technique. The gold catalyst samples with up to 5 wt% gold content were prepared by
impregnation of the SiO, support with aqueous solution of HAuCl,x3H,0 and homogeneous
deposition-precipitation using urea as the precipitating agent method, respectively. The X-ray
diffraction data of the supported gold catalysts displayed in Figure 3 were collected using a
Rigaku horizontal powder diffractometer with rotated anode in Bragg-Brentano geometry
with Ni-filtered Cu Ka radiation, A=1.54178 A, at room temperature. The typical experimental
conditions were: 60 sec for each step, initial angle 26 = 32°, and a step of 0.02°, and each profile
was measured at 2700 points. The XRD method is based on the deconvolution of the experi-
mental XRLP (111) and (222) using Fourier transform procedure by fitting the XRLP with the
Gauss, Cauchy, GFF and Voigt distributions. The Fourier analysis of XRLP validity depends
strongly on the magnitude and nature of the errors propagated in the data analysis. The
scientific literature treated three systematic errors: uncorrected constant background, trunca-
tion, and effect of sampling for the observed profile at a finite number of points that appear in
discrete Fourier analysis. In order to minimize propagation of these systematic errors, a global
approximation of the XRLP is adopted instead of the discrete calculus. The reason for this
choice was the simplicity and mathematical elegance of the analytical Fourier transform
magnitude and the integral width of the true XRLP given by equations (20)-(24), (31), (34) and
(38), asin [15]. The robustness of these approximations for the XRLP arises from the possibility
of using the analytical forms of the Fourier transform instead of a numerical fast Fourier
transform (FFT). It is well known that the validity of the numerical FFT depends drastically
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on the filtering technique what was adopted in [16]. In this way, the validity of the nanostruc-
tural parameters is closely related to the accuracy of the Fourier transform magnitude of the
true XRLP.

Experimental relative intensities (111) with respect to 26 values for (1) system are shown in
Figure 4. The next steps consist in background correction of XRLP by polynomial procedures,
finding the best parameters for the distributions adopted using the method of least squares or
nonlinear fit, and then deconvoluting them using instrumental function. The main steps in the
data analysis of the investigated systems are shown in Figure 4.

|
L43
-

Figure 4. Various stages of processing for X-ray line profile (111) of the sample (1)

Experimental relative intensities (222) with respect to 20 values for (6) system are shown in
Figure 5.

The Fourier transforms normalized for the true sample function of the investigated samples
(1) and (6) were calculated by three distinct methods, based on relations (28), (32) and (41), and
are displayed in Figure 6.

The microstrain and particle size distribution functions determined by Fourier deconvolution
of a single XRLP were calculated using equation (32), and are plotted in Figure 7.

The credibility of the parameters describing the investigated nanostructure systems depends
primarily on the process of approximation of XRLP. This criterion is expressed by the root
mean squares of residuals (rmsr) of data analysis and is given by relation
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Figure 5. Various stages of processing for X-ray line profile (222) of the sample (6)
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Figure 6. Fourier transform of true sample function of XRLP (111) and (222) for systems (1) and (6): blue - general rela-
tion, red - GFF, green - Voigt distribution

The rmsr values for all distributions used in XRLP approximation process are given in Table
1. The rmsr values are closely related to the spectral noise of experimental data. Here it is shown
that a model based on GFF and Voigt distribution may be more realistic and accurate.

The integral widths and FWHM of the true sample functions calculated for all distribu-
tions were determined using the relations (21), (23), (31) and (38). Their values are presented
in Table 2.
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Figure 7. Size and microstrain distribution functions of (111) XRLP for system (1)
Distribution
Sample hkl
GFF Gauss Cauchy Voigt
111 26.2658 47.6477 40.6091 26.9398
©)
222 14.8795 15.2648 16.0429 15.1880
111 21.5743 31.4428 28.0142 22.1633
(©)
222 12.5725 12.4615 12.6212 12.4534
111 18.1273 26.6941 21.8148 17.4276
©®)
222 13.2033 13.3122 13.2599 13.2771
111 28.1267 31.8679 36.0040 35.5948
(6)
222 18.8487 20.5945 33.2718 19.9656

Table 1. Values for rmsr for investigated samples

Because the experimental XRLP was measured for both (111) and (222), the surface-weighted

column-length P; and volume-weighted column-length P, distribution functions were
determined using relations (42,43) implemented in BREADTH software [17]. Additionally, it
has found that the Gumbel distribution is the most adequate function for the global approxi-

mation of both probabilities” curves, and the results are shown in Figure 8.

The global structural parameters obtained for the investigated samples are summarized in
Table 3 and Table 4.
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Distributions
20° GFF Gauss Cauchy Voigt
Sample  hkl Degd
0 a* 0 a* 0 a* 0 a*
[Deg] [Deg] [Deg] [Deg] [Deg] [Deg] [Deg] [Deg]
111 38.291 0.644 0.540 0.638 0.599 0.738 0.469 0.713 0.537
@
222 81.780 0.862 0.715 0.854 0.803 1.025 0.653 0.927 0.765
111 38.220 0.802 0.672 0.798 0.750 0.919 0.585 0.891 0.668
G
222 81.763 1.028 0.860 1.011 0.950 1.181 0.752 1.095 0.912
111 38.211 0.631 0.529 0.621 0.583 0.723 0.460 0.701 0.519
©)
222 81.801 1.052 0.873 1.067 1.003 1.225 0.780 1.185 0.890
111 38.292 0.363 0.304 0.363 0.341 0.426 0.271 0.374 0.335
(6)
222 81.872 0.506 0.423 0.498 0.468 0.613 0.390 0.528 0.461
a* represents FWHM
Table 2. Values for integral width and full width at half maximum for investigated samples
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Figure 8. Surface-weighted column-length distribution function, Ps and volume-weighted column-length distribution

function, Py, for (5) and (6) systems

Sample GFF approximation Single Voigt approximation
DY Dy Dy Doy DY Dy Dy Do
1) 180 168 180 139 145 154 118 145
(3) 143 135 139 130 116 118 98 139
(5) 183 171 145 112 153 151 108 95
(6) 398 309 313 263 249 384 199 303

Table 3. Values for crystallite size determined by Scherrer method, and effective crystallite size using single XRLP

approximations
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(D)s +ADs D)y +ADy

Sample hkl Al " (¢ XDy, /2)>1/2 +Ae XDy, / 2)>1/2
1 [111/222] 90+12 133+15. 0.211E-02 £ 0.152E-03
3) [111/222] 69+13 104+ 17 0.262E-02 + 0.288E-03
®) [111/222] 10630 153+41 0.280E-02 + 0.216E-03
(6) [111/222] 214472 233+79 0.105E-02 + 0.522E-03

Table 4. Values for the average crystallite size and microstrain using double Voigt approaches

Hydrogen chemisorption, transmission electron microscopy (TEM), magnetization, electronic
paramagnetic resonance (EPR) and other methods could also be used to determine the average
diameter of particles by taking into account a prior spherical form for the grains. By XRD
method we can obtain the crystallite sizes that have different values for different crystallo-
graphic planes. There is a large difference between the particle size and the crystallite size due
to the different physical meaning of the two concepts. It is possible that the particles of the
supported gold catalysts are made up of many gold crystallites.

The size of the crystallites determined by equations (32) and (41), corresponding to (111) and
(222) planes, have different values. The crystallite sizes D,5{' and D,y are determined by the
Scherrer method [18] without taking into account the microstrain of the lattice. The values D,
and D,,, were determined by Fourier deconvolution method for single XRLP, while the
averages of Dy and D; were calculated by a double Voigt approach. The difference between
the crystallites’ size can be explained by the fact that the analytical models are different due
to the different approaches. This means that the geometry of the crystallites is not spherical
[18]. The microstrain parameter of the lattice can also be correlated with the effective crystallite
size in the following way: the value of the effective crystallite size increases when the micro-
strain value decreases.

The main procedures of the SIZE.mws software dedicated to Fourier analysis of the XRLP by
GFF and Voigt distributions written in Maple 11 language are presented in Appendix 2.

6. Conclusions

In the present chapter, it is shown that XRD analysis provides more information for under-
standing the physical properties of nanomaterial structure. Powder X-ray diffraction is the
cheapest and most reliable method compared with hydrogen chemisorptions, TEM techni-
ques, magnetic measurements, EPR, etc. The main conclusions that can be drawn from these
studies are:

1. For XRLP analysis, a global approximation should be applied rather than a numerical
Fourier analysis. The former analysis is better than a numerical calculation because it can
minimize the systematic errors that could appear in the traditional Fourier analysis.

2. Our numerical results show that by using the GFF and the Voigt distribution we success-
fully obtained reliable global nanostructural parameters;
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3. Cauchy and Gauss distributions used for XRLP approximation give roughly structural
information;

4. Powder X-ray diffraction gives the most detailed nanostructural results, such as: average
crystallite size, microstrain, and distribution functions of crystallite size and microstrain;

5. Surface-weighted domain size depends only on Cauchy integral breadth, while volume-
weighted domain size depends on Cauchy and Gauss integral breadths;

6. To obtain valid structural results, it is important to have: a good S/N ratio of the experi-
mental spectra, a good deconvolution technique for the experimental and instrumental
spectra, and an adequate computer package and programs for data analysis.

Appendix 1

Input data h.txt and g.txt files

“kT:=1;

line_h:= readline( h.txt™):

line_g:= readline( g.txt™):

while line <> 0 do

temp_h:= sscanf(line_h, %8£f%8f" ):temp g:=sscanf(line g, %8f %8f7):
printf(~%10.5f %10.5f ,temp h[1l],temp h[2]): lprint():
printf(~%10.5f %10.5f" ,temp g[l],temp g[2]): lprint():
twotheta_h[ k™ ]J:=temp_h[1];
intensity h[ k™ ]:=temp_h[2];
twotheta_g[ k™ ]J:=temp_g[1];
intensity g[ k™ ]:=temp g[2];

line_h:= readline( h.txt”):

line g:= readline( g.txt™):

“kT:="kT+1;
end do;
“kT:="k™-1;

p_h:=plot([twotheta_h[ ih”],intensity _h[ ih~ ], ih"=1..k],col-
or=red,style=LINE,thickness=2,axes=boxed,gridlines,
labels=["2theta",""]):
p_g:=plot([twotheta g[ ig™],intensity g[ ig ], ig =1..k],col-
or=blue,style=LINE,thickness=2,axes=boxed,gridlines,
labels=["2theta",""]):

display({p_h,p_g});
deltatwotheta:=twotheta_h[2]-twotheta h[1]:

h vector determination

twok:=2%k;

for "i® from 1 to k

do

h[ i ]:=intensity h[ i ]:

end do:
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h[ k™ +1]1:=0:
TjTi=1:

for “i° from "k +2 to twok+l

do

h[ i ]:=intensity h[ j ]:

jTi="j 7 +1:
end do:
print(h);

g array determination

for "i® from -twok to -k

g[ i ]:=intensity_g[ j ]:

T3Ti="g7+1;

end do:

3T e=1:

for "i® from -k to -1
do

g[ i ]:=intensity g[ j 1:

T3t e="g7 41

end do:

g[0]:=0.:

for "i® from 1 to k
do

g[~i”]:=intensity g[ i ]:

end do:

jTe=1:

for “i° from k+1 to twok
do

g[ i ]:=intensity g[ j ]:

jTi="j 7 +1:
end do:
print(g):

a matrix determination

for “i° from 1 to twok+1l
do

for “j° from 1 to twok+l
do

a[~i%,7 3 1:=0.:

end do:

end do:

TilT:=0:

for “i® from -k to k

do

317 :=0:

i1t :="1i17+1:

for “j° from -k to k

do

http://dx.doi.org/10.5772/59667
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Y1t ="l 41

a[ 11", jl ]:=g[ i -"3j ]*deltatwotheta;
end do:

end do:

print(a);

solving integral deconvolution equation by direct discretization

f:=linsolve(a,h):
for "i® from 1 to twok+l

do

twotheta f[ i~ ]:=twotheta h[1l]+( i -1)*deltatwotheta:
intensity f[ i~ ]:=eval(f[ i71);

end do:

p_h:=plot([twotheta_h[ ihh"],intensity h[ ihh~], ihh =1..k],col-
or=red,style=LINE, thickness=2,axes=boxed,gridlines, labels=["2theta",""]):
p_g:=plot([twotheta g[ igg~ ],intensity g[ igg ], igg =1..k],
color=blue,style=LINE,thickness=2,axes=boxed,gridlines,
labels=["2theta",""]):
p_f:=plot([twotheta f[ iff”],intensity f[ iff ], iff =1..twok+1l],
color=green,style=LINE, thickness=2,axes=boxed,gridlines,
labels=["2theta",""]):

display({p_h,p_g,p_£});

fd:= fopen("f",WRITE,TEXT):

for "i® from 1 to k

do
fprintf(£fd, "%g %g\n",twotheta f[ i ],intensity f[ i ]):
end do:
fclose(fd):
Appendix 2

Fourier transform of true sample function procedure

f GFF_freq:=proc(freq)

local arg_in,arg_sa;

arg_in:=(Pi*qg_in)/(2*rho_in) + I *(Pi*Pi*freq)/rho_in;
arg_sa:=(Pi*q_sa)/(2*rho_sa) + I * (Pi*Pi*freq)/rho_sa;
(ampl_sa/ampl_in)*(rho_in/rho_sa)*cos(arg_in)/cos(arg _sa);
end:

Module of Fourier transform of true sample function procedure

FT_GFF_modul:=proc(freq)

local aux,bux,auxr 0,auxi_0;
aux:=evalc(Re(f_GFF_freq(freq))):
bux:=evalc(Im(f_GFF_freq(freq))):
aux:=aux*aux+tbux*bux:
auxr_0O:=evalc(Re(f_GFF_freq(0))):
auxi_O:=evalc(Im(f_GFF_freq(0))):
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bux:=auxr_ O*auxr O+auxi_ O*auxi_ 0:
sqrt (aux/bux):
end:

True sample function procedure

f GFF_s:=proc(s)

local argl,arg2;
argl:=(Pi/2)*(rho_sa/rho_in);
arg2:=(rho_sa*s);
(2/Pi)*(ampl_sa/ampl_in)*

rho_in*cos(argl)*cosh(arg2)/(cosh(2*arg2)+cos(2*argl));
end:

Integral width of true sample function procedure

int_width_GFF:=proc(rho_in,rho_sa)
local arg;

arg:=Pi*rho_sa/rho_in;
Pi/(2*rho_sa*cos(arg/2))*(cos(arg)+1l);
end:

Moment of zero order for experimental X-ray line profile procedure

mu_0_ GFF:=proc(ampl,rho,q)
local arg;

arg:=(Pi*q)/(2*rho);
(ampl/2)*(Pi/rho)*(1l/cos(arg));
end:

Moment of first order for experimental X-ray line profile procedure

mu_1 GFF:=proc(rho,q)
local arg;
arg:=(Pi*q)/(2*rho);
(Pi/(2*rho))*tan(arg);
end:

Moment of second order for experimental X-ray line profile procedure

mu_2_ GFF:=proc(rho,q)

local arg;

arg:=(Pi*q)/(2*rho);
((Pi/(2*rho))"2)*(1l./(cos(arg)”2)+tan(arg)”2);
end:

Experimental X-ray line profile procedure approximated by GFF distribution

exp_profile GFF:=proc(s)
local arg g,arg_rho;
arg g:=g*s; arg_rho:=rho*s;

(ampl/2)*(cosh(arg_g)+sinh(arg_gq))/cosh(arg_rho);
end:
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Instrumental X-ray line profile procedure determined by GFF distribution

inst profile GFF:=proc(s)

local arg_g,arg_rho;

arg_q:=q_in*s; arg_rho:=rho_in*s;
(ampl_in/2)*(cosh(arg _g)+sinh(arg q))/cosh(arg _rho);
end:

Fourier transform procedure for general relation of true sample function developed by

Warren-Averbach theory

gen_function:=proc(freq)

exp(-beta gen(fmin, fmax)*freqg*freqg-
gama_gen(fmin, fmax)*abs(freq));
end:

Procedure for experimental XRLP given by Voigt approximation

h_Voigt_function:=proc(s)

local argl,arg2,arg3,arg4;

argl:=(gama_h c**2-s**2)/(gama_h g**2);
arg2:=(gama_h c-I*s)/gama_h g;

arg3:=(gama_h c+I*s)/gama_h g;
arg4:=2.*gama_h_c*s/(gama_h_ g**2);
amp_h/(sqrt(Pi)*gama_h_g)*exp(argl)*
(Re(erfc(arg2))*cos(arg4)-Im(erfc(arg3))*sin(argd));
end:

Procedure for instrumental XRLP given by Voigt approximation

g Voigt function:=proc(s)

local argl,arg2,arg3,arg4;
argl:=(gama_g_c**2-s**2)/(gama_g_g**2);
arg2:=(gama_g_c-I*s)/gama_g g;
arg3:=(gama_g_c+I*s)/gama_g g;

arg4:=2.*gama_g _c*s/(gama_g g**2);
amp_g/(sqrt(Pi)*gama_g_ g)*exp(argl)*
(Re(erfc(arg2))*cos(arg4)-Im(erfc(arg3))*sin(argd));
end:

Procedure for the true sample function calculated by Voigt approximation

f Voigt_function:=proc(s)

local argl,arg2,arg3,arg4;

argl:=(gama_f c**2-s**2)/(gama_f_ g**2);

arg2:=(gama_f c-I*s)/gama_f_g;

arg3:=(gama_f c+I*s)/gama_f g;

arg4:=2.*gama_f c*s/(gama_f g**2);

amp_h/amp_g/(sqrt(Pi)*gama_f g)*exp(argl)*(Re(erfc(arg2))*cos(arg4d)-
Im(erfc(arg3))*sin(argd));

end:
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1. Introduction

The notion of Gabor transform, named after Dennis Gabor [1], is a special case of the
short-time Fourier transform. The Gabor analysis, as it stands now, is a rather new field, but
the idea goes back quite some while. Dennis Gabor investigated in [1] the representation of
a one dimensional signal in two dimensions, time and frequency. He suggested to represent
a function by a linear combination of translated and modulated Gaussians. Interestingly,
there is a tight connection between this approach and quantum mechanics (c.f. [2]).
On the mathematical side, the representation of functions by other functions was further
investigated, leading to the theory of atomic decompositions, developed by Feichtinger and
Grochenig [3].

Gabor transform and Gabor expansion have long been recognized as very useful tools for
the signal processing, and it is because of this reason over the recent years, an increasing
attention has been given to the study of them in engineering and applied Mathematics, see
for instance [4, 5]. Borichev et al. [6] studied the stability problem for the Gabor expansions
generated by a Gaussian function. In [7], Ascensi and Bruna proved that the unique Gabor
atom with analytical Gabor space, the image of L?>(R) under the Gabor transform, is the
Gaussian function. The structure of Gabor and super Gabor spaces inside L2(]R2d) is studied
by Abreu [8]. Christensen [9] has done a comprehensive study of the Gabor system and has
asked for the necessary and sufficient conditions to get a frame for L?(R).

Today Gabor analysis and the closely related wavelet analysis are considered topics in
harmonic analysis. The basic idea behind wavelet analysis is that the notion of an
orthonormal basis is not always useful. Sometimes it is more important for a decomposing
set to have special properties, like good time frequency localization, than to have unique
coefficients. This led to the concept of frames, which was introduced by Duffin and Schaefer
in [10] and was made popular by Daubechies, and today is one of the most important
foundations of Gabor theory and a fundamental subject in harmonic analysis.

I m EC H © 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and eproduction in any medium, provided the original work is properly cited.
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Most examples of Gabor frames correspond to regular nets of points. That is, sets of the
type {e¥0ntp(t — am)}, nezd- One can usually find sufficient and necessary conditions for
the existence of such kind of frames, with a variety of applications. For technical reasons,
however, one needs to work with frames coming from irregular grids. One of the main
purposes of this chapter is to study perturbations of irregular Gabor frames and the problem
of stability.

On the other hand, the theory of nonharmonic Fourier series is concerned with the
completeness and expansion properties of sets of complex exponentials {e**} in LP [, 71].
In 1952, Duffin and Schaeffer [10] used frames to study this theory, and later Young put
together many results in his book [11]. Reid [12] proved that if {A,} is a sequence of real
numbers whose differences are nondecreasing, then the set of complex exponentials {e"!}
is a Riesz-Fischer sequence in L>[—A, A] for every A > 0. Jaffard [13] investigated how the
regularity of nonharmonic Fourier series is related to the spacing of their frequencies, and
this is obtained by using a transformation which simultaneously captures the advantages of
the Gabor and wavelet transforms.

In this chapter, we restate and prove some classical results of (nonharmonic) Fourier
expansions for Gabor systems instead of sets of complex exponentials. Some of the results
may be known or obtainable via Hilbert space methods, but the main advantage of this work
is that it uses analytic methods and can be fully understood with elementary knowledge of
functional and complex analysis in several variables [14, 15].

2. Preliminaries
Let us introduce the notions and basic results, needed later in the chapter.
Definition 2.1 We say that A = {z;} ;e C C? is a separated set if there exists ¢ > 0 such that

|z —zj| Z ¢, i# j. The largest of such ¢ is called the separation constant of A. A finite union
of separated sets is called a relatively separated set.

Definition 2.2 A sequence of vectors {x,} in a normed space X is said to be complete if its
linear span is dense in X, that is, if for each vector x and each ¢ > 0 there is a finite linear
combination ¢1x1 + - - - + ¢, Xy, such that

[[x = (crxq + -+ +cnxn)|| <e.
Definition 2.3 A sequence {f, } in a Hilbert space H is said to be a Bessel sequence if
o 2
Y f f)F < oo
n=1

for every element f € H. It is called a Riesz-Fischer sequence if the moment problem

<f/fn>:Cnr ngl
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admits at least one solution f € H whenever {c,} € I.

Proposition 2.4 Let {f, } be a sequence in a Hilbert space H. Then

(i) {fx} is a Bessel sequence with bound M if and only if the inequality

2
g MZ‘CMZ

H chfn

holds for every finite sequence of scalars {c, };

(i) {fn} is a Riesz-Fischer sequence with bound m if and only if the inequality

2

m2|cn|2 é Hzcnfn

holds for every finite sequence of scalars {c, }.

Remark 2.5 For a sequence {f;} in a Hilbert space H, the moment problem
<f/f7’l>:C'rl/ nzl

has at most one solution for every choice of the scalars {c,} if and only if {f,} is complete.

Definition 2.6 A countable family {f; };c; in a separable Hilbert space H is a frame for H if
there exist constants A and B such that 0 < A £ B < oo and

AlfIP = Y Kf fol? < BIFI? feH.

kel

A, B are called the lower and upper frame bounds respectively. They are not unique: the biggest
lower bound and the smallest upper bound are called the optimal frame bounds. Every element
in H has at least one representation as an infinite linear combination of the frame elements.

Definition 2.7 Let ¢ € R?, the unitary operators Tc and M. on L2(R%) defined by
T.f(t) = f(t —c) and Mcf(t) = e¥™t f(t) are called the Translation and Modulation operator,
respectively. For a discrete set A = {z]- } jez in C? and a fixed nonzero window function

h € L2(IRY), we define the Gabor system G(h, A) as:
G(h,A) = {M,Teh(t) = ™' h(t — x); x +iy € A}.

For simplicity we denote e?™¥1i(t — x) by h(t), where z = x + iy. Gabor systems were first
introduced by Gabor [1] in 1946 for signal processing, and is still widely used. A Gabor
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system is said to be exact in L2(R?) if it is complete, but fails to be complete on the removal
of any one term.

If G(h,A) is a frame for L2(IR?), it is called a Gabor frame or Weyl-Heisenberg frame.

Definition 2.8 Let f be an entire function. For r > 0, the maximum modulus function is
M(r) = max{|f(z)] : |z| = r}. Unless f is a constant of modulus less than or equal to 1, its
order, which is denoted by p, is defined by

p = limsup log log M(r) logM(r)‘
300 logr

Simple examples of functions of finite order include ¢%, sinz, and cosz, all of which are of

order 1, and cos v/z, which is of order % Every polynomial is of order 0; the order of a

. . . Z . . . .
constant function is of course 0 and the function ¢ is of infinite order.

Remark 2.9 An entire function has an order of growth < p if [f(z)| < AeBIE,

The following is the fundamental factorization theorem for entire functions of finite order.
It is due to Hadamard who used the result in his celebrated proof of the Prime Number
Theorem. It is one of the classical theorems in function theory.

Theorem 2.10 (Hadamard Factorization Theorem) Let f be an entire function of finite order
0, {zn} be the zeros of f different from 0, k be the order of zero of f at the origin, and

e z
flz) =2 T~ ~)
n=1 Zn
be its canonical Factorization, then g(z) is a polynomial of degree no longer than p.

Definition 2.11 The (Bargmann-)Fock space, F(C%), is the Hilbert space of all entire functions
f on C? for which

£ = [, @) e,

is finite. The natural inner product on F(C%) is defined by

(f.8)F = | f@)g@e ™ dz f.g e F(CT).

The Bargmann transform of a function f € L?>(RY) is the function Bf on C% defined by



Gabor-Fourier Analysis
http://dx.doi.org/10.5772/60034

Bf(z) = 2e 37 N F(t)e™ 27z gy,

Definition 2.12 Fix a function & € L?(R¥) (called the window function). The Gabor transform
with respect to the window £ is the isomorphic inclusion

Vi, : L2(RY) — L2(C),
defined by

Vif(z) = (f(£), ho(t)) = 2474 Rdf(t)me—zmty it

for every f € L>(R%) and z = x + iy € C?. The following subspace of L?(C%) which is the
image of L?(R?) under the Gabor transform with the window #,

Gp = {Vif : f € *(R)},

is called Gabor space or model space. A simple calculation shows that the Bargmann transform
is related to the Gabor transform with the Gaussian window g(t) = 24/ 4o~ in L2(R%) by
the formula

\x+iy\2

Vef(x —iy) = ¢™e ™2 (Bf) (x + iy). 1)
For more details we refer the reader to [2, 7, 8, 17].

3. Gabor Expansion

Here we discuss the fundamental completeness properties of the Gabor systems. The most
extensive results in the case of the sets of complex exponentials {e/**!} over a finite interval
of the real axis were obtained by Paley and Wiener [16]. At the same time, we will be laying
tlge ggoundwork for a more penetrating investigation of nonharmonic Gabor expansions in
L*(R#).

Let {(An, tin) }nez be an arbitrary countable subset of R? and

{@n(0)}nez = {M;,” TA"g(C)}neZ — {ﬁezmyngfﬂ(g,h)z} @

7
nez

where & € IR? or C, be the corresponding Gabor system with respect to the Gaussian window
gin L?(R?). If { ¢y }nez is incomplete in L?(IR?) then the closed linear span M of { ¢y },cz is
a proper subspace of L?(R?). By Hahn-Banach Theorem there exists a function F in L?(R?)
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such that F|, = 0 and F # 0. Riesz Representation Theorem implies that F = F,, for some
¢ in L2(R?) and
— — . 2(MR2

F(h) = F,(h) = _/whq)dg,h e [2(R?).
For (z,w) € C? take

flzw)=V2 [ FTETEE g(e) d, ©)

R

then f(Ay, ptn) = F(@n) = 0 (since F| 4 = 0).

Remark 3.1 The system (2) is incomplete in L2(]R2) if and only if there exists a nontrivial
entire function of the form (3) in the Gabor space Gy, which is zero for every (Au, n).
Furthermore, since

imtzw ,— 71

f(z,w) = Vog(z, —w) = e"*%e

|22 +[w]2
2

(Bo)(z,w),

we have

f(zw)] < [lgll e IEF,

Theorem 3.2 Let {A, },cz be a symmetric sequence of real numbers (A_, = —Ay). If the
Gabor system

{%eznmnt—n(t—)»,,)z} 4)

neZ

is exact in L2(R), then the product

o0 2 zz
fi(e-3)-
i

n=1

converges to an entire function which belongs to the Gabor space with Gaussian window in
L*(R).

Proof. By Remark 3.1, if the system (4) is exact, then there exists an entire function f(z) in
the Gabor space Gg such that f(A,) = 0 for n # 0, and

flz) = V2 [ ST gy dt; g € L(R)

Since f(Ay) = 0 for n # 0 and the sequence {A,} is symmetric, ¢(—t) has the same
orthogonality properties as ¢(t). But by Remark 2.5, ¢(t) is unique, so ¢(t) must be even.
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Hence f(z) is even. Now f(z) vanishes only at the A, with n # 0. Indeed, if f(z) vanishes at
z = 7, then the function

. zf(z
flay = )
Y
would also belong to G and would vanish at every A,. The system (4) would then be
incomplete in L?(R), contrary to hypothesis.

Let us observe that the function f belongs to Gq¢. Since the Bargmann transform is
related to the Gabor transform by the formula (1), it is sufficient to show that the function
eim‘ye%(wzﬂy‘z)f(z); z = x + iy, belongs to the Fock space F(C). In other words, we must
show that the integral

‘Z 2 2 _ 2 2 .
/c|z 7|z‘f el 3 (R (2= (x P+ gy dy; 2 = x4y,

is finite. Since lim; |7| = 1, we have |77| 3/2 outside a square T with

complement T¢. Thus the above integral is no larger than

|f(z)e™ e’ 5 (x> +y? >|2 (XY g dy

|Z = 7|2
+9/4 / 2)e Y3 (e HyP) 2 (1< 1) g gy

<

2 2 _ 2
F(z)el e F (xP+u) (2= +v) gy gy
|Z*7I2‘

19/4 / | (2)em0 & () 2=+ gy gy,
C

In the last expression, since T is compact the first integral is finite, and since the function
f(z)ei”xyeg(mzﬂy‘z) is in the Fock space F(C), so is the second integral. Next since

@) < [lplaeilF,

the order of growth of f is at most 2, and by Hadamard'’s factorization theorem,
[ Z2 i
f(z) :eAZU (1—/\2>N%; AeR.
Since f(z) and the canonical product are both even, A = 0 and

o= (1-5) e

n=1
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We have the following version of Plancherel-Pélya theorem. We give the proof which is

similar to [11, Th. 2.16] for the sake of completeness.

Theorem 3.3 (Plancherel-Pélya). If f(z) is an entire function of order of growth< 7 and if
for some positive number p,

/j;|f(x)|de<oo,

then

[ ifriplax e [ |l ds.

The proof will require two preliminary lemmas. Suppose that g(z) is a non constant
continuous function in the closed upper half-plane, Imz 2 0, and analytic in its interior.
Let a and p be positive real numbers and put

Qz) = / lg(z + B)|P dt.

—a

It is clear that Q(z) is continuous for Imz = 0. Since |g(z)|? is subharmonic for Imz > 0 (see
[12, p.83]), so is Q(z).

Lemma 3.4 Let g(z) be a function of order of growth< 7 in the half-plane Imz 2 0 and
suppose that the following quantities are both finite:

M= sup Q(x)andN = sup Q(iy).

—o0<x <0 y>0

Then on this half-plane,
Q(z) £ max(M,N).
Proof. Since ¢(z) is of order of growth=< T, then there exist positive numbers A and B such
that
l9(z)| £ AP (Imz = 0). (5)

For each positive number ¢, define the auxiliary function

ge(z) = g(z)e s ©)
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where A = e~/"/4. The exponent of e in (6) has two possible determinations in the half-plane
Imz > 0; we choose the one whose real part is negative in the quarter-plane x > —a, y = 0.
Put

Qe(z) = /jﬂ |ge(z +t)|P dt,

which is then defined and continuous in the upper half-plane Imz 2 0, and subharmonic
in its interior. A simple calculation involving (5) and (6) shows that in the quarter plane
x>—a,y20,

T_ 3/2
|9 (z)| < AeBlel"—evlzFal™, @)

where v = cos37/8, and |g¢(z)| < |9(z)|. Hence

Qe(z) = Q(z)(x 20,y 20),

and in particular

Qe(x) M for x20 and Qe(iy) SN for y=0.
Let zp be a fixed but arbitrary point in the first quadrant. We shall apply the maximum
principle to Qg(z) in the region 3 = {z : Rez = 0,Imz = 0,|z| £ R}, choosing R large
enough so that (i) zp € Q, and (ii) the maximum value of Q,(z) on () is not attained on
the circular arc|z| = R (this is possible by virtue of (7)). Since Q(z) does not reduce to a

constant, the maximum value of Q¢(z) on () must be attained on one of the coordinate axes,
and in particular,

Qe(zg) < max(M,N).

Now let ¢ — 0. This establishes the result for the first quadrant; the proof for the second
quadrant is similar.

Lemma 3.5 In addition to the hypotheses of Lemma 3.4, suppose that
ylglgoq(x +iy)=0 8)
uniformly in x, for —a < x < a. Then

Q(z) £ M, Imzz=0.
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Proof. It is sufficient to show that N < M. By virtue of (8), we see that the function Q(iy)
tends to zero as y — oo, and so must attain its least upper bound N for some finite value of
y,say y = yo. If yo = 0, then

N = Q(iyp) = Q(0) = M.

If yo > 0, then the maximum principle shows that the least upper bound of Q(z) in the
half-plane Imz 2 0 cannot be attained at the interior point z = iyg. Therefore, by Lemma 3.4,

N = Q(iyy) < max(M,N),

and again N < M.
Theorem 3.3 now follows.

Proof of Theorem 3.3. It is sufficient to prove the theorem when y > 0 and f(z) is not
identically zero. Let ¢ be a fixed positive number and consider the function

9(2) = f(2)el T,

It is easy to see that, for each positive number 4, the functions g(z) and Q(z) satisfy the
conditions Lemmas 3.4 and 3.5. Consequently, for y > 0,

Qiy) M < /j; lq(x)|Pdx.

This together with the definitions of 4(z) and Q(z) implies

e [0\ +ig)Pax < [ |l

To get the result, first let 2 — co, then let e — 0.

Proposition 3.6 Let f(z,w) be an entire function of order of growth< T and suppose that
{An}, {pn} are increasing sequences of real numbers such that

Aps1—An2€1 >0 and py1—pn 2 €2 > 0.

If for some positive number p,

sup/ f(xz, 4n)|P dx; < oo and sup/ F(An, x)|P dxy < o0, )

~
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then

Z |f (A, i) |P < .

n

Proof. First, using the Plancherel-Pélya Theorem, observe that conditions (9) imply that

sup/ (z, 4n)|P dxy < e’”‘yz‘/ sup |f(xz, pn) |V dxz,

and
sup/ f(An,w)|Pdxy < P |/ sup Lf(An, x0)|P dxgp.

Now since |f|? is plurisubharmonic, the inequality

1

|f(zo,wo) [P = ——

[ (o) + @) do (10

holds for all values of ({,#). Fix # = 0, multiply both sides of (10) by { and integrate between
0 and 41,

o .
[ o gag < - [ [ \f(ao + 6o, an) P a0 ac
Then
|f(ZO/ wO P<— 5 // Z wo |dez dyz,

where O = {(z,wp) : |z — 29| £ d1}. Similarly fix { = 0, multiply both sides of (10) by 7
and integrate between 0 and Jy,

|f (20, w0)|P < msz // f(zo,w)|P dxw dy,
where O = {(zo,w) : |w—wp| < &}. Then
P < 1 4
2|f(zo,wo)|P = 7 |f(Z wo) |V dx; dy.
1

2 [ e
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Now let OF = {(An 4z, 1) : |z] £ 61} and OF = {(An, pn +w) = |w| < 6}, then

1
2 F (s )P < z(E S 1f Ot 2 ) iz
n
7_[52 // )\n/lfln+w)|pdxwdyw>
01

< — A , Pdx,d
_; n&%/&l/élf( n+ 2, pn) [P dxz dy,

1 (52 52 p
+7w%/_§2'/_5 [ s+ )P iy

1 An +(>1
=X (g [ L ey s
n

n_()l

1 Hn+02 )L p
+ 7'[5%/ /n*(52 n, W ‘ dxy d]/w)

It is clear that the last expression above is no larger than

1 An+d1
Z(M%/ A sup (2, )" dxz dy:

1 ]/lyr‘rt.;z .
+m;§/ /y sip If (An, w)] dxwdyw).

n—

Now for 61 = a and 6, = %2, the intervals (A, — 1, A, + 61) are pairwise disjoint, and

similarly for the intervals (y, — &, pin + 62), thus

1 o1 00
2RI f )P S [ [ supl ol s d
n o

n52/ / sup [f (A, w)|P dxy dyyp.

We conclude that

01

1 [ee]
2L f )P S —5 [ (e [ sup |z, o) P ) dys
n 7T51 J =1 —0 p

+i/52 (gPTWw|/°° sup |f(/\n,xw)|l’dxw)dyw
7'[(5% —5 oo

oo}

= Bysup |f (xz, pin )| dx

+ By sup [f(An, x0)|P dxgy < 00,
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where By = B1(p, 7,¢1) and By = Ba(p, T, €2).

Remark 3.7 In the above proposition, if we replace the conditions (9) by

/ / f(xz, 2x0)|Pdxz dxyy < 00

the interior integral is finite everywhere except on a null set. If we use Fubini to change the
order of integration, we get a null set for the integral against the second variable. If we know
that none of A;;’s and py,’s lie in these null sets, the conclusion still holds.

Theorem 3.8 If {A,},cz and {p,}ncz are separated sequences of real numbers such that
0=A, =1and 0 < p, <1 for each n, then the Gabor system (2) forms a Bessel sequence in
L2(R?). If ¥, |cn|? < oo, then the Gabor expansion

chezmynéfn(cff/\”)z
n

converges in mean to an element of L*(R?).

Proof. If ¢ € L?(IR?) then the inner product

ap, = <\/§e2niyné_n(‘:_/\n)2/ 4)(C>>/

is just the value f(Ay, uy) of the entire function

flzw) =2 L P8)e 2t E 2 g (8) = $(0),

in the Gabor space G¢ and f is of order of growth 2. we have

sup/ f(xz, 1n)|P dx,

< P/2 P /oo [/ o 2m(xe—xz)? dxg/ m(lye|-1)? dyg bz dx, < oo,
R

—00

and similarly

sup/ F(An, x0)|P dxyy < 0.

Therefore f satisfies conditions (9) and by Proposition 3.6 we have
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Y (V2me A (@) 2 = Y laul® = Y |f (A, ) < 0.

n

Thus the Gabor system (2) forms a Bessel sequence in L?(IR?). The second part follows from
the first by Proposition 2.4.

Paley and Wiener, showed in Theorem XLII of [16] that whenever

i (et =) =

for a sequence of real numbers {A,}, then the exponentials are weakly independent over an
arbitrarily short interval: " a,e*"! = 0 only when all the a,, are zero. The next lemma states
a similar statement for the set of complex exponentials replaced by the system (4). Here Li.m.
is used to show the limit in mean-square in L2. The proof is almost identical to that of Paley
and Wiener.

Lemma 3.9 Let no a,, vanish, Y= |a, |2 converge, and let
A < <AL <A <A < <Ay <

such that

i, ) =

Let

N .
f(t) — ‘}~i~m-Naoo Z an eZmA,,tfrc(tf/\”)z;
—N

over every finite range. If f(f) is equivalent to zero over any interval (a,b) then f(t) is
equivalent to zero over every interval, and all the a,’s vanish.

Now we want to show that if the separation of the A,’s is great enough then system (4) is a
Riesz-Fischer sequence.

Theorem 3.10 Let {1, } be a sequence of real numbers whose differences are nondecreasing
and satisfy

1

L (A1 — Mi)?

Then the Gabor system (4) is a Riesz-Fischer sequence in L?(R).
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Proof. We adapt the proof of [16, Th. 1]. By the second part of the Proposition 2.4 we have
to show that for all finite sequences of scalars {c,} and some constant m > 0,

2

mZ\cnlz < H ch\%emm“t_"(t_)‘”)z (11)

Using ¢ to denote an /2 sequence {cy, ¢y, - - - }, inequality (11) is the same as

(Ge,c)p

>m,
{c,e)p ~

where the I operator G is the Gram matrix of the members of the Gabor system (4). It is to
be shown that the eigenvalues of finite subsections of G are bounded away from zero, which
in turn follows from these two conditions:

(1) Gv = 0 implies v = 0, for every /> sequence 0.

(2) G = I + M, where M is a compact operator.

The first condition is satisfied by Lemma 3.9. To verify condition (2), observe that the entries
of G =1+ M are

Zom = \@/w 2T (A=A =TT (b= 2=t =) gy

Now M can be shown to be compact by showing that its Schmidt norm is finite. Since G is
symmetric, it suffices to show that

(o) (]
Y. Y g <o
n=1m=n+1

The sum is bounded above,

</m 62711'()\”*)\m)t*n(tf/\"y*n(ti)\’")z dt)z

£ E s £

n=1m=n+1 n=1m=n+1 o

g 2 Z Z (/ ean()\,,f)\ﬂ,)t dt)

n=lm=n+1 "7~
© A 2

25 5 i ([ i)
n=1m=n+1 A—roo —A
2 & ad 1

< £

- n;l m:;Jrl (An = /\m)2
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where (A — Ay) £ (Ayy1 — An)(m + n) follows from the assumption that differences are
nondecreasing. Letting k = m 4 n, one concludes that

Oy 2 ooy b
n; mzzn+l S n; (AnJrl - )\n)Z

establishing the theorem.

Theorem 3.11 Let

flz) = /00 (X(t)eZnizt—n(t—z)z dt,

where a € L2(R). If f(4) = 0 and g(z) = z : /\f(z), then there exists a function g in L?(R)
such that
8(:) = [ B (12
Moreover,
. t .
B(t) = a(t) +27t(i + 1) (A — p)e~ 2mirttmlt=p)? / a(s)e2mins =l =1)* g (13)

almost everywhere on R.

Proof. To motivate the proof, let us suppose that g(z) is in fact representable in the form
(12), and try to deduce (13). If (12) holds, then

1
Z—H

/oo a(t)EZm'ztfn—(tfz)Z gt — % /‘00 ‘B(t>€27ri2t*7f(t*2)2 dt.

The trick in solving for B(f) is to transform each of these integrals by first rewriting
e2mizt—m(t—z)* 4o

Q2mizt—m(t—z)* _ 2mi(z—p)t+2mipt—r(t—p)*+m(z—p)(2t—z—p)

and then integrating by parts. When this is done, the result is

! / " a(r)ermii=2? gy / " g (B2 gy,

Z— U J- —00
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with

ay (f) = =2(i + 1)7T€_2m“t+”(t—ﬂ)z /t zx(s)e2ni;45—n(5—y)2 ds,
and

2 i 1 /j:o ,B(i')ezﬂiztfﬂ(tfz)z dt = /j:o ,Bl(t)ezmﬂfﬂ(tfz)z it
with

B1(t) = —2(i+ 1)n672mu+n(t—m2 /t ﬁ(s)eznmsfn(ﬂ)z ds.

— 00

It follows that aq () = B1(#) almost everywhere on R, and so

2miA—p)t+(A—p) (2t—(A+p)) /lL Dc(s)e2m'”57”(5*14)2 ds

—00

:/t ‘B(s)€2ﬂi)\s—n(s—/\)2 ds.

To obtain (13), differentiate both sides of this equation with respect to t. Now simply observe
that all of the above steps are reversible, that is 8 € L?(RR).

Remark 3.12 A similar result holds when f is of the form

f(z) = /j:o e27rizt—7r(t—z)2 da(t),

and « is of bounded variation on R, only now

g(z) _ /_O:o eZm’ztfn(tfz)Z dﬁ(t),

with

. ot .
dp(t) = da(t) + 27i(\ — p)e 2t (i)’ / 2Tins =1 g (o).

—00

Corollary 3.13 The completeness of system (4) is unaffected if one A, is replaced by another
number.

Nowak [18] showed that the deficit of the regular Gabor system generated by h € L*(R¥)
and a,b > 0 is either zero or infinite if the system is a Bessel sequence in L2(R?). The next
result on the deficit of the irregular Gabor system (4) is proved as in [19, Th. 4.6]. Here we
give the proof for the sake of completeness.
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Theorem 3.14 If {1, } is a separated sequence of real numbers such that
A1 — A >1, (n=0,£1,%£2,--+)

then the Gabor system (4) has infinite deficiency in L?(R).

Proof. Let N be a fixed but arbitrary positive integer. If K is large enough, then we can
replace

Ao, A1, Ak
by
Ho M1, s BK+N+1s

so that the resulting sequence, relabeled {y, }, satisfies

inf(py i1 = pn) > 1.

By Theorem 3.10 there is a function ¢ € L?(R) such that

i/ dmipgt—n(t—m)? g _ f 1ifn =0,
/]R<p(t)ﬁe dt_{Oifn;AO'

Thus the system
{%ezmmtfn(tfyn)z n O}

is incomplete in L2(R), and we conclude by the above corollary that the deficiency of the
system in L?(R) is at least N.

4. Stability

In this section we study stability of sampling sets in Gabor spaces. Here we let G, to be the
Gabor space of a Gabor window h € L2(R%), and A be a discrete set in C.

Proposition 4.1 [17, Cor. 3.2.3] (Inversion formula for the Gabor transform) Let i,y € L2 (]Rd )
be such that (i,9) # 0, and we consider V,f(z) = (f,h), for every f € L2(R?). Then it is
fulfilled that Vj,f € L?(C%). Moreover we have inversion formula given by:

£t = ﬁ /Cd Vif(z) MyTey(t) dydy; z=x+iy € CO.
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The image of L?(IR?) under the Gabor transform with the window h, forms a reproducing
kernel Hilbert space

Gn={Vif : f € L*(RT)}
(a closed subspace of L2(C*)) which is called Gabor space or model space.

The following result is proved for d = 1 in [19, Prop. 1.29], the proof given here is based on
[17].

Proposition 4.2 The Gabor space Gy, of a Gabor window h € L?>(R¥) is a Hilbert subspace of
L?(C?) that is characterized for the following reproducing kernel:

ky(z,20) = k(z,20) = kg (2) = (hzy, hz).

That is, F € Gy, if and only if
F e L*(CY)
and

F(zg) = /Cd F(z) k(z,zp) dx dy. (14)

Proof. We introduced the inversion formula for the Gabor transform in Proposition 4.1.
Without loss of generality, we may assume that ||| = 1. Now for zg = x +iyg € C* we
have

Viftzo) = [ (6 My, Togh(E)

= Ja ( /Cd Viuf (z) My Teh(t)dx dy)mdt

where z = x 4 iy. Switching the integrals we have

Vif(z0) = /Vhf / My Teh( MyoTx(>h()dt>dXdy

= [ s @ ( [, he(Oh (0 dt ) dy,

JCd

that is,
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Therefore k replays all the functions of the space, and as it belongs to this space, it is its
reproducing kernel.

For x,y € R? we recall Ty describes a translation by x also called a time shift and M, a
modulation by y also called a frequency shift. So the operators of the form My Ty or TxMy
are known as time-frequency shifts. They satisfy the commutation relations

TeMyf(t) = (Myf)(t — x)
— eZm‘y.(tfx)f(t . x)

= e TAM, Tof(t)

Then we have

{z, 1z ) = (My Teh, My, Ty )
= (B, T-xMy,—y T, )
— 2ix.(yo— )Myo—yTXo—"h>
— YY) (1, My, —y Ty —ch)
= 2m=V0) (jy )

In terms of ky(z) = kj,(z,0) = (h, h;) one has

kn(z,20) = (hz, hzy) = 27W=Y0) (h, iy, )

= e2mix.(y=0)k (29 — 2)

and hence the reproduction formula (14) takes the form
F(zo) = /Cd F(z)e?™* =00k, (29 — z)dx dy
Using this notations we can deduce that

Vifzo(2) = (fz, hz) = e27ixo-(Yo= <f hz—z)
= 20NV, (2 — z9).

In this way, to be consistent with the notation and the definition of the transform, we have to
define the translations in C? of a function F € G, (or in Lz(Cd) in a general way) as:

E,(z) = 200 —Y) F(z — z).
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It is necessary to observe that these translations do not coincide in general with the usual
translation of CY. But if we look at the function, then we have

|Fz(2)] = [F(z —20)]-

Since in general the function F(z — zg) can not belong to Gj,. Taking this into account we can
write the reproduction formula in a bit more compact way

Flzo) = [, F@k:(z0)dxdy

The Gabor space has certain good continuity properties. More precisely, the functions of the
space will be uniformly continuous. For F € Gy, since F is defined as a definite integral, it
is uniformly continuous with respect to the free variable of the integrand, i.e. for each e > 0
there exists 6 > 0 such that if |z; — zp| < 6 by using triangle inequality we have

|[F(z1)] = [F(z2)|| £ [F(z1) — F(z2)| < ¢
Ascensi [19] formalized this idea in the case d = 1 with the following result.

Proposition 4.3 [19, Prop. 5.1] Let G be the Gabor space of normalized Gabor window
h € L*(R%). Then, given e there exists § such that if |z; — zp| < 4, then for every F € G,

F(z) = (f, hz)
it is fulfilled that

|IF(z1)| = [F(z2)[| < [[Flle = |l

A good description of the Gabor space is most convenient if there are some complete
characterizations. The best situation occurs when for some analyzing function the Gabor
space is a space of holomorphic functions. The most important example and the only possible
one is the Gaussian function, for which the Gabor space can be identified with the Fock
space, in which the sampling and interpolation sets are completely characterized [20]. The
following assertion is proved for d = 1 in [7], we do not know if the same holds in higher
dimensions.

Problem 4.4 Consider the Gabor space with a Gabor window h € L?(R)

Gy = {F(z) = '/]Rdf(t)e*Z”iy'th(t —x)dt, f € A(RY)}.

Then this space is a space of antiholomorphic functions (i.e., F(x,—y) is holomorphic),
modulo a multiplication by a weight, if and only if 4 is a time-frequency translation of the
Gaussian function.
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As the space in that we will work is formed by continuous functions and it has reproducing
kernel, we can sample the functions at any point. Given a set of points of C¢ we can consider,
for each F € G, the succession of values that F takes in this set.

Definition 4.5 A discrete set A = {z;};cz in C is said to be a sampling set for Gy, if there are
constants A, B > 0 such that

AlIFI? < ) |E(z)|* < B|[F|*F € Gy
jez

These sets are very important since they correspond with frames. We give some properties
of Gabor space and sampling set in the case d > 1. The case d = 1 was considered by Ascensi
and Bruna in [7]. The proofs are essentially the same (with little changes in certain cases).
Recall that G, = {V},f : f € L?(IRY)} is the Gabor space. Here we assume that ||| = 1.

Proposition 4.6 If A = {z;} ey is a sampling set for G, then A is a relatively separated set.
Proof. The proof is exactly similar to the proof of [7, Prop. 3.1].

Definition 4.7 Given a continuous function F defined in C? we define its local maximal function
as:

MF(z) = sup |F(w)|

|w—z|<1

Lemma 4.8 Let A = {A;};cz be a separated set with separation constant e. Then

1
Y k(A)| < — | MK|1,
AEA ce

where ¢ = m(B(0,1)).

Proof. We suppose without loss of generality that 1 < & < 2. Then using sub-mean-value
inequality

1
EA k(A)] < A;\ FICw] /B O
1
< P B0 o)) /B(A,e) Mk(z) dm(z)
1
§A€A FICw] /Cd MK(z) dm(z).
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Since by hypothesis those balls are disjoint, then

Y k()] < Zd (| MEK[[:.-
AEA

Proposition 4.9 If A is a separated set, there exists B > 0 such that

Y. [FM)P < B|EI*; FeGy
AEA

Proof. Calculating directly we have that

S IFWP= T | [ FeREdnE |

AEA Aen /T

@) Y |k(z—A)| dm(z) /|k 2)| dm(z)

AEA

Here [, |k(z)| dm(z) = m < oo because the kernel is integrable and also

Y k=M= ) [k(7)]

AEA YE(z—A)

is bounded independently of z, and since z — A has the same separation constant as A we
can apply Lemma 4.8. Then

L IFWES [JF@E T k) dn) [ k) dn)
A)

AEA Ye(z—
2
< BJ|F|I%,

where B = % ||Mk||; and e is the separation constant of A.
ce
Next, we want to know when the Gabor system G(h,A) is a frame for L?(R%). First

we observe that V,f(z) = (f,hz) and ||[V,f]l = ||f]l Gf ||k|| = 1). As we have bijective
correspondence between G, and L%(RY) by the Gabor transform, we can write

Y EMP = Y IVif WP = Y [ m)P

AEA AEA AEA
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for every f € L2(RY) or for every V,f € G),. Therefore the frame condition and that of
sampling set are equivalent. We conclude that: given a discrete set A C C? and a Gabor
window i € L2(RY), G(h, A) is a frame for L2(IR?) if and only if A is a sampling set for G,.

Let %y = {h € C*(R)NL*(R) : ' +zh € L*(R) and ||I' + zh|» < a||h2 forz(t) = tt € R}.
It is clear that C°(R) C X, and so ¥, is a non empty set.

Lemma 4.10 Let h € X, and let {A, },en and {pn }new be sequences of scalars and suppose
that there exist positive numbers B and L such that

Y IF(An)[* < BIFII% (F € Gy)

and

|]”ln _)\n‘ § L,(?Z = 1,2,3/...).
Then for every F € G,

Y IF(An) = F(ua)[* < B(e*t — 1)%|[F|%.

n

Proof. Let F be an element of Gj,. By expanding F in a Taylor series about A;, we find that

o (k)
Flu) — F() = 3, )

k=1

(un — An)k(n =1,23,--).

If p is an arbitrary positive number, then by multiplying and dividing the summand by o*
we find also that

S ‘F(k>()L )‘2 1) p2k|‘u Y ‘2k
Fun) — FOWP < 3, 5o Y B

Since Gy, is closed under differentiation and ||F’||, < «l|F||; it follows that
L IFO () < BIFW)?
n
< Ba*|[F|?, k=123,

Therefore we obtain

Y IE(A) = EG) 2 < BER Y < 3o (L%
" )l = P =T

o2
= B||F|2(e” —1)(eFV —1)
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since |y — Ay £ L.

Now by choosing p = \/f we get

ZIF M) = F(un)[* < B(e*" — 1) F||%

Theorem 4.11 If {A,, },,cn is a sampling set for G;,(h € ¥,) then there exists positive constant
L such that if {yy, },cN satisfies A, — pn| < L for all n, then {py }yen is also sampling set.

Proof. Since {A,},eN is a sampling set for Gy, then there exist positive constants A and B

such that

AllF|I> < Y [F(An)|? < BIIF|I?
n

for every function F belonging to the Gabor space Gj,. Let {y },en be complex scalars for
which |Ay, — pu| £ L(n = 1,2,3,---). It is to be shown that if L is sufficiently small, then
similar inequalities hold for the p;’s.

By virtue of the previous lemma, for every F € Gy,

Y IF(An) = F(un)* < B(e*F — 1) F||?

n

1
and since || F||? < 1 Y. [F(An)|? to have

Y IF(An) = F(un)* < C Y [F(An)I?

n

(e*l — 1)2. Applying Minkowski’s inequality, we find that

| w

where C =

‘\/ZIF(M — /X IF () |2] VETIF() 2,

and hence

VAL = VOIIF| </ ZIF(u)? = VB + VO |E|
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for every F. Since C is less than 1 if L is sufficiently small, {y,; } e is a sampling set for Gj,.

Problem 4.12 Let i,k € L?>(R). It would be desirable to show that there exists ¢ > 0 such
that if ||k — k|| < ¢ and {A,} is a sampling set for Gj, then {A,} is a sampling set for G;. If
one can show this and & € £, then for each k € L2(R) with ||k — k|| < e the stability result
of Theorem 4.11 holds for G; as well. Now since ¥, is norm dense in L?(R), one could
conclude that Theorem 4.11 holds for each i € L?(R). At present we are not able to prove
that a "small" perturbation does not effect sampling set.
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1. Introduction

Chalcopyrite (CuFeS,) is the most important copper ore, comprising approximately 70% of
copper reserves in the world [1,2]. In metallurgical applications, chalcopyrite is mainly
subjected to pyrometallurgy treatment after concentration by a flotation process [3,4]. The
interest in bio-hydrometallurgy has increased recently in order to minimize the sulfur dioxide
emissions, and to reduce energy consumption [5-9]. However, the chalcopyrite copper
leaching rate is slower than other copper minerals such as chalcocite (Cu,S), covellite (CuS),
and bornite (CusFeS,) [10]. Initial rapid leaching rates decline with time, and bioleaching
processes release only part of the copper [11]due to so-called passivation reactions at the
mineral surfaces [12, 13]. After almost a century of research into the mechanisms of chalco-
pyrite dissolution in ferric media, there is a consensus with respect to the formation of a
passivating film on the surface [3, 11-16]. Despite this, the nature of this film remains unknown,
although it has been postulated that it must have low porosity and be a bad electricity
conductor (Cérdoba et al., 2008a). Various models were describing the mass transfer diffusion
and chemical reactions on the chalcopyrite surface. Those models have been proposed to
explain the nature and composition of the passivation film that causes slow oxidation of the
chalcopyrite: (I) metal-deficient sulfides, (II) elemental sulfur-S, (III) polysulfides-XS,, and (vi)
jarosite-XFe;(SO,),(OH), [4, 11-17].

Klauber (2008) [8] reviewed the chemical characteristics of the surface layer of chalcopyrite
leached with ferric sulfate and suggested passivation candidates including metal-deficient
sulfides and elemental sulfur-S°. This author suggested that the metal-deficient sulfide is
formed by non-stoichiometric dissolution of sulfides based on analytical evidence. Parker et
al. (2003) [11] used XPS analysis to detect elemental sulfur, sulfate, and disulfide phases in the

I m EC H © 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.
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solid form in chalcopyrite bioleaching experiments. Additionally, chalcopyrite bioleaching
results in the dissolution of iron, which potentially leads to precipitation of Fe* hydroxysul-
fates such as jarosite [11]. Under these conditions, chalcopyrite leaching may involve iron-
deficient secondary minerals and intermediates [19].

These studies agreed that the jarosite precipitation is linked to chalcopyrite passivation. These
different theories require substantial further research. Itis, therefore, crucial to tackle the issue
from different angles in an attempt to understand the nature of the recalcitrant chalcopyrite.

Moreover, mineralogical characterization of the products in different types of beneficiation
processes, called “process mineralogy,” has been performed as a fundamental piece of the
planning, optimizing, and monitoring of different minerals [5, 20]. In this way, an appropriate
understanding of the mineralogy in the chalcopyrite and its transformation is essential to
understanding the passivation mechanism [21]. This type of research can be turned quite
complicated due to factors like fine size of particles, low crystallinity, a small proportion of
mineral phases, and nature of ore minerals in the various steps of the process. Due to these
features it is necessary to use different complementary analytical techniques like electron
microscopes, electron microprobe, X-ray diffractometers and spectrometric methods [22, 23].

The primary objective of this research is to characterize the mineral phases generated in the
bioleaching process of chalcopyrite and to understand the evolution or transformation of these
phases to elucidate its influence on chalcopyrite passivation of the process.

2. Material and methods

2.1. Mineral

All experiments were carried out using a natural chalcopyrite sample from “La Primavera”
Mine (La Cruzada Segovia, Antioquia, Colombia). The mineral was subjected to crushing and
milling processes followed by gravimetric separation in a Wilfley table. Afterward, manual
concentration was performed under stereographic microscopy. The mineral composition of
the sample measured by countdown points was 85.23% chalcopyrite (CuFeS,), 1.27% quartz
(510,), 1.69% covellite (CuS), 2.53% sphalerite, and 3.37% molybdenite (MoS,). The mineral
was milled using an agate mortar. This guaranteed size, pass through 200 Tyler mesh (~75um),
and the mineral was then sterilized in a furnace for 90 min at 80 °C.

2.2. Bioleaching experiments

Acidithiobacillus ferrooxidans ATCC 23270 bacterial strains was employed in the bioleaching
experiments. The microorganisms were previously grown in T&K medium ((NH,)SO,:
0.5g/L; MgSO,.7H,0: 0.5g/L; K,HPO,: 0.5g/L) [24, 25]. By successive replacement of the ferrous
sulfate with chalcopyrite. The medium was acidified to pH 1.8 using H,SO,. The flasks were
sterilized by autoclaving for 20 min, 120°C at 18 psi. The experiment was inoculated with A.
ferrooxidans 10% (v/v) with 107 cel/ml. The experiments were carried out for 30 days in 500-mL
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flasks containing 300 mL medium with 10% (w/v) chalcopyrite. Those were shaking at 180 rpm
and 30°C. All conditions were duplicated, and the respective abiotic control was included.

2.3. Chemical analysis

Measurements of pH (HACH HQ40d multi PHC30103) and redox potential (Shot Handylab
1 Pt 6880) (reference electrode Ag’/AgCl) were performed in situ every day. Samples were
aseptically withdrawn from the flasks after 24 h and then every five days for mineralogical
and chemical analysis. The samples were separated in a DIAMOND IEC DIVISION centrifuge
for 15 min at 3000 rpm. Iron and sulfate concentrations were measured with an UV-visible
GENESYS™ 10 spectrophotometer. The methods employed were 3500-FeD (O-phenantroline)
for total iron according to the Standard Methods for water analysis[26].

2.4. Mineralogical analysis

Combinations of analytical techniques were used in the mineralogical sample characterization.
The Fourier transform infrared (FTIR) spectra for the solid samples were recorded in an FTIR
Spectrophotometer Shimadzu Advantage 8400 using KBr pellets in transmission mode. A
sample of the KBr mixture at a 1:200 ratio was used. A total of 20 scans with a spectral resolution
of 4 cm™, a range of 400-4000 cm™, and Happ-Henzel correction were used. The biooxidation
samples were mounted in epoxy resin and polished with sequentially finer SiC grit paper and
a final polish with 0.05-um alumina powder. Polished section analysis was performed with
JEOL JSM 5910 LV scanning electron microscopy (SEM) in backscattering electron mode and
an energy-dispersive X-ray spectroscopy detector (EDX) (Oxford Instrument) using a beam
voltage of 18 kV.

X-ray diffraction (XRD) analyses of the samples were conducted in a Bruker DSADVANCE
diffractometer with Cu A=1.5406 A radiation generated at 35 kV and 30 mA. XRD data were
obtained using a computer-controlled XRD Panalytical X'Pert Pro MPD. The samples collected
for mineralogical studies have a statistical representation and the analyses performed by
different techniques and on different grains for the same mineral give validity to the results.

3. Results

3.1. Chalcopyrite leaching experiment

Chalcopyrite oxidation in the inoculated culture presented a low pH (2.1), while the control
pH was 2.8. Redox potencial increased from 330 mV until 580 mV. The abiotic control did not
change in the time (180 mV). The dissolution of total Fe (Fig. 1) presented continue increase in
the time showed a maximum value at 15* day (8182.25 ppm) and then decreased and stay
invariant until 7251.44 ppm, abiotic control did not show a significant changes in the time
(780,12 ppm).
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Figure 1. Concentration of total Fe (mg/L) in the Time (Day).

The concentration of SO,* reached its maximum value at 15% day (50200 ppm) after this day
it was decreased until 25600 ppm (Fig 2). The no inoculated flask did not present considerable
variation in the time, and those had a significant difference compared with an inoculated test.
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Copper extraction was 35.45%; this dissolution was growing at 15" day next stabilized in the
time. Less than 6% of Cu was solubilized in the chemical controls (Fig. 3).
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Figure 3. Copper dissolution (%) in the Time (Day).

3.2. Mineralogical analysis

3.2.1. FTIR measurements

Results obtained by FTIR (Fig 4) showed that the predominant mineral phase present was
jarosite, which was confirmed by the presence of the v; band (anti-symmetric stretching triply
degenerate vibration) at 1190 cm™, 1085 cm™, and 1008 cm™, v, band (deformation vibration)
at 629 cm™, and v, bands (deformation vibration doubly degenerate) at 513 cm-' and 470 cm™
[19, 21, 27, 28]. There was also absorption at 740 cm™, 870 cm”, and 1414 cm™, which may
correspond to v; of NH," in the ammonium jarosite [19]. In addition, typical bands of quartz
at 798 cm™, 779 ecm”, and 694 cm™ could be observed [29] as well as the hydroxyl groups at
3400 cm™ and water at 1640 cm™ of the jarosite mineral [28, 30]. Bands around 2935 cm™ related
to the total carbon present on the cell surface showed a permanent increase [31-33]. The samples
did not show a significant difference during the first five days, but between the 5™ and the
10™ day, the width and intensity of the jarosite bands significantly increased. After this point,
the band increases in the samples were very slow. FTIR of uninoculated samples for all tests
showed a spectrum with little variation compared with the unleashed sample.
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Figure 4. Fourier transforms infrared spectra of solid residues after bioleaching of chalcopyrite. H,O (water), OM (or-
ganic matter), CO, (Carbon dioxide), NH,*(ammonium in jarosite), SO,* (sulphate in jarosite) and Qz (quartz).

3.2.2. SEM/EDX analysis

SEM images of uninoculated samples for all tests (Fig. 5) showed surfaces with few alterations
such as isolated cracks. These alterations were interpreted as mineral genetic defects. The
grains had well-defined edges. EDX analysis of the grains showed the chalcopyrite’s stoichio-
metric composition (Fig. 6). The morphology of the grains exposed to bacteria is illustrated in
Figs. 7. All the samples show typical corrosion features such as pits, grooves, and gulfs on the
surfaces of the chalcopyrite grains (Figs. 7) that increased from the edge of the grain toward
the core. These characteristics were observable the first day of the process and became more
evident with time. EDX also characterized an aggregate containing S, O, and Fe (Fig.6). Average
pit size and pitting density on the surface increased with reaction time. After 15 days, the
surface pitting was extensive, resulting in discrete euhedral and elongated pits and grooves
(Fig. 7). The formation of jarosite aggregates increased with time and sharply increased until
the end of the process. Moreover, some grains showed a partial jarosite film covering the
chalcopyrite grains since the first day of the process (Fig. 7)
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Figure 5. Scanning electron microscopy micrographs of uninoculated residues after chalcopyrite bioleaching. Cpy,
chalcopyrite; Qz, quartz. After 30 days.

o THE oy Corver 82 e (3 010

Figure 6. Scanning electron microscopy/energy dispersive X-ray spectroscopy micrograph and analysis of the residues
after bioleaching with A. ferrooxidans of chalcopyrite. Cpy, chalcopyrite; ], jarosite.

Figure 7. Scanning electron microscopy micrographs of the residues after chalcopyrite bioleaching with A. ferrooxidans.
Cpy, chalcopyrite; ], jarosite; and Qz, quartz. a) day 5, b) day 15 and c) day 30.
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3.2.3. XRD measurements

According to the XRD initial qualitative analysis, were founding that the primary mineral
phase present in the samples was chalcopyrite with small quantities of quartz, molybdenite,
covellite, chlorite and wollastonite (Fig. 8). From the result obtained by XRD spectra of
bioleached samples (Fig. 9), the most important identified minerals were:

i as the principal products of the bacterial oxidation process: (a) ammonium jarosite,
as preponderant phase and covellite in minor quantities and (b) Wollastonite was
dissolved at the beginning of the process.

ii. as mineral phases resistant to the bioxidation process: (a) Chalcopyrite, as the primary
sulfide, present in every sample, (b) Minor quantities of pyrite and (c) different types
of silicates like quartz, chlorite and muscovite.

Otherwise, mineralogical evolution of the mineral phases consists of a gradual reduction of
molybdenite and chalcopyrite peaks and the appearance of ammonium jarosite and covellite.
XRD for uninoculated controls did not show change in the time (Fig. 10).

&
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Figure 8. X-ray diffraction spectra for chalcopyrite of sample before the bioleaching process (CPy, chalcopyrite; Qz,
quartz; Mo, molybdenite; W, wollastonite; Cl, chlorite; CuS, covellite.
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Figure 9. X-ray diffraction spectra of chalcopyrite during the bioleaching process in the 5, 15 and 30 days. (CPy, chalco-
pyrite; Qz, quartz; Mo, molybdenite; W, wollastonite; Cl, chlorite; J, jarosite; Cv, covellite).
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Figure 10. X-ray diffractograms of uninoculated samples after 30 days of the process. (CPy, chalcopyrite; Qz, quartz;

Mo, molybdenite; Cl, chlorite; CuS, covellite).
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4, Discussion

4.1. Chalcopyrite leaching experiment

As previously stated, it is possible to conclude that the chalcopyrite bioleaching process was
passivated. The results suggest that a low level of Fe** is favorable for Cu lixiviation since the
copper release slowed at high Fe* concentration. Chemical analysis showed that around the
15 day, the system had a flat ferrous ion concentration, high ferricion concentration, increased
redox potential, and decreased copper dissolution. Hiroyoshi et al. (2001) [10] found that when
the concentration of ferrous and cupric ions is low in the system, the overall reaction of
chalcopyrite leaching is controlled by ferric ions and the copper extraction rate is slower. This
could explain what happened after at 15 days the release of copper occurs more slowly.
Furthermore, ferrous ions promoted chalcopyrite bioleaching below the “critical” potential, in
this case around of 430 mV, which caused enhanced copper removal on days 1-15. In the higher
potential area (days 16-30), the release of copper was smaller than that in the lower-potential
region because there might not have been enough ferrous ion to promote chalcopyrite
bioleaching. The present findings agree with those of previous works [3,4, 10, 34, 35]. The
hypotheses in these works were that the chalcopyrite dissolution was catalyzed by the ferrous
ion according to the following reactions (1-3):

CuFeS,+4H'+ 0, » Cu*'+ 28"+ Fe’'+ 2H,0 1)
CuFeS,+ 3Cu* + 3Fe*" — 2Cu,S + 4Fe’ )
2Cu,S + 8Fe’ — 4Cu’ + 8Fe* + 28" 3)

These researchers found that the inhibition of chalcopyrite bioleaching by mesophilic micro-
organisms is due to bacterial consumption of ferrous ion. In these reactions, the role of
microorganisms such as A. ferrooxidans was not evident, and the copper dissolution was a
purely chemical process. However, in the present study, we observed that A. ferrooxidans plays
a fundamental role in the copper dissolution, as can be seen in the chemical controls where
dissolution practically fails to occur.

Nevertheless, some researchers have found that copper release is favored at high Fe™
concentrations, where this ion contributes to the overall efficiency of the chalcopyrite leaching
in which ferric ions acts as oxidizers, producing elemental sulfur according to the following
reaction (4) [11, 16, 3-39].

CuFeS, + 4Fe’" — 5Fe* + Cu® + 28° @)
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4.2. Mineralogical analysis

From the results previously outlined, it is possible to conclude that the leaching process the
silicates did not present detectable changes, demonstrating refractoriness to it. Jarosite is the
most abundant mineral phase as product of the bacterial leaching of chalcopyrite. There is a
predominance of the ammonic component in the jarosite. The generation of jarosite in bacterial
systems has been already documented in the literature [21]. [40] Produced jarosite using A.
ferrooxidans and demonstrated the preference in the incorporation of K* and NH," in the jarosite
in this system. Ammonium in the jarosite was incorporated probably from compounds used
as nutrients in these processes.

Jarosite phase could be considered as the unfavorable phase because its presence apparently
would passivate the copper release [5, 10, 11, 16, 34-38]. The jarosite formation was more
marked from 15% day onward, when the system showed a lower concentration of ferrous ion,
a higher concentration of ferric ion, increased redox potential, and a high concentration of
SO,* in the solution. Jarosite formation was favored when redox potentials increased above
the critical value (430 mV) around the 15% day, favoring the hydrolysis of ferric ion, promoting
jarosite precipitation, and possibly generating chalcopyrite passivation [5]. The formation of
jarosite was confirmed by FTIR spectra, which showed permanent increases in the typical
bands.

The sharp increase of jarosite bands on the 15" day and its further slow increase was consistent
with the observed chemical data. It is important to note the jarosite bands more defined with
the time. It could involve a crystallinity increase in the jarosite structure. On the other hand,
the increase of the band at 2935 cm™ was possibly due to an increase in bacterial population,
indicating bacterial activity, which cannot detected by other characterization techniques [33].
Moreover, the NH, bands increased and were clearer with the time. It could indicate the
NH, was gradually incorporating into the jarosite structure. Ammonium in the jarosite
incorporated probably from compounds of ammonium, which are used as nutrients in this
process, since it is the case of the ammonium sulfate added in T&K as source of energy [21].
In this way, if the microorganism did not have a NH, as source of energy they could decrease
its activity.

Furthermore, SEM analysis showed that chalcopyrite dissolution, in the presence of these
microorganisms, occurred on the surface due to the presence of roughening of the grains and
the formation of dissolution pits, both of which increase with time. The pH reigning in the test
and the high levels of Fe** and SO,* could generate system instability, favoring the precipitation
and nucleation of jarosite agglomerating on small chalcopyrite particles, increasing after the
10" day and forming a non-uniform film on the largest chalcopyrite grains. Jarosite precipi-
tation was indicated by breakage in the solubility limit of iron and sulfates in the solution,
which could be mitigated by reduced levels of sulfates in the medium [1, 5, 30, 34]

On the other hand, XRD analysis (Figs. 9) indicated that jarosite formed at the expense of
chalcopyrite dissolution. Moreover, XRD spectrum showed a covellita formation at the
expense of chalcopyrite dissolution. In contrast, the chalcopyrite in the control reaction system
remained visually unaltered. Nevertheless, the dissolution of minority phases as molybdenite,
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wollastonite, and chlorite was observed. This mineralogical analysis showed the predomi-
nance of the galvanic effect, where lower-potential molybdenite dissolves in contact with
chalcopyrite [41, 42].

Moreover, chlorite and wollastonite are soluble in acidic environments [5], and small quantities
of the Cl ion are not toxic to the bacterial population [43]. The increased relative abundance
in the process could indicate a reduced ratio of chalcopyrite to covellite and, therefore, confirms
the hypotheses raised by Hiroyoshi et al. [44-48], where the ferrous ions promoted chalcopyrite
leaching, favoring the reduction of chalcopyrite to covellite and the simultaneously oxidation
of this mineral. However, in this case, the ferrous ions apparently induced the reduction of
chalcopyrite to covellite and the simultaneous oxidation. The hypothesis of this work was that
the chalcopyrite dissolution was initially catalyzed by the ferrous ion according to the
following reactions (5-7):

CuFeS,+4H"'+ 0, — Cu*+ 28"+ Fe*' + 2H,0 )
CuFeS,+ Cu*" + Fe*" — 2CuS + 2Fe** (6)
CuS +Fe" - Cu®"+Fe’'+ 8’ @)

Finally, it was possible to define the mechanisms from bacterial leaching of chalcopyrite is
according figure 11:

CuFeS, Duy

Fe{OH);' u + H' —» Fe(OH)* + H,0
2Fe(OH) + S0, —» Fe(OH),S0,
@ Fe(OH)** + S0, + H' - Fe(OH),S0, + H,0
IFe(OH),S0,+ 2B' + SO, —» 2BFey(S0,),(OH),
Fe(OH)SO, + 2B* + 2Fe* +8H,0 —» 2BFey(SO,),(OH), + 8H*

@ (B)Fe;(SO)(OH),
B=K'NH,'H,0"  Cuhure medinm

Figure 11. Chalcopyrite bioleaching mechanism.
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5. Conclusions

The characterization the mineral phases generated in the bioleaching process of chalcopyrite
for A. ferrooxidans allowed understanding the transformation of these phases in the process
chalcopyrite passivation. We showed that chalcopyrite bioleaching is not a typical bioprocess
because faster and greater extractions resulted when the leaching was performed at low redox
potential values. In this case, the ferrous ions apparently favored the reduction of chalcopyrite
to CuS and the simultaneous oxidation of this newly formed phase, increasing the release of
copper. A high concentration of Fe* produces chemical instability in the process, favoring the
precipitation of the jarosite principal phase formed in the processes. This phenomenon could
be responsible for inhibiting chalcopyrite bioleaching. The results suggest that the mineral
dissolution rate was affected by jarosite formation. This mineral may limit the diffusion of ions
through the chalcopyrite surface and the access of the leaching solution. The bacteria A.
ferrooxidans play an important role in the chalcopyrite bioleaching.
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